Abstract
To solve the approximate nearest neighbor search problem (NNS) on the sphere, we propose a method using locality-sensitive filters (LSF), with the property that nearby vectors have a higher probability of surviving the same filter than vectors which are far apart. We instantiate the filters using spherical caps of height $1 - \alpha$, where a vector survives a filter if it is contained in the corresponding spherical cap, and where ideally each filter has an independent, uniformly random direction.

For small $\alpha$, these filters are very similar to the spherical locality-sensitive hash (LSH) family previously studied by Andoni et al. For larger $\alpha$ bounded away from 0, these filters potentially achieve a superior performance, provided we have access to an efficient oracle for finding relevant filters. Whereas existing LSH schemes are limited by a performance parameter of $\rho \geq 1/(2c^2 - 1)$ to solve approximate NNS with approximation factor $c$, with spherical LSF we potentially achieve smaller asymptotic values of $\rho$, depending on the density of the data set. For sparse data sets where the dimension is super-logarithmic in the size of the data set, we asymptotically obtain $\rho = 1/(2c^2 - 1)$, while for a logarithmic dimensionality with density constant $\kappa$ we obtain asymptotics of $\rho \sim 1/(4\kappa c^2)$.

To instantiate the filters and prove the existence of an efficient decoding oracle, we replace the independent filters by filters taken from certain structured random product codes. We show that the additional structure in these concatenation codes allows us to decode efficiently using techniques similar to lattice enumeration, and we can find the relevant filters with low overhead, while at the same time not significantly changing the collision probabilities of the filters.

We finally apply spherical LSF to sieving algorithms for solving the shortest vector problem (SVP) on lattices, and show that this leads to a heuristic time complexity for solving SVP in dimension $n$ of $(3/2)^{n/2 + o(n)} \approx 2^{0.292n + o(n)}$. This asymptotically improves upon the previous best algorithms for solving SVP which use spherical LSH and cross-polytope LSH and run in time $2^{0.298n + o(n)}$. Experiments with the GaussSieve validate the claimed speedup and show that this method may be practical as well, as the polynomial overhead is small. Our implementation is available under an open-source license.

1 Introduction
Nearest neighbor searching (NNS). The nearest neighbor search problem (NNS) is an important algorithmic problem in various fields, such as machine learning, coding theory, pattern recognition, and data compression [DHS00, SDI05, Bis06, Dub10]. Given an $n$-dimensional data set of size $N$, the problem is to preprocess a data structure such that, given a query vector later, we can quickly identify nearby vectors in time $O(N^\rho)$ for $\rho < 1$.

Locality-sensitive hashing (LSH). One well-known technique for solving NNS is locality-sensitive hashing (LSH) [IM99]. Using locality-sensitive hash functions, which have the property that nearby vectors are more likely to be mapped to the same output value than distant pairs of vectors, one builds several hash tables with buckets of nearby vectors. A query is answered by going through all vectors which have at least one hash in common with the target vector, and searching these candidates for a near neighbor.

Approximate NNS. In case the nearest point in the data set is known to be a factor $c$ closer than
all other points in the data set, or when the returned point is allowed to be at most a factor $c$ further away than the nearest neighbor, recent techniques of Andoni et al. [AINR14, AR15a, AIL+15] have shown how to answer queries in time $O(N^o)$ with $\rho = \frac{1}{2c^2 - 1} + o(1)$

where the order term vanishes in high dimensions. Within the class of LSH algorithms, these results are essentially optimal [Dub10, OWZ14].

**Lattices.** One recent application of LSH is to speed up algorithms for solving the shortest vector problem (SVP) on lattices. Given a set $B = \{b_1, \ldots, b_n\} \subset \mathbb{R}^n$ of $n$ linearly independent vectors, the lattice associated to $B$ is the set of all integer linear combinations of the basis vectors:

$$\mathcal{L}(B) = \left\{ \sum_{i=1}^{n} \lambda_i b_i : \lambda_i \in \mathbb{Z} \right\}.$$ 

Given a basis of a lattice, the shortest vector problem asks to find a shortest (w.r.t. the Euclidean norm) non-zero vector in this lattice. Estimating the computational hardness of SVP is particularly relevant for estimating the security of and selecting parameters for lattice-based cryptography [LP11, vdPS13].

**Lattice sieving.** A recent class of algorithms for solving SVP is lattice sieving [AKS01, NV08, MV10], which are algorithms running in time and space $2^{O(n)}$. Heuristic sieving algorithms are currently the fastest algorithms known for solving SVP in high dimensions, and various recent work has shown how these algorithms can be sped up with NNS techniques [BGJ15, BL15, Laa15, LdW15]. The fastest heuristic algorithms to date for solving SVP in high dimensions are based on spherical LSH [AR15a, LdW15] and cross-polytope LSH [AIL+15, BL15] and achieve time complexities of $2^{0.298n+o(n)}$.

**1.1 Contributions and outline.** After introducing some preliminary notation, terminology, and describing some useful lemmas about geometric objects on the sphere in Section 2, the paper is organized as follows.

**Locality-sensitive filtering (LSF).** In Section 3 we introduce the concept of locality-sensitive filtering (LSF), which in short corresponds to locality-sensitive hashing where only few vectors are actually assigned to buckets. Conceptually, this is similar to approaches of e.g. [Dub10, MO15]. We analyze its properties, its relation with LSH, and how this potentially leads to an improved performance over LSH given access to a certain decoding oracle.

**Spherical LSF.** To instantiate these filters on the sphere, in Section 4 we propose to use filters defined by taking a random unit vector $s$ and letting a vector $w$ pass through this filter iff $\langle w, s \rangle \geq \alpha$ for some $\alpha \in [0, 1]$. We highlight similarities and differences with spherical LSH [AR15a] and show how this potentially leads to an improved performance over spherical LSH.

**Random product codes.** All these results depend on the existence of an efficient decoding oracle. To instantiate this oracle, in Section 5 we propose to use spherical cap filters where the random vectors are taken from a certain structured code $C$ over the sphere such that, given a query vector $v$, we can compute all relevant filters with minimal overhead using list decoding. A crucial issue is to prove that filters from such a code $C$ behave as well as uniformly random and independently chosen filters, which is shown in the appendix.

**Practical aspects.** While random product codes satisfy all the properties we need to prove that two nearby vectors almost always have a common neighbor among the filter vectors, these codes may not be very efficient in practice, as the individual block codes have subexponential size and are not efficiently decodable. In Section 6 we discuss practical aspects of these codes, and how we may or may not be able to replace these fully random block codes by even more structured codes.

**Application to lattice sieving.** In Section 7 we apply our method to lattice sieving, and show that we obtain an asymptotic complexity for solving SVP of only $2^{0.292n+o(n)}$, improving upon the $2^{0.298n+o(n)}$ complexity using spherical or cross-polytope LSH. Figure 1 illustrates the asymptotic time-memory tradeoffs of our algorithm and other results from the literature. Experimental results show that the improvement is relevant in moderate dimensions as well. Our implementation is shared under an open-source license [Duc15].

**Relation with May and Ozerov’s techniques.** Independently of our work, Herold [Her15] studied how the nearest neighbor technique introduced by May and Ozerov for decoding binary codes [MO15] can be converted to angular distances, and what this would lead to for lattice sieving. For the Nguyen-Vidick sieve [NV08], he showed that this leads to the same time complexity of $2^{0.292n+o(n)}$ using very similar, if not equivalent techniques. One important difference between his work and ours is that Herold’s result uses the fact that in the Nguyen-Vidick sieve one...
Lemma 2.1 is elementary [MV10, Lemma 4.1], while Lemma 2.2 is proved in Appendix A.

**Lemma 2.1. (Volume of a spherical cap)** For arbitrary $\alpha \in (0, 1)$, we have

$$C_n(\alpha) = \text{poly}(n) \cdot \left(\sqrt{1 - \alpha^2}\right)^n.$$ 

**Lemma 2.2. (Volume of a wedge)** For arbitrary constants $\alpha, \beta \in (0, 1)$, we have

$$W_n(\alpha, \beta, \theta) = \text{poly}(n) \cdot \left(\sqrt{1 - \gamma^2}\right)^n,$$

where $\gamma = \sqrt{\alpha^2 + \beta^2 - 2\alpha\beta \cos\theta} / \sin^2\theta$.

In the special case $\alpha = \beta$, we obtain

$$W_n(\alpha, \alpha, \theta) = \text{poly}(n) \cdot \left(1 - \frac{2\alpha^2}{1 + \cos\theta}\right)^n.$$ 

**Nearest neighbor searching (NNS).** The nearest neighbor search (NNS) problem is defined as follows [IM99]. Given a list of $n$-dimensional vectors,

$L = \{w_1, w_2, \ldots, w_N\} \subset \mathbb{R}^n$, 

preprocess $L$ in such a way that, given a query vector $v \notin L$ later, one can efficiently find an element $w^* \in L$ which is close(st) to $v$. In the setting of nearest neighbor search on the sphere, we assume that all vectors lie on the unit sphere, i.e., $L \subset S^{n-1}$. This special case itself is relevant in various practical applications, but also in theory as the paper [AR15a] shows a reduction from NNS in the entire Euclidean space to NNS on the sphere. Thus an important problem is finding efficient methods for solving NNS on the sphere.

A common relaxation of NNS is approximate NNS: find a “nearby” neighbor in $L$, which is allowed to be a factor $c$ further away from the target vector than the nearest neighbor. A slight variant of this problem that we will consider here is: given that all vectors in $L$ lie at distance $r_2$ except for one element at distance $r_1 < r_2$, find this one nearby element. On the unit sphere, a distance $r$ translates to an angle $\theta = \arccos(1 - \frac{1}{2}r^2)$.

**Locality-sensitive hashing (LSH).** One method for solving high-dimensional NNS relies on the use of locality-sensitive hash functions $h$ sampled from a certain hash function family $\mathcal{H}$. Informally, these functions map vectors $w$ to low-dimensional sketches $h(w)$, such that nearby vectors $v, w$ have a higher probability of having the same sketch (i.e. $h(v) = h(w)$) than faraway vectors. In other words, these functions are sensitive to how nearby (local) vectors are in space, in assigning equal output values to different vectors.
To use these hash families to solve NNS, one generally uses the following method described in [IM99]. First, choose $t \cdot k$ random hash functions $h_{i,j} \in \mathcal{H}$, and combine $k$ of them at a time through concatenation to build $t$ different hash functions $h_1, \ldots, h_t$ defined by $h_i(v) = (h_{i,1}(v), \ldots, h_{i,k}(v))$. Then, given the list $L$, we build $t$ different hash tables $T_1, \ldots, T_t$, where for each hash table $T_i$ we insert $w \in L$ into the bucket labeled $h_i(w)$. Finally, given a vector $v$, we compute its $t$ images $h_i(v)$, gather all the candidate vectors that collide with $v$ in at least one of these hash tables as a list of candidates, and search this set of candidates for a nearest neighbor. With a suitable hash function family $\mathcal{H}$ and well-chosen parameters $k$ and $t$, this may guarantee that nearby vectors will always collide in at least one hash table (except with negligible probability), and faraway vectors almost never collide with $v$. Computing a query’s $t$ hashes and performing comparisons with the colliding vectors may then require less effort than a naive linear search.

Solving approximate NNS with LSH. Let the function $p$, describing collision probabilities between vectors at angle $\theta$, be defined as follows:

$$p(\theta) := \Pr_{h \sim \mathcal{H}} [h(v) = h(w) \mid v, w \in S^{n-1}, \langle v, w \rangle = \cos \theta].$$

As is well-known in LSH literature, the power of an LSH family $\mathcal{H}$ in distinguishing between nearby vectors at angle $\theta_1$ and distant vectors at angle $\theta_2$ can be captured by the performance indicator $\rho = \frac{\log p(\theta_1)}{\log p(\theta_2)}$, as the following lemma illustrates.

**Lemma 2.3.** Let $\mathcal{H}$ be an LSH family with collision probability function $p$. Then we can solve approximate NNS with parameters $\theta_1, \theta_2$ in time $Q = O(N^p)$, with parameters

$$k = \frac{\log N}{\log 1/p(\theta_2)}, \quad \rho = \frac{\log 1/p(\theta_1)}{\log 1/p(\theta_2)}, \quad t = \exp \left[ \log N \cdot \frac{\log 1/p(\theta_1)}{\log 1/p(\theta_2)} \right].$$

**Spherical LSH.** Recently an LSH family for the sphere was proposed by Andoni et al. [AINR14, AR15a] which works as follows. First, sample $U = 2^{\Theta(\sqrt{n})}$ vectors $s_1, \ldots, s_U \in \mathbb{R}^n$ from an $n$-dimensional Gaussian distribution with average norm 1. To each $s_i$, we then associate a hash region as follows:

$$H_{s_i} := (S^{n-1} \cap \mathcal{H}_{s_i, \alpha}) \setminus \bigcup_{j=1}^{i-1} H_{s_j}.$$  

With the choices $\alpha = n^{-1/4}$ and $U = 2^{\Theta(\sqrt{n})}$, it is guaranteed that with high probability, at the end the entire sphere is covered by these hash regions and each point can be assigned a hash value between 1 and $U$. On the other hand, taking $\alpha = n^{-1/4}$ and $U = 2^{\Theta(\sqrt{n})}$ guarantees that computing hashes can trivially be done in $2^{\Theta(\sqrt{n})} = 2^{o(n)}$ time by going through all hash regions until a nearby vector $s_i$ is found. One set of points corresponds to one hash function $h$, and sampling $h \sim \mathcal{H}$ corresponds to sampling $s_1, \ldots, s_U \in \mathbb{R}^n$ from a Gaussian distribution.

The following result, implicitly stated in [AINR14, Lemma 3.3] and [AR15a, Appendix B.1], describes the probability of collision for this hash family, and the resulting expression for $\rho$:

$$p(\theta) = \exp \left[ -\frac{\sqrt{n}}{2} \tan^2 \left( \frac{\theta}{2} \right) (1 + o(1)) \right],$$

$$\rho = \frac{\log 1/p(\theta_1)}{\log 1/p(\theta_2)} = \frac{\tan^2 (\theta_1/2)}{\tan^2 (\theta_2/2)} (1 + o(1)).$$

### 3 Locality-sensitive filtering (LSF)

Instead of locality-sensitive (hash) functions, we will consider locality-sensitive mappings or filters, where each filter maps a vector to a binary value: either a vector survives the filter, or it does not. Alternatively, a filter $f$ maps an input list $L$ of size $N$ to an output list $L' \subseteq L$ of points which pass through this filter. We would like a filter to only assign vectors to the same bucket if vectors are nearby in space. In other words, the filters should be chosen such that after applying (a sequence of) filter(s) to an input set $L$, the output set $L'$ only contains points which are nearby.

To solve the nearest neighbor problem with these filters, we propose the following method. Given a distribution $\mathcal{F}$ of filters, we draw $t \cdot k$ filters $f_{i,j} \in \mathcal{F}$, and combine $k$ at a time to build $t$ filters $f_i$, where $w$ passes through the concatenated filter $f_i$ if it passes through all partial filters $f_{i,j}$ for $j = 1, \ldots, k$. Then, given the list $L$, we build $t$ different filtered buckets $L_1, \ldots, L_t$, where a vector $w \in L$ is inserted into the bucket $L_i$ if $w$ survives the concatenated filter $f_i$. Finally, given a query vector $v$, we check which of the concatenated filters it passes through, gather all the candidate vectors that pass through at least one of the filters that $v$ passes through, and search this set of candidates for a nearest neighbor. With a suitable partial filter distribution $\mathcal{F}$ and parameters $k$ and $t$, this allows us to solve (approximate) NNS.

**Performance of LSF.** For analyzing the performance of LSF, we assume that we have an efficient oracle $O$ which identifies the concatenated filters a vector $v$ passes through (the relevant filters) in time $O(F_v)$,
where $F_v$ is the number of relevant filters for $v$ out of all $t$ concatenated filters. This assumption is crucial, as without this we will not obtain an improved performance over LSH. Assuming the distribution $F$ is spherically symmetric, similar to collision probabilities in LSH we define

$$p(\theta) := \Pr_{f, x} [v, w \in L_f | v, w \in S^{n-1}, \langle v, w \rangle = \cos \theta].$$

Note that the difference with LSH is that a collision is denoted by $\langle w, s \rangle \geq \alpha$. In other words, a vector $w$ passes through this filter if it satisfies $\langle w, s \rangle \geq \alpha$. In other words, a vector $w$ passes a filter if it lies in the spherical cap centered at $s$ of height $1 - \alpha$. Comparing this to spherical LSH, this means that for a filter vector $s$, the corresponding filtered region is:

$$H_s := S^{n-1} \cap H_{s,\alpha}. $$

The probability that two vectors survive the same filter is exactly proportional to the volume of a wedge $W(\alpha, \alpha, \theta); v$ and $w$ survive the filter corresponding to $s$ if $s$ lies in the wedge defined by $v$ and $w$. By Lemma 2.2 we therefore obtain:

$$p(\theta) = \exp \left[ \frac{n}{2} \ln \left( 1 - \frac{2\alpha^2}{1 + \cos \theta} \right) (1 + o(1)) \right].$$

If we assume we have an efficient oracle for determining a vector’s relevant filters, then by Theorem 3.1 we obtain a performance parameter $\rho$ of

$$\rho = \frac{\log (1 - \alpha^2) - \log \left( 1 - \frac{2\alpha^2}{1 + \cos \theta_1} \right)}{\log (1 - \alpha^2) - \log \left( 1 - \frac{2\alpha^2}{1 + \cos \theta_2} \right)} (1 + o(1)).$$

Notice that a Taylor series expansion of $\rho$ for $\alpha \approx 0$ gives us $\rho = (\alpha^2) \frac{\tan^2(\theta_1/2)}{\tan^2(\theta_2/2)}$ which is equivalent to the exponent $\rho$ of spherical LSH. In other words, for small $\alpha$ the performance of spherical LSF (provided an oracle $O$ exists) will be equivalent to the performance of spherical LSH.
Optimizing \( \alpha \) and fixing \( k = 1 \). An intrinsic lower bound on \( k \) is given by \( k \geq 1 \), which implies

\[
k = \frac{\log N}{\log p(0)/p(\theta_2)} \geq 1
\]

\[
\implies \alpha \leq \alpha_0 := \sqrt{1 + \frac{N^{2/n}(\cos \theta_2 - 1)}{2N^{2/n} - \cos \theta_2 - 1}}.
\]

Depending on \( N, \theta_1, \theta_2, \) as well as on the existence of efficient decoding oracles for given \( \alpha \), this bounds which values \( \alpha \) can be used. We further observe that \( \rho \) is decreasing in \( \alpha \), which implies one should choose \( \alpha \) to be as large as possible. This suggests taking \( \alpha = \alpha_0 \) is optimal, which corresponds to fixing \( k = 1 \). In that case, we always use only one filter for each of the optimal, which corresponds to fixing \( k = 1 \). Nevertheless, spherical LSF tends to the same value as in spherical LSH [AINR14, AR15a].

Figure 2 illustrates the values of \( \rho \) for different \( c \) and \( \kappa \).

Performing a Taylor series expansion for \( \rho \) for small \( \kappa \) (and fixed \( c > 1 \)), we obtain

\[
\rho = \frac{1 - \kappa}{2c^2 - 1} + \frac{\kappa}{(2c^2 - 1)^2} + O(\kappa^2). \quad (\kappa \to 0)
\]

Alternatively, if we look at high-density settings, then for arbitrary \( c \) and large \( \kappa \) we obtain:

\[
\rho = -\frac{1}{2\kappa} \log \left( 1 - \frac{1}{2c^2 - 1} \right) + O \left( \frac{1}{\kappa^2} \right). \quad (\kappa \to \infty)
\]

For large approximation factors \( c \) this implies that \( \rho \approx \frac{1}{2c^2} \) for small \( \kappa \) and \( \rho \approx \frac{1}{4\kappa^2} \) for large \( \kappa \).

The low-density regime. In the low density case \( N = 2^m(n) \) or \( \kappa = o(1) \), the exponent \( \rho \) of spherical LSF tends to the same value as in spherical LSH [AINR14, AR15a]. Nevertheless, spherical LSF could be significantly faster in practice, because \( \rho \) tends to its limit from below depending on \( \kappa = o(1) \), and the hidden subexponential term may be smaller. Note that the density can always be increased to \( \kappa = \Omega(1/\log n) \) via the Johnson-Lindenstrauss transform [JL84].

5 Random product codes

To build an oracle that is able to efficiently determine the set of relevant filters for a given vector in the context of spherical LSF, we will modify the distribution of filters; rather than randomly sampling all of the filters independently, we will sample a code \( C \) on the sphere which determines which filters we use, and which admits a fast decoding algorithm for finding the relevant vectors using list decoding. Below we choose \( m = O(p\log n) \), and we assume \( n = m \cdot b \) for an integral block size \( b \). We further identify vectors in \( \mathbb{R}^n \) with tuples of \( m \) vectors in \( \mathbb{R}^b \), e.g. \( \mathbf{v} = (\mathbf{v}_1, \ldots, \mathbf{v}_m) \in (\mathbb{R}^b)^m \).

Definition 5.1. (Random product codes) The distribution \( \mathcal{R}_{n,m,B} \) on subsets of \( \mathbb{R}^n \) of size \( M = B^m \) is defined as the distribution of codes \( C \) of the form

\[
C = Q \cdot (C_1 \times C_2 \times \cdots \times C_m),
\]

where \( Q \) is a uniformly random rotation over \( \mathbb{R}^n \) and the subcodes \( C_i \subset \sqrt{1/m} \cdot S^{b-1} \) for \( i = 1, \ldots, m \) are sets of \( B \) uniformly random and independently sampled vectors over the sphere \( \sqrt{1/m} \cdot S^{b-1} \).
We need two properties for random product codes $C \sim \mathcal{R}_{n,m,B}$ to be useful for our purposes: the code must be efficiently decodable, and it must behave (almost) as good as a fully random code over the sphere, when considering the probabilities of collision between two vectors on the sphere.

5.1 List-decodability of random product codes. We first describe an efficient list decoding method for the above random product codes in the regime where the list $L$ has exponential size in $n$. A short description is given in the following proof.

**Lemma 5.1.** There exists an algorithm that, given the description $Q, C_1, \ldots, C_m$ of a random product code $C \sim \mathcal{R}_{n,m,B}$ and a target vector $t$, returns the set $S = C \cap C_t, \alpha$ in average time

$$T_{LD}(M, \alpha) = O(nB + MB \log B + m \cdot M \cdot C_n(\alpha))$$

over the randomness of $C \sim \mathcal{R}_{n,m,B}$.

**Proof.** The algorithm receives as input a code $C = Q \cdot (C_1 \times \cdots \times C_m)$ where $|C_j| = B_j$, a target vector $t \in S^{n-1}$; and a parameter $\alpha < 1$. We first compute $v = Q^{-1}t$ and parse $v$ as $(v_1, \ldots, v_m) \in (\mathbb{R}^b)^m$.

For each set of elements in $C_j$ we compute all $(v_i, c_{i,j})$ and sort them into lists $L_j$, hence obtaining $m$ lists of size $B$. We now wish to identify all vectors $c = (c_{i,j})_{i \in [1,B], j \in [1,m]} \in C_1 \times \cdots \times C_m$ for which $(v, c) \geq \alpha \sum_{i=1}^m \|v_i\|$. To do so, we visit the enumeration tree in a depth-first manner. Its nodes at level $k \leq m$ are labeled by $C_1 \times \cdots \times C_k$, and the parenthood is defined by the direct prefix relation. We use the sorted lists $L_j$ to define in which order to visit siblings. Because of this ordering, if a node has no solution in its descendants, then we know that all its next siblings will not lead to a solution either. This allows to prune the enumeration tree and guarantees that the number of visited nodes is no larger than $2m|S|$, where $|S|$ is the number of solutions.

The overall running time is the sum of the three following terms: $m \cdot B$ dot products of dimension $b$, followed by $O(m \cdot B \log B)$ operations for the sorting step, and finally the visit of $O(m \cdot |S|)$ nodes for the pruned enumeration, where $|S| = O(M \cdot C_n(\alpha))$. □

**Efficient decoding algorithm.** The algorithm outlined in the proof of Lemma 5.1 is explicitly described as Algorithm 1. It is inspired by the lattice enumeration algorithm of Fincke, Pohst, and Kannan [Kan83, FP83], with some additional precomputations exploiting the structure of the code, which largely shrinks the enumeration tree. In this algorithm we denote $c_{i,j}$ for $j \in [1,B]$ the elements of $C_i$ after the sort, and $d_{i,j} = (c_{i,j}, t_i)$ their dot product with part of the target vector $t$.

For simplicity, the core of the pseudo-code is described as $m$ imbricated for-loops. If $m$ is a variable and not a fixed parameter, we let the reader replace the $m$ loops with its equivalent recursive or while-based construction. The sorting phase in steps 1.2 requires $O(mB)$ dot-product computations and runs in $O(mB)$ comparisons. Then the subsets of indexes in each for-loop are contiguous and easy to compute, since each list is already sorted by decreasing dot products $d_{i,j}$, which can quickly be found by binary search.

If an index $j_k$ is rejected at the $k$-th for-loop, we know that the partial vector $(c_{1,j_1}, \ldots, c_{k,j_k})$ cannot be extended as a neighbor, since even after adding all maximum partial dot products $d_{i,l}$ for $l \geq k+1$, the overall dot product remains smaller than $\alpha$. This, combined with the fact that the condition in the $m$-th for-loop is exactly $(t, (c_{1,j_1}, \ldots, c_{m,j_m})) \geq \alpha$, proves that the algorithm enumerates $C \cap C_t, \alpha$, i.e., all code words which are neighbor to $t$. Furthermore, unlike classical enumeration methods, this additional property proves that there is no dead branch during enumeration: each time we enter the $k$-th for-loop on index $j_k$, we are guaranteed that at least the neighbor $(c_{1,j_1}, \ldots, c_{k,j_k}, c_{k+1,1}, \ldots, c_{m,1})$ will be added to the list $S$. Thus, the overall complexity of the for-loop parts is proportional to $m$ times the size of $C \cap C_t, \alpha$.

**Efficient list-decodability regime.** If the parameters ensure that the average output size $M \cdot C_n(\alpha)$ is larger than $B \log B$, then we are in the regime of effi-

```
Algorithm 1 EfficientListDecoding($C, t, \alpha$)

**Require:** The description $Q \in \mathbb{R}^{n\times n}$ and $C_1, \ldots, C_m \subset \mathbb{R}^b$ of the code $C$; a target vector $t \in \mathbb{R}^n$; and $\alpha < 1$.

**Ensure:** Return all $\alpha$-close code words $S = C \cap C_t, \alpha$.

1: Sort each $C_i$ by decreasing dot-product with $t_i$.
2: Precompute $m$ bounds $R_i = \alpha - \sum_{k=i+1}^m d_{k,1}$.
3: Initialize an empty output set $S \leftarrow \emptyset$.
4: for each $j_1 \in [1,B]$ s.t. $d_{i,j_1} \geq R_1$ do
    5:     for each $j_2 \in [1,B]$ s.t. $d_{i,j_2} \geq R_2 - d_{i,j_1}$ do
      6:         [...] 
7:         for each $j_m \in [1,B]$ s.t. $d_{i,j_m} \geq R_m - d_{i,j_1} - 
             d_{2,j_2} - \cdots - d_{m-1,j_{m-1}}$ do
    8:             $S \leftarrow S \cup \{(c_{1,j_1}, \ldots, c_{m,j_m})\}$
    9:       end for
  10:   end for
11: end for
12: end for
13: return $S$
```
Intuitively, the proof relies on the fact that if \( m s \)ian product of \( \alpha \) when proportional to the output size. This is trivially the case cient list decoding: the running time is essentially proportional to the output size. This is trivially the case when \( M = t = 2^{O(n)} \), \( \alpha = \Omega(1) \) and \( m = \log n \) for the dense case of Section 4. In the sparse case, relying on the Johnson-Lindenstrauss transform [JL84] to ensure dense case of Section 4. In the sparse case, relying on the Johnson-Lindenstrauss transform [JL84] to ensure

5.2 Randomness of random product codes. On average over the randomness of the code, for two vectors \( v, w \) at angle \( \theta \) we expect exactly \( M \cdot W_n(\alpha, \beta, \theta) \) code words \( c \) to simultaneously fulfill \( \langle v, c \rangle \geq \alpha \) and \( \langle w, c \rangle \geq \alpha \). But it could be the case that the set \( I = C \cap W_n(a, v, \beta, \theta) \) is empty most of the time, and very large in some cases; this is in particular the case if all the points of \( C \) are concentrated in a small region of the space, or are in some other way not well-distributed over the sphere.

To ensure that the code is useful for our task, we need not only consider how large \( M \cdot W_n(\alpha, \beta, \theta) \) is, but also make sure that \( C \) behaves similarly to a random code with respect to intersections with random wedges. The following theorem states that the probability of collision for random product codes does not deviate much from the probability of collision for completely random codes.

**Theorem 5.1. (Random behavior of RPC)** For large \( n \), suppose that \( M \cdot W_n(\alpha, \beta, \theta) \to 0 \) or \( M \cdot W_n(\alpha, \beta, \theta) \geq 2^{\Theta(\sqrt{n})} \). Then, for \( v, w \in S^{n-1} \) at angle \( \theta \), over the choice \( C \sim R_{\alpha, \beta, \theta} \), the probability \( q \) that a code word \( c \in C \) lies in the wedge \( W_{v, \alpha, w, \beta} \) satisfies:

\[
q \geq \min \left\{ M \cdot W_n(\alpha, \beta, \theta) : 2^{\Theta(\sqrt{n})}, 1 - \operatorname{negl}(n) \right\}, \\
q \leq \min \{ M \cdot W_n(\alpha, \beta, \theta), 1 \}.
\]

The proof of Theorem 5.1 is detailed in Appendix C. Intuitively, the proof relies on the fact that if \( (v, w) = \cos \theta \) and \( m \) is reasonably small, then with high probability the block-wise dot products satisfy \( \langle v_i, w_i \rangle \approx 1/m \cos \theta \) for \( i = 1, \ldots, m \), and with high probability \( \|v_i\|, \|w_i\| \approx 1/\sqrt{m} \). This means that the total, \( n \)-dimensional wedge can be well-approximated by a cartesian product of \( m \) wedges of dimension \( b = n/m \):

\[
W_{v, \alpha, w, \beta} \approx \prod_{i=1}^{m} \frac{1}{\sqrt{m}} W_{\sqrt{m}v_i, \alpha, \sqrt{m}w_i, \beta}.
\]

The proof consists in formalizing this approximation, showing that the losses in this approximation are small, and using this approximation to compute collision probabilities for random product codes.

5.3 Application to LSF. Equipped with this code we may now replace, in the construction of Sections 3 and 4, the set of \( t \) independent filters, by a set of filters defined by a code \( C \sim R_{\alpha, \beta, \theta} \). Algorithm 1 provides the efficient oracle that computes the set of relevant filters for a given target vector. Theorem 5.1 ensures that the probabilities of collisions (and hence, the complexity analysis) presented in Sections 3 and 4 also hold when the filters are not chosen independently but according to a random product code.

6 Practical aspects

While spherical LSF with random product codes as described in the previous sections achieves small asymptotic exponents \( \rho \), at first sight this scheme looks very similar to spherical LSH [AR15a], which is known to be theoretically optimal for low-density settings but seems less useful in practice due to the high sub-exponential cost of computing hash values: without imposing any structure on the set of \( U = 2^{\Theta(\sqrt{n})} \) hash vectors \( s_1, \ldots, s_U \) in spherical LSH, decoding cannot be done faster than in time \( 2^{\Theta(\sqrt{n})} \) by simply going through all these vectors one by one to find the first one that is nearby. Although the subcodes \( C_1, \ldots, C_m \) in spherical LSF have sub-exponential size as well, the cost of computing all inner products and sorting them to find the good ones may be costly. Indeed, preliminary experiments show that the sorting of the blockwise inner products is one of the main bottlenecks of answering a query.

**Structured subcodes.** A natural way to try to improve upon the sub-exponential costs is to make the subcodes \( C_i \) more structured. Ultimately, we would like the subcodes \( C_i \) to be:

1. of the appropriate size \( t^{1/m} \);
2. smooth on the unit sphere;
3. efficiently decodable.

**Smoothness.** In (2), “smooth” means that if we have a subcode of size proportional to \( 1/W_{n/m}(\alpha, \beta, \theta) \), then we know that on average a random wedge on the sphere with parameters \( \alpha, \beta, \theta \) contains 1 point from the subcode, but this is not enough; we want the distribution to be strongly concentrated around its mean. For instance, subcodes for which all code words are clustered on one part of the sphere still have a good average number of code words in a random wedge, but in many cases a random wedge will be empty, meaning that with high probability we will not find a collision in the filters between nearby vectors.

**Decoding complexity.** For (3), “efficiently” decodable could mean various things. A smooth code which we can decode slightly faster than with a brute force search over all code words could already lead to big
savings compared to the current, naive approach of using fully random subcodes and decoding in linear time. In other words, any decoding time better than $O(|C_i|)$ for the subcodes could already be interesting. If we can go much further than this, and we can construct smooth spherical codes of the appropriate size for which decoding can be done in sublinear time (or even logarithmic time), then note that we do not need to decompose the code into subcodes at all. This decomposition is purely to make the decoding time subexponential in $n$.

**Designing smooth subcodes.** To make sure that a subcode is smooth, intuitively one would like the points on the sphere to be as equally spaced as possible, such that the maximum distance from a point on the sphere to a code word is minimized. The problem of finding suitable codes then seems closely related to designing efficiently decodable spherical codes and spherical packings or coverings. Finding smooth subcodes which lead to a significant practical decoding advantage is left for future work, although we mention that using hypercross-polytopes or hypersimplices does not seem to work as these are not smooth. Note that subcodes related to spherical coverings may also be of interest for designing an LSF-based nearest neighbor scheme with no false negatives [Pag16]: if we have subcodes for which each wedge on the sphere is non-empty, then we can guarantee that nearby vectors will always collide in at least one of the filters. In practice, our code implementation does some heuristic effort towards smoothness, by starting from a random subcode, and having them push each other away other when they are too close on the sphere. This seems to lead to non-negligible savings of roughly $20\% - 50\%$ in the explored parameter set.

**Pruning the tree.** Besides structuring the subcodes, one could try to save on the costs of computing and sorting blockwise inner products by noting that if $\langle v, w \rangle = \cos \theta$ and $m$ is reasonably small, then with high probability the block-wise dot products satisfy $\langle v_i, w_i \rangle \approx \frac{1}{m} \cos \theta$. In particular, the blockwise dot products will be large if two vectors are nearby. This means that instead of computing and sorting all partial inner products, one could just store only those code words from the subcode with a sufficiently large inner product with the query vector. As most of the blockwise dot products will be concentrated around $0$, this may reduce the size of the sublists significantly.

**Reusing subcodes.** An easy way to slightly save on the space complexity of storing all the filter vectors is to reuse the subcodes and set $C_1 = C_2 = \cdots = C_m$. This is also what is done in our implementation in the following section. Unless there is a spherically asymmetric structure in the data set, this extra condition on the subcodes should not make the scheme any worse and slightly more practical. This also means that finding one nice subcode in dimension $b = n/m$ suffices to construct a suitable product code $C$.

**Decoding subcodes separately.** Finally, observe that the proof of smoothness of random product codes relies on approximating a wedge on an $n$-dimensional sphere by the Cartesian product of $m = O(\log n)$ sub-wedges on $(n/m)$-dimensional unit spheres. This suggests that rather than using list-decoding, and searching for code words $c \in C$ such that $\langle v, c \rangle \geq \alpha$, one could also decode subcodes directly and look for tuples $c = (c_1, \ldots, c_m) \in C_1 \times \cdots \times C_m$ such that $\langle v_i, c_i \rangle \geq \alpha/m$ for each $i = 1, \ldots, m$. This would also make decoding significantly easier; decode each block separately, and take all combinations of solutions for each subcode.

However, this modification significantly affects the practical performance of the scheme, as in that case the collision probabilities of the entire, concatenated code are roughly given by the product of the collision probabilities of the subcodes$^3$. This means that for instance the performance parameter $\rho$, which is not affected by raising both the subcode collision probabilities $\hat{p}(\theta_i)$ and $\hat{\rho}(\theta_i)$ to the same power $m$, is almost exactly the same as the parameter $\hat{p}$ for the subcodes. As a result, decoding each subcode separately is not any better than decoding based only on one subcode, and ignoring all other subcodes! Note that in theory the dimension of the subcodes $n/m = O(n/\log n)$ is almost as big as the dimension $n$ of the entire code, and so decoding each subcode separately is sufficient to achieve the same asymptotic performance. In practice however, the correlated list-decoding where all blocks are jointly decoded is crucial for obtaining a superior performance over just using one $O(n/\log n)$-dimensional code for decoding.

7 Application to lattice sieving

Let us now consider an explicit application of the proposed framework: to speed up the search for nearby vectors inside lattice sieving algorithms for solving the shortest vector problem in high dimensions. The application of nearest neighbor searching techniques to sieving has previously been described in [BGJ15, BL15, Laa15, LdW15].

**Classical sieving.** Given a basis $B$ of a lattice $L(B)$, we can easily sample reasonably long lattice vectors using Klein’s nearest plane algorithm [Kle00]

$^3$This is slightly inaccurate, as it assumes that the events $(v, c_i) \geq \alpha/m$ are independent for different $i$, where $v$ and $c$ lie on the unit sphere in $\mathbb{R}^n$. However, using concentration inequalities on the blockwise norms (see e.g. Lemma C.2) we can almost consider these events as independent, in which case the probabilities for the subcodes multiply.
of the parameters $v$. Exist. These vectors allow us to obtain a shorter vector $v$.

At each phase of a lattice sieve, we are interested in finding pairs of vectors $v, w$ such that $|v + w| \leq \max \{|v|, |w|\}$. By simply comparing pairs of vectors in a large list, we can build a list of shorter lattice vectors just by looking at sums/differences of pairs of vectors.

For analyzing these sieving algorithms, an assumption which is commonly made is that if we scale the input lists of each of these sieving applications to lie on the sphere, then these vectors are uniformly distributed on the sphere. With this heuristic assumption, the resulting complexities seem to be much closer to reality; the best provable bounds on sieving [PS09] only show that $t \cdot O(\cdot C(\alpha) \cdot [1 + N \cdot C(\beta)])$.

**Nearest neighbor speed-ups.** A naive way to perform pairwise comparisons is to compare all possible pairs of vectors and see if their sum or difference results in a shorter lattice vector. Observe that if two vectors cannot reduce one another, then clearly it must hold that their pairwise angle is larger than $60^\circ$. Similarly, if two vectors can reduce each other, then their angle is close to $60^\circ$, so a test for pairwise reductions is roughly equivalent to the test if the angle between two vectors of (almost) similar length is at most $\theta_1 = \pi/3$. To guarantee that the output list of shorter vectors is large enough to perform further reductions in the following iterations, Nguyen and Vidick [NV08] showed that $N$ must be of the order $(4/3)^{n/2+o(n)}$. A quadratic search of pairs in each step then leads to a time complexity of the order $(4/3)^{n/2+o(n)} \approx 2^{0.415n+o(n)}$. However, replacing the quadratic search by nearest neighbor techniques, it is actually possible to perform these searches in sub-quadratic time. Various improvements were suggested over the last few years [BGJ14, BGL15, Lao15, WLTB11, ZPH13], with the current best time exponent standing at $2^{0.298n+o(n)}$ using spherical LSH [AR15a, LdW15] or cross-polytope LSH [AIL+15, BL15].

**Asymmetric choice of $\alpha$ and $\beta$.** In the reduction phase of a lattice sieve, we are interested in finding pairs of vectors $v, w$ at an angle at most $\theta_1 = \pi/3$ if they exist. These vectors allow us to obtain a shorter vector $v \pm w$. As described in the previous sections, we fix $k = 1$, and here we make an a priori asymmetric choice of the parameters $\alpha$ and $\beta$ in spherical LSF:

- $\alpha \in (0, 1)$ represents the query parameter for finding the relevant vectors of a given target vector.
- $\beta \in (0, 1)$ represents the insertion parameter for finding all filters that a vector is inserted in.

Larger $\alpha$ correspond to more selective querying, which means the querying will be cheaper as fewer buckets are visited. For fixed $\beta$, this comes at the cost of having to use more filters to make sure the query is successful, and so more space is required. On the other hand, large $\beta$ correspond to more selective insertion in the database. In particular, if $\alpha < \beta$, then more effort is spent on constructing the database (preprocessing) than on answering a query. This could be compared to probing techniques of e.g. [Pan06].

**Answering a query.** Now, given two parameters $\alpha$ and $\beta$, we can describe the costs of answering a query (computing the relevant vectors, and comparing to then being computed as follows.

**Theorem 7.1. (Costs of one query)** Let $k = 1$. Given $N$ points which are uniformly distributed on the sphere and indexed by $t$ spherical filters with parameters $\alpha, \beta$, the time to answer a query is:

$$T_{\text{query}} = \tilde{O}(t \cdot C(\alpha) \cdot [1 + N \cdot C(\beta)]).$$

**Proof.** First, to answer a query, we compute the $O(t \cdot C(\alpha))$ relevant filters with minimal overhead using list-decodable random product codes. As we assume the vectors in $L$ are uniformly distributed on the sphere, and all filters cover an equal portion of the sphere, each filter bucket will roughly have the same size. In total each list vector has been inserted in $O(t \cdot C(\beta))$ filters, leading to $O(N \cdot t \cdot C(\beta))$ total entries in the filter database, and $O(N \cdot C(\beta))$ vectors per filter. The cost of computing relevant filters is therefore $\tilde{O}(t \cdot C(\alpha))$, and the cost of comparing the vector to all other vectors in these filters is $\tilde{O}(t \cdot C(\alpha) \cdot N \cdot C(\beta))$.

**Total costs of sieving.** Besides minor initialization costs of the lattice sieve, the algorithm’s complexity can be described by poly($n$) applications of the sieve, where each sieve performs $N$ queries to the database. The overall cost of the sieve can thus be summarized as $O(N \cdot t \cdot C(\alpha) \cdot [1 + N \cdot C(\beta)])$. To further analyze the sieve complexity, to make sure that we do not miss nearby vectors at angle $60^\circ$, we need to choose the number of filters sufficiently large. In particular, the probability that two vectors at angle $60^\circ$ are found through a collision is $\tilde{O}(t \cdot W_n(\alpha, \beta, \pi/3))$ and must be close to 1. This means that we need to choose $t$ as

$$t = \tilde{O} \left(1/W_n(\alpha, \beta, \pi/3)\right).$$
Together with the previous analysis and the bound $N = (4/3)^{n/2 + o(n)}$, this means that the total costs of answering queries in sieving can be summarized as:

$$T_1 = \tilde{O}\left(\frac{N \cdot \mathcal{C}(\alpha) \cdot [1 + N \cdot \mathcal{C}(\beta)]}{W_n(\alpha, \beta, \frac{3}{4})}\right)$$

$$= \tilde{O}\left(\left(\frac{4(1-\alpha^2)}{3-4(\alpha^2+\beta^2-\alpha \beta)}\right)^{\frac{n}{2}} \left[1 + \left(\frac{4(1-\beta^2)}{3-4(\alpha^2+\beta^2-\alpha \beta)}\right)^{\frac{n}{2}}\right]\right).$$

Besides these costs, in sieving the construction of the database is part of the overall complexity as well. Filling the database with list points means that for each of the $N$ lattice vectors we need to compute the $t \cdot \mathcal{C}(\beta)$ relevant filters. This leads to an added “preprocessing” cost of

$$T_2 = \tilde{O}\left(\frac{N \cdot \mathcal{C}(\beta)}{W_n(\alpha, \beta, \frac{3}{4})}\right) = \tilde{O}\left(\left(\frac{4(1-\beta^2)}{3-4(\alpha^2+\beta^2-\alpha \beta)}\right)^{\frac{n}{2}}\right).$$

Note that the space complexity is given by essentially having to store $N$ vectors and $t \cdot N \cdot \mathcal{C}(\beta)$ filter entries:

$$S = \tilde{O}\left(N + \frac{N \cdot t \cdot \mathcal{C}(\beta)}{W_n(\alpha, \beta, \frac{3}{4})}\right) = \tilde{O}\left(\left(\frac{4}{3}\right)^{\frac{n}{2}} + \left(\frac{4(1-\beta^2)}{3-4(\alpha^2+\beta^2-\alpha \beta)}\right)^{\frac{n}{2}}\right).$$

What remains is an optimization over $\alpha$ and $\beta$ to minimize the time $T = T_1 + T_2$ and the space $S$. Three options stand out:

- For $\alpha = \beta = \frac{1}{2}$ we obtain the best time complexity:

  $$T = (3/2)^{n/2 + o(n)} \approx 2^{0.292n + o(n)},$$

  $$S = (3/2)^{n/2 + o(n)} \approx 2^{0.292n + o(n)}.$$

- For $\alpha = \frac{1}{2}$ and $\beta = \frac{1}{2}$, we obtain the best time complexity without increasing the space complexity:

  $$T = (5/3)^{n/2 + o(n)} \approx 2^{0.368n + o(n)},$$

  $$S = (4/3)^{n/2 + o(n)} \approx 2^{0.208n + o(n)}.$$

- For $\alpha \in (\frac{1}{4}, \frac{1}{2})$ and $\beta = \frac{1}{2}$, we obtain the best time complexities for given space complexities, as illustrated by the blue curve Figure 1.

As introduced in [BGJ15] and later also applied in [Lau15, LDW15], it is also possible to obtain the best running time while maintaining a memory complexity of $(4/3)^{n/2 + o(n)} = 2^{0.208n + o(n)}$ as indicated in Figure 1. Unfortunately, to obtain this space complexity, one would have to use the Nguyen-Vidick sieve [NV08], which performs quite poorly in practice compared to the GaussSieve [MV10]. For the GaussSieve, the curve in Figure 1 is the best time/memory trade-off we can obtain with this method.

**Experimental results.** To show the practicability of our proposed sieve algorithm, we implemented the LSF acceleration in the GaussSieve algorithm [MV10]. We ran experiments on an Intel Quad-Core(TM) Q9550 at 2.83GHz with 4GB RAM. Our implementation is not vectorized or parallelized. As input bases, we chose LLL-reduced bases of the SVP lattice challenge [SGBN] in dimensions 50 to 72. We chose $\alpha \in \{0.44, 0.47\}$ as $\alpha = \beta = 0.50$ appears to be slightly worse in practice, even though it is optimal asymptotically. Figure 3 compares the running time of our new algorithm with the GaussSieve.

We observe that the acceleration matches predictions from the theoretical analysis. For example, with $\alpha = 0.44$, we predict an asymptotic time complexity of approximately $2^{0.307n+o(n)}$ or a speed-up of $2^{0.108n+o(n)}$ compared to the GaussSieve algorithm. This closely matches the observed speed-up of $2^{0.513-0.405}n+o(n) = 2^{0.108n+o(n)}$. Note that the estimated time complexities do not exactly match the quadratic and sub-quadratic estimates of $2^{0.415n+o(n)}$ and $2^{0.307n+o(n)}$, which is consistent with various previous experiments performed using the GaussSieve [BL15, Lla15, MV10]. This is most likely caused by having to reduce a vector $2^{o(n)}$ times, which leads to a $o(n)$ term in the exponent which for a least-squares fit in low dimensions distorts the leading constant approximation. However, as we only modified the search routine, these factors cancel out when comparing the complexities of different GaussSieve-based algorithms.
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Figure 3: The running times of the basic GaussSieve algorithm (red), the GaussSieve with hyperplane LSH [Cha02, Laa15] (blue), and the GaussSieve with spherical LSF with different parameters (green and orange). Points indicate experimental data, lines indicate least-squares fits of the form $2^{an+b}$ for constants $a, b$. For simplicity we have only performed experiments for dimensions which are divisible by the number of blocks $m$.

Lemma A.1. (Restatement of Lemma 2.2) For arbitrary constants \( \alpha, \beta \in (0, 1) \), we have

\[
W_n(\alpha, \beta, \theta) = \operatorname{poly}(n) \cdot \left( \sqrt{1 - \gamma^2} \right)^n,
\]

with \( \gamma = \sqrt{\frac{\alpha^2 + \beta^2 - 2\alpha\beta\cos \theta}{\sin^2 \theta}} \).

In the special case \( \alpha = \beta \), we obtain

\[
W_n(\alpha, \alpha, \theta) = \operatorname{poly}(n) \cdot \left( \sqrt{1 - \frac{2\alpha^2}{1 + \cos \theta}} \right)^n.
\]

Let us compute the volume of a wedge with parameters \((\alpha, \beta, \theta)\), which is the volume of the intersection of the spherical caps centered at \(v = (1, 0, \ldots, 0)\) (defined by \(\langle v, x \rangle \geq \alpha\)) and at \(w = (\cos \theta, \sin \theta, 0, \ldots, 0)\) (defined by \(\langle w, x \rangle \geq \beta\)).

Let \(f\) denote the orthogonal projection from the \(n\)-dimensional unit sphere to the two-dimensional plane spanned by the vectors \(v\) and \(w\). For any measurable subset \(U\) of the two-dimensional circle, the volume of the preimage \(f^{-1}(U)\) is given by:

\[
\int_{x,y \in U} \frac{\mu(S^{n-3})}{\mu(S^{n-1})} \left( \sqrt{1 - x^2 - y^2} \right)^{n-4} dx dy.
\]

Alternatively, if \(U\) is described in terms of radial coordinates \(r\) and \(\phi\):

\[
\int_{r,\phi \in U} \frac{\mu(S^{n-3})}{\mu(S^{n-1})} \left( \sqrt{1 - r^2} \right)^{n-4} r \, dr \, d\phi.
\]

For all \(r \in [0, 1]\), let us write \(g(r) = \int_{\phi, (r, \phi) \in U} d\phi \in [0, 2\pi]\). If \(U\) is the projection of a cap intersection, then \(g(r)\) is a continuous function from \([0, 1]\) to \([0, 2\pi]\). We make use of the following lemma:

Lemma A.2. Let \(\gamma \in (0, 1)\), and let \(g(r)\) be a continuous function on \((\gamma, 1)\) equivalent to \((r - \gamma)^{\nu}\) for some positive real number \(\nu > 0\). Then, as \(n \to \infty\),

\[
\int_{\gamma}^{1} g(r) \left( \sqrt{1 - r^2} \right)^n \, dr \sim A \cdot \frac{\left( \sqrt{1 - \gamma^2} \right)^n}{n^{\nu+1}},
\]

where \(A = \left( \frac{\gamma}{1 - \gamma^2} \right)^{\nu+1} \Gamma(\nu + 1)\) does not depend on \(n\).

Proof. We write \(g(x) = h(x)(x - \gamma)^{\nu}\) where \(h(x)\) is continuous over \((\gamma, 1)\), has limit \(h(x) \to 1\) as \(x \to \gamma\), and is bounded by \(H > 0\). Then, using the change of variable \(t = n(r - \gamma)\), the integral rewrites as

\[
\int_{t=0}^{n(1-\gamma)} h \left( \gamma + \frac{t}{n} \right) \left( \frac{(t)}{n} \right)^{\nu} \left( 1 - \gamma^2 - \frac{2t}{n} - \frac{t^2}{n^2} \right)^{n/2} \, dt \,
\]

\[
= \frac{(1-\gamma^2)^{n/2}}{n^{\nu+1}} \int_{t=0}^{\infty} \chi(t \leq (1-\gamma)n) h \left( \gamma + \frac{t}{n} \right) t^\nu \times \left( 1 - \frac{2t}{(1-\gamma)n} - \frac{t^2}{(1-\gamma)n^2} \right)^{n/2} \, dt.
\]

A Asymptotics of the volume of a wedge

We restate the preliminary lemma and give its proof.
Obviously, the term inside the integral converges to \(t^n\exp(-\frac{\gamma}{1-t^2})\) for all \(t \geq 0\), and is bounded by \(H t^n \exp(-\frac{\gamma}{1-t^2})\), which is integrable over \(\mathbb{R}^+\). By the dominated convergence theorem, the integral term converges to \(\int_0^\infty t^n \exp(-\frac{\gamma}{1-t^2})\), which is a standard Laplace integral equal to the expression for \(A\). This concludes the proof. \qed

In the case of the wedge, the set \(U\) is simply a rounded triangle, defined by the three inequalities \(\langle v, x \rangle \geq \alpha, \langle w, x \rangle \geq \beta,\) and \(\|x\| = 1\). The point of smallest norm in this rounded triangle is the vector \(c\) satisfying \(\langle v, c \rangle = \alpha\) and \(\langle w, c \rangle = \beta\), and its norm is \(\gamma\). In this case, the function \(g(r)\) is null over \([0, \alpha]\), continuous and increasing over \([\gamma, 1]\), and admits the equivalent in \(\Theta(r - \gamma)\) when \(r\) is close to \(\gamma\). Thus, applying Lemma A.2, the volume of the wedge is \(\Theta((\gamma - \gamma)^n)\) for large \(n\), completing the proof.

Note that the main difference between a wedge and a cap is that for a cap of parameter \(\gamma\), the function \(g(r)\) would be proportional to \(\Theta((r - \gamma)^{1/2})\), so the volume of the cap is \(\Theta((\gamma - \gamma)^n)\) for large \(n\). Thus, asymptotically, up to some \(\sqrt{n}\) factor, the cap of parameter \(\gamma\) and the wedge of parameter \(\alpha, \beta, \theta\) have the same volume.

B Random behavior of random product codes

The proof of Theorem 5.1 is based on the technical Lemma C.4 given in the next section.

Proof. The second inequality \(q \leq M \cdot W_n(\alpha, \beta, \theta)\) is straightforward: for any \(c \in C_1 \times \cdots \times C_m\), over the randomness of \(Q\), the probability that \(c\) falls in \(W_{\alpha, v, w, \beta}\) is exactly \(W_n(\alpha, \beta, \theta)\). Using the union bound over the \(M = B^n\) code words, the result follows.

The first inequality requires more care. We list the two geometric facts required to proceed, facts detailed and proved as Lemma C.4. In the following, we parse \(Qv\) as \((v_1, \ldots, v_m)\) and \(Qw\) as \((w_1, \ldots, w_m)\).

1. The wedge \(W_{\alpha, v, w, \beta}\) contains \(Q^{-1}P\)

\[Q^{-1}P \subset W_{\alpha, v, w, \beta},\]

where \(Q\) defines a random rotation and \(P\) is a product of \(m\) sub-wedges:

\[P = \prod_{i=1}^m \frac{1}{\sqrt{m}} W_{\sqrt{m} v_i, \alpha, \sqrt{m} w_i, \beta}.\]

2. The aforementioned sub-wedges have parameters close to the original wedges except with negligible probability over the choice of \(Q\). That is, for all \(i\) and for \(\epsilon = \tilde{O}(n^{-1/2})\),

\[\mu(W_{\sqrt{m} v_i, \alpha, \sqrt{m} w_i, \beta}) \geq \mu(W_{\alpha, \beta, \theta}) \geq W_n(\alpha, \beta, \theta)/2^{\tilde{O}(\sqrt{n})}.\]

Because of the inclusion (item 1), the probability \(p\) that \(C \cap W_{\alpha, v, w, \beta}\) is not empty must be greater than the probability that each \(C_i \cap W_{\sqrt{m} v_i, \alpha, \sqrt{m} w_i, \beta}\) is non-empty. Since all codes \(C_i\) are perfectly random and uniformly independent, we have

\[q_i = 1 - \left(1 - \frac{\mu(W_{\sqrt{m} v_i, \alpha, \sqrt{m} w_i, \beta})}{\mu(S^{n-1})}\right)^b,
\]

\[q \geq q_1 q_2 \cdots q_m - \text{negl}(n).\]

For conciseness, we set \(W = W_n(\alpha, \beta, \theta)\). Now, from the second item, we deduce that \(q_i = 1 - (1 - W^{1/m}/2^{\tilde{O}(\sqrt{n})})^B\). We now discuss the two cases:

- If \(B \cdot W^{1/m} \to 0\), then \(q_i = W^{1/m} B / 2^{\tilde{O}(\sqrt{n})}\), so

\[q \geq \left(\frac{W^{1/m} \cdot B}{2^{\tilde{O}(\sqrt{n})}}\right)^m \geq W \cdot \frac{B^m}{2^{\tilde{O}(\sqrt{n})}} = \frac{W \cdot M}{2^{\tilde{O}(\sqrt{n})}}.\]

-•(9,5),(992,993)(9,5),(992,993)

In both cases, that provides the desired result. \qed

C Approximation of wedges by subwedges

This subsection is devoted to the proof of our main technical Lemma C.4, given at the end of the section.

Let \(U_n\) denote the uniform distribution over \(S^{n-1}\), and let \(N_{n2}\) denote the centered normal distribution over \(\mathbb{R}\) of variance \(\sigma^2\). We mainly use the normal distribution as a proxy to study the uniform distribution, as the normal distribution is simpler to project on subspaces. We recall that the distribution of the squared norm of a vector \(v\), sampled from a \(N_\sigma^2\) distribution, is called the chi-squared distribution with \(n\) degrees of freedom, and is denoted \(\chi_n^2\).

Lemma C.1. (\(\chi^2\) Concentration [LM00]) For \(v\) sampled as \(v \sim N_\sigma^2\), we have

\[\Pr(||v||^2 - n \geq 2\sqrt{n}t + 2t) \leq \exp(-t),\]

\[\Pr(||v||^2 - n \leq 2\sqrt{n}t) \leq \exp(-t).\]

In particular, for \(t = \log^2 n\) we have \(\frac{1}{4} ||v||^2 = 1 + \tilde{O}(n^{-1/2})\) except with negligible probability in \(n\).
In the following lemmas we assume that $m = \text{polylog}(n)$, so that blockwise norms and dot products are strongly concentrated around their means.

Lemma C.2. (Blockwise norms) Let $\mathbf{v}$ be sampled as $\mathbf{v} \sim \mathcal{U}_n$, and let us write $\mathbf{v} = (\mathbf{v}_1, \ldots, \mathbf{v}_m)$ with $\mathbf{v}_i \in \mathbb{R}^b$ for $i = 1, \ldots, m$. Then, except with negligible probability, we have that for all $i = 1, \ldots, m$:

$$\|\mathbf{v}_i\|^2 = \frac{1}{m} \left(1 + \tilde{O}(n^{-1/2})\right).$$

Proof. The distribution $\mathcal{U}_n$ can be sampled by drawing $\mathbf{v}' \sim N^n_{1/n}$ and taking $\mathbf{v} = \mathbf{v}'/\|\mathbf{v}'\|$. Writing $\mathbf{v} = (\mathbf{v}_1', \ldots, \mathbf{v}_m')$ and $\mathbf{v}' = (\mathbf{v}_1', \ldots, \mathbf{v}_m')$, we then have $\mathbf{v}_i = \mathbf{v}_i' / \|\mathbf{v}_i'\|$. We conclude the proof by applying Lemma C.1 on each $\|\mathbf{v}_i'\|$ and on $\|\mathbf{v}_i\|$. □

Lemma C.3. (Blockwise inner products) Let $\mathbf{v}, \mathbf{w} \sim \mathcal{U}_n$ be independent uniform samples conditioned on $\langle \mathbf{v}, \mathbf{w} \rangle = 0$. Then, for all $i$, we have $|\langle \mathbf{w}_i, \mathbf{v}_i \rangle| \leq O(n^{-1/2})$ except with negligible probability.

Proof. The distribution of $(\mathbf{v}, \mathbf{w})$ may be sampled by applying Gram-Schmidt orthogonalization to independent normal vectors as follows, where $\mathbf{v}', \mathbf{w}' \sim N^n_{1/n}$.

$$\mathbf{v} = \frac{\mathbf{v}'}{\|\mathbf{v}'\|}, \quad \mathbf{w} = \frac{\mathbf{w}' - \langle \mathbf{w}', \mathbf{v} \rangle \mathbf{v}}{\|\mathbf{w}' - \langle \mathbf{w}', \mathbf{v} \rangle \mathbf{v}\|}.$$  

By Lemma C.1, we have that except with negligible probability, $\frac{3}{4} \leq \|\mathbf{v}\|, \|\mathbf{w}\| \leq \frac{5}{4}$. Additionally, $\langle \mathbf{w}', \mathbf{v} \rangle$ is distributed according to $N_{1/n}$ under the randomness of $\mathbf{w}'$, so we have $|\langle \mathbf{w}', \mathbf{v} \rangle| \leq (\log n)/\sqrt{n}$ except with negligible probability. First, this implies that $\|\mathbf{w}' - \langle \mathbf{w}', \mathbf{v} \rangle \mathbf{v}\| \geq \frac{1}{2}$, and we derive:

$$|\langle \mathbf{w}_i, \mathbf{v}_i \rangle| \leq 2 \left(\langle \mathbf{w}_i', \mathbf{v}_i \rangle - \langle \mathbf{w}', \mathbf{v} \rangle \|\mathbf{v}_i\|\right).$$

Again, under the randomness of $\mathbf{w}'$, the inner products $\langle \mathbf{w}_i', \mathbf{v}_i \rangle$ are distributed according to $N_{\|\mathbf{v}_i\|^2/n}$, so with overwhelming probability we have:

$$|\langle \mathbf{w}_i, \mathbf{v}_i \rangle| \leq 4 \cdot \|\mathbf{v}_i\| \cdot (\log n)/\sqrt{n}.$$  

Finally, we invoke Lemma C.2 to conclude that, for all $i$, we have $|\langle \mathbf{w}_i, \mathbf{v}_i \rangle| \leq O((\log n)/\sqrt{n})$ except with negligible probability. □

Using the previous lemmas, we are now ready to prove the main technical result.

Lemma C.4. (Approximation by wedges) Let $\mathbf{v}, \mathbf{w}$ be independent uniformly random samples from $S^{n-1}$ conditioned on the fact that $\langle \mathbf{v}, \mathbf{w} \rangle = \cos \theta$. Then, except with negligible probability, for some $\epsilon = \tilde{O}(n^{-1/2})$ the following holds for all $i$:

$$\frac{\mu(W_{\sqrt{m}v_i, \alpha, \sqrt{m}w_i, \beta})}{\mu(S^{b-1})} \geq W_b(\alpha - \epsilon, \beta - \epsilon, \theta - \epsilon).$$

Additionally, the wedge product

$$\Pi = \prod_{i=1}^m \frac{1}{\sqrt{m}} W_{\sqrt{m}v_i, \alpha, \sqrt{m}w_i, \beta}$$

is included in $W_{v, w, \beta, \beta}$.  

Proof. Let us start by proving the inclusion $\Pi \subset W_{v, w, \beta, \beta}$. Let $\mathbf{x} = (\mathbf{x}_1, \ldots, \mathbf{x}_m) \in \Pi$, that is, each $\mathbf{x}_i$ belongs to $\frac{1}{\sqrt{m}} S^{b-1}$ and satisfies $\langle \mathbf{x}_i, \mathbf{v}_i \rangle \geq \frac{\alpha}{m}$ and $\langle \mathbf{x}_i, \mathbf{w}_i \rangle \geq \frac{\beta}{m}$. Summing over all $i$, we obtain $\|\mathbf{x}\|^2 = 1$, $\langle \mathbf{x}, \mathbf{v} \rangle \geq \alpha$ and $\langle \mathbf{x}, \mathbf{w} \rangle \geq \beta$, which concludes the proof of the inclusion.

We now move to the proof of the main result. First note that $W_{a, a, b, \beta}$ has volume $W(\frac{a}{\|a\|}, \frac{\beta}{\|b\|}, \frac{a}{\|a\|}, \frac{\beta}{\|b\|})$, so it suffices to prove that $\|\mathbf{v}_i\|^2 = \frac{1}{m}(1+\tilde{O}(n^{-1/2}))$, $\|\mathbf{w}_i\|^2 \geq \frac{1}{m}(1+\tilde{O}(n^{-1/2}))$ and $\langle \mathbf{v}_i, \mathbf{w}_i \rangle = \frac{\cos \theta}{m}(1+\tilde{O}(n^{-1/2}))$. The first two statements follow from Lemma C.2 with overwhelming probability. For the last one, write $\mathbf{w}' = \cos \theta \cdot \mathbf{v} + \sin \theta \cdot \mathbf{w}'$ where $\mathbf{v}, \mathbf{w}'$ are sampled uniformly on the sphere conditioned on being orthogonal. Then:

$$\langle \mathbf{v}_i, \mathbf{w}_i \rangle = \frac{\cos \theta}{m} \langle \mathbf{v}_i \rangle^2 + \langle \mathbf{v}_i, \mathbf{w}_i \rangle$$

$$= \frac{\cos \theta}{m} \left(1 + \tilde{O}\left(\frac{1}{\sqrt{n}}\right)\right) + O\left(\frac{\log n}{\sqrt{n}}\right),$$

where the second term follows from Lemma C.3. This concludes the proof. □