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I. Motivation

In the context of the EU FP7 project “OSSMETER” we have developed an infrastructure for measuring source code. The goal of OSSMETER is to obtain insight into the quality of open-source projects from all possible perspectives, including product, process, and community.

The challenges faced by our part of the design, which focuses on source code, are variability, integration, and accuracy. Variability is necessary to support the different languages, including dialects, we support, as well as the different metrics we will compute. Integration is necessary at a semantic level, where metrics are computed across programming language and domain boundaries and are combined for further analysis. Accuracy is a prerequisite for insightful analyses. When accuracy is lost in the early stage of fact extraction from source code, the downstream analyses may show interesting but nevertheless meaningless information.

The standard solution for variability and integration is to put an explicit reusable model (e.g., database, graph) in the center, such that model producers (parsers & extractors) can be decoupled from model consumers (metrics & visuals). Examples of such intermediate models are FAMIX [1], RSF [2], GXL [3], KDM [4], and ATerms [5]. A positive side-effect of intermediate models is that the data are pushed into a general form, which enables integrating information from different sources. We have been inspired by these examples.

This paper is a brief description of $M^3$, a set of code models which should be easy to construct, easy to extend to include language specifics, and easy to consume to produce metrics and other analyses. $M^3$ consists of an abstract syntax tree (AST) layer (hierarchical) and a relational (flat) layer. The AST layer uses a standard interface, but is expected to be language specific, while the relational layer is more abstract in nature and made for reuse.

The main threat to validity of any intermediate model which is generic enough to be reusable between different programming languages is that accuracy may be lost. This is why the $M^3$ standard first prescribes precise language-specific AST models and then language agnostic relational models where it is possible to abstract. The reader should be aware that we do not intend to create a unified model for programming language semantics. Such a language independent model would be inaccurate (wrong), and deliver meaningless metrics. Instead we opt for a unified form for storing facts about programs. This means that all models will have a predictable shape, but we do not assume any reusability of metrics or visualizations between models that are produced by different front-ends. The design of $M^3$ gives accuracy a higher priority than reuse.

The context of $M^3$ is the Rascal meta-programming language [6], [7]. This is a domain specific language specifically designed to include primitives we need to model the syntax and semantics of any programming language, and to analyze and manipulate these models. Three essential design elements related to this paper are that Rascal has value semantics for all in-memory data, including sets and relations; it has support for URI literals, called “source locations”; and it has term rewriting and relational calculus primitives to deal with hierarchical and relational data, respectively. This includes generic traversals [8] and pattern matching primitives as well as relational operators such as transitive closure and comprehensions.

The differences between $M^3$ and the aforementioned models is that $M^3$ deals with purely immutable, typed data which can be directly produced, manipulated and analyzed using Rascal primitives. Two unique elements are the introduction of URI literals to identify source code artifacts in a language agnostic manner and support for fully structured type symbols.

II. Experience Report

We developed $M^3$ to satisfy the requirements of the OSSMETER project, but we have been using it for a broader range of studies related to software analytics.

We have used $M^3$ to construct comparable models of Android API evolution from three sources: source code, jar files and online documentation. Creating the same model out of the three sources required writing three different fact extractors. The first is based on the Eclipse JDT, the second uses ASM and the last uses Rascal’s HTML library model. The analysis reveals interesting differences between the models which may influence the conclusions of related work [2]. For example, the Android source code releases contain undocumented public classes and methods. Nevertheless, these are available after deployment and developers use them.

For OSSMETER, $M^3$ is applied to measure a plethora of object-oriented and procedural code metrics [10], [11] for Java and PHP. The metrics output between Java and PHP are comparable, and we also achieved some level of reuse when the metrics were based on the relational part of $M^3$, such as inheritance, overriding and containment relations.

---

[2] An earlier, shorter version of this paper was presented at BENEVOL 2014.
We are using $M^3$ to improve our PHP static analysis framework called PHP AiR \cite{12}, supporting over-approximations of dynamic features such as file inclusion \cite{13} and types.

We have used $M^3$ to analyze a large body of Java source code, comparing the cyclomatic complexity of methods to their size, refuting earlier scientific results reporting on a strong linear model between the two dimensions \cite{14}.

Finally a number of Universiteit van Amsterdam masters theses are based on using $M^3$ for PHP refactoring, PHP security analysis, quality metrics, concurrency-related Java refactorings, and Java reverse engineering.

III. DESIGN ASPECTS

A. Textual models

$M^3$ is, like all Rascal data, fully typed and fully serializable as readable text with a standard notation that is equal to the expression syntax for literals. This means that any intermediate step can be visualized as plain text and not only searched and edited using standard text editing facilities, but also stored and retrieved persistently. One particular aspect of the Rascal IDE is that all printed source location literals (see below) in editors and consoles are treated as hyperlinks. $M3$ models are therefore “programmer friendly”: easy to explore both interactively and programmatically using low-brow techniques.

B. Locations

To verify the correctness of metrics, or for explaining them, we want to trace measurements back to code. For example, when we present the largest class in a project, we need the location is that all printed source location literals (see below) in editors and consoles are treated as hyperlinks. $M3$ models are therefore “programmer friendly”: easy to explore both interactively and programmatically using low-brow techniques.

III. D. Trees.

For abstract syntax trees we use a general concept of algebraic data-types in Rascal. Every language comes with its own definitions. Algebraic data-types are easy to extend with new constructors (new programming language constructs). For $M^3$ we standardize some of the names used in defining AST types. In the core we standardize on five that is identified. The URI authority declares the scope from which the name is resolved, in this case from myProject which depends on a particular version of the Java runtime. Finally, the path identifies the qualified name of the artifact in this scope. One goal of logical locations is to uniquely link to physical locations, at a certain moment in time, and at the same time be more or less stable under irrelevant code movement (such as moving the root source directory within a project). Another goal is for such links to be readable, writeable, recognizable and memorizable by human beings when developing new extractors, metrics or visualizations. For instance, we might explore an $M^3$ model by projecting the information for an arbitrary class: the Rascal command m@inheritance[\texttt{class://myPrj/java/util/List}] would produce all interfaces that inherit from \texttt{java.util.List}.

$M^3$ models are built on this concept of logical and physical source locations. $M^3$ uses binary relations between locations; annotates AST nodes with these locations; and embeds these locations into symbolic facts (such as types) to link back to source code whenever possible.

C. Relations.

The $M^3$ model is both layered and compositional. This means that $M^3$ models can be combined (“linked”) and extended (“annotated”). The core relations are all between code locations (see Table I). An example containment tuple would be \texttt{<scheme://foo/Bar|,|pkg://foo>}.

This core model is language independent, facilitating not only volume metrics, browsing visualizations (drill-down) and generic aggregation over containment relations, but also dependence between artifacts and thus impact and coupling/cohesion analyses. Also note that this core model is not restricted to handling programming languages. It can be used to model other kinds of formal languages like grammars, schema languages, or even pictorial languages.

For modeling language specific information we annotate the above core model with extra relations. Again these are binary relations between logical locations (Table II). These relations model key aspects of the static semantics of a programming language. Note that we never refer to instantiated or dynamic objects here, not even parametric type instantiations. All relations refer to source locations literally. For the accuracy of source code metrics, it is essential that $M^3$ separates what is written in the source code from what the code means dynamically. For example, if an abstract method from an interface is called we should not immediately infer all the call sites and add those to the invocations relation. Some metrics may want to count the fan-out to abstract methods, while other metrics want to know the impact on concrete implementations. You can compute such information by composing basic facts—a “\texttt{invocation o overrides}” gives all the concrete callees for calls to abstract methods—and then compute a metric over the resulting relation.

D. Trees.

For abstract syntax trees we use a general concept of algebraic data-types in Rascal. Every language comes with its own definitions. Algebraic data-types are easy to extend with new constructors (new programming language constructs). For $M^3$ we standardize some of the names used in defining AST types. In the core we standardize on five

<table>
<thead>
<tr>
<th>Layer</th>
<th>Rel ( \text{loc}, \text{loc} )</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic</td>
<td>containment</td>
<td>logical containment of code entities</td>
</tr>
<tr>
<td>core</td>
<td>declarations</td>
<td>maps logical \text{loc} to physical \text{loc}</td>
</tr>
<tr>
<td>OO</td>
<td>extends who (logical \text{loc})</td>
<td>who extends who (logical \text{loc})</td>
</tr>
<tr>
<td></td>
<td>implements who (logical \text{loc})</td>
<td>who implements who (logical \text{loc})</td>
</tr>
<tr>
<td></td>
<td>methodInvocation</td>
<td>who invokes who (logical \text{loc})</td>
</tr>
<tr>
<td></td>
<td>methodOverrides</td>
<td>who overrides who (logical \text{loc})</td>
</tr>
<tr>
<td></td>
<td>fieldAccess</td>
<td>who accesses who (logical \text{loc})</td>
</tr>
</tbody>
</table>

### TABLE I. CORE BINARY RELATIONS OF $M^3$
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algebraic sorts to use when defining an abstract syntax: Expression, Declaration, Statement, Type, Modifier. The goal is to add as few extra sorts as possible when adding a new language. This also extends to models which over-approximate the possible programs, but also increases the chance of reuse and extending existing fact extractors. For example, if all statements are in the same sort, then a basic function computing the cyclomatic complexity can be extended to cover a new language by just adding cases for the new types of statements (e.g. a foreach statement). We also provide annotation types for specific nodes, i.e. all nodes have a src annotation to point to the physical source location, all declarations may have a decl annotation to their logical location identifier and all Expressions may have a type annotation (see below). Trees are useful mostly for the computation of metrics over code units that contain statements, such as cyclomatic complexity, but also to infer data and control flow information for use in the more advanced analyses.

E. Types

For types we introduce a single sort called TypeSymbol. We use this to represent any kind of abstract value that variables and expressions in a language may produce. For Java we have a default set of type symbols to represent (parameterized) class and interface types, method signatures, and primitive types. These symbols can be used to compute with raw and parameterized types, either instantiated or uninstantiated. An example of a type symbol is: class({class://java/util/List, [class({class://java/lang/String}, [])]), meaning the instantiated parameterized List type generated by the List class definition with its type parameter instantiated by the String class. We extended the core M3 model with initial types—a relation from declarations to the types they generate—and we annotate the trees of expressions with the types they produce. Using type symbols we may compute with and reason about dynamic artifacts that are never declared yet may exist at run-time. For example, an upper-bound for the number of possible instantiations of a parameterized type can be computed based on such information.

F. Model composition

When we extract M3 models we do this incrementally, i.e. per file, per project, per composition of a project with its dependencies. Each file (in a given programming language) produces one M3 model. Then the models for all files in a project are fused into one single M3 model by applying set union to all the relations of the model. Finally, if there are project dependencies, we may fuse the M3 models for different projects. Some analyses are best done before fusion. We compute the volume of a project before we fuse in the declarations of the jars we depend on. Other analyses are done only after fusing: depth of inheritance can only be computed if the models of classes we depend on are fully available. Since M3 models are immutable values, like all Rascal values, such models can never be accidentally mixed. The compose function is called explicitly by the programmer to union the relation between two M3 models; the link function does the same, but updates the authority fields of all logical locations such that uses in one project may point to declarations in another.

G. Efficiency and Memory Consumption

In essence a loaded M3 model is an in-memory database of source code artifacts. For a large software system, the memory requirements are large and the efficiency is limited by I/O bottlenecks (network access, disk access and cache misses). Our current implementation still suffers from these effects, which are aggravated by value immutability. Since M3 and Rascal are implemented on the JVM we are using “soft references” to store M3 models, such that we can re-compute caches which have been garbage collected. The fused M3 model and AST models for specific files often drop out of memory because of this, releasing necessary space. Soft references mitigate memory limitations nicely at the cost of runtime efficiency. On the other hand we are investing in low level optimizations for in-memory hierarchical data-structures [3], [15]. These results are hopeful, making it feasible to scale to even larger analyses without sacrificing immutability. Also scaling out in parallel will be facilitated by the immutability of M3.

H. Example

Listing 1 shows a concrete example of an M3 analysis in Rascal. Function estimateCoverage analyzes any M3 model produced for Java and produces an over-estimate of a system’s test coverage, given a JUnit test harness. The basic binary relations methodInvocations, methodOverrider and containment are used to find out who calls who. Relational operators such as inf (composition), inf + (set union), inf - (set difference) and postfix + (transitive closure) are used to separate reachable from unreachable code. Comprehensions are used to generate and filter intermediate relations, and eventually a library function is called to compute the overall result, a percentage with given precision.

IV. RELATED WORK

There is far too much related work to fit in this abstract. We only list primary inspirations for Rascal and M3 here as an acknowledgment. Lexical techniques for fact extraction from source code use regular expression patterns to extract facts from program source code. These techniques are supported by languages such as Lex and AWK, Perl, or Python. Murphy and Notkin [16] extended the basic regular expression support provided by these tools and languages to include additional contextual information such that relations can be extracted once scanning is complete.

Approaches based on grammars naturally handle the nested constructs common to programming languages, but, in contrast to lexical techniques, generally require the source code to be syntactically correct so it can be parsed. Parsing tools such as Yacc and ANTLR provide basic support for hand-coded fact extraction using the parser’s semantic actions. A number of tools also exist with direct support for extracting facts from programs. Examples are the Rigi system [2], which provides fixed fact extractors for several languages and represents facts as tuples in the Rigi Standard Format (RSF). Meta programming languages, such as Stratego [17], TXL [18] and ASF+SDF [19] provide integrated parsing and tree processing support for source code fact extraction and manipulation in any programming language. SrcML [20] generates XML-annotated source code for the C language which can be queried directly using XML processors. Frameworks like JustAdd, Silver and Kiama make use of attribute grammars [21]–[25], using synthesized attributes to specify facts and inherited attributes to propagate these facts through the parse tree.

Relational approaches support extracting facts into relations which can then be combined and analyzed. Rigi relations are formed over RUF tuples and processed using operations in the Rigi Command Library (RCL). GROK [26] and CrocoPat [27], [28] (using a notation called
RML) instead use relational algebra; GROK supports only binary relations, while CrocoPat supports n-ary relations. The DeFACTO system \(^{29}\), using RScript \(^{30}\), also supports n-ary relations and relational algebra, as does Vankov’s work on formulating program slicing using relational techniques \(^{31}\).

Model-based approaches extract facts into models, representing abstractions of the systems being analyzed. MoDisco \(^{32}\), \(^{33}\), a model-based tool for modernizing legacy systems, supports extracting information about these systems into models defined using the Knowledge Discovery Metamodel \(^{3}\), an OMG standard for modeling the structure and behavior of software systems. Moose \(^{34}\), \(^{35}\) extracts facts about software systems into models defined using the FAMIX \(^{1}\) family of metamodels. Finally, we recommend reading about source code query mechanisms based on logic meta programming, such as Ekeko \(^{36}\) and SOUL \(^{37}\).

V. Conclusion

We have shown you a taste of \(\mathcal{M}^3\), an extensible and composable model for source code artifacts based on relations and trees, with immutable value semantics, source location literals, and extensibility with new types of binary relations. It has support for basic language independent analyses, and we have a detailed model for Java and PHP. \(\mathcal{M}^3\) is designed for variability, integration and accuracy, all required for software analytics research with a source code component.

The key open challenges for \(\mathcal{M}^3\) applications are efficiency and scalability, which we address using low level optimization techniques for hash-trees. Otherwise we are incrementally adding support for more programming languages. \(\mathcal{M}^3\) is in the public domain, developed under the EPL license.\(^{6}\)
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