
Minor-monotone Graph Invariants 

Alexander Schrijver 

Summary A graph parameter </>(G) is called minor-monotone if </>(H) :::; ef;(G) for 
any minor H of G. We survey recent work on minor-monotone graph parameters 
motivated by the parameter µ(G) introduced by Colin de Verdiere. 

1 Introduction 

A function</>( G) defined for any undirected graph G is called minor-monotone 
if for any graph G and any minor H of G one has 

</>(H):::::; </>(G). (1) 

In this paper, all graphs are undirected, loopless and without multiple edges. 
A minor of a graph arises by a series of deletions and contractions of edges and 
deletions of isolated vertices, suppressing any multiple edges and loops that 
may arise. 

The interest in minor-monotone graph parameters is activated because the 
Robertson-Seymour theory of graph minors can be applied to them. Recently a 
number of minor-monotone parameters have been studied, motivated in partic­
ular by the graph parameter µ(G) introduced by Colin de Verdiere [5] (cf. [6]). 
The parameter µ( G) can be described in terms of properties of matrices related 
to G. It was motivated by the study of the maximum multiplicity of the second 
eigenvalue of certain Schrodinger operators. When such an operator is defined 
on a Riemann surface, one can approximate the surface by a densely enough 
embedded graph G, in such a way that µ(G) is the maximum multiplicity of 
the second eigenvalue of the operator. 

The interest raised by Colin de Verdiere's parameter can be explained not 
only by its background in differential geometry, but also by the facts that 
it is minor-monotone (so that the Robertson-Seymour graph minors theory 
applies to it), and that it characterizes planarity of graphs. Indeed, one has 
that µ(G):::::; 3 if and only if G is planar. Moreover, as follows from the results 
in [19] and [15], µ(G) :::::; 4 if and only if G is linklessly embeddable in R.3 . (A 
graph G is linklessly embeddable if it can be embedded in R.3 in such a way 
that the images of any two disjoint circuits in G are unlinked.) So with the 
help of µ, topological properties of a graph can be characterized in terms of 
spectral properties of matrices associated to the graph. 

In this paper we give a survey of the graph parameter µ(G), and some 
related parameters, in particular the parameter >.( G) introduced in [12]. We 
first give an overview of µ(G) and .\(G), after which we give proofs of a number 
of results. Finally, we consider the parameters X(G) (defined by oriented 
matroids) and "'(G). 
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For more information we refer to the thesis by van der Holst [11], where in 
addition a few other minor-monotone parameters are studied. 

2 Overview of µ(G) 

Let G = (V, E) be an undirected graph, which we assume without loss of 
generality to have vertex set V = {1, ... , n}. Then µ( G) is the largest corank 
of any symmetric real-valued n x n matrix M = (mi,j) such that: 

(i) M has exactly one negative eigenvalue, of multiplicity 1, (2) 

(ii) for all i,j with i # j: mi,j < 0 if i and j are adjacent, 
and m;,i = 0 if i and j are nonadjacent, 

(iii) there is no nonzero symmetric n x n matrix X = (xiJ) 
such that M X = 0 and such that Xi,j = 0 whenever i = j 
or m;,1 #0. 

There is no condition on the diagonal entries m;,;. The corank corank(M) of 
a matrix Mis the dimension of its kernel (=null space). 

Note that for each graph G = (V, E) a matrix M satisfying (2) exists. If 
G is connected, let A be the adjacency matrix of G. Then we can choose>. in 
such a way that >.I -A has exactly one negative eigenvalue and is nonsingular. 
If G is disconnected, we can choose such a >. for each component separately 
and obtain again a nonsingular matrix with exactly one negative eigenvalue. 

Condition (iii) is called the Strong Amol'd Hypothesis (or Strong Amol'd 
Property). There are a number of equivalent formulations of the Strong Arnol'd 
Hypothesis, amounting to the fact that M is in a certain general position. Let 
M = (miJ) be a symmetric n x n matrix. Let RM be the set of all symmetric 
n x n matrices A with rank(A) = rank(M). Let SM be the set of all symmetric 
n x n matrices A= (a;,j) such that ai,j = 0 whenever i # j and m;,j = 0. 

Then M fulfils the Strong Arnol'd Hypothesis (2) (iii) if and only if 

RM intersects SM at M 'transversally'; (3) 

that is, if the tangent space of RM at M and the tangent space of SM at M 
together span the space of all symmetric n x n matrices. In other words, if the 
intersection of the normal spaces at M of RM and of SM only consists of the 
all-zero matrix. 

It is elementary linear algebra to show that the tangent space of RM at M 
consists of all symmetric n x n matrices N such that xT N x = 0 for each 
x E ker(M). Thus the normal space of RM at Mis equal to the space generated 
by all matrices xxT with x E ker(M). (We assume that our underlying space 
is the space of real-valued symmetric n x n matrices.) This space is equal to 
the space of all symmetric n x n matrices X satisfying M X = 0. Trivially, the 
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normal space of SM at M consists of all symmetric n x n matrices X = (xi,j) 
such that Xi,j = 0 whenever i = j or m;,j #- 0. Therefore, (3) is equivalent 
to (2)(iii). 

An important property of µ( G) proved by Colin de Verdiere [5] is that it 
is monotone under taking minors: 

the graph parameter µ(G) is minor-monotone. (4) 

Proving this is nontrivial, and the Strong Arnol'd Hypothesis is needed. We 
give the elementary proof as given in van der Holst [11] in Section 4. 

The minor-monotonicity of µ(G) is especially interesting in the light of 
the Robertson-Seymour theory of graph minors [16], which has as principal 
result that if C is a collection of graphs so that no graph in C is a minor of 
another graph in C, then C is finite. This can be equivalently formulated as 
follows. For any graph property P closed under taking minors, call a graph G 
a forbidden minor for P if G does not have property P, but each proper minor 
of G does have property P. Note that a minor-closed property P is corn pletely 
characterized by the collection of its forbidden minors. Now Robertson and 
Seymour's theorem states that each graph property that is closed under taking 
minors, has only finitely many forbidden minors. (See Reed's paper elsewhere 
in this volume.) 

Since 
µ(Kn)= n-1 (5) 

for each n ( cf. Section 5), Hadwiger's conjecture implies that 'Y( G) s µ( G) + 1 
(where 'Y( G) denotes the colouring number of G); this last inequality is conject­
ured by Colin de Verdiere [5]. Since Hadwiger's conjecture holds for graphs not 
containing any K6-minor (Robertson, Seymour, and Thomas [18]), we know 
that 'Y(G) ~ µ(G) + 1 holds if µ(G) s 4. 

In studying µ(G), we can restrict ourselves to considering connected graphs, 
since if G has at least one edge, then µ(G) is equal to the maximum of µ(K) 
taken over all components K of G. 

The following characterizations show that with the help ofµ( G), topological 
properties of a graph can be characterized algebraically: 

(i) µ(G) s 1 {:::==? G is a disjoint union of paths. 

(ii) µ(G) s 2 {:::==? G is outerplanar. 

(iii) µ( G) s 3 {:::==? G is planar. 

(iv) µ(G) s 4 {:::==? G is linklessly embeddable. 

(6) 

Here (i), (ii), and (iii) are due to Colin de Verdiere [5]. In (iv), ====?- is due 
to Robertson, Seymour, and Thomas [17] (based on the hard theorem of [19] 
that the Petersen family (Figure 2 on page 188) is the collection of forbidden 
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minors for linkless embeddability), and <== to Lovasz and Schrijver [15]. In 
fact, in (6) each ==? follows from a forbidden minor characterization of the 
right-hand statement. 

\Ve give a proof of (i), (ii), and (iii) in Sections 9, 11, and 12, respectively. 
In Section 15, we indicate how <== in (iv) can be proved, with the help of a 
certain Borsuk-type theorem on the existence of 'antipodal links'. 

Interestingly, Kotlov, Lovasz, and Vempala [14] showed that with the value 
n - µ( G) (for a graph G with n vertices) one is close to characterizing that the 
complementary graph G of G is outerplanar or planar. In fact they showed: 

if G is a disjoint union of paths then µ( G) ~ n - 3; 

if G is outerplanar then µ( G) 2 n - 4; 

if G is planar then µ( G) 2 n - 5. 

(7) 

Conversely, one has, if G does not have 'twin vertices' (two (adjacent or non­
adjacent) vertices u, v that have the same neighbours -:f. u, v), then: 

if µ( G) 2 n - 3 then G is outerplanar; 

if µ(G) 2 n - 4 then G is planar. 

(8) 

The proof by Colin de Verdiere [5] of the planarity characterization (6)(iii) 
uses a result of Cheng [4] on the maximum multiplicity of the second eigenvalue 
of Schrodinger operators defined on the sphere. A short direct proof was given 
by van der Holst [10], based on the following lemma. For any vector x, let 
supp(x) denote the support of x (i.e., the set {i Ix; -:f. O}). Moreover, denote 
supp+(x) := {i Ix;> O} and supp-(x) := {i Ix; < O}. We say that a vector 
x E ker(M) has minimal support if x is nonzero and for each nonzero vector 
y E ker(M) with supp(y) ~ supp(x) one has supp(y) = supp(x). For any 
subset U of V, let GIU denote the subgraph of G induced by U. 

Then Van der Holst's lemma states: 

Let M satisfy (2) and let x E ker(M) have minimal support. (9) 
Then GI supp+(x) and GI supp-(x) are connected. 

\Ve give the proof in Section 10. 

3 Overview of ,\( G) 

Van der Holst's lemma motivated van der Holst, Laurent, and Schrijver 
[12] to introduce a related graph parameter .A(G), defined as follows. Let 
G = (V, E) be a graph. Call a subspace X of ]RV representative for G if 

for each nonzero vector x E X, supp+(x) is nonempty and (10) 
Cl supp+(x) is connected. 
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Then >.(G) is defined as the maximum dimension of any representative sub­
space X of Rv. 

Clearly, (10) implies that also supp-(x) is nonempty and induces a con­
nected subgraph of G for each nonzero x EX. 

The results characterizing µ and >. for small values, suggest that >. is close 
toµ. In fact, recently Rudi Pendavingh showed that µ(G):::; >.(G) + 2 for each 
graph G. Conversely, it might be that >.(G):::; µ(G) holds. 

There is a direct equivalent characterization of >.(G). Let G = (V, E) be a 
graph and let d E N. Call a function </>: V -+ JR.d representative for G if 

for each halfspace H of JR.d , the set c1>-1 ( H) is non empty and ( 11) 
induces a connected subgraph of G. 

(Here cp-1(H) := {v E VI <f>(v) EH}.) A subset H ofJR.d is called a halfspace 
if H = {x E Rd I cTx > O} for some nonzero c E JR.d. Note that if efJ: V-+ Rd is 
representative, then the vectors efJ(v) (v E V) span JR.d (since otherwise there 
would exist a half space H with <1>- 1 ( H) = 0). 

Now >.(G) is equal to the largest d for which there is a representative 
function </>: V -+ Rd. This is easy to see. Suppose X is a d-dimensional 
subspace of Rv representative for G. Let vectors xi, ... , xd form a basis of X. 
Define </J(v) := (x1 (v), ... ,xd(v)) for each v E V. Then efJ is a representative 
function for G. Conversely, let </J: V -+ Rd be representative. Define for any 
c E JR.d the function Xc E JR.V by: Xc(v) := cT <P(v) for v E V. Then X := 
{ Xc I c E Rd} is a representative space for G. 

It is easy to show that the function >.(G) is minor-monotone (much easier 
than for µ(G)): 

Theorem 3.1 If His a minor ofG then >.(H):::; >.(G). 

Proof Let H = (V', E'). If H arises from G by deleting an isolated vertex v0 , 

the inequality >.(H) :::; >.(G) is easy: if efJ': V'-+ Rd is representative for H with 
d = >.(H), then defining rjJ(v0) := 0 and efJ(v) := efJ'(v) for all other vertices v 
of G, gives a representative function for G. 

So we may assume that H = (V', E') arises from G = (V, E) by deleting 
or contracting one edge e = uw. Let </J': V' -+ JR.d be representative for H with 
d = >.(H). If H arises from G by deleting e, then V = V', and </>' is also 
representative for G. Hence >.(G);:::: d = >.(H). 

If H arises from G by contracting e, let v0 be the vertex of H which arose 
by contracting e. Define <f>(u) := <f>(w) := q/(v0), and define cf;i(v) := <P'(v) for 
all other vertices v of G. Then </> is representative of G. • 

One easily shows that 
>.(Kn)= n - 1 (12) 

(cf. Section 5). Hence, Hadwiger's conjecture implies that -y(G) :::; >.(G) + 1 
(where -y(G) denotes the colouring number of G). So by the truth of Hadwiger's 
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conjecture for K6-free graphs (Robertson, Seymour, and Thomas [18]), the 
inequality 'Y(G)::; J.(G) + 1 holds if >.(G) S 4. 

As for the colouring number, also the function >.( G) cannot be increased 
by 'clique sums'. Graph G = (V, E) is a clique sum of graphs G1 = (Vi, E1) 
and G2 = (V2, E2) if V = V1 U Y2 and E = E1 U E2, where Y1 n Y2 is a clique 
both in G1 and in G2 • Then 'Y(G) = max{'Y(G1),1(G2)} ifG is a clique sum 
of G1 and G2 . A similar relation holds for the size of the largest clique minor 
in G. Now in Section 6 we shall show: 

If G has at least one edge and is a clique sum of G1 and G2, (13) 
then J.(G) = max{A(G1), J.(G2)}. 

This directly gives with (12): 

(i) J.(G) ::; 1 if and only if G is a forest; (14) 

(ii) >.( G) S 2 if and only if G is a series-parallel graph. 

Indeed, forests can be characterized as the graphs not having a K 3-minor and 
also as the graphs obtainable from K 2 by taking clique sums and subgraphs. 
Similarly, series-parallel graphs can be characterized as the graphs not having 
a K4-minor and also as the graphs obtainable from K3 by taking clique sums 
and subgraphs. 

In Section 13 we show that 

>.(G) S 3 if and only if G can be obtained from planar graphs (15) 
by taking clique sums and subgraphs. 

The kernel of the proof here is to show that >-( G) S 3 for any planar graph G. 
Having this, a fundamental decomposition theorem of Wagner [20] then implies 
the full characterization. Indeed, let Vs be the graph with vertices v1 , ... , v8, 

Figure 1: The graph Vs 

where Vi and Vj are adjacent if and only if Ji - jJ E {1, 4, 7}. Then Wagner 
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showed: 

G can be obtained from planar graphs by taking clique sums (16) 
and subgraphs ~ G does not have a K5- or 11s-minor. 

Since >.(Ks) = 4 and since >.(Vs) = 4 (as we show in Section 13), we obtain (15). 
In Section 16 we give a few observations concerning the class of graphs G 

with >.(G) s; 4. In particular, we show the result of (15] that >.(G) s; 4 for any 
linklessly embeddable graph G. This implies with (13): 

if G is obtainable from linklessly embeddable graphs by taking (17) 
clique sums and subgraphs, then >.(G) s; 4. 

As mentioned, an open question is if there is any direct relation between 
>.(G) and µ(G). It might be the case that >.(G) s; µ(G) for each graph G. 
That is, for any subspace X of JR.V representative for G there is a matrix M 
satisfying (2) with dim(X) s; corank(M). This is true if µ(G) s; 4. 

In fact, a tempting, more general speculation is that for any natural num­
ber t: 

(???) a graph G satisfies>.( G) :S: t if and only if G is obtainable (18) 
from graphs H satisfying µ(H) :S: t by taking clique sums and 
subgraphs (???) 

This has been proved for t s; 3, and the 'if' part for t :S: 4. 

4 Some basic facts on µ( G) 

We first prove a number of elementary facts on the parameter µ( G). We 
use the following notation. If M is a matrix and I is a set of rows of M and 
J is a set of columns of M, then MrxJ is the submatrix induced by the rows 
in I and the columns in J. If I= J we write Mr for MrxI· 

First we have the following important property due to Colin de Verdiere 
(6], which we prove with the method described by van der Holst [11]: 

Theorem 4.1 For any edge e of any graph G one has µ( G - e) ::::; µ( G). 

Proof For any smooth manifold M, any smooth submanifold A of JR.d, any 
smooth function f: M -+ JR.d, and any x E M with f ( x) E A, we say that 
f intersects A transversally at x EM, in notation: f #xA, if 

(19) 

Here TyN denotes the tangent space of Nat y, and D fx the differential of 
at x. 
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A basic property of transversality is: 

If f#xA, then there is a neighbourhood U of x in M nf-1(A) (20) 
such that f#yA for each y E U, and such that Uhas the same 
codimension in M as A has in JRd. 

Let Sn denote the collection of real-valued symmetric n x n matrices, and 
Sn,k the collection of matrices in Sn of corank k. For any graph G = (V, E) 
let Oa be the collection of real-valued symmetric V x V matrices M satisfy­
ing (2)(ii). 

First assume that graph H arises from graph G by deleting an edge e = uw. 
We may assume that G has vertex set V = {l, ... , n}, and that u = 1 and 
w = 2. Let W := {3, ... , n}. Let f:"IR. x OH-+ Sn be defined by 

J (h, K) := ( k~i k: 2 ~::::: ) , (21) 
Kwx{l} Kw~{2} Kwxw 

where K = (k;,j) E OH. Let fo(K) := f (0, K). 
Let M' = (m~,j) satisfy (2), with corank k =µ(H).By (2)(iii), 

fo#M 1 Sn,k> (22) 

which implies 
(23) 

Then by (20), there is a neighbourhood U of (0, M1 ) in lR x OH such that for 
all x EU 

J #xSn,k· (24) 
Also by (20), Un ({O} x f0- 1 (Sn,k)) is a submanifold of Un ({O} x OH) of 
codimension ~k(k + 1) (since the codimension of Sn,k in Sn is ~k(k + 1)). 
Moreover, r (Sn,k) n U is a submanifold of U of codimension ~k(k + 1). 
Hence there exists a (h, L) EU with h < 0 such that M := f (h, L) E Sn,k· By 
taking ( h, L) close to (0, M') we may assume that M has exactly one negative 
eigenvalue. Since f#(h,L)Sn,k, M fulfils the Strong Arnol'd Hypothesis ((3)). 
Hence M satisfies (2), and therefore µ(G) ~ µ(H). • 

This theorem implies: 

Theorem 4.2 For any subgraph H of any graph G one has 

µ(H) s; µ(G). (25) 

Proof By Theorem 4.1 we can assume that H arises from G = (V, E) by 
deleting an isolated vertex v. Let M' be a matrix satisfying (2) with respect 
to H, with corank(M') = µ(H), and let M be the V x V matrix arising 
from M' by adding O's, except in position (v, v), where Mv,v = 1. Then triv­
ially corank(M) = corank(M') and M satisfies (2) with respect to G. This 
shows (25). • 
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This implies: 

Theorem 4.3 If G has at least one edge, then 

µ(G) = maxµ(K), 
K 

(26) 

where K extends over the components of G. 

Proof By Theorem 4.2 we know that 2 holds in (26). To see equality, let M be 
a matrix satisfying (2). Since G has at least one edge, we know µ(G) > 0 (since 
trivially µ(K2) = 1), and hence corank(M) > 0. Then there is exactly one 
component L of G with corank(ML) > 0. For suppose that there are two such 
components, Kand L. Choose nonzero vectors x E ker(MK) and y E ker(ML)· 
Extend x and y by zeros on the positions not in K and L, respectively. Then 
the matrix X := xyT + yxr is nonzero and symmetric, has zeros in positions 
corresponding to edges of G, and satisfies M X = 0. This contradicts the 
Strong Arnol'd Hypothesis. 

So corank(M) = corank(ML)· Suppose now that ML has no negative eigen­
value. Then 0 is the smallest eigenvalue of ML, and hence, by the connectivity 
of L and the Perron-Frobenius theorem, corank(ML) = 1. So µ(G) = 1. Let 
L' be a component of G with at least one edge. Then µ(L') 2 1, proving (26). 

One easily shows that ML satisfies the Strong Arnol'd Hypothesis, implying 
µ(G) = µ(L), thus proving (26). • 

Next we have: 

Theorem 4.4 Let G = (V, E) be a graph and let v E V such that G - v has 
at least one edge. Then 

µ( G) s µ( G - v) + 1. (27) 

Proof Let M be a matrix satisfying (2) with corank(M) = µ(G). Let M' := 
Mv\{v}· Clearly, corank(M') 2 corank(M) - 1, since rank(M') S rank(M). 
So it suffices to show that M' satisfies (2) with respect to G'. 

Trivially, M' satisfies (2)(ii). To see that M' satisfies (2)(i), it suffices to 
show that M' has at least one negative eigenvalue. If M' has no negative eigen­
value, then M' is positive semidefinite, and 0 is an eigenvalue of multiplicity 
at least µ( G) + 1. Hence (by the Perron-Frobenius theorem) for each compon­
ent K of G - v, if the matrix MK has eigenvalue 0, then it has multiplicity 1. 
As the theorem trivially holds if µ(G) s 2 (since µ(G - v) 2 1 as G - v has 
at least one edge), we can assume that µ(G) 2 3. Hence G - v has at leas· 
µ( G) + 1 2 4 components K with MK singular. Let K 1 , ... , K4 be four su< 
components. For i = 1, ... , 4, let xi be a nonzero vector with MK,Xi = 0. E 
the Perron-Frobenius theorem we know that we can assume xi > 0 for each 
Extend Xi to a vector in JR.v by adding components 0. 
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Let z be an eigenvector of M belonging to the smallest eigenvalue of M. 
By scaling the x; we can assume that zT x; == 1 for each i. Now define 

X := (x1 - x2)(x3 - x4)T + (x3 - X4)(x1 - x2f. (28) 

Then MX = 0, since M(x1 -x2) = 0 (as (x1 - x2fM(x1 - x2) = 0 and as 
x 1 - x2 is orthogonal to z), and similarly M(x3 - x4) = 0. This contradicts 
the fact that M satisfies (2)(iii). So M' satisfies (2)(i). 

To see that M' satisfies the Strong Arnol'd Hypothesis (2) (iii), let X' be a 
(V \ v) x (V \ v) matrix with O's in positions (i, j) where i = j or i and j are 
adjacent, and satisfying M' X' = 0. We must show that X' = 0. Let X be the 
V x V matrix obtained from X1 by adding O's. 

Since M' has exactly one negative eigenvalue, we know by interlacing that 
corank(M') ~ corank(M). If MX = 0 we know by (2)(iii) that X = 0 and 
hence X' = 0. So we can assume that MX =f. 0. As corank(M') ~ corank(M), 
it follows that there is a vector x E ker(M) with Xv # 0. Hence the first 
column of M is a linear combination of the other columns of M. Therefore 
M X = 0, a contradiction. • 

On the other hand we have, where S(G) arises from G by adding one new 
vertex v adjacent to all other vertices of G: 

Theorem 4.5 For any graph G with at least one edge, one has 

µ(S(G)) = µ(G) + 1. (29) 

Proof By Theorem 4.4 it suffices to show that µ( S ( G)) > µ( G) + 1, and 
by Theorem 4.3 we can assume that G is connected. Let M be a matrix 
satisfying (2) with corank(M) = µ( G). Let z be an eigenvector of M belonging 
to the smallest eigenvalue .A1 of M. We can assume that z < 0 and that 
II zll = 1. Let M' be the matrix 

M' := ( .>.~1 ~ ) . (30) 

Since (0, x)T E ker(M') for each x E ker(M) and since (-Ai, zf E ker(M'), we 
know that corank(M') 2: corank(M) + 1. By interlacing it follows that M' has 
exactly one negative eigenvalue. One similarly easily checks that M' satisfies 
the Strong Arnol'd Hypothesis (2)(iii). • 

Above we gave a proof that µ(G) is monotone under taking subgraphs. 
More strongly, as Colin de Verdiere [5] proved, µ( G) is minor-monotone. Again 
we give the elementary proof due to van der Holst [11] of this fact. 

Theorem 4.6 µ(G) is minor-monotone. 
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Proof By Theorem 4.2 it suffices to show that µ(H) :S µ(G) if H arises from G 
by contracting edge e = uw. Let the new vertex of H be v. Let n := fVI and 

n' := IV'\. So n = n' + 1. We may assume that u = 1 and w = 2. Let 
W := {3, ... ,n}. 

Let Z be the set of all matrices K = (ki,j) E Oa with k1,1 = 0 = k1,2. 

Define a function 

f: lR x Z -+ Sn' (31) 

by 

J (h, K) = ( k2,2 K{l}xW + K{2}xW ) ' (32) 

Kwx{l} + Kwx{2} Kwxw - hKwx{1}K{1}xW 

and let fo(K) = f (0, K). 
Let M' = (m~,j) satisfy (2) with respect to H, with corank k = µ(H). 

Trivially there is a P E Z such that f (0, P) = M'. Since the tangent space 

of OH at M' is a subspace of the space of all vectors Df(o,P)(A) with A E 

Tco,P) (JR x Z) we know that 
(33) 

Again by (20), there is a neighbourhood U of (0, P) such that for all x E U 

(34) 

Also by (20), ({O} x f01(Sn',k)) n U is a submanifold of Un ({O} x OH) of 

codimension ~k(k + 1) (since the codimension of Sn',k in Sn' is ~k(k + 1)). 

Moreover, 1-1 (Sn',k) n U is a submanifold of U of codimension ~k(k + 1). 

Hence there is an (h, L) E U with h > 0 such that f (h, L) E Sn',k and 

(35) 

Taking (h, L) close to (0, P) we may assume that f(h, L) has exactly one 

negative eigenvalue. 
Define 

1 1 
L{l}xW -

h h 

M:= 1 1 
L{2}xW (36) 

h L{2}x{2} + h 

Lwx{l} Lwx{2} Lwxw 

Clearly M E 0 0 . We show that M satisfies (2) and has corank k. Let 

( 
1 1 

P:= ~ ~ 
-hL{1}xW) 

0 . 

I 

(37) 
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Then 

( .!. 0 ) PTMP= h . 
0 f(h,L) 

(38) 

Therefore, by Sylvester's law of inertia and since k > 0, f ( h, L) has the same 
number of negative eigenvalues and the same corank as M. It remains to show 
that M fulfils the Strong Arnol'd Hypothesis ((2)(iii)). 

Choose F E Sn. We must show that there exists an N E TMOa such that 
xT Fx = xT Nx for all x E ker(M). Define 

( 
1 -hL{1}xW ) 

Q := 1 0 

0 I 

(39) 

and F' := QTFQ. 
Since f #(h,L)Sn1,k, 

(40) 

The tangent space of Sn',k at f(h, L) is the set of all real-valued symmetric 
matrices C for which x'TCx' = 0 for all x' E ker(f(h, L)). Hence there is an 
(a, B) E T(h,LJ(lR x Z) such that 

1TDJ, ( B) I 1Tp1 I X (h,L) a, X = X X (41) 

for all x' E ker(f(h, L)). 
Now let 

B{l}xW 

N·- a a 
B{2}x{2} + h2 B{2}xW (42) 

Bwx{2} Bwxw 

So N E TMON. A calculation shows 

(43) 

For each vector x E ker( M), the vector 

x' = ( :~) (44) 

belongs to ker(f(h, L)) and satisfies Qx' = x. Hence 

xTFx = x'TQTFQx' = x'TDf(h,L)(a,B)x' = xTNx. • (45) 
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5 µ( G) and ,\( G) for complete graphs 

It is easy to see that for each graph G with n vertices one has 

µ(G) ::::;n-1 and ,\(G)::::;n-1. (46) 

This follows from the fact that any matrix M satisfying (2) has a negative 
eigenvalue, and that the all-one vector does not belong to any representative 
subspace X of Rv. 

Moreover: 

Theorem 5.1 For any graph G with n vertices, µ(G) = n - 1 if and only if 
G is complete or n::::; 2. 

Proof Let G haven vertices. To see sufficiency, first note that trivially µ(G) = 
n - 1 if n::::; 2. Moreover µ(Kn) = n - 1 follows from the fact that the all -1 
matrix satisfies (2) and has corank n - 1. 

To see necessity, let n 2:: 3 and µ( G) = n - 1. Let M be a matrix satisfy­
ing (2) with corank n - 1. So M has rank 1. 

Suppose that M has an all-zero row, say row 1. Then 1 is an isolated vertex 
of G. Since M has rank 1, the dimension of the kernel of M is at least 2, and 
hence there is a nonzero vector x E JR.n with x1 = 0 and M x = 0. Let y E Rn 
be given by Y1 := 1 and Yi:= 0 for i > 1. Let X := xyT +yxT. Then MX = 0, 
and hence by (2)(iii), X = 0, a contradiction. 

So M does not have any all-zero row, and hence (as M has rank 1), all 
entries in M are nonzero. So G is complete. • 

It follows that for each t 2:: 1, the graph Kt+2 is a forbidden minor for the 
property µ( G) ::::; t. 

Similarly, one has: 

Theorem 5.2 For any graph G with n vertices, ,\( G) = n - 1 if and only if 
G is complete or n::::; 2. 

Proof To see sufficiency, if n ::::; 2, then trivially ,\( G) = n - 1. If G = Kn, 
then .A(G) 2:: n-1, since the set X of functions x E Rv with EvEvx(v) = 0 
is representative for Kn. 

To see necessity, let n 2:: 3 and .A( G) = n - 1. Suppose that G is not 
complete, and let vertices u and u' be nonadjacent. Let X be a subspace of 
dimension n - 1 representative for G. So there is a nonzero vector c E JR.v 
such that X consists of all vectors x E Rv with cT x = 0. We can assume that 
c,, = l. Then each entry of c is positive. For suppose that Cw ::::; 0. Then the 
vector x with Xw = 1, Xu = -cw, and Xv = 0 for all other vertices v, belongs 
to X. So supp-(x) = 0, contradicting (10). 

Now by scaling we can assume that each entry in c is l. Let v be any vertex 
different from u and u'. Then for the vector x with Xu= 1, Xu' = 1, xw = -2, 
and xv = 0 for all other vertices v, the graph GI supp+(x) is disconnected, 
contradicting (10). • 
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Hence, for each t;?:: 1, the graph Kt+2 is a forbidden minor for the property 
>.(G) :::; t. 

6 Clique sums 

As mentioned, Colin de Verdiere conjectures that 'Y(G) $ µ(G) + 1, where 
'Y(G) is the colouring number of G. This conjecture would follow from Had­
wiger's conjecture (as µ(Kn) = n - 1), and is true for µ(G) :::; 4. A similar 
relation holds for the size of the largest clique minor in a graph. We therefore 
are interested in studying the behaviour of µ(G) and >.(G) under clique sums. 

To study this for >.( G), we first give an auxiliary result. For any finite 
subset Z of JR.d let cone(Z) denote the smallest nonempty convex cone contain­
ing Z; that is, it is the intersection of all closed half spaces { x E JR.d I cT x ;::: O} 
containing Z. (Thus cone(0) = {O}, while cone(Z) = Jlid if there are no half­
spaces containing Z.) 

For any graph G = (V, E) and U ~ V, let G - U denote the graph obtained 
from G by deleting the vertices of U. (So G - U = Gj(V \ U).) 

Theorem 6.1 Let </J: V -+ :JR.d be representative for a graph G = (V, E) and 
let U ~ V. Assume that cone( <P(U)) is not a hyperplane in :JR.d. Then there is 
at most one component K ofG-U for which the inclusion <P(K) ~ cone(q)(U)) 
does not hold. 

Proof We may assume that cone( q)(U)) # :JR.d. Since cone( q)(U)) is not a 
hyperplane in :JR.d, the set 

C := {c E Rd I c # 0, cT <P(v):::; 0 for each v EU}, (47) 

is nonempty and topologically connected (because the polar cone CU {O} of 
cone(cjJ(U)) is not a line). For c E :JR.d, let He := {x E Jlid I crx > O}. Let 
K i, ... , Kt be the components of G - U. Let Ci be the set of vectors c E C 
for which He intersects <P(Ki). So if i # j then Ci n Ci = 0, since if c E C then 
cjJ-1 (He) is connected and is disjoint from U. As C1 U · · · U Ct = C and since 
each Ci is an open subset of C, it follows that C, = 0 for all but one i. Hence 
<P(K,) ~ cone(q)(U)) for all but one i. • 

This implies ([12]): 

Theorem 6.2 If G has at least one edge and is a clique sum of G 1 and G2, 

then 
(48) 

Proof We have ,\(G) ;?:: max{>.(G1), >.(G2)}, since G 1 and G 2 are subgraphs 
of G, So it suffices to show that >.(G) = >.(Gi) for some i = 1, 2. Assume that 
>.(G) > max{A(G1), >.(G2)}. Let d := >.(G), G = (V, E), and Gi = (V;, Ei) for 
i = 1, 2. 
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Let rf>: V -t Rd be representative for G. As d > .>-(Gi), 1>1Vi is not represent­
ative for G;, for i = 1 and i = 2. Let K := Vi n V2 and t := IKI. We may 
assume that we have chosen the counterexample so that IKI is as small as 
possible. 

Then GI (Vi\ K) has a component L such that each vertex in K is adjacent 
to at least one vertex in L. Otherwise G would be a repeated clique sum of 
subgraphs of G 1 and G2 with common clique being smaller than K. In that 
case >.(G) = max{>-(G1), >.(G2)} would follow by the minimality of K. 

So G 1 has a Kt+1-minor. So .>-(G1) ~ t, and hence >-(G) > t = IKI. 
Therefore, cone( 1>( K)) is not a hyperplane in JRd. (Here we use that it is not 
the case that K = 0 and d = 1.) So by Theorem 6.1, we may assume that 
q)(V1) ~ cone(q)(K)). 

As d > ,\(G2), there exists a halfspace Hof JRd such that Gl(1>- 1(H) n VZ) 
is empty or disconnected. If it is empty, then rjJ(v) E H for some v E Vi\ K, 
contradicting the facts that q)(v) E cone(ef>(K)) and that </>(K) n H = 0. So it 
is disconnected. But then also q,- 1 (H) would induce a disconnected subgraph 
of G, as K is a clique. This is a contradiction. • 

Hence we have that for each t ~ 1: 

the class of graphs G with ,\( G) :::; t is closed under taking ( 49) 
clique sums. 

A statement like this for µ does not hold. A critical example is the graph 
Kt+3 \b. (the graph obtained from the complete graph Kt+3 by deleting the 
edges of a triangle). One has µ(Kt+ 3 \ .6.) = t + 1 (since the star K 4 \ b. 
has µ(K4 \ .6.) = 2 (see Theorem 8.2 below), and since adding a new vertex 
adjacent to all existing vertices increases µ by 1 ). 

However, Kt+3 \ .6. is a clique sum of Kt+l and Kt+2 \ e (the graph obtained 
from Kt+2 by deleting an edge), with common clique of size t. Both Kt+l and 
Kt+2 \ e have µ = t. So, generally one does not have that, for fixed t, the 
property µ(G) :::; t is maintained under clique sums. Similarly, Kt+3 \ .6. is a 
clique sum of two copies of Kt+2 \ e, with common clique of size t + L 

These examples where µ increases by taking a clique sum are in a sense the 
only cases, as shown in (13]: 

Theorem 6.3 If G has at least one edge and is a clique sum of G1 and G 2 , 

with common clique S, then µ(G) > t := max{µ(G 1),µ(G 2)} if and only if: 

either (i) ISI = t and G - S has three components the contraction (50) 
of which makes with S a Kt+3 \ .6., 

or (ii) !SI= t+l and G-S has two components the contraction 
of which makes with S a Kt+3 \ .6.. 

Moreover, if µ(G) > t then µ(G) = t + 1, µ(G 1) = µ(G2 ) = t, and we 
can contract two or three components of G - S so that the contracted vertices 
together with S form a Kt+3 \ .6.. 
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7 Behaviour of µ( G) and .A( G) under Y ~ and ~ Y 

The results on clique sums can be applied to study the behaviour of µ( G) 
and >.(G) under applying the Yt..- and t..Y-operations. The Yt..-operation 

works as follows, on a graph G: choose a vertex v of degree 3, make its three 
neighbours pairwise adjacent, and delete v and the three edges incident with v. 
The t.. Y-operation is the reverse operation, starting with a triangle and adding 
a new vertex. 

Note that the if H arises by at.. Y from G, then His a subgraph of a clique 

sum of G and K4 . Then Theorem 6.3 implies that µ(H) ::; µ(G) if µ(G) 2:: 4, 
and Theorem 6.2 that >.(H) ::; >.(G) if >.(G) 2 3. 

In fact, Bacher and Colin de Verdiere [1] proved: 

Let H arise by a t..Y operation from G. Then µ(H)::; µ(G). (51) 
If moreover µ(G) 2 4, then µ(H) = µ(G). 

8 µ( G) and .A( G) for complete bipartite graphs 

Since complete bipartite graphs are often candidates for forbidden minors, 

in this section we give formulas for µ(Km,n) and >.(Km,n). This also exhibits a 
difference between µ(G) and >.(G). First we consider >.(G): 

Theorem 8.1 For n 2: m 2: 1, >.(Km,n) = m. 

Proof On the one hand, Km+i is a minor of Km,n, and on the other hand, 

Km,n is a subgraph of a clique sum of Km+1 's. So by Theorem 6.2 >.(Km,n) = 
>.(Km+1) = m. • 

Characterizing µ( G) for complete bipartite graphs is a little more com­
plicated: 

Theorem 8.2 For n 2: m 2: 1 we have 

{ 
m ifn::; 2, 

µ(Kmn) = 
' m+l ifn2:3. 

(52) 

Proof Note that µ(Km,n) :=:;; m + 1 by Theorem 6.3, since Km,n is a subgraph 
of a clique sum of Km+1's. It is not hard to see that µ(K1,1) = µ(K1,2 ) = 1 

and µ(K2,2) = 2. Hence µ(Km,n) = m if n :=:;; 2. 

So let n 2 3. If m :=:;; 3 we can assume that n = 3. Let Km 3 have 
vertices 1, ... , m+3, with colour classes {1, ... , m} and {m+ 1, m+ 2, .:n+3}. 
Let M be the (m + 3) x (m + 3) matrix with m· · = -1 if i < m < J. or 

'L,J -

j :'.S m < i, and mi,j = 0 otherwise. Then M has rank 2 and hence corank m+ 1. 
Moreover M satisfies (2). Indeed, (2)(ii) is trivial. Moreover, (2)(i) follows 
directly from the fact that neither M nor - Mis positive semi-definite. Finally, 
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M satisfies the Strong Arnol'd Hypothesis ((2)(iii)). Otherwise there is a 
nonzero symmetric matrix X with M X = 0 and xi,j = O if i = j or i s m < j, 
which can be seen to be impossible using the fact that m s n = 3. 

If m ~ 4, we can assume that n = m. Choose two adjacent vertices u and v 
of Km,m· Delete the edge uv, and delete m-4 other edges incident with u and 
m-4 other edges incident with v. So in the new graph, u and v have degree 3. 
Applying Y .6. to u and to v we obtain a Km-i,m-l with a triangle added to each 
of the colour classes. The 2(m- 4) vertices not covered by these triangles span 
a matching of size m - 4. Contracting each edge of this matching, we obtain 
aKm+2· Since µ(Km+2) = m+l, we obtain µ(Km,m) = m+l (using (51)). • 

9 Characterizing >.(G) < 1 and µ(G) ~ 1 

Note that one trivially has: 

µ(G) = 0 <=> A(G) = 0 <=> G has exactly one vertex. (53) 

We next describe the collections of graphs G satisfying µ( G) s 1 and A ( G) s 1. 
For µ(G) it is ([5]): 

Theorem 9.1 µ(G) s 1 if and only if G is a vertex-disjoint union of paths; 
that is, if G does not have a Ka or K 1,a-minor. 

Proof Since µ(Ka) = 2 by Theorem 5.1 and µ(K1,a) = 2 by Theorem 8.2, the 
minor-monotonicity ofµ gives the 'only if' part. 

To see the 'if' part, we can assume, by the minor-monotonicity of µ(G), 
that G is a path. Then trivially any matrix M satisfying (2) has rank at least 
n - 1, and hence corank at most 1. So µ(G) s 1. • 

The class of graphs G with A(G) s 1 is a little larger ([12]): 

Theorem 9.2 A(G) s 1 if and only if G is a forest; that is, if and only if 
G does not have a Ka-minor. 

Proof If A(G) s 1 then G has no Ka-minor, as A(Ka) = 2. Conversely, if 
G is a forest, then G arises by taking clique sums and subgraphs from the 
graph K2 . As A(K2 ) = 1, Theorem 6.2 gives the corollary. • 

10 Van der Holst's lemma 

In characterizing µ( G) s 2 and µ( G) s 3 the lemma due to van der Holst 
[10] turns out to be very helpful. 

If x E JR.n and I ~ {1, ... , n }, then x1 denotes the subvector of x induced 
by the indices in I. 

Recall that a vector x E ker(M) has minimal support if x is nonzero and for 
each nonzero vector y E ker(M) with supp(y) ~ supp(x) one has supp(y) = 
supp(x). 
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Theorem 10.1 (Van der Holst's lemma) Let G be a connected graph and 
Jet M satisfy (2). Let x E ker(M) have minimal support. Then GI supp+(x) 
and Cl supp-(x) are both connected. 

Proof Suppose that (say) Cl supp+(x) is disconnected. Let I and J be two of 
the components of GI supp+(x). Let K := supp-(x). Since mi,j = 0 if i EI, 
j E J, we have: 

M1xJXJ + M1xKXK = 0, 

MJxJXJ + MJxKXK = 0. 
(54) 

Let z be an eigenvector of M with negative eigenvalue. By the Perron­
Frobenius theorem we may assume z > 0. (Strictly speaking, we apply the 
Perron-Frobenius theorem to the (nonnegative and indecomposable) matrix 
>.I - M choosing>. large enough.) 

Let 
T 

, ·- ZI XJ 
A.- T 

ZJXJ 
(55) 

Define y E Rn by: Yi := Xi if i E J, Yi := -.Axi if i E J, and X; := 0 if 
i r:f. JU J. By (55), zT y = zf x 1 - .Az} XJ = 0. Moreover, one has (since m;,j = 0 
if i E I and j E J): 

yTMy = yf MrxIYI +yJMJxJYJ (56) 

= xf M1x1X1 + .\2x}MJxJXJ 

- TM ,2 TM - -xl IxKXK - A XJ JxKXK 

s; 0, 

(using (54)) since MrxK and MJxK are nonpositive, and since x1 > 0, XJ > 0 
and XK < 0. 

Now zTy = 0 and yT My s; O imply that My = O (as M is symmetric 
and has exactly one negative eigenvalue, with eigenvector z). Therefore, y E 

ker(M). This contradicts the fact that x has minimal support. • 

We note that if M satisfies (2), then each vertex v r:f. supp(x) adjacent 
to some vertex in supp+(x) is also adjacent to some vertex in supp-(x), and 
conversely; that is, 

for each x E ker(M): (57) 
N(supp+(x)) \ supp(x) = N(supp-(x)) \ supp(x). 

Here N(U) is the set of vertices in V \ U that are adjacent to at least one 
vertex in U. 
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11 Characterizing µ( G) ::; 2 and -\( G) ::; 2 

We can now derive the following result of Colin de Verdiere [5]: 

Theorem 11.1 µ(G) 5 2 if and only if G is outerplanar; that is, if and only 
ifG does not have a K4- or K 2,3-minor. 

Proof Since µ(K4 ) = 3 by Theorem 5.1 and µ(K2 ,3 ) = 3 by Theorem 8.2, the 
minor-monotonicity ofµ gives the 'only if' part (using the forbidden minor 
characterization of outerplanarity). 

To see the 'if' part, we may assume that G is maximally outerplanar. 
Suppose that µ(G) > 2, and let M be a matrix satisfying (2) of corank more 
than 2. Let uv be a boundary edge of G. Then there exists a nonzero vector 
x E ker(M) with Xu = Xv = 0. We can assume that x has minimal support. 
By Van der Holst's lemma (Theorem 10.1), GI supp+(x) and GI supp-(x) are 
nonempty and connected. As G is maximally outerplanar, G is 2-connected. 
Hence there exist two vertex-disjoint paths P1 and P2 from supp( x) to { u, v}. 
Let P{ and P~ be the parts outside supp(x). Then the first vertices of P{ 
and P~ both belong to N(supp(x)), and hence (by(57)) to both N(supp+(x)) 
and N(supp-(x)). Contracting each ofsupp+(x), supp-(x), P{, and P~ to one 
point, gives an embedded outerplanar graph with uv on the boundary and 
u and v connected by two paths of length two. This is not possible. • 

The corresponding characterization for >.(G) is easier, and was given in 
[12]: 

Theorem 11.2 >.( G) 5 2 if and only if G is a series-parallel graph; that is, if 
and only ifG does not have a K 4-minor. 

Proof If ,\(G) 5 2 then G has no K4-minor, as ,\(K4 ) = 3. 
Conversely, if G is a series-parallel graph, then G arises by taking clique 

sums and subgraphs from the graph K 3 . As >.(K3 ) = 2, Theorem 6.2 gives the 
corollary. • 

12 Characterizing µ( G) ::; 3 

We apply Van der Holst's lemma (Theorem 10.1) similarly to the case 
µ 5 3, a main result of Colin de Verdiere [5]: 

Theorem 12.1 µ(G) 5 3 if and only if G is planar; that is, if and only if 
G does not have a K 5 - or K3,3-minor. 

Proof Since µ(K5 ) = 4 by Theorem 5.1 and µ(K3,3) = 4 by Theorem 8.2, the 
minor-monotonicity ofµ gives the 'only if' part (using Kuratowski's forbidden 
minor characterization of planarity). 
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To see the 'if' part, we may assume that G is maximally planar ( tria.ng. 
ulated). Suppose that µ(G) > 3 and let M be a matrix satisfying (2) of 
corank more than 3. Let uvw be a face of G. Then there exists a nonzero 
vector x E ker(M) with Xu =Xv= Xw = 0. We can assume that x has min. 
imal support. By Van der Holst's lemma (Theorem 10.1), GJ supp+(x) and 
GI supp-(x) are nonempty and connected. As G is maximally planar, G is 
3-connected. Hence there exist three vertex-disjoint paths Pi, P2, P3 from 
supp(x) to {u,v,w}. Let P{, P~, P~ be the parts outside supp(x). Then the 
first vertices of the Pf belong to N(supp(x)), and hence (by (57)) to both 
N(supp+(x)) and N(supp-(x)). Contracting each of supp+(x), supp-(x), Pi. 
?2, P~ to one point, would give an embedded outerplanar graph with uvw 
forming a face and u, v, and w having two common neighbours. This is not 
possible. • 

13 Characterizing >.( G) ~ 3 

We characterize in this section the graphs G satisfying >.(G) ~ 3, a result 
of [12]. The main ingredient is: 

Theorem 13.1 IfG is planar then >.(G) ~ 3. 

Proof Suppose G = (V, E) is a planar graph with >.(G) ~ 4 and !VI minima.I. 
We assume that we have an embedding of G in the sphere. For each face f 
of G let V1 be the set of vertices incident with f. Note that G is 4-connected. 
since otherwise it would be a subgraph of clique sums of smaller planar graphs, 
and hence we would have >.(G) ~ 3 by Theorem 6.2. 

Let </;: V -+ JR.4 be representative for G. Then ef>( v) =/= 0 for each v E r, 
since otherwise we can delete v, contradicting the minimality of G. So we can 
assume that 114>( v) II = 1 for each v E V. 

We may assume that, for each edge uv, </>(u) =/= ±</>(v), since otherwise, 
either cf>(u) = cf>(v), in which case we can contract the edge { u, v} in G, or 
cf>(u) = -</>(v), in which case we can delete the edge {u,v} from G. In either 
case we obtain a contradiction with the minimality of G. 

Observe that if f and f' are faces with dim( ef>(V1)) = dim( ef>(VJ')) = 2 
and having a common edge, e say, then lin.hull( ef>(V1)) = !in.hull( c/>(V!') ), 
as it is equal to lin.hull(ef>(e)). Similarly, lin.hull(ef>(V1)) ~ lin.hull(ef>(Vp)) 
if dim(</>(V1)) = 2, dim(ef>(VJ')) = 3 and f, f' share a common edge. 

Fixing V, we choose E maximal under the condition that ef>(u) =/. ±Q'>(v) 
for each edge { u, v}. Then dim( ef>(V1)) E { 2, 3} for each face f. Indeed, 
dim(</>(V1)) 2:: 2, as each edge e = uv has dim(ef>({u,v})) ~ 2. Moreover, 
if dim( </>(V1}) = 4, then V1 contains at least two nonadjacent vertices u, v 
with dim(</>( { u, v})) = 2. As we can add the edge uv, this contradicts the 
maximality of E. 
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For c E R4 let 
c+ := {v E VI c7'</>(v) > O}, 
C := { v E VI cT </>(v) < O}, 
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(58) 

and let :Fe be the set of faces f for which v1 intersects both c+ and c. Then: 

Let f and !' be two faces with dim( <t>(V1 U Vr)) = 4. Then (59) 
there is a c E R4 with f, f' E :Fe. 

To see this, we note that because dim( <f>(V1)) ~ 2, dim( <f>(Vr)) ~ 2, and 
dim( <P(V1 U Vr)) = 4, there exist vertices u, v E V1 and u', v1 E Vr with 
dim(<fa( { u, v, u1, v'} )) = 4. Therefore, we can find a c E R4 such that u, u' E c+ 
and v, v1 E C. So f, f1 E :Fe, proving (59). 

For c E R4 , let We:= LJ{V1lf E Fe}· To finish the proof of the theorem, it 
suffices to show: 

dim( <i>(We)) ~ 3 for each c E R4 • (60) 

This is sufficient, since (60) implies an immediate contradiction with (59), as 
there exist faces f and f' with dim(V1 U Vr) = 4, since dim( </>(V)) = 4 and 
as there is a face f with dim(cp(V1)) = 3 (since if dim(4>(V1)) = 2 for each 
face f then dim(Q>(V)) = 2, since lin.hull(<i>(V1)) = lin.hull(</>(Vr)) for any two 
adjacent faces f, !'). 

We show that (60) holds. It suffices to show the result for those c with We 
inclusionwise maximal, and hence with c7' 4>( v) -:/:- 0 for each vertex v. 

Let such a c be given. As both Glc+ and Glc are connected, the cut o(c+) 
corresponds in the dual graph of G to a circuit C which traverses exactly two 
edges in each face f E Fe. 

Suppose, to obtain a contradiction, that dim(4>(Wc)) = 4. Then there 
exist faces f, f' E Fe with dim(4>(V1)) = dim(ef>(V!')) = 3 and such that 
!in.hull( ef>(V1 )) -:/:- !in.hull( </>(Vr)) (as otherwise !in.hull( </>(V1)) = !in.hull( 4>(V11)) 

for all f, J1 E Fe with dim( cp(V1)) = 3 and dim( <i>(V!')) = 3, which implies that 
dim(cp(We)) = 3). They correspond to two vertices on C. Denote by Ji, ... , ft 
the faces between f and J1 when travelling from f to f1 along C (in a given dir­
ection). Set Jo := f and ft := f1. Then we may assume that dim(4>(V1J) = 2 
for all i = 1, ... , t. (Otherwise we can make t smaller.) 

For i = 0, 1, ... , t, let uivi be the edge common to the faces fi and fi+l· So 
each UiVi belongs to o(c+) (as G is 4-connected). We may assume that u; E c+ 
and v; E c- for each i. 

Now choose w E V1 so that 4>( w) rt. !in.hull( <i>Wr)) and w' E Vr so 
that <i>(w') fj. lin.hull(cp(V1)). Then the set ef>({u0,va,w,w1}) has dimension 4. 
Hence, there exists ad E R4 such that F <i>(w) > 0, F ef>(w') > 0, F <i>(uo) = 0, 
and ~ </>(vo) = O. Then the set d+ U d- contains none of the vertices on the 
faces Ji, .. .,ft (since V1; ~ lin.hull(ef>({uo,vo})) for all i = 1,. .. ,t). In partic­
ular, u;, vi fj. d+ u d- for i = 1, ... , t. By the connectivity of Gld+ there exists 
a path P from w to w1 which is entirely contained in d+. 
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Consider the region R := u~~~ Yi (where 7i is the topological closure of fi). 
As P joins two vertices on the boundary of R, RU P partitions the rest of the 
sphere into two regions Ri and R2. We choose indices such that Ri has the 
vertices u0, •.. , Ut on its boundary, while R2 has the vertices Vo, ... , Vt on its 
boundary. 

By the connectivity of GJd-, d- is contained either in R1 or in R2 . Suppose 
first that d- is contained in R1. Consider the vector d = d +cc, with c > 0 
small enough such that d+ ~ J+ and d- ~ J-. Then, J- 2 {Vo, ... , Vt} U d-, 
while u0 , .•• , Ut E d+. Then there is no path joining v0 and d- which is entirely 
contained in J,-, contradicting the connectivity of GJd-. 

If d- is contained in R2 , we arrive similarly at a contradiction, by consider-
ing d = d- cc. • 

We can now characterize the graphs G satisfying >.( G) ::::; 3. Having Theo­
rem 13.1, Theorem 6.2 gives that >.(G) ::; 3 also holds for graphs G obtained 
from planar graphs by taking clique sums and subgraphs. This characterizes 
the graphs G with >.( G) ::::; 3, as follows from the following two theorems. 

Theorem 13.2 If G has no K5- or Va-minor, then G can be obtained by 
taking clique sums and subgraphs from planar graphs. 

Proof Suppose G is not planar. If G is not 3-connected, then it is easy to see 
that G is a subgraph of a clique sum of two smaller graphs not having a K5-

or Va-minor. So we may assume that G is 3-connected. 
Then by Wagner's theorem [20], G can be obtained as a subgraph of a 

3-clique sum of two smaller graphs G1 and G2 both with no K5-minor. Let 
K be the clique. 

It suffices to show that 0 1 and G2 have no Va-minor. Suppose to the 
contrary that 0 1, say, has a Va-minor. As Va does not contain any triangle, 
the Va-minor in G1 does not need all three edges of K. So G1 -e has a Va-minor 
for some edge e in K. However, G1 -e is a minor of G (by the 3-connectedness 
of G), contradicting the fact that G does not have a Va-minor. • 

In [12] also the following was shown (we thank Andries Brouwer for com­
municating the proof below to us): 

Theorem 13.3 >.(Va) = 4. 

Proof The inequality >.(Vs) ::::; 4 follows from the fact that for any vertex v 
of Va, the graph Va - v is planar. Hence >.(Va) ::; >.(Va - v) + 1 ::::; 4 by 
Theorem 13.1. 
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We next show >.(Vs) 2: 4. Represent Vs as the graph G with vertex set 
V = {O, ... , 7}. Let M = (mi,j) be the 8 x 8 matrix defined by 

mi,j = { ~;12 
=0 

if i = j, 
if[i-j[=lor7, 

if[i-j[=4, 

otherwise, 

where we assume that the rows and columns are labelled 0, ... , 7. 

(61) 

One can show that M has rank at most 4 as follows. For a = t7l"i and 
a = tni, let x°' be the vector in <C8 defined by 

xj := e°'j (62) 

for j = 0, ... , 7. These two vectors are linearly independent and both satisfy 
M x°' = 0. Indeed, by symmetry it suffices to show that for both choices of a 
one has (M x°')o = 0. Now 

(Mx°')o = xg - X~(v'2 - xrh- x4 = 1- e-°'h - e°'h- e4°' (63) 

taking subscripts mod 8. If a = ini, then e0 + e-0 = 2 cos i7r = .J2, while 
e4°' = cosn+isin7r = -1, and hence (Mx°')o = 0. Ifa = ti7r, then e°'+e-°' = 
2costn = 0, while e4°' = cos27r +isin27r = 1, and hence again (Mx°')o = 0. 
Since the real and imaginary parts of the two vectors x°' give four vectors 
linearly independent over JR, we know that corank(M) 2: 4. 

Let X be the kernel (null space) of M. We show that X is representative 
for G. Choose a nonzero x EX. So 

(64) 

Let W := supp+(x). Then W # 0, since otherwise for any j with Xj+i < 0, 
the value of Xj would be strictly smaller than Xj+i by (64). 

Assume that W induces a disconnected subgraph of Vs. Let U := V \ W, 
and let K 1 and K2 be two of the components of GJW. Then [K;[ 2: 2, since 
otherwise Ki would consist of one vertex, contradicting (64). So [U[ ::::; 4. Since 
Vs is 3-connected, since each cutset of size 3 consists of the set of vertices 
adjacent to one vertex, and since U separates K1 and K2, it follows that 
IUI = 4, and that the subgraph induced by W consists of two disjoint edges. 

Now for each edge e = {j,j + 1} of Vs, each other edge e' of VB disjoint 
from e contains at least one vertex that is adjacent to at least one vertex in e. 
It follows that W = {l, 3, 5, 7} or W = {O, 2, 4, 6}. Then (64) implies that 
Xj ::::; Xj+4 for each j E W, and hence XJ = Xj+4 for each j E W. But then 
Xj = 0 for each j E U, contradicting the fact that supp-(x) =f. 0. • 

Thus we have the following theorem: 
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Theorem 13.4 Let G be a graph. Then ,\(G) ::::; 3 if and only if G arises by 
taking clique sums and subgraphs from planar graphs; that is, if and only if 
G has no K5- or Vs-minor. 

Proof Directly from Theorems 5.2, 6.2, 13.1, 13.2, and 13.3. • 

14 A Borsuk theorem for antipodal links 

We next come to studying µ( G) ::::; 4 and >.( G) ::::; 4. The following Borsuk­
type theorem on the existence of certain antipodal links is essential in the 
proof. This theorem, for general dimension, is proved in [15]. 

Let P be a convex polytope in Rn. We say that two faces F and F' are 
antipodal if there exists a nonzero vector c in Rn such that the linear function 
cT x is maximized by every point of F and minimized by every point of F'. Let 
(P)i denote the 1-skeleton of P. For any face F of P, let BF be its boundary. 

Theorem 14.1 Let P be a full-dimensional convex polytope in JR.5 and let 
</; be an embedding of (P)i into JR.3 • Then there exists a pair of antipodal 
2-faces F and F' such that </;(oF) and </;(8F') are linked. 

In [15] this is derived (for general dimension) from a Borsuk-type theorem 
on the existence of antipodal intersections, extending a result of Bajm6czy and 
Barany [2] slightly. A direct proof of Theorem 14.1 can be sketched as follows. 
First: 

We can assume that if F and F' are antipodal 2-faces of P, (65) 
then F - F and F' - F' do not have any nonzero vector in 
common. 

This can be shown by applying a small projective perturbation to P. 
For any two disjoint closed curves C and C' in JR3 , let lk( C, C') denote their 

linking number, which is the number mod 2 of crossings in any link diagram 
where C is over C'. (This is a topological invariant.) Then: 

There exists an embedding 'If;: (P)i -t JR3 with the property (66) 
that there is exactly one pair of antipodal 2-faces F, F' for 
which lk(1/!(8F), '!f;(aF')) = 1. 

Indeed, we can assume that by maximizing the last coordinate x5 we obtain 
some 2-face Fo and by minimizing x5 we obtain some 2-face F6 antipodal to F0 • 

Moreover, we can assume that (0, 0, 0, 0, 1) belongs to the relative interior of F0 

and that (0, 0, 0, 0, -1) belongs to the relative interior of F6. For any vector 
x = (x1, · .. , xs) in lR.5, let x := (x1, ... , x4). Then define 'If;: (P)i -t S 3 by: 

x 
1/J(x) := llxll" (67) 
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We can assume that 'l/J is an embedding of (P)i into S3 (by moving P slightly). 

Then Fo, F~ is the only pair of antipodal 2-faces F, F' for which we have 
lk('l/!(BF), 'lf;(oF')) = 1. 

Finally: 

We can deform 'lj; to <P while only edges are moved (68) 
through each other; at each such operation, the quantity 

Llk(8F, 8F') remains invariant. 
F,F' 

This follows from the fact that for any two edges e, e' of (P)i, the number of 
pairs of antipodal 2-faces F, F' with e c 8F and e' c ()F', is even. 

15 Characterizing µ( G) :::; 4 

We first give a brief introduction to the work of Robertson, Seymour, and 
Thomas on linklessly embeddable graphs. An embedding of a graph G into JR3 

is called linkless if any two disjoint circuits in G have unlinked images in JR3 . 

A graph G is linklessly embeddable (in JR3 ) if it has a linkless embedding in R3. 
There are a number of equivalent characterizations of linklessly embeddable 

graphs. Call an embedding of G flat if for each circuit C in G there is a 
disk D (a 'panel') disjoint from (the embedding of) G and having boundary 

equal to C. Clearly, each flat embedding is linkless, but the reverse does 

not hold. (For instance, if G is just a circuit C, then any embedding of G 
is linkless, but only the unknotted embeddings are flat.) However, if G has a 

linkless embedding, it also has a flat embedding. So the collections oflinklessly 

embeddable graphs and of flatly embeddable graphs are the same. This was 

shown by Robertson, Seymour, and Thomas [19], as a byproduct of a proof 

of an even deeper forbidden-minor characterization of linklessly embeddable 
graphs. 

To understand this forbidden-minor characterization, it is important to 

note that the class of linklessly embeddable graphs is closed under the Y !:..­
and Ll Y-operations. It implies that also the class of forbidden minors for 

linkless embeddability is closed under applying Y !:.. and !:.. Y. Now Robertson, 

Seymour, and Thomas [19] showed: 

the Petersen family is the collection of forbidden minors for (69) 

linkless embeddability. 

Here the Petersen family is the class of graphs arising from the Petersen graph 
by any series of!:.. Y- and Y !:..-operations. The Petersen family consists of seven 

graphs, and includes the graph K6 (see Figure 2). . 
It turns out not to be difficult to prove that µ(G) = 5 for each graph m the 

Petersen family. In fact, by result (51) of Bacher and Colin de Verdiere [l], the 
class of graphs G with µ( G) = 5 is closed under !:.. Y and Y Ll. Since .moreover 
µ(K6 ) = 5, we know µ(G) = 5 for each graph Gin the Petersen family. 
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Figure 2: The Petersen family 

So with the forbidden minor characterization of Robertson, Seymour, and 
Thomas [19], we know that if µ(G) :::; 4 then G is linklessly embeddable. The 
reverse implication was conjectured by Robertson, Seymour, and Thomas [17] 
and proved in [15], and thus we have: 

Theorem 15.1 µ( G) s; 4 if and only if G is linklessly embeddable; that is, if 
and only if G does not have a minor in the Petersen family. 

We will not give the full proof of this here, but rather give an indication of 
the proof by showing that >.(G) ::; 4 for each linklessly embeddable graph G. 
The proof that also µ(G) s; 4 for linklessly embeddable graphs G is similar, 
but requires a few more technicalities, and we do not give it in this paper. 
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16 Towards characterizing .A( G) ::::; 4 

We do not know a complete characterization of the class of graphs G sat­
isfying ,\(G) S 4. However, we have ([15]): 

Theorem 16.1 If G is linklessly embeddable, then ,\(G) :-::=; 4. 

Proof Let G be linklessly embedded in R.3 , and suppose that ,\(G) ~ 5. Then 
there is a 5-dimensional subspace L of R.v such that G\ supp+(x) is nonempty 
and connected for each nonzero x EL. 

Call two elements x and x' of L equivalent if supp+(x) == supp+(x') and 
supp-(x) = supp-(x'). The equivalence classes decompose L into a centrally 

symmetric complex P of pointed polyhedral cones. Choose a sufficiently dense 
set of vectors of unit length from every cone in P, in a centrally symmetric fash­
ion, and let P be the convex hull of these vectors. Then P is a 5-dimensional 
centrally symmetric convex polytope such that every face of P is contained in 
a cone of P. 

We define an embedding 1> of (P)i in R.3 . For each vertex v of P, we 
choose a vertex v' of G in supp+(v), and we let </J(x) be a point in JR.3 very 
near v'. For each edge e = uv of P, we choose a path e' connecting u' and v' in 
G\ supp+(x), where x is an interior point of e. (By our construction, supp+(x) 
is independent of the choice of x, and contains both supp+(u) and supp+(v).) 

Then we map e onto a Jordan curve connecting </J(u) and </J(v) very near e'. 
Clearly we can choose the images of the vertices and edges so that this map ef> 

is one-to-one. 
Then by Theorem 14.1, P has two antipodal 2-faces F and F' such that the 

images of their boundaries are linked. Since P is centrally symmetric, there is 
a facet D of P such that F i;::; D and F' <;;;; - D. Let y be a vector in the interior 
of D. Then the images of oF and ()pt are very near subgraphs spanned by 
supp+(y) and supp-(y), respectively, and hence some circuit of G spanned by 
supp+(y) must be linked with some circuit in supp-(y), a contradiction. • 

Corollary 16.2 If G is obtained from linklessly embedded graphs by taking 

clique sums and subgraphs, then ,\(G) S 4. 

Proof Directly from Theorems 6.2 and 16.1. • 

By Theorem 5.2, G = K6 is a forbidden minor for the class of graphs G 
with ,\(G) :-:::; 4. Any other graph Gin the Petersen family of graphs however 

satisfies >. ( G) s 4, since: 

Theorem 16.3 Let G be in the Petersen family with G =J::. K5. Then G is 

obtainable by taking clique sums and subgraphs from Ks. 
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Proof Inspection of the Petersen family (Figure 2) shows that G is either a 
subgraph of the graph obtained from K 7 by deleting the edges of a triangle, 
and this graph is a clique sum of three K5 's, or G arises from such a subgraph 
by one or more 6. Y-transformations, that is, it is a subgraph of a clique sum 
with K4's. • 

This immediately implies that .X(G) ~ 4 for each graph G #- K 6 in the 
Petersen family. Moreover, it follows that each such graph is obtainable by 
taking clique sums and subgraphs from linklessly embeddable graphs. 

Note that the graph G obtained from Vs by adding a new vertex adjacent 
to all vertices of Vs, cannot be obtained from linklessly embeddable graphs 
by taking clique sums and subgraphs; but G does not have a Ka-minor. In 
fact, it satisfies >.( G) = 5. However it is not minor-minimal for the property 
>.( G) 2:: 5. 

Let V~ arise from Vs by adding an extra vertex v0 , adjacent to v2 , V4, Va, V7, 
va (see Figure 3). Similarly, let V~' arise from Va by adding an extra vertex vo 

Figure 3: The graph V~ Figure 4: The graph v;1 

adjacent to V2, V3, V5, V7, Vg (see Figure 4). It is shown in [12] that v~ and V~' 
are minor-minimal graphs G with .X(G) 2:: 5. 

The graphs V~ and V~' are also minor-minimal graphs not obtainable from 
linklessly embeddable graphs by taking clique sums and subgraphs. This can 
be seen as follows. Since >.(V;) = .X(V~') = 5, it follows from Corollary 16.2 
that these two graphs indeed are not obtainable in such a way. Moreover, 
to see that they are minor-minimal, observe that deleting or contracting any 
edge of v~ or v;1 , produces a graph that has a vertex whose deletion makes 
the graph a clique sum of planar graphs. 

Since the class of graphs G with .A( G) ~ 4 is closed under taking 6. Y 
operations (not under YD.), we can obtain other graphs with >.(G) 2:: 5 by 
applying a Y 6. operation to V~ or v;1• Any of them contains a K 6-minor, 
except if we apply YD. to vertex v1 (or equivalently, to v5) of V~. 
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17 An extension to oriented matroids 

It turns out that the results described above for >.(G) can be extended to 
oriented matroids, as is shown in [7]. Before describing this, we first give the 
definition of and a little further background on oriented matroids (see Bjorner, 
Las Vergnas, Sturmfels, White, and Ziegler [3] for more information). 

It is convenient to introduce, for any ordered pair x = (a, b), the notation 
x+ :=a and x- := b, and -x = (b, a). 

An oriented matroid (V, X) consists of a finite set V and a collection X of 
ordered pairs x = ( x+, x-) of subsets of V such that: 

(i) for each x EX, x+ nx- = 0; 

(ii) 0 := (f/J, f/J) E X; 

(iii) if x EX then -x EX; 

(iv) if x, y E X, then x · y E X where x · y is defined by 
x · y := (x+ U (y+ \ x-), x- U (y- \ x+)); 

(v) if x, y EX and u Ex+ n y-, then there exists a z EX 
such that u (j. z+uz-, (x+\y-)U(y+\x-) ~ z+ ~ x+uy+, 
and (x- \ y+) U (y- \ x+) ~ z- ~ x- Uy-. 

(70) 

The elements of X are called the vectors of the oriented matroid. (0 is the 
zero.) Any linear subspace Y of R_V gives an oriented matroid (V, X), by taking 

X := {(supp+(x), supp-(x)) Ix E Y}. (71) 

For any oriented matroid M = (V, X), the minimal nonempty subsets of 
{ x+ U x- I x E X} form the circuit collection of a matroid, again denoted 
by M. Thus matroid terminology applies to oriented matroids, and we can 
speak of the rank rank(M) of an oriented matroid M: it is the maximum size 
of a subset of V not containing any circuit as a subset. The corank corank(M) 
of Mis equal to IVI - rank(M). It is not difficult to prove that if M is given 
by (71), then 

corank(M) = dim(Y). (72) 

Now the graph parameter X ( G) is defined as follows. Let G = (V, E) be 
an undirected graph. An oriented matroid M = (V, X) is called representative 
for G if 

for each nonzero x E X, x+ is nonempty and induces a con- (73) 

nected subgraph of G. 

Then X ( G) is the largest co rank of an oriented matroid representative for G. 
From (72) one derives that for each graph G: 

>.(G) ::; >.'(G). (74) 
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One of the consequences of the results described below is that there are no 
graphs G with .\(G) S 3 and .\(G) < A'(G). In fact, we do not know any 
graph G with strict inequality in (74). 

Any result we know for .\(G), also holds for A'(G). First of all, A'(G) is 
minor-monotone: 

if G is a minor of H then >..'(G) S .A'(H). (75) 

Moreover one has: 
>.'(Kn)= n -1. (76) 

So again Hadwiger's conjecture implies the conjecture that 1( G) S A' ( G) + 1 
for each graph G, where 1(G) is the colouring number of G. 

Moreover: 

For any graph G and vertex v of G one has A' ( G - v) :;:::: (77) 
>..'(G) - l. 

Again for each t :;::=: 1 the class of graphs G with A ( G) S t is closed under taking 
clique sums, since: 

If G has at least one edge and is a clique sum of G1 and 0 2 , (78) 
then >..'(G) = max{X(G1), X(G2)}. 

This directly implies characterizations of those graphs G satisfying A' ( G) :'.S; 1 
and >/(G) S 2: 

X ( G) S 1 if and only if G is a forest, (79) 

and 

>..'( G) S 2 if and only if G is a series-parallel graph. (80) 

Moreover, it can be proved that 

a graph G satisfies X ( G) S 3 if and only if G can be obtained ( 81) 
from planar graphs by taking clique sums and subgraphs. 

Recently, Rudi Pendavingh showed: 

if G is obtainable from linklessly embeddable graphs by taking (82) 
subgraphs and clique sums, then A' ( G) S 4. 

18 The related graph invariant K( G) 

We finally describe a graph invariant related to ,\( G) (introduced in (12]), 
for which the set of forbidden minors can be precisely characterized. For any 
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connected graph G = (V, E), define K-( G) to be the largest d for which there 
exists a function </> : V --+ Rd such that: 

(i) </>(V) affinely spans a d-dimensional affine space; 

(ii) for each affine halfspace Hof Rd, <P-1(H) induces a con­
nected subgraph of G (possibly empty). 

(83) 

(An affine halfspace is a set of the form {x I c!I' x > 5} for some nonzero 
vector c.) Note that such a function <P does not exist for disconnected graphs; 
so K-( G) is undefined if G is disconnected. 

Observe that if G is the 1-skeleton of a full-dimensional polytope in Rd, 
then K( G) 2::': d, as the polytope gives the embedding in Rd. 

By similar arguments as used in the proof of Theorem 3.1 one shows that 
if H is a connected minor of G then K(H) :::; K(G). So again for each d there 
is a finite collection of forbidden minors for the collection of graphs satisfying 
x:(G) :::; d. This collection of graphs is equal to {Kd+2}, as is shown in the next 
theorem. 

First observe that 
K(G) :::; A(G) (84) 

holds for each connected graph G, since if </J: V -+ Rd satisfies (83), then we 
may assume that the origin belongs to the interior of the convex hull of </>(V). 
But then trivially </>is representative for G. 

Basic in the characterization is the following observation (Griinbaum and 
Motzkin [9], Griinbaum [8]): 

Theorem 18.1 If G is the 1-skeleton of ad-dimensional polytope P, then 
G has a Kd+1-minor. 

Proof By induction on d, the case d = 0 being trivial. If d > 0, let F be a 
facet of P. By the induction hypothesis, the 1-skeleton of F can be contracted 
to Kd. Moreover, the vertices of P not on F induce a connected subgraph 
of G, and hence can be contracted to one vertex. This yields a contraction 
of G to Kd+l, as each vertex of F is adjacent to at least one vertex of P not 
on F. • 

This gives: 

Theorem 18.2 For each connected graph G and each d, K(G) 2::': d if and only 
ifG bas a Kd+l-minor. 

Proof Sufficiency. One has K(Kd+i) = d since the vertices of a simplex in Rd 
give a function</> satisfying (83). So if G has a Kd+1-minor, then x:(G) 2::': d. 
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Necessity. Let G = (V, E) be a connected graph and let d := "'(G), such 
that for each proper connected minor Hone has "'(H) <d. By Theorem I8.I 
it suffices to show that G is the I-skeleton of a d-dimensional polytope. 

Let cp: V -+ JR.d satisfy (83). Let P be the convex hull of cp(V). So P is a 
d-dimensional polytope in JR.d. We show that G is the I-skeleton of P. 

First observe that for each vertex x of P, the set cp- 1(x) induces a connected 
subgraph of G, as it is equal to cjJ-1 (H) for some affine halfspace H of JR.d. 

Hence if cjJ-1(x) consists of more than one vertex of G, then we can contract 
this subgraph to one vertex, contradicting the minimality of G. 

Similarly, for each edge xy of P, the set cp-1 (xy) induces a connected sub­
graph of G. Hence it contains a path from </J- 1(x) to </J- 1(y). 

As this is true for each edge, G contains a subdivision of the I-skeleton 
of P as a subgraph. By the minimality of G this implies that G is equal to the 
I -skeleton of P. • 

So Hadwiger's conjecture is equivalent to 1(G) ::; "'(G) + 1 for each con­
nected graph G. 
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