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1. Introduction

Glven a set of n points, numbered 1,.. ..n, and a n X n matrix

4

M, with elements m, ., satisfying

L J
(1.1) Mg = My (L # 3),
(1.2) iy, 70,
(1.3) for cach i my # O for at least one j, and
(1.4) Ovﬁmijmima,

In The speclal case that all mij are integers., the set of

points and the matrix M can be interprcted as a finite multigraph
(cf. C. BERGE (1958), D. KOENIG (4926)), where the number of
joins between point 1 end j is ecual to m, .. If m = 0, This

1] iJ
means in this case that there is no Join between 1 and J.

Assumption (1.2; states that there are no loops. Assumption (1.3)
implies that no point is isolated.

vr
{

From The n peints Two samples are taken. We shall consider

TWO cages .

!

Case I "non frece sampling': from the points 1,.. ,n L, and

r., points are chosen a%t random without replacement (r1+r2ﬁ;n)ﬁ

C

The T points will be denoted as black (B) points, the L points

S Whmte (*w) ONes

.‘:}

wnile finally tThe N-1,-X, remaining points are
the red (R) ones.

Case IT "Ifree samnling : n independent trials are performed,
cach trial resulting in the event £ with probability P, in the
event W with probability Pss and Iin the event R with probabllity
1-p,-P,. Folnt number i is alotted the colour indlicated by the
outcome of Tthe i-th trial. (W) (B)

X

Consicer tThe réndoln variables X

i3° *‘”"lJﬁ “Y“iJ (l;, J="1, .. 3“)

def'ined by

(W)

Koo = 0 spr O,

—11 P g

(B)

Xs4 = O spr O,
.. o= O spr O,

E&l B ’

and for i # j



(W) _ 1 if point 1 and J are both white
O 11 not,

(B) { 4 if point i and J are both black
) O

i not,

1 1f one of the poinTts 1 and j 1s black and the
{h other is white

v, . =
—1
/ O 1if not.
Obviously
(W ()
X, , = Cx
=1 = Ji
(B) (B)
S
~1J —ji
Def'ine
N
.:;}.{;..Tﬂ - mlJ ____ijﬁ
i:'J
4 . (B)
( 5) _&B = j‘_AmJ mlJ "?"{“ij"’

y = 2. m, . Y. .
i 1 =1

e also introduce a set of random variables 2 5 taking tThe

values O or 1, (Eii = 0 spr 0), and a random variable

Z = 2 My Zso
i J L1 J
- _ (B) (W)
We attribute to 23 3 and to 2z all properties tThat Xi30 %49 Y3
and X, X, and y have in common. Thus z is a generalization of

X0 Xp and y.

A

In the following we shall give results on the stochastic

proyerties of1§Mﬁ Xn s ¥y and z. The proofs will be given in a
forthcoming

thesis,
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F.A.P., MORAN (1¢%3) considers a "statistical map'
equivalent to our granh o m. . = 0 or 1, where the points are
chosen by "fr2e’ a1l "anrn Tree' sampling. He gives for both

ho Dircot and Secone acnmenvs of the number of hlack-hlaclk

oche chird and fourth noment for the case

reC SAnnLing. Do ovroves Une acymptotic normality of xR and y
free samp’lince) for a 7rRcuznov’ar twol'monsional 1ottice, where

nexrc are gwﬂfﬁ;kwﬂﬂﬂwﬂlrvvﬂjhbouring polnte in Tthe dlrection of
O

th axis (c¢”. alec P.ALE., [IORAN {10bL7)) .

Lo culste o favre nenbzr of papars on the subject by
- v e e - — N , e ‘o | -t
PV, OIS0 o DV (15:0-7953), 12 only deals with rectangular

oined 1n the directior

.,

lattices, vhere noichootriry Dolnts arc

of both axigs, put &lszo diagonal joins are considered in a number
1o of KRIGINA LYER are mostly on The

firet Zour ncacnls or cumntvicoats, and stateomonts about asymptotic

of" hiy vweorexr, Thin 72esg
normality .

Areroxt Ly VAN EFWDEN and BLOEMENA (1959) contairns a number

ces (non-free samples). The

of exect es3ulvts 1o0r roctarcular 1ottt
present rerert s gil o ocivegwer sy or tae ool rovmioned paper, whicth
arose fTrom a study of the distribution of a statistic, obtained

_ln -~ € ey m‘ “1 . e L S e
. C. vt L} k_}u ,,,_L,L '.__,f SV I . ¢

ra

° the subiz2etc are by H. TODD (1940) anAd

< T R L
DOV E D CeTT M2y

= i | I'«- e ““Wg ! ,..r",""\!' o \
..D@d ¢ -t] i A ocn b e i ! i . i o

e Y,

' .!.. - . o, e W2 o .
3. nome ocranhthoraetical notiony
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Corclices n o320 5 nf necints and a subset U of the set of

111 rogoibhlio Sodirns Tty oen 3¢ points. The combilnation (S,U) is

! che
vsually caliew ¢ craph, for a Jetalle! trecatment of theory of
G (71936) and C. BERGE (1958).

bm 2 e e ) X T T | S a9 s _ o ¢
A1s reptrs the vord grath s uvsed in two different

k1
Ny # M e "-ﬂ’lr

g

. . . o g L 2. - ey 'T' —
gr a}ﬁ) lﬂl F:‘r ; A 4 "”:’ f >z O *W ) ‘[‘& K,) R .!. ] L

ways. 1In coctior. 7 o1t hes bHeocn chown ~hat in the case that HH{j
are non negativae inie.rs, the get of polints from which the
samples cire takiua, a21d th? matrix M can be interpreted as a graph.
In the followine we vee the wvord ''graph'" in a different situation.
For whi rurposas ol the following sectione we use the word

"graph" to derobe a sot of k oxrientcd joins, labelled J.,...,J,,
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betweenwfl(2f52:32k) points, sSuch that no points are isolated

(are not connected to at least one other point), and loops do
not occur. Multlple joins are admitted.

A point To which join Ji is connected will be called tThe
second point of Ji 1" the orientation of the Jjoin i1s fTowards the
point; if not, it will be called the first point of J .

l'o each graph there corresponds a symmetrical 2k x 2k matrix
A, consisting of k2 2 x 2 block-matrices A, . (1,3 =1,...,k),
L J
with elements O if i=j and for i # 3 and %1§>\m 1,2

-1 1f the fg-th point of Ji colncides with
' the A-th point of T
O if not.

All graphs having the same matrix A are considered as equivalent.

and

C QO G 1O U
0 010 0,0 1
10,0 0.0 0
0O 0,0 0 '0 O©
"0 o010 olo o

0 110 0,0 O©

and are therefore eguivalent.

Iwo graphs that are not equivalent will be called distinct.
The k X k matrix with elements

1 1
b, . = > b a. N
LJ )J:-:O AN=0) 1}4 s J

wllil be called the conflgurationmatrix. Here bij (1 # j) indicates

the number of common endpoints of Jjoin Ji and J ., thus“bi@ is

J
either O, 1 or 2. For i=] bijmoﬁ The orientation of the Jjoins doeés

not influence the configuration of the graph.

Consider two graphs C‘r,1 and 623 each based onaﬂ points and Kk
(labelled and oriented) joins. If G, and G, are not equivalent,
but a permutationmatrix P exists such that for the configuration-
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matrices Bq and 32 the relation

T " | .
Bq == :.32 F

holds, we shall say that Gq and Gg nave The same configuration.
1 two graphs G,l and Gg have The same confiiguracion, this means
that permuting the numhers of the jolns and/or reversing the

orientatlon of some Joins of'configuration G

4 can make Gq
equivalent to Gga
A graph G = (S,U) is called connected if from every point
i€ S one can reach any other point of S by travelling along the
joins of the set U. neglecting the orientation of the joins. A
graph which ig 10T connected, can be decomposed in a number of
connected components. This decomposition is unique (cf., D. KONIG,
1036, p.15). A configuration-matrix of a not connected graph (if
necessary after prcmu_.Ttiplication with a permutationmatrix P,
and postmultiplication with P ) is a logical sum of the

configuration-matrices of each of the connected components.

A connected graph with lt joins has at most (k+1) points. It
has at least two points. For Jlsatisfying

z=< L <k + 1,

there exist finitely many, say Ay o different configurations
J ’

corregsponding to connected graphs, based on k Jjoins and points.

Let C&ég be the c-th one (o= ﬂjmu.ﬁqk E)n The configuration of
J 5 A ﬂ

a graph having h connected components (1< hf[jwéj) can now be

indicated symbolically by

~

[

)
Z_ C 3
K ﬁﬁi

h (O,
i=1

1
(e, )

. 1T
_ . . ko ds ©
a?on the h connicted components %j ?ave the same conf}gu%atlon
{ L, ! N s

s 9 & # .
J

1 the i-th connected component has a configuration C

as the symbol of tThe

&

J
configuration of the graph.
By means of the operator N(...), operating on the symbol of
a configuration, we indicate the number of distinct graphs, having
this configurations. 1t can be proved that




- A
I'he calcuiavion o N{C Jnﬁ)proeeeu& by means ol recurrence

relations. .

4. A general cexprcssion for the moments

gt - R R L WA AR R i il O - IR 1 S - e T W Wi P - e i e Ay MMM e |

In order tTo ca.culatce the k-th moment of zZ, we have To

consider products

(1) oz = ﬂ
oy s =\ N\ - S =y v .
iy sV n Vo asVa o e, 10 Vi, 2

g g &- e~ g =y = g

where v, 45....v, ., @re integers from the range 1. . ..,n. If for
Some jm/ljnﬁnj]{

N . '\.l‘)a .

\) c.' .} J q ‘ t,j 3 ‘2
(4.1) 1s zerco o.c. by ascumption . We chall therefore only

consider The cagna
(4. 2) Voo Lo N —

for all j = 1,...,k.

. SR S ) s ep a

Frgure chat EmmwmgaLT 4o e eV o, BAY A dif'ferent integers
§ - .

occur (gfiﬁ < 000 Ywﬁfl*ﬂDermmytE shese by }4ﬂun Jf\ﬁ

Lo eachr nroauct ! 1) there corresponds a graph: let each

L T

subscript of (4.1) oorrmsponda to a point. If two subscripts are

equal, They correrpors to The same point, thus There are { roints

in all, L>c tho Dilrsc ?UhSQIﬁjﬂZ“ﬁj T of =z y (3=1,...,k)
Ly 'ﬁ ﬁ a (")
“ Jﬁ/l J s &
corrcopond to the Tir-ut point >0 a join, and The second subscript

n o

A

to the second point. Now we have obtained a graph with k oriented
o / X ] e
Joins and A points . Loons do not occur because of (4¢2)¢ Multiple

joing betweon points corrcopond to powers of z. Let the graph

N £ } 8 " h e (O’(‘ " ) &
correspondlmg to (M.1) have the configuration S e 1£ , Then in
B

i=1 "1 71
the following scctionge we show that for*ﬁu;iiﬁn? 1 # j holds:

For each k = 1,..., the expectation of (#.1) does not depend

on the actual valuor oﬁ N g5 o5V oo but only on the
Cls ! 3 5 b
configuraticnl 4; C,,




......7.._

lWe can Therefore use the following notation for the expectation

of (4.1):

_ h (o)
szt g e
1= i’ 714

In calculating the k-th moment of z, we also need fmfold sums of
the Type

Il
)_ 0
( {- . 3) szm‘ll e o o O‘(..__.,.;:x/{ m@ ) ; @ m@ /l £ e 9 m@ X J
© %3 M,1 e, e Ho oM, 2 M, 10 Pk, 2

Wﬁ.
%X
wWnere among thg subscripts of The &
) : ‘ :
sum all integers 1,...,4 occur. The summation is restricted by a
. L 3 s
conditlon D7, yet to be specified.

I for some j = 1,....k

Hi,1 T My, e

the sum is equal to zero by (1.2). We therefore consider only the
case

(4 .4) O v

flor j e /]'ﬁﬁﬂﬁﬁl}c'ﬂ

In the same way used to construct a graph corresponding to
the subscripts in (4.1), we now construct a graph corresponding
To the subscripts of the &'s. Let each subscript s s e e

pLs © _ 4 S R e 'O~
correspond to a point. If two are equal they correspond to the
same point, thus there are X,points in all.

Let The subscript Hﬂ 4 of m, A

N A o - /L »
L Jos 1 } J s 2
correspond to the first point of a join, and the subscript FLJ D

to the second point. Now we have obtained a graph with k oriented
joins and‘ﬂfpoint*u

Loops do’net Oﬁ&U§ because of (4.4). Let the |
graph have the configuration §f1 ¢ s then the following ﬂOt&tthg
for (4.3) will be used: _ + |

*
(

1) if there is no restriction D
h

(1) ey | R O )
N PSR

1=




e ff‘:ft{.\ ' o . K 8 «a " @ & . A
2) if restriction D° 1is that in the summation indices O

/1.@@@
are all unequeal:

L] .
—— 3{*- S" e
j:...... "\ m 9 L m ' g{b. C
_ K

Now one can write

where Ei”! > k.=k, 7 [l .=| meang a summation over all
Ly T R T S «
configurations satisfying the indicated restrictions Z. k., =k,
n 1=

and 2. f. =1

1

i
: Tl
e i e - DR
P macaag ol gl
¢ oam - O e

1 mw* 1 .+...
L

and m.
€.

= - mo : - f .
5. The moments of x,. and Xy

I'ne moments of X can be found by replacing r, or p, in The
correspondling formulase for Xn by T O Dy respecutively.

a) non-free sampling

n

, SN Gl /] I
” A W
o 4

where
=1

From (4.5) we find after some simplifications




2 1Y 2 1 ' 2 e T\NP ‘‘‘‘‘‘‘‘‘‘ :1. 2
T = E x5 - (E xm)° =4 “ﬁm(mi+“ nmk+)
Emh(rqmﬂ)(n rq)(nquwﬂ) — 5 >\
e —— {n(n-1) ¥ m - m, |
n"(n-1)"(n-2)(n-3) 1]
"
1T M. does not depend on i, the first term of <~ 1s equal to
ZE€TO ,

b) free sampling

Ny, h (o)
( 5 a 2) E(_}E:é)/l) v nxgk) ’ j}ﬁ. Cl‘: l/{i ) — }.’D 2;‘3
| 1= 1771

o> O

. -

Loxp = pq 2 Rk

LJ
a2 2 2 < 2 TGS - 2

6. The moments of y

In order to calculate

h (o)
S (1 k)| <
h{xﬁ )fuﬂiﬁ ) ;ﬂuckﬁlzm?K

we Tirst take a polnt Pi of the i-th connected component (i=1,.. ,h)

as a reference point. Ceolour P, white, next all points connected

by a Jjoin to Pi are coloured biaekﬁ then all points connected to
thege black points are coloured white. I in repeating this
procedure. one arrives at a point which has already been given one
colour, but should be coloured by the just-mentioned rule in the
other colour as well, then we conclude that the 1-th connected
component is not bichromatic.

If no such situation arises one arrives at a stage, where all
points have been allotted a colour, viz Ty poilnts are white and
aiiw“ti black; we then say that the 1-th connected component 1is
bichromatic. The fact wether a graph 1is bichromatic or not does



not depend on the choice of the initial point.

Define h (o)
h (cx 1 i all connected components of Zimck 1{
_ S ) are bichromatic i="1 "1° 71
(6.1) B( Cre Ty ) =
1= 1771 O 1f not

a) non free sampling

. h o~ ,x h (o) h d
. 1 = (K- . - . - ! bl e
(6.2) wfy{M gl e bem(r o by et 5 s

thus
H v = 2p._p J_ m 9
2 172 13 1]
L o . o I . 2
o7 = qpqu(pﬂ’*pg ho 0, ) 2 "1™k 7 PP (1-p, Po+2P4Pp) 2 Mg
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7. towardsthe

The following theorems can be proved.

Theorem 7 .

1 Lf L and n tend to infinity such that

I
ﬂ 1 _

and i1f for all i

m. < C.
1 ?

where C 1is a constant independent of 1 and n, then in the
non~-free gsampling case the distribution of

{zg - & x5} olxg

tends To the standard normal one L <

and O have been

X Xp)

given 1n section 5

11 I'he same result holds for x 1 r, 1s replaced by T,

iii If the assumptionsof part i1 of this theorem are satisfied
anad 1f moreover
1 ;
i 2 . N "S - g
1im = ék? @, nggﬂ ,,,,, O

then in the non-free sampling case the distribution of

_ . PN
(v - Ey) o(y)

o _
tends to the standard normal one. Ey and <" (y) have been
given in section 6.

+ Coa Ky % .
1 If n tends To infinity and p, To a 1limitG pq(O*ﬁpq<4)ﬁ and
if for all 1

m C,

S
where C is a constant independent of i1 and n, then in the
free sampling case the distribution of

{%

tends to the standard normal one.

civen in section 5.




11 The same result holds for x,.. if P/ 1s replaced by P

ml#

iii Lf The assumption of part 1 holds, and if also Py tends to

a limit p2(0<:p2ﬂi1 p ) then in the free sampling case the
distribution of

-}

(¥ - Ey) o(y)

tends to the standard normal one. Ey and Q}E(l) have been
given in section 6.

3. C Fo

1 1T T and n tend to infinity such that
I
11m R O,
n
2 | N
1im “"”é“ m_}m}__ = >\;. 0 < < oy

and for all o« and k=2,

(8.1) 1im (fﬁf’_)k” = 4l al®) ol

A A

k, k+1 | '

and 1if for all 1 and

mij«

'wherqu does not depend on i, J and n, then the distribution
of'éﬁB tends to a compound FPoisson distribution with moment
generating function

¢ o0 , 1
— 4 - < < % Z
> o= 1im B(3x. )" = expIANZ- m, = ¢,
~ K “=3 T i i
k=0 1 ="
where
3 R T -
mh o l l m . —_— 3 h b /] 5 2 9 o b o

Ty

.Aﬁsumption.(ﬂj 1) is satisfied if for all i m, ,< C,, where

nd on 1 ana

r,
lim — C, = C




thus e.g. when C, 1s a constant not dependent on n.

ii The same result holds it x, and oy is replaced by X and Fs
Zn A

respectively.

r D
131 1f in part 11 and 11i1l ?g-is replaced DY P, and ?T’by Pos

then the corresponding results for the free sampling case
is obtained.

Theorem 13,2

1 ' LT g P05 and n tend to infinity, such that
r
lim — = O,
n
-
o
Lim Cul O,
T 152
lim —s=m,, = X\, 0 < A< oo,
- - -
and for all oLtand k = 2,....
_ 3 K- J+1
ror _ N
~ @ 172 S (1) (k) () — = %
(13.2)  1im T Z{mt o m e g =0, =

and 1f for all i1 and

m. .<C,,
1] 1°

where Cq does not depend on i, j and n, then in the non-iree

sampling case the distribution of 5y tends to a compound

Poisson-distribution with

K - = m?Zl
) meXp{kl 7 }ﬁ
i=1 =
-, h = 1,2

Assumption (13.2) is satisfied if for all i my . =Cp,

C2 does not depend on 1 and
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.8 . wWhen 02 is a constant not dependent on n.

i

_ ) 2
If in part i-?g*ls replaced by P s and 7?-by PY the

crresponding result for the free sampllng case 18 obtained.

& ’gﬁ Paacel W U i W b P
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