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The theory of scheduling is concerned with the optimal allocation of scarce resources to activities over time. Of obvious practical importance, it has been
the subject of extensive research over the past decades. In view of the fact that
the above description allows for a wide variety of problem types, it should
come as no surprise that the development of the theory has gone hand in hand
with the refinement of a detailed problem classification, for which the ultimate
foundation was laid in the classic book Theory of Scheduling [Conway,
Maxwell & Miller 1967] (see §1.1).

Partly under the influence of their work, the emphasis has been on the
investigation of machine scheduling problems, in which the activities are
represented by jobs and the resources by machines, each of which can process
at most one job at a time. Typically, the number of feasible allocations or
schedules will be finite, but very large. If all the relevant information on jobs,
machines and optimality criterion is known in advance, the scheduling prob-
lem becomes an example of a combinatorial optimization problem, and indeed
most of the techniques developed for such problems have at some point been
applied to scheduling problems.

One of the techniques that has been especially successful is the complexity
classification that results from the theory of \( \text{NP} \)-completeness (see [Garey &
Johnson 1979], §1.1). This theory allows for a formal interpretation of the
empirical difference between easy and difficult combinatorial optimization
problems, by equating the former group with the problems that are well solv-
able in the sense that their solution requires only time bounded by a polyno-
mial function of problem size, and the latter group with the \( \text{NP-hard} \) problems
for which a polynomial algorithm is very unlikely to exist.

The application of \( \text{NP} \)-completeness theory in conjunction with various
algorithmic techniques has succeeded in settling the complexity status ("well-
solvable" or "\( \text{NP-hard} \)"") of the large majority of the scheduling problems that
occur in a detailed problem classification first published in [Graham, Lawler,
Lenstra & Rinooy Kan 1979] (see §1.2). We trust that we will be excused for
adhering closely to their classification in this bibliography.

Thus, we first classify scheduling problems according to the type of
machine environment in which they are situated. The simplest such environment
is a single machine, on which job \( j \) has to spend an (integral) processing time
\( p_j \) (\( j = 1, \ldots, n \)). An obvious generalization is to assume that each job has to be
executed on any one of \( m \) parallel machines, which may be identical, uniform
(machine \( i \) processes its jobs at speed \( s_i \)) or unrelated (machine \( i \) is able to pro-
cess job \( j \) at speed \( s_{ij} \)). Another generalization is to assume that each job may
have to visit more than one machine: if each job requires processing on all \( m \)
machines in arbitrary order, the system is called an open shop; if each job has
to visit all machines in a fixed order which is the same for each job, we have a
flow shop; if the orders are fixed but possibly different for each job, we have a
job shop. As the bibliography will partly reveal, flow shops and job shops have
been the traditional domain of operations researchers and industrial engineers,
whereas the study of parallel machine systems has been strongly influenced by
their applicability in computer science.

Within each of these subclasses, we may further classify problem types by
specifying certain job characteristics. First of all, it is important to distinguish between the case that preemption (job splitting) is allowed at zero cost and the case that a job, once started on a machine, must be processed without interruption until its completion on that machine. Secondly, various types of precedence constraints may be defined on the job set, that must be respected in each feasible schedule. Another way to generalize the model is to assume that job \( j \) becomes available for processing at an (integral) release date \( r_j \) and has to be completed no later than an (integral) deadline \( d_j \); in the basic model, all \( r_j = 0 \) and all \( d_j = \infty \). Further, it is often fruitful to consider the special case of unit processing times, in which all \( p_j = 1 \).

The final component of the classification scheme is the optimality criterion adopted. This is usually defined in terms of cost functions \( f_j \) of the job completion times \( C_j \) in a particular schedule; \( f_j \) may also depend on a given (integral) due date \( d_j \) and weight \( w_j \) (\( j = 1, \ldots, n \)). We distinguish between minmax criteria, i.e., the minimization of maximum cost \( \max_j \{ f_j(C_j) \} \), and minsum criteria, i.e., the minimization of total cost \( \sum_j f_j(C_j) \). Important minmax criteria are maximum completion time \( \max_j \{ C_j \} \) and maximum lateness \( \max_j \{ C_j - d_j \} \); important minsum criteria are total completion time \( \sum_j C_j \), total tardiness \( \sum_j \max \{ 0, C_j - d_j \} \), the number of late jobs \( \Sigma_j \) (if \( C_j \leq d_j \) then 0 else 1), and the weighted versions of these in which the \( j \)-th term is multiplied by \( w_j \) (\( j = 1, \ldots, n \)).

It should be apparent that the number of problems in the above class is huge. Still, as we shall see below, many interesting problem types are not included and require special introduction in the bibliography.

In drawing up this bibliography, we have concentrated on publications that appeared in 1981 or later. For the literature prior to 1981, we refer to the books and surveys listed in §§1.1.2. We have exercised some judgement in determining which publications to include; if any reader feels we have overlooked an important contribution, we would be pleased to hear from him or her. We have not included papers on parallel scheduling algorithms, as those are dealt with in one of the other contributions to this volume.

1. Books and Surveys

In this section, we list some books and surveys that will serve as a general introduction to the area and to the less than recent literature, as well as some papers that bear on the problem classification.

1.1. Books


As the first serious book on scheduling theory, this text is now rather outdated but still remarkable for the way it mixes deterministic scheduling with queueing and simulation - a mix that has recently become fashionable again
(see §11).


Although this textbook largely ignores recent issues such as computational complexity and analysis of heuristics, it does provide a very readable introduction to the basic results in the area.


This edited collection of papers contains some careful reviews of the state of the art around 1975, with particularly nice contributions by R. Sethi on minimizing maximum completion time and by R.L. Graham on the worst case analysis of heuristics.


These Ph.D. theses contain surveys of optimization algorithms and complexity results. For some single machine, flow shop and job shop problems, branch-and-bound algorithms are developed and evaluated.


The first textbook on computational complexity offers a well-written introduction to the tools and techniques in this area, with an extremely useful survey of $\mathcal{NP}$-completeness results at the end.


Aimed at the same audience as [Baker 1974] (see above), this text covers most of the classical scheduling theory, including computational complexity and analysis of heuristics but with less emphasis on parallel machine models.


The proceedings of the NATO Advanced Study and Research Institute on Theoretical Approaches to Scheduling Problems, held in Durham, England in 1981, provide some up-to-date surveys. Particular attention is paid to the interfaces between deterministic and stochastic scheduling. Among the contributors are E.G. Coffman, Jr., M.L. Fisher, J.C. Gittins, E.L. Lawler, M.L. Pinedo, S. Ross, L.E. Schrage, K. Sevcik and G. Weiss.
1.2. Surveys


A less than complete selection from the scheduling results available in 1977, aimed at a computer science audience.


Written on the occasion of the DO77 conference in Vancouver in 1977, this survey provides a comprehensive review of optimization and approximation algorithms, including complexity results and worst case performance bounds, based on the problem classification sketched above. More than 150 references to the literature are listed. Need we say more?


On the occasion of the summer school on deterministic and stochastic scheduling in Durham, England in 1981, the preceding survey was revised to contain information on results up to 1981.


Presented at the Symposium on Ordered Sets in Banff in 1981, this survey provides an exposition of the basic results in precedence constrained scheduling, including a treatment of the influence of so-called series-parallel constraints.


A contribution to the sequel of the Banff meeting, held in Lyon in 1982, this small survey deals with two open questions concerning scheduling unit-time jobs subject to precedence constraints, as well as a few new \(\#P\)-hardness results.


Written in French, this survey is in a sense an update of [Coffman 1976] (see §1.1), with emphasis on contributions by the authors. It is not so much a complete treatment as an attempt to focus on some of the main problem types and solution techniques.

A tutorial at the 11th International Symposium on Mathematical Programming in Bonn in 1982, this paper emphasizes polynomial algorithms and reviews a number of open problems.


This survey provides an overview of the analysis of approximation algorithms for the minimization of maximum completion time on identical parallel machines and for the related bin packing problem of minimizing the number of machines subject to a given bound on the maximum completion time.


The seventh in a series of updates on [Garey & Johnson 1979] (see §1.1), this column surveys two types of complexity issues around parallel machine models: first the parallelization of algorithms and secondly the design and scheduling of multiprocessor systems.


This well-written survey deals with a wide range of sequencing and lot-sizing problems. A review of the practice of production scheduling leads to various challenging research questions. More than 100 references are given.

1.3. Classification

The problem classification sketched above was introduced in [Conway, Maxwell & Miller 1967] (see §1.1) and refined in [Graham, Lawler, Lenstra & Rinnooy Kan 1979] (see §1.2). In addition, the following papers are relevant.


A computer program is described that maintains a record of the known complexity results for a structured class of combinatorial problems. Given listings of well-solvable and \( \mathcal{NP} \)-hard problems, the program employs a reducibility relation defined on the class to classify each problem as easy, hard or open and to produce listings of the hardest easy problems, the easiest open ones, the hardest open ones and the easiest hard ones. The application of the program to a class of 120 single machine problems is demonstrated.

This document the results obtained by application of the above-mentioned program to a class of 4536 scheduling problems.


If the processing time of an operation is equal to zero, this can be interpreted to mean that the processing time is infinitesimally small, but also that the operation does not exist. These interpretations are by no means equivalent, as is demonstrated by various examples.

2. **Single Machine Scheduling: Minmax Criteria**

2.1. **Maximum lateness**


Although the problem of minimizing maximum lateness on a single machine subject to release dates is \(\Theta(n^3)\)-hard, it possesses sufficient structure to make it reasonably well solvable in practical terms. A very efficient branch-and-bound algorithm was developed by McMahon & Florian (*Management Sci.* 17 (1975), 782-792) and refined by Lageweg, Lenstra & Rinnooy Kan (*Statist. Neerlandica* 30 (1976), 25-41). The author improves over this method by proposing a different branching rule.


Dominance results among schedules may be used in the obvious way to speed up enumerative procedures. These two papers introduce dominance based on the \((r_j,d_j)\)-intervals, assuming that the objective is simply to meet all due dates. The jobs for which the \((r_j,d_j)\)-interval is minimal under the partial order defined by inclusion, turn out to play an important role: they may be assumed to appear in order of nondecreasing \(r_j\), and the jobs dominated by them in the partial order are, roughly speaking, spread around them.


The special case in which all processing times are equal (or, equivalently, all \(p_j = 1\) and the \(r_j\) and \(d_j\) need not be integral) has been open for a long
time. In this situation, feasibility of the $r_j$ and $d_j$ can be tested in $O(n \log n)$ time by what amounts to repeated application of a dynamic version of Jackson’s rule, which gives priority to the available jobs with the smallest $d_j$.


If, in the above problem, all $p_j = 1$ and the $r_j$ and $d_j$ are integral, then Jackson’s rule solves the problem in $O(n \log n)$ time. Here, it is shown how an optimal schedule can actually be constructed in $O(n)$ time.

2.2. Maximum cost


The problem described in the title is solved in $O(n^2)$ time by generalizing Lawler’s algorithm for the case of equal release dates.


Let $c_{j}$ indicate the amount of resource consumed (or, if $c_{j} < 0$, contributed) by job $j$. The problem is to find a job permutation $\pi$ minimizing the maximum cumulative cost $\max_{j} \{f_{\pi(j)}(\sum_{i=1}^{j-1} c_{\pi(i)})\}$. This problem is shown to generalize various scheduling problems. An $\mathcal{NP}$-hardness proof and polynomial algorithms for special cases are presented.


These papers study under what conditions certain job interchange techniques can cope with general precedence constraints. This typically results in polynomial solvability for series-parallel constraints and in less complete characterizations of optimality for more complicated structures.


3.1. Optimization algorithms: dynamic programming

In the dynamic programming approach to minimizing total cost on a single machine subject to precedence constraints, the minimum cost of scheduling a set of jobs is related to the minimum cost of all its subsets that are feasible with respect to the precedence constraints. The implementation by Baker & Schrage (*Oper. Res.* 26 (1978), 111-120, 444-449), in which each feasible subset receives an integer label within a certain range, produced impressive
computational results. The labeling is, however, not compact in the sense that, conversely, not every integer in the range corresponds to a feasible subset. Thus, there appeared to be room for further improvement.


An alternative to the implementation scheme of Baker & Schrage is proposed. Time is proportional to $n$ times the number of feasible sets generated, and space is proportional to $n$ plus the maximum number of feasible sets of given size.


Carefully designed experiments confirm that Lawler’s scheme is computationally superior to the Baker-Schrage scheme.


A compact labeling scheme is developed for the case that the precedence constraints are series-parallel.


The compact labeling scheme from the previous paper is generalized to the case that the precedence constraints have dimension 2.

E.L. Lawler (1982). *Scheduling a Single Machine to Minimize the Number of Late Jobs*, Preprint, Computer Science Division, University of California, Berkeley.

Three results are presented. One is an $O(n \log n)$ algorithm that improves on an $O(n^2)$ method of Kise, Ibaraki & Mine (*Oper. Res.* 26 (1978), 121-126). Another is an $O(n^6)$ dynamic programming algorithm for finding an optimal preemptive schedule subject to arbitrary release dates. Finally, the problem (with equal release dates) is shown to be $\mathcal{NP}$-hard when there are deadlines in addition to due dates.

3.2. *Optimization algorithms: branch-and-bound*


The problem of minimizing total tardiness on a single machine can be solved in $O(n^4 \Sigma p_i)$ (i.e., pseudopolynomial) time by a dynamic programming algorithm due to Lawler (*Ann. Discrete Math.* 1 (1977), 331-342), which decomposes each problem into subproblems. The authors use a similar
decomposition approach, but apply the Baker-Schrage method as soon as the subproblems get sufficiently small. Supported by additional dominance rules, the algorithm solves problems of up to 100 jobs.


Lagrangian relaxation of the constraints $C_j \leq d_j$ is applied. The multipliers are constrained so that a simple heuristic for the original problem provides an optimal solution to the relaxed one.


In the same spirit as the previous paper, the constraints $C_j \geq r_j + p_j$ are dualized. A dynamic version of Smith’s rule (order the jobs in order of nonincreasing $w_j / p_j$) solves the relaxed problem.


The same problem, a simpler lower bound, and more elaborate dominance conditions.

3.3. Approximation algorithms

Theoretically, the best possible heuristics are fully polynomial approximation schemes, which produce an $\epsilon$-optimal schedule in time polynomial in problem size and $1/\epsilon$.


This scheme applies the author’s pseudopolynomial algorithm (Ann. Discrete Math. 1 (1977), 331-342) to a problem with rescaled processing times. The running time is $O(n^7/\epsilon)$.


This fully polynomial approximation scheme for the problem of minimizing the weighted number of late jobs requires $O(n^2 \log n + n^2/\epsilon)$ time. The emphasis is on the derivation of a tight lower bound so that ideas for the related knapsack problem can be fruitfully employed.
3.4. Related models: due date selection

Rather than taking due dates as given, the two papers below treat them as decision variables.


The problem of minimizing the average due date $\Sigma d_j / n$ is investigated under the assumption that no job may be late and that $d_j$ only depends on job parameters such as $r_j$ and $p_j$ that are known in advance.


A polynomial algorithm is given for the minimization of a weighted sum of a common due date $d$, total tardiness, and total earliness $\Sigma_j \max\{0,d-C_j\}$.

3.5. Related models: minimization of variance


This paper presents a simple algorithm for minimizing the total absolute difference of job completion times on a single machine, and a heuristic for the more difficult problem of minimizing variance of completion times.


The total absolute difference between job completion times and a common due date on a single machine can be minimized by a minor modification of the first method from the previous paper.

3.6. Related models: minimization of the number of setups

Given a schedule of precedence constrained jobs, a setup is said to occur when a job does not directly follow one of its immediate predecessors. To the large literature on this problem, the following papers have been added.


$\mathcal{NP}$-Hardness for the case of a bipartite precedence graph is established, and a polynomial algorithm for (again!) series-parallel constraints is given.


The results for the case of series-parallel constraints are derived in a
different manner.


The obvious lower bound on the minimum number of setups, given by the Dilworth width minus 1, is shown to be tight for the case that the precedence graph contains no alternating cycles.


A lower bound that dominates the previous one is presented and shown to be tight for a class slightly more general than series-parallel constraints.

3.7. Related models: two criteria

Given two optimality criteria, the following papers deal with the determination of the set of Pareto-optimal points.


A pseudopolynomial algorithm is given for the total completion time and maximum lateness criteria.


A procedure is developed for the maximum completion cost and total crashing cost criteria; the crashing cost of job $j$ is given by $c_j(b_j - p_j)$, where $p_j = a_j \leq b_j$ is a decision variable and $a_j$, $b_j$ and $c_j$ are known. The procedure is polynomial under additional assumptions on the completion cost functions.


A dynamic programming approach is presented for the total completion time and total tardiness criteria.


4.1. Optimization algorithms


The problem of minimizing maximum completion time on $m$ identical parallel machines can be solved by dynamic programming in $O(\log p_{\max} \log m \cdot n^{2(k - 1)})$ time, if the $p_j$ can take on at most $k$ different values.

The \( m \)-machine generalization of the single machine problem solved in [Garey, Johnson, Simons & Tarjan 1981] (see §2.1) is considered. An algorithm with running time \( O(n^3 \log \log n) \) is developed.


This paper surveys polynomial algorithms and \( \mathcal{NP} \)-completeness results for scheduling equal-length jobs on one or more identical parallel machines subject to release dates and deadlines.


A classical result states that the problem of minimizing total completion time on identical parallel machines can be solved by the SPT rule, assigning the jobs to machines in order of nondecreasing \( p_j \). If the machines have a speed that increases over time, the SPT rule remains optimal; if the speed decreases, the problem becomes \( \mathcal{NP} \)-hard.

### 4.2. Approximation algorithms: identical machines

Unless stated otherwise, the papers in §§4.2—4 consider the minimization of maximum completion time.

In a list scheduling heuristic, the jobs are placed in a fixed list and, at each step, the earliest available machine is selected to process the first available job on the list.


For arbitrary list scheduling, tight worst case relative error bounds as a function of \( \rho = \frac{p_{\text{max}}}{p_{\text{min}}} \) are obtained. E.g., if \( \rho \leq 3 \), then the bound is equal to \( 2 - 1/3 \lfloor m/3 \rfloor \) if \( m \geq 6 \), \( 17/10 \) if \( m = 5 \) and \( 5/3 \) if \( m = 3, 4 \).


For the unusual criterion of maximizing the minimum machine completion time, the LPT list scheduling heuristic, in which the jobs are listed in order of nonincreasing \( p_j \), is shown to have a worst case ratio of \( 4/3 \). While the result is similar to Graham’s result for minimizing maximum completion time (see, e.g., [Coffman 1976] in §1.1), the proof technique is quite different.
4.3. Approximation algorithms: uniform machines


It is known that both arbitrary list scheduling on identical machines and LPT list scheduling on uniform machines have a worst case ratio tending to 2 if \( m \) goes to infinity. Here, it is shown that for arbitrary list scheduling on uniform machines, the ratio is not bounded by a constant but increases not faster than \( O(\sqrt{m}) \).


The multifit heuristic, which involves repeated application of the first-fit-decreasing heuristic for bin packing to the packing of jobs in \( m \) intervals \([0,C_{\text{max}}]\), is extended to uniform machines and shown to have a worst case ratio between 1.341 and 1.4. This is the best ratio found so far for this model.

4.4. Approximation algorithms: unrelated machines


An adaptation of list scheduling is considered that incorporates a search for a relatively fast machine for each job. The worst case ratio is shown to be \( O(\sqrt{m}) \).

5. Preemptive Parallel Machine Scheduling: Independent Jobs

5.1. Optimization algorithms


In case the machines are available only in certain given time intervals, the existence of a feasible preemptive schedule can be tested in polynomial time.


Polymatroidal network flow techniques are used to construct a preemptive schedule on uniform machines respecting release dates and meeting deadlines (if it exists) in \( O(m^2n^4 + n^5) \) time. The algorithm is combined with search techniques to minimize maximum lateness in polynomial time as well.
6. PARALLEL MACHINE SCHEDULING: PRECEDENCE CONSTRAINED JOBS

6.1. Optimization algorithms: unit-time jobs

The fundamental algorithmic results for scheduling precedence constrained unit-time jobs on \( m \) identical parallel machines so as to minimize maximum completion time are Hu's algorithm (Oper. Res. 9 (1961), 841-848) for the case of tree-type constraints and various polynomial algorithms for the case of two machines. The complexity of the problem is open for every fixed number of machines greater than two. There are persistent rumors that these problems have turned out to be well solvable.


Hu's algorithm is derived from a minmax result due to Edmonds on covering the elements of a matroid (here, a transversal matroid on the jobs) by its bases (here, so-called feasible machine histories).


The generalization of Hu's algorithm to the problem of minimizing maximum lateness subject to intree constraints and some other scheduling problems are implemented to run in linear time by an adapted version of bucket sorting.


The two-machine problem with arbitrary precedence constraints is solved by an adaptation of Hu's algorithm in almost linear time ...


... and in strictly linear time.


The two-machine problem with tree-type constraints and processing times equal to 1 or 2 is solved by a complicated \( O(n \log n) \) algorithm. (For practical purposes, a heuristic due to Kaufman (IEEE Trans. Comput. 23 (1974), 1169-1174) which has a worst case absolute error of 1, may be more attractive.)

The $m$-machine problem in which the precedence graph is the disjoint union of an inforest and an outforest is considered. If $m$ is arbitrary, the problem is \#P-hard; if $m$ is fixed, it is solvable in polynomial time; if $m = 2$, there is a linear time algorithm.


Opposing forests can be scheduled in $O(n^{2n-2} \log n)$ time; this improves over the above algorithm. Level orders, in which any two incomparable jobs with a common predecessor or successor have identical sets of predecessors and successors, can be scheduled in $O(n^{m-1})$ time; the case of arbitrary $m$ is \#P-hard.


The theorems and background of the results in the above paper are presented.


Precedence graphs in which the longest path has at most $h$ arcs can be scheduled in $O(n^{h(m-1)+1})$ time. The case $h = 2$ is already \#P-hard.


The $m$-machine problem remains \#P-hard if the graph has a so-called hierarchical parallel structure.

6.2. Optimization algorithms: preemptive scheduling


Some well-solvable problems involving the nonpreemptive scheduling of unit-time jobs turn out to have well-solvable counterparts involving the preemptive scheduling of jobs with arbitrary processing times. The latter problems include the minimization of maximum lateness on $m$ identical machines subject to intree constraints and on two uniform machines subject to release dates and arbitrary precedence constraints. These results suggest a strong relationship between the two models.
6.3. Approximation algorithms


In critical path list scheduling, the jobs are listed in order of nonincreasing total processing time of all jobs on the longest path starting at the job in question. This rule is investigated for the case of finding nonpreemptive schedules on identical machines subject to tree-type and chain-type precedence constraints. In the former case, the worst case ratio is $2 - 2/(m + 1)$; in the latter case, the ratio tends to $5/3$ as $m$ goes to infinity.

7. Parallel Machine Scheduling: Related Models

7.1. Additional resource constraints

The class of scheduling models known as *resource constrained project scheduling*, in which resources are of a more general nature than machines, has generated an impressive literature of its own. Virtually all these problems are *NP*-hard in a very strong sense. Below, we list a few publications that appear to be on the borderline between the general class and the restricted class considered here.

The first four papers deal with unit-time jobs, arbitrary precedence constraints and the maximum completion time criterion.


There are $m$ identical machines and $l$ additional resources $h$ of size $R_h$; job $j$ requires $r_{hj}$ units of resource $h$ during its execution ($j = 1, \ldots, n$; $h = 1, \ldots, l$). Arbitrary list scheduling is shown to have a tight worst case ratio of $\min(m, 2 - 1/m + \sum R_h(1 - 1/m))$.


Here, all $R_h = 1$ and all $r_{hj} \in \{0, 1\}$. A generalization of the Coffman-Graham labeling algorithm (*Acta Inform. I* (1972), 200-213) turns out to have a similar worst case behavior as arbitrary list scheduling.


A complicated analysis shows that, for the model of [Lloyd 1980] (see above), the worst case ratio of a generalization of Hu’s algorithm is bounded by a piecewise linear function of $l$ and $m$.

A detailed complexity classification is given for problems with identical or uniform machines and various types of resource constraints, parametrized according to $l$, $R_h$, and $\max(r_{hj})$, each of which is taken to be equal to 1 or to an arbitrary integral value.

In another common model, each machine $i$ has its own resource (say, memory) of size $R_i$ and can only process jobs whose resource requirements are no larger than $R_i$.


A network representation yields a preemptive schedule on identical machines minimizing maximum lateness in $O(n^3)$ time.


Linear programming formulations are given for finding preemptive schedules on uniform machines minimizing maximum completion time and maximum lateness.

Two yet different models conclude this subsection.


Again unit-time jobs, arbitrary precedence constraints and the maximum completion time criterion. Job $j$ requires $q_j$ identical machines during its execution. The problem is well solvable for $m = 2$ and $\mathcal{NP}$-hard for $m \geq 3$. Arbitrary list scheduling has a worst case ratio $(2m - q_{\text{max}})/(m - q_{\text{max}} + 1)$.


If the resources are actually consumed by the jobs (take, e.g., money) and the machine capacity is not binding ($m \gg n$), then minmax problems are well solvable, even if the amount of resource becomes available gradually over time.

7.2. Periodic scheduling

In (preemptive) periodic scheduling, each job $j$ has a period $\rho_j$ and is to be executed in each interval $(r_j + k \rho_j, d_j + k \rho_j)$ $(k = 0, 1, 2, \ldots)$. On a single machine, the rule that gives priority to the available job with the closest deadline is known to construct a feasible schedule, if one exists.

J.Y.-T. Leung, M.L. Merrill (1980). A note on preemptive scheduling of

The problem of deciding feasibility is shown to be \( \mathcal{NP} \)-complete for each \( m \geq 1 \). The above priority rule for \( m = 1 \) turns out to provide an exponential method, in the sense that it is sufficient to verify whether feasibility has been achieved in a period equal to the least common multiple of the \( p_j \); after which the schedule repeats itself.


The last mentioned result is extended to the case of unrelated machines.


The Lawler-Martel algorithm above allows a more efficient implementation in the case of uniform machines.


The case of identical machines and equal release dates is solved in pseudopolynomial time. The complexity of this problem is still open.

7.3. Restricted starting times


A detailed complexity analysis is given for the problem of finding a feasible nonpreemptive schedule on \( m \) identical machines in which each job \( j \) may start at any one of \( k_j \) given starting times. Even if the processing times can assume only two different values, the problem turns out to be \( \mathcal{NP} \)-complete in the case that \( m = 1 \) and all \( k_j \leq 3 \) and in the case that \( m \) is arbitrary and all \( k_j = 2 \). For some more restricted cases, polynomial algorithms are developed.


The problem is to find a nonpreemptive schedule on two types of parallel machines: inexpensive slow machines and expensive fast ones. Job \( j \) requires a processing time \( p_j \) on a slow machine or \( q_j < p_j \) on a fast one. Two models are considered: (a) each job \( j \) must be processed in an interval \((r_j, r_j + p_j]\); (b) each job \( j \) must start at time \( r_j \). The objective is to minimize total machine cost. Both problems turn out to be \( \mathcal{NP} \)-hard. For some special cases, in which all \( q_j = 1 \), polynomial algorithms are presented.
8. OPEN SHOP SCHEDULING

8.1. Optimization algorithms


The problem of finding a preemptive schedule minimizing maximum lateness in a two-machine open shop is solved by a linear time algorithm. The nonpreemptive case is shown to be \#P-hard.


The existence of a preemptive schedule respecting release dates and deadlines in an \(m\)-machine open shop can be determined by linear programming. The analogous problems for two-machine flow and job shops are \#P-hard.


In a very original contribution, results from graph theory are invoked to show that the problem of finding a nonpreemptive schedule minimizing maximum completion time in an \(m\)-machine open shop can be solved in \(O(m^2 n^2)\) time if \(\max_j \{\sum p_{ij}\} \geq 16m' \log m' + 5m' \rho_{\text{max}}\), where \(m'\) is the roundup of \(m\) to the closest power of 2.


For a generalization of the preemptive open shop problem, in which there are given speeds \(s_{ijk}\) at which machine \(i\) can process the \(k\)th operation of job \(j\), a linear programming formulation minimizes maximum completion time.

8.2. \#P-hardness results


The problem of finding a nonpreemptive schedule minimizing total completion time in a two-machine open shop, so far a prominent open problem, is shown to be \#P-hard through a reduction starting form 3-PARTITION. Further, tight bounds are derived on the quality of arbitrary schedules and shortest-processing-time-first schedules for an \(m\)-machine open shop.


The problem of finding a nonpreemptive or preemptive schedule
minimizing total completion time in an $m$-machine open shop is shown to be \#P-hard, even if $p_{ij} \in \{0,1\}$ for all $(i,j)$. Similar results hold for the problems of minimizing maximum or total completion time in flow and job shops.

9. Flow Shop Scheduling

9.1. Optimization algorithms and \#P-hardness results


For special cases of the problem of minimizing maximum completion time in an $m$-machine flow shop in which, for some machine $h$, $p_{hj} = \max_i \{p_{ij}\}$ for all $j$ or $p_{hj} = \min_i \{p_{ij}\}$ for all $j$, \#P-hardness results complemented by polynomial algorithms are derived. In addition, bounds on the length of arbitrary permutation schedules are derived.


A detailed analysis of the three-machine flow shop problem, in which each machine may be maximal or minimal in the above sense, leads to an exhaustive complexity classification.


Conditions are provided under which Johnson's algorithm for the two-machine flow shop can be extended to the $m$-machine case.


An extension of the flow shop model is shown to cover many flow shop problems with time lags. Application of Johnson's algorithm yields lower and upper bounds.


A new branching scheme is proposed for the permutation flow shop problem based on an analysis of the transformations required to shorten the critical path corresponding to the feasible schedule at the current node of the search tree, and as such related to earlier work by Balas (*Oper. Res.* 17 (1969), 941-957). The algorithm uses the bounding scheme developed by Lageweg, Lenstra & Rinnooy Kan (*Oper. Res. 26*, (1978), 53-67). Grabowski's method requires less time and generates smaller search trees than the method of Lageweg *et al*.


The above approach is extended to the minimization of maximum lateness subject to release dates.

9.2. *Approximation algorithms*


A surprising geometrical argument leads to a flow shop heuristic that requires $O(m^3n^2 + m^4n)$ time and whose absolute error is bounded by $(m-1)(3m-1)p_{max}/2$. A remarkable feature of this result is that the error does not depend on $n$.


Aggregation heuristics proceed by replacing $m$ machines by two machines, on which the job processing times are given by the appropriate sums of the original processing times. The worst case ratios of such heuristics are proportional to $m$.


For the problem of minimizing maximum completion time in a two-machine flow shop subject to release dates, three heuristics with worst case ratio 2 are presented. Repeated application of one of them, that is inspired by a dynamic application of Johnson's algorithm to a modified version of the problem, reduces the worst case ratio to 5/3.

9.3. *Related models: no wait in process*

There has always been a special interest in the flow shop model in which all operations of a job must be performed without interruption. The problem of minimizing maximum completion time under this restriction is a special case of the traveling salesman problem. The case of two machines is solvable in $O(n \log n)$ time by the Gilmore-Gomory algorithm for a special TSP; the case of four machines was proved $\mathcal{NP}$-hard by Papadimitriou & Kanellakis (*J. Assoc. Comput. Mach.* 27 (1980), 533-549).


This settles the open question implied by the paragraph above.

The problems of minimizing maximum lateness and total completion time in a two-machine no wait flow shop are shown to be \textsc{np}-hard. For the case of unit processing times and a single additional resource of unit size, an $O(n \log n)$ time algorithm is presented.

10. JOB SHOP SCHEDULING

10.1. Optimization algorithms

The problem of minimizing maximum completion time in a job shop is \textsc{np}-hard, even in the case of three machines and unit processing times and in the case of two machines and processing times equal to 1 or 2 (Lenstra & Rinnooy Kan, Ann. Discrete Math. 4 (1979), 121-140). Below, $N$ denotes the total number of operations of all jobs.


The above problem with two machines and unit processing times is shown to be solvable in $O(N)$ time, through a rule that gives priority to the longest remaining job.


In the same model, maximum lateness can be minimized in $O(N \log N)$ time; the priority of a job now depends on the difference between its due date and its number of operations.


The previous algorithm can be implemented to run in $O(N)$ time.


As part of the continuing (and, so far, rather fruitless) attack on the general job shop problem, computational experience is reported with surrogate duality relaxations of capacity and precedence constraints. Although the lower bounds dominate the classical ones and also those obtained by Lagrangean relaxation, a lot of time is required for their computation. The notorious 10-job 10-machine problem remains unsolved.
11. **Probabilistic Scheduling Models**

Probability theory finds application in scheduling in two ways. The first one is through a *probabilistic analysis* of the performance of scheduling rules: given a probability distribution over the class of problem instances, the behavior of a random variable representing the performance is investigated. The second way arises when certain job data are no longer assumed to be known in advance; for example, the processing time of a job may be a random variable, whose realization becomes known at the job’s completion. The term *stochastic scheduling* is usually reserved for the latter interpretation. We list a few typical references in both areas. Ch.6, §7.3, gives more references on the probabilistic analysis of scheduling algorithms.

11.1. **Probabilistic analysis**


The problem of minimizing total completion time on a single machine subject to release dates is studied under the assumption that processing times as well as release dates are independent and identically distributed. For each of two cases characterized by the relation between expected processing time and expected interarrival time, a heuristic is developed whose relative error tends to 0 in probability.


The average performance of the longest-processing-time-first rule, used to minimize maximum completion time on \( m \) identical parallel machines, is studied under the assumption that processing times are uniformly distributed on (0,1]. The ratio of expected LPT schedule length to expected optimal length is bounded by \( 1 + O(m^2/n^2) \).

11.2. **Stochastic scheduling**


This is a survey of stochastic scheduling results for parallel machine models. Typical examples are the optimality of the longest(shortest)-expected-processing-time rule for minimizing maximum (total) completion time on uniform machines, under a variety of assumptions on the distribution of processing times.

This survey deals with stochastic scheduling results for open shop, flow shop (including the no wait case) and job shop models. Most of the stronger results are for two-machine shops. Much work remains to be done.

12. Related Scheduling Models

This final section is devoted to two scheduling models that do not fit into the preceding framework.

12.1. Cyclic scheduling

The \((k,m)\)-cyclic staff scheduling problem is to minimize the number of workers in an \(m\)-period cyclic schedule such that requirements varying over the periods are met and each person works for \(k\) consecutive periods. In the obvious integer programming formulation, the coefficient matrix has a special structure that is capitalized on in the following papers.


The complement of the matrix has exactly \(m-k\) ones in each column. On the basis of this observation, the \((5,7)\)-problem and several related problems are solved in polynomial time by a series of network flow or matching problems.


The \((k,m)\)-problem is solved by transforming the integer program to a series of network flow problems. An unusual round-off property allows the problem also to be solved as a linear program. These techniques are extended to more general cyclic scheduling problems.


If the workers are only intermittently available, the cyclic staff scheduling problem turns out to be \(\text{NP}\)-hard, but the linear-programming round-off technique has an acceptable worst case absolute error.

12.2. Hierarchical scheduling

Often, scheduling is the last step in a sequence of planning decisions, where each decision affects the form and the constraints of its successors. If resources have to be acquired under uncertainty about what will be required of them,
multistage stochastic integer programming formulations in which the scheduling decision appears at the last stage are a natural class of models. In the following papers, heuristics with strong properties of asymptotic optimality are developed for such models. The probabilistic analyses in question are based on accurate estimates of the value of an optimal schedule.


This introductory paper provides the motivation for the approach sketched above and gives some preliminary results.


Results are presented for the case that the scheduling problem involves the minimization of maximum completion time on a set of identical or uniform parallel machines that has to be acquired when only the number of jobs and the probability distribution of their processing times are known.


This paper includes a survey of relevant results in stochastic scheduling and discusses some interesting open questions.


Here, the scheduling problem involves the minimization of total completion time.


Relations between various measures of asymptotic optimality are derived, and general conditions are established under which a two-stage heuristic is asymptotically clairvoyant with probability 1.