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Varshavsky defines the function L (1) as the maximum finite length of a configuration
which can be grown from one activated automaton in a linear cell space of identical finite
state automata having # internal states. It is shown that L increases faster than any com-
putable function, cven if the flow of information in the linear cell space is restricted to
one direction.

1. Introduction

Varshavsky [4] investigated the function L : N - N informally defined
by: L(#1) is the maximum length of a configuration which can be grown
from one activated automaton in a linear cell space of identical finite statc
automata having # internal states. Each automaton in the linear cell space
receives input from both neighbors. In [4] it is shown that L(3) =7,
L(4)>= 45, and a very fastly increasing computable function is derived
which is a lower bound on L. Here we observe that, even for a restricted
version of Varshavsky’s problem where each automaton recieves input
from its left neighbor only, there is no computable function which is an
upper bound on L, that is, L increases faster than any computable tunc-
tion.

Define a one directional linear cell space (1 LCS) as a 4 tuple
C=We, b, we, ¢), where Wi is a finite nonempty alphiabet and ¢ is a
distinguished letter in W called the passive letter; 8¢ is a total mapping
from W¢ X We into We such that 60(¢, ¢) = ¢ and §¢(a, b) # ¢ for all
(@, bye We x (We — {¢})ywe € (We {¢}) (We — {¢})* is called the
initial configuration.

* This work was supported by the Netherlands Organization tor the Advancement of Pure Re-
search (Z.W.0.) grant CR 62-41 and the Mathematical Center under 1W 26/74.
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We imagine C as operating on an infinite string ¢~ wg)¢°" over W, all
the constituent letters of which are ¢’s except for a finite substring wg)
over W, -- {¢} called the configuration at time t. C produces an infinite
sequence of configurations w§®, w ... as follows. The string at time
t=0is ¢ wiP¢”, where w® =we. If w® =a| a, ... a, is the configura-
tion at time ¢ = k, then w(c'f”) is the configuration at time f = & + 1, where
w*1) is defined by

¢ wEDE = 67 60(¢,a1) 8¢lay, ay) ... Splay 1, @) Sela,, )¢

Because of the restrictions on 6., length (W(C’f”)) > length (w(C’.‘)).
Let m be a function from {C: Cisa 1 LCS} into N defined as follows:

0 if for eachi € N there is a
t € N such that length

m(C) = wy =i,

sup!length (wg)): t >0} otherwise.
Therr Varshavsky’s function L is given by

L(n) =sup{m(C): C=(We, ¢, wc. ¢) with #W, = n and
length (we) = 1}.

Finally, we need the notion of a Tag system. A Tug system T isa 4
tuple T'=(Wr, 6, wr, B), where Wy is a finite nonempty alphabet: by is
a total mapping from Wy into Wg; wp € Wy W is the initial string and 8
is a natural number called the deletion number. The operation of a Tag
system is inductively defined as follows. The string produced at time
t=0iswi? =y Ifw® =4, a, ... a, is the string produced at time
t=k, then wi*D = Ugyy dgey - 4y O7(ay) is the string produced at time
t=k+1.

2. Varshavsky’s function is noncomputable

Lemma 1 (Minsky {2]). Let k be a nutural mumber. It is undecidable
whether or not an arbitrary Tag svstemn with deletion nuniber 2 will ever
prodiice a string of length less than or equal to k. In particular this is

undecidable for k = 0.

We shall now proceed to show that if there is a computable function
fsuch that L(n) < f(n) for all n, then this contradicts Lemma 1.
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Lemma 2. Let T be any Tag system with deletion number 2, There is

an algorithm which, given T, produces a 1 LCS C with we = 1wy such that
there is a time ty such that wi = wio) forall t > ty iff there is a time
ty such that W(T"u) =\, Le., the string of length 0.

The proof of Lemma 2 can be easily derived from a slight modifica-
tion in the construction in the appendix of [1].

Now it is easy to see that if T = (Wy, 67, wp, 2) is a Tug system, then
T'=(WpU{s}, 6, U {87:(s) = wyl,5,2), s € Wr, is a Tag system such that
w(T',”) =wif for all £ > 0. Therefore Lemma [ also holds if we restrict
our attention to Tag systems with deletion number 2 and an initial string
of one letter and disregard the length of the initial string with respect
to .

Theorem. There is no computable function f such that L(n) < f(n) for
all n. Le., L(n) grows faster than any computable function.

Proof. Suppose there were such a function f. Then we can decide, for
each 1LCS C, whether or not there exists a £, such that w¢ = w0 for
all 1 > ¢, (remember that length (v *1) > length (w&) for all 1). By
Lemma 2 and the subsequent discussion this contradicts Lemma 1, i.e.,
it would imply the decidability of the halting problem for Tag systems
which is known to be undecidable.

We might point out that Varshavsky’s original problem can be shown
to be equivalent to the halting problem for Turing machines by encoding
the finite control and the scanned symbol in each cell of the linear cell
space. Actually, Varshavsky’s functions are variations on Rado’s Busy
Beaver function which was shown to be noncomputable in [3].
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