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MAXIMUM LIKELIHOOD ESTIMATION OF PARTIALLY OR
COMPLETELY ORDERED PROBABILITIES 1)

by

CONSTANCE VAN EEDEN

1. Introduction

The problem to be treated in this paper concerns the maximum
likelihood estimation of partially or completely ordered probabi-
lities.

A description of this problem will be given in section 2 and in
section 3 methods will be described by means of which the esti-
mates may be found.

In this paper no proofs will be given; these may be found in

[3], [4], [5] and [6].

2. The problem

Consider k independent series of independent trials, each trial
resulting in a success or a failure, The i-th series consists of n;
trials with a; 2) successes and b; = n; — a; failures; m; is the
(unknown) probability of a success for each trial of the {-th series
(i =1, ..., k) 3).

The probabilities 71,..., 7y are partially or completely ordered,
i.e. they satisfy the inequalities

Otii,j (g — WJ') =0 (!:J == Ly o0y k)r (2 ;I)

1) Report S 220 (Vig) of the Statistical Department of the Mathematical Centre,
Amsterdam, Lecture delivered at the meeting of the ,,Actuarieel Genootschap’ of Novem-
ber 2%, 1956.

?) Random variables will be distinguished from numbers (e.g. from the values they
take ih an experiment) by printing their symbols in bold type.

8) Unless explicitely stated otherwise 7, 7 and % run through the values 1, ..., A.

1% —
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2% MAXIMUM LIKELIHOOD ESTIMATION OF PARTIALLY OR

where o 4 are given numbers satisfying
I. 04,9 = — &4,4y
2, ¢44 = 0, 1 or —I, (2;2)
3. g5 =1 1f g, p = Op,g = 1 for any h.

It will be supposed that the probabilities mj, ..., wx are numbered
in such a way that «; + = o for each pair of values (i, j) with { <.

If «; 4 = 1 for each pair of values (i, ) with i <j then (2 ;1)
reduces to

m; — m; < o for each pair of values (i,j) with i < j. (2;3)
Thus in this case 71, ..., T satisfy

TS .. ST (2;4)

i.e. they are completely ordered.
Examples of ordered probabilities may be found in [1] (p. 641 —
642) and in [2] (p. 610).

The random variable a; possesses a binomial probability distri-
bution, i.e.
Pla; = ai] = (

L3
ag

)m‘“ (f—m)t (=1, ...,K). (2;5)

From the fact that ai, ..., a; are distributed independently then
follows
k n'l': @i bf,
Pla; = ay, ..., a5 = ag] = I m (1 — )™, (2;6)
i=1 \%
i.e. the maximum likelihood estimates of the ordered probabilities
T1, . - ., Tk are the values of y1, ..., yxr which maximize

k
IT (ni)y,f" (1 — y;)™ (2;7)

i=1 \ @i
in the domain

g (¥ —y3) =0 .
D : i,j=1,...,k). (2;8
o<y < 1 (1,7 ). (2;8)

In order to simplify the calculations we maximize the function

i
L=L(y,. . yp) TN {alny; +bIn(x —y)} (2;9)
—1

q4 ==

instead of the function (2 ;7).
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In [3] and [4] it has been proved that the function L(yy, ..., yx)
possesses a unique maximum in the domain D. The values of y,
.+ vy Y which maximize L in D, ie. the maximum likelihood

estimates of 7y, ..., g, will be denoted by pi, ..., px.
Now let
Liiy) Eaqny+ bhln(1—y) (0<y<1;i=1,...,%k), (2:10)
then
dL; (y) @ by 4 —ny
dy y I —y y(r —y) ’ 8. \
1t =1, ...,k). (2;11
d2L; (y)  — ny? + 2a;y — ay ’ ’

< 0
dy? y? (1 — y)?2

Thus the function L; (y) possesses a unique maximum in the
interval (0,1). This maximum is attained for

i Qi
y=fi (2 ;12)
ng
and L; (y) is a monotone increasing function of y for y << f; and a
monotone decreasing function of y for y > f;, i.e. if (¢, y'’) is a
pair of values satisfying

o Xy <y’ <f (2;13)
or
i<y’ <y <1 (2;14)
then
L (y') < L;(y") < Li (fi). (2;15)

From (2;12) it follows that the function

k
Ly, ..., yx) = 2 L; (y1)

i=1
attains its maximum in the domain
G:o=y =1 (i=1,...,k) (2;106)
for y;, = f1 (i = 1, ..., k).
Thus if the point (f1, ..., fx) lies in D, i.e. if f1, ..., fx satisfy

*xqi,9 (f’é _fj) =0 (i:j == Ty . ':k) (2;17)
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then, D being a (convex) subdomain of G, the maximum of L in D
coincides with the maximum of L in G, i.e.

pi:fi(izli"'!k) if (flr"'Jfk)ED' (2;18)

3. The maximum l[ikelihood estimates
3.1. A complete ordering

In this section we consider the case that mj, ..., wr are com-
pletely ordered, i.e. the case that =1, ..., 7wy satisfy the inequalities

TL S v s S Tk (3.1 ;1)
J2

O wvmv————k
J,
Fig. 1. A complete ordering with 4 == 2 and f1 > f..
We first consider the case that k& = 2; then D is the domain
Y1 = Ys,
(3.1;2)

0 S Y =1 (i = 1,2).
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From (2;18) it follows that

pP1 = f1, pa =fa if i < fo. (3-1;3)

Now let f1 > fz and let (yf, y3) be a point with y? < yl If (cf.

fig. 1) this point (y;, y3) is connected with the point (f1, fa) by
means of a straight line, then this line intersects the line y; = y2

in a point (say) (y*, y*). From (2 ;15) then follows
L (y*, y*) > L (4}, v3), (3.1 ;4)

i.e. for each point (y{, yJ) with y{{' < yg a point (y*, y*) exists with
a larger value of L. Consequently, if f1 > fo, then L attains its
maximum in D for y; = yo. Substituting this into L we obtain

L(yi, y1) = (a1 - ag) Inyy - (b1 + b2) In (1 — y1) (3.1;5)

and this function attains its maximum in the interval (o,1) for

g1 1 Qg

Y1 = - (3.1;6)
ny r— no

Thus for a complete ordering with % == 2 we have
P1 =f1, pa = fa if f1 < fo,

- n (3-137)
ai + az  nifi+ nafs i £ > fo
ny -+ ng ny -+ ng

P1 = pg =

In an analogous way the following theorem may be proved for a
complete ordering with & = 2 (cf. theorem IV in [3]).

Theorem I, If w1, ..., iy are completely ordered and if

S, > fig+1 (3.1 ;8)

then L attains its maximum in D for y; = Yi 41

Substituting y; = yi+1 into L the two terms with { = ip and
I = 19 +1 reduce to

(@i, + ai+1) Inyy, + (bs, + b 4a1) In (x — y4 ), (3.1;9)

1.e. I. reduces to a sum of X — 1 terms of the same form as L and
D reduces to |

Y1 = o S Y S Yt S -0 S Yk

(R TP | (t 5= ip 4 1). (3.1 j10)
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Thus the problem may be solved by repeatedly applying theorem
I and (2 ;138).
Further it has been proved in [2] and [5] that
ar N M T S ag

pi; = max min : (3.1:11)
1srsi isssk r T+ T g

but this formula is not recommended for calculation.

Example 1
Suppose k = 4 and
L X 2 3 4
a; 4 3 10 8
| (3.1;12)
n;, 10 5 30 I5

fi 0,4 0:6 0,33 0,53.

Then fg > f3 and from theorem 1 then follows that L attains its
maximum in D for ys = y3. Substituting this into L the problem
reduces to the case of Xk — 1 = 3 series of trials with (cf. (3.1 ;9))

l I z(-+3) 4

a, 4 13 8
n; 10 35 15 (3'I !13)
fi 0,4 0,37 0,53.

From f; > f, and theorem I then follows that L attains its maximum
in D for y; = y9 and this reduces the problem to the caseof k — 2 =
= 2 series of trials with

L I (42 -3) 4

a; 17 8 ( \
” N i §
g 45 15 3 4

fi 0,38 0,53

From (3.1;14) and (2 ;18) then follows

(3.1;15) p1 = pg == pg = 0,38 ; ps = 0,53.

3.2. A partial or complete ordering
The restrictions n; < vy satisfying

ain.0p,5 = O for each h between ¢ and j (3.2;1)
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will be called the essential restrictions defining D and will be
denoted by Ry, ..., R;. Then each R) corresponds to one pair of
values (i, j) ; this pair will be denoted by (i), jn) (A =1, ..., 9).
If ~1, ..., are completely ordered then s = k — 1 and the
essential restrictions are w; < w41 ({ = 1, ..., Kk — I).

In [3] the following theorem has been proved.

Theorem II: If py, .. ., p}; are the values of yi, ..., Y which maxi-
mize L under the restrictions Ry, ..., Rg—1 then

1. pg=p; (i =1,..., k) if p, < p;,

. ’ ’ (3.2 '2)
2. pi, = py, i pi, > Py, |

Thus if pi, ey P;.: are known then the problem is solved if Pé. < p;’
and 1if p,;-'ﬂ = p;, (by substituting y, = y; ) the problem is reduced
to the case of k — 1 series of trials with s — 1 or less essential
restrictions, i.e. by means of theorem II the problem is reduced to
the case of k and k& — 1 series of trials under s — I or less essential
restrictions. The solution for the case that s = o being known
(p;i = fi (i = 1, ..., k)) the problem may be solved by repeatedly
applying theorem II.

In many cases however this procedure may be simplified by

applying one of the following theorems (cf. the theorems III, IV
and Vin[3]).

Theorem III: If (i,J) is a pair of values with

X. «g,5 (fi — f3) > o,

. . : (3.2;3)
2, 0f,p = O&4,n for each h with h %=, h 7%,

then L attains its maximum in D for y; = yjy.

By means of this theorem the problem may be reduced to the
case of k — 1 series of trials with s — 1 or less restrictions by
substituting y; = yj.

Remark 1 :
If 1, ..., T are completely ordered then for each pair of values
(i, j) with j = 1 - 1 we have
1 for each h < i,
1 for each h > j.

|
|

Ah,i

Xi,h

Xr,q
X1, h

(3.2;4)

|
I

Thus theorem I is a special case of theorem III.
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Theorem IV : If (i, j) is a pair of values with

I. 3,7 = O,

2 Ji=Ji (3235)
3. a4,p = o4,p for each h with h £ ¢, h £ j,

then L attains its maximum in D for y; < yj.
Thus if (7, ) is a pair of values satisfying (3.2 ;5) then the re-
striction y; < y; may be added.

Theorem V': If M is a subset of the numbers 1, ..., k with
o, = 0 for each pair of values (i, j) with ie M, j¢ M, (3.2:6)

then the maximum likelihood estimates may be found by seperately
maximizing >, L; (y;) and 3 L; (y1).
teld 1€

The theorems will now be illustrated by means of the following
examples.

Example 2 :
Suppose k = 3 and

{ I 2 3
aq 8 8 26
ne g 20 20 (3.2;7)
fi 0,53 0,4 0:65
and
®1,2 = ®1,3 == I, ®g 3 == O. (3.2;8)
Then the pair { = 1, j = 2 satisfies (3.2 ;3.1) but
01,8 7 2,3, (3.2;9)

i.e. the pair (1,2) does not satisfy (3.2 ;3.2). Thus theorem III cannot
be applied,

Further the pair { = 2, j = 3 satisfies (3.2 ;5) ; we have

I. ag .3 = O,

2. fZ Sf?u (3'2 ;IO)
3- %2,1 = *3 1.
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From theorem IV then follows that L attains its maximum in D for
Y2 = ys, which reduces the problem to the case of a complete
ordering. Applying theorem I to this complete ordering we find
that the maximum of L is attained for y; = ys. This reduces the
problem to the case of &k — 1 = 2 series of trials with

i 1(42) 3

a{ 16 26 (3.2 111)
n; 35 40
fi 0,46 0,65
and from (2;18) then follows
pP1 = p2 = 0,46 ; p3 == 0,65. (3.2 ;12)
Example 3 :
Suppose k = 4 and
{ X 2 3 4
aj; 7 18 I3 10
1y I0 30 20 25 (3.2;13)
fi 0,7 0,6 0,65 0,4
and
L. &1,2 = 1,4 = Q3,4 = I,
(3.2;14)

|

2. 01,3 = Mg,3 — 024 0.

Then the pairs (1,2), (1,4) and (3,4) satisfy (3.2; 3.1), but they do
not satisty (3.2;3.2). E.g. for the pair (1,2) we have

01,4 7 02,4 (3.2 ;15)

Thus theorem III cannot be applied.
Further the pairs (3,1), (2,3) and (4,2) satisfy (3.2; 5.1) and

(3.2; 5.2), but they do not satisfy (3.2; 5.3). E.g. for the pair (2,3)
we have

0‘2.4 < 0:'3:4? (3'2 ;16)

i.e. theorem IV cannot be applied and therefore we use theorem II.
Omitting the restriction w1 < w4, i.e. taking

g = I, fs = 4 (3.2 ;17)
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the estimates pi, ciay P ; are the values of y1, ..., y4 which maxi-
mize L in the domain

Y1 = Yo, Ys = Ya,
0 S Y <1 (I =1,...,4).

D' (3.2 ;18)

From theorem V it then follows that py, ..., p, may be found by

separately maximizing L (y1) + Lo (y2) and L3z (y3) + La (ya)
and from theorem I then follows

' ; 7 -+ 18

pl p2 10 -l 30 ) 3:
A
! 134 10 (3.2;19)
—— — —_— G Il
Pg = Py 20 I 25 »5

Thus (cf. (3.2;17)) p.,;a = p;a and from theorem II then {ollows
that L attains its maximum in D for y;, =y, , i.e. for y1 = ys.

This reduces the problem to the case of k — 1 = 3 series of trials
with

] 3 I (+4-4) 2
a 13 1% 18
, (3-2 ;20)
n, 20 35 30
1 0,65 0,49 0,6
and

This complete ordering may be solved by means of theorem I and we
obtain

p1 = p3 = p4 = 0,55; p2 = 0,0. (3.2 ;22)
Now let .'
S-{, g""‘f { U Ens {j oy,4 = I} 1) .
{=1,...,k 232 ¥
T,E(}__P____fi U Ens {J g, == I} ( ) ) ) (3 ) 3) ::._.

and let, for a subset M of the numbers 1, ..., k,

S g L S’l'-:r
ieM
T U Ty,
e M

o

(3.2;24)

) Ens {j oy = 1} is the set of all values 7 for which ;¢ = 1.



COMPLETELY ORDERED PROBABILITIES ) G

tIen it has been proved in [2] and [5] that

pi¢ = max min

T 8 2 Ny

(t =1,...,k). (3.2;25)

X£f w1, ..., g are completely ordered then S; consists of the num-
bers 1,...,1 and T; of the numbers i, ..., k. Formula (3.2 :25)
tIien reduces to (3.1 ;11).

Further it has been proved in [6] that the maximum likelihood

estimates of =, ...,y in D are identical with the least squares
e stimates in D, i.e. with the values of y,, ..., yr which maximize
i
def
Q (y1, - - Y&) = 2 ny (yi — f1)2 (3.2 ;26)
i=1
inn D,
Keemarks :

= . The problem treated in this paper may be generalized to the case
o f partially or completely ordered parameters of other probability
dlistributions (cf. [2] and [4]), e.g. parameters of Poisson distribu-
tions and means of normal distributions. Further the problem may
e generalized by introducing inequalities of the form ¢; < 1 < di,
wwhere (¢;, d;) is a given closed subinterval of the interval (o,1) (cf.
[ 3] and [4]).

3. As stated in section 2 the procedure described in this paper
1xay be applied if the probabilities =1, ..., T are known to satisfy
the inequalities (2.1). However the method may also be applied if
e want to obtain estimates pi1, ..., px for the probabilities
7<1, . .., ©p satisfying the inequalities a9 (P — pg) £ 0 ({,] =
=1, ..., k).
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