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Mean waiting-time approximations are derived for a 
single-server multi-queue system with nonexhaustive cyclic 
service. Nonzero switchover times of the server between con
secutive queues are assumed. The main tool used in the deriva
tion is a pseudo-conservation law recently found by Watson 
(1984). The approximation is simpler and, as extensive simula
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cyclic-service queueing systems. 
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1. Introduction 

In local area networks with ring or bus topo
logy, medium access control protocols based on 
token passing have become increasingly popular. 
Such networks can be modelled as single-server 
multi-queue systems with a cyclic-service disci
pline, for example exhaustive, gated or nonexhaus
tive service. When token rings or buses become 
longer and/or faster such that propagation delays 
are noticeable, it becomes important to model the 
times for passing the token, subsequently called 
switchover times. In real-time applications, a num
ber of stations, for example measurement devices, 
is often scanned in a fixed order. Again, switchover 
times of the server may have an impact on system 
performance, especially when task switching takes 
place between the service of two (consecutive) 
stations. 

A basic queueing model for the performance 
evaluation of such cyclic-service systems with 
switchover times is investigated in this paper; it 
will now be described in detail. 

Bernd Werner Meister received the 
M.S. degree from Humboldt Univer
sity, Berlin, Dern. Rep. Germany, in 
1958, and the Ph.D. degree from the 
University of Freiburg im Breisgau, 
Fed. Rep. Germany, in 1962, both in 
Mathematics. From 1962 to 1964, he 
was a Scientific Assistant at the In
stitute for Applied Mathematics and 
Mechanics, University of Freiburg im 
Breisgau. In 1964 he joined the IBM 
Zurich Research Laboratory, Ruschli
kon, Switzerland. Since then he has 

worked at the Heidelberg Scientific Center from 1972 to 1974, 
in the Department of Mathematics and Computer Science, 
University of Stuttgart, Fed. Rep. Germany, as a Visiting 
Professor for six months during 1977, and in the same Depart
ment at the University of Stuttgart as a Lecturer from 1977 on. 
His research interests include performance evaluation of local 
area networks. He has published numerous papers on hydrody
namic stability theory, numerical analysis, queueing theory and 
applications, and performance evaluation. 



300 O.J. Boxma, B. W. Meister / Waiting-time approximations for cyclic-service systems 

I.I. Model description 

A single service facility serves N queues 
Q1, Q2, ... , QN (with infinite buffer capacities) in 
a cyclic manner. The service discipline considered 
is ordinary cyclic or nonexhaustive service (some
times also called chaining, polling, or alternating 
service): When the server visits a queue, it only 
serves one customer (if any is present). The 
switchover times of the server between the ith and 
(i + l)st queue are independent, identically dis
tributed stochastic variables S; with first moment 
s; and variance '1';2 • The mean of the total 
switchover time during a cycle of the server, s, is 
given by 

N 

s= LS;. (1) 
i=l 

Customers arrive at all queues according to in
dependent Poisson processes with rates A.1, A. 2 , .•• , 

A.N; the total arrival rate is A. Customers which 
arrive at Q; are called type-i customers. The service 
times of type-i customers are independent, identi
cally distributed stochastic variables with distribu
tion B;( · ), with first and second moments /3; and 
13/2>; the service process is also independent of the 
arrival process and of the switchover process. The 
utilization at Q;, P;, is defined as 

P;=A.;/3;, i=l,2, ... ,N. (2) 

The total utilization of the server, p, is defined as 
N 

p= L P;· (3) 
i=l 

It was shown by Kuehn [8] that the following 
conditions are necessary and sufficient for stabil
ity of the system: 

p < 1 and max(X;)s < 1 - p. (4) 

In fact, it is easily shown (cf. [8]) in the stationary 
situation that the mean cycle time for Q;. i.e., the 
mean interarrival time of the server at Q;, is 
independent of i, and is given by 

s 
Ee=--, (5) 

1-p 

which immediately implies the necessity of the 
above stability conditions. 

Important performance measures in multi
queue systems are the mean waiting times Ew; at 
the individual queues Q;, i = 1, 2, ... , N. In the 

case of nonexhaustive service, which is considered 
here, the determination of exact values of the 
mean waiting times is an extremely complicated 
mathematical problem which could not be solved 
so far except for a few special cases. A complete 
exact analysis of the case of N = 2 queues without 
switchover times and of the case of two queues 
with identical characteristics with switchover times 
has been presented in [ 6,5] and [l ], respectively 
(also leading to waiting-time and queue-length 
distributions). The solution method transforms the 
problem into a Riemann-Hilbert boundary value 
problem, and it is not yet clear how it can be 
generalized to solve the model with more than two 
queues. Using a different method, Nomura and 
Tsukamoto [10] and Takagi (cf. [13]) have ob
tained the exact mean waiting times for a system 
with an arbitrary number of queues which all have 
identical characteristics. A heuristic approxima
tion for the case where one queue has a much 
higher arrival rate than the other queues (which 
have identical characteristics) can be found in [15]. 
The excellent survey of Takagi [13] contains several 
further references. (Note: The case in which 
switchover times, arrival rates, and service time 
distributions are the same for each queue, will be 
denoted in the sequel as the completely symmetric 
case.) 

The intractability of the general model has led 
several authors to the development of mean wait
ing-time approximations. An important approxi
mation is due to Kuehn [8], who obtains mean 
waiting-time approximations for nonexhaustive 
cyclic-service systems with and without switchover 
times and with batch Poisson input. Earlier ref
erences for mean waiting-time approximations can 
also be found in [8]. An approximation for sys
tems with multiple cyclic servers is given in [9]; 
the case of cyclic systems with finite-capacity 
queues has been considered in [14]. 

In the present paper, the method used in [3] for 
cyclic service systems without switchover times is 
generalized to obtain simple yet accurate mean 
waiting-time approximations for the model with 
switchover times. This generalization is made pos
sible by means of a pseudo-conservation law, re
cently obtained for this model by Watson [16]. 
The approximation is derived in Section 2. In 
Section 3, the accuracy of the approximation is 
assessed. Some conclusions are presented in Sec
tion 4. 
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2. The approximation 

We first need some definitions: 
• xi denotes the queue length at Qi just before 

the arrival of a type-i customer; 
• ci denotes the length of a cycle of the server 

which starts with a service at Q; and ends when 
the server returns to Q; (an 'i-cycle'); 

• rei denotes a residual i-cycle, i.e., the time from 
the arrival of a type-i customer until the server 
returns to Qi. An arriving type-i customer first 
has to wait until the server returns to Qi and 
subsequently he has to wait until all customers 
in front of him have been served. Therefore, the 
mean waiting time of this customer consists of 
two parts: a residual cycle rei and just as many 
i-cycles as there are type-i customers waiting; 
approximately (ignoring dependencies) 

(6) 

Owing to the fact that Poisson arrivals see time 
averages (cf. [17]), Exi equals the mean number of 
waiting customers at Qi at an arbitrary instant of 
time. This permits the use of Little's formula, 
yielding 

Ere 
Ew1 = 1 - Ai~e1 (7) 

Similarly to [3], we introduce two approximation 
assumptions to estimate the two unknowns Ee1 

and Erei. 

Assumption A 

/3; + s 
Eei = 1 - p + Pi , i = 1, 2, .. ., N. (8) 

This approximation, which is due to Kuehn [8], 
can be motivated as follows. An i-cycle consists of 
a type-i service and, possibly, services of customers 
of other types, plus the sum of N switchover 
times. 

Define 

a.ii= Pr( i-cycle contains a type-} service) 

= E [number of type-) services in an i-cycle] 

""A;Eci, j =I= i; (9) 

the second equality holds because an i-cycle con
tains at most one type-i service. 

Hence, 

Ee;= /3i + s + L aiJ/3J, 
)*i 

(10) 

which together with (9) yields our assumption 
Equation (8) is trivially exact for N = 1. The ap
proximation in (9) is based on a balance-of-flow 
argument. It should be very accurate in the com
pletely symmetric case: it should also be very 
accurate for light traffic, but not for heavy traffic 
with highly asymmetric arrival rates and/or service 
demands. 

Assumption B. Ere, is independent of i. 

This assumption is trivially exact for N = l and 
in the completely symmetric case. In the limiting 
case p = 0 it is also true, as can be seen in the 
following way. Consider, for example. Erc 1: 

N S 

Ere1 = [ .l.(s1 + s1 + 1 + · · · +s..,, ), 
;= 1 s . 

where s1 is the mean residual switchover time 
between Q; and Q1 + 1• Using 

.p2+ 8 2 
.I J 

2s1 

it easily follows that 

N .p2 
Ere1 = [ -f + ~s. 

;= 1 s -

This last expression equals the mean residual life
time of S. For symmetry reasons, hence also 
Erc1 , .•. , ErcN equal the same expression (which 
could also h~ve been derived from a simple prob
abilistic argument). 

For small values of p, the probability that a 
type-i customer finds other customers present upon 
his arrival (anywhere in the system) is O(p ). Fur
thermore, the mean contribution to Ere, of work 
of other customers, arriving between his arrival 
and the moment at which the server reaches Q,, is 
also 0( p ). Hence, 

Unlike the case of zero switchover times [3], the 
O( p) term is not completely independent of i but 
its influence is negligible for small values of p, 
because of the domination of the 0(1) term. 
Therefore, Assumption B should be accurate for 
low traffic. . 

The only unknown in expression (7) for Ew, is 
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Ere= Ere;, which will be determined by means of 
the following pseudo-conservation law, due to 
Watson [16]: 

N 

L P;(l - a;)Ew; 
i=l 

N N 

p L A1/3J2> + _.!!_ L '1.J2 

2(1-p) J=l 2s J=l 

N 

+ ( ~) LP1(l+p1), 
2 1 p j= 1 

with a; defined as 
s 

a;=A.;-1--; 
-p 

(11) 

(12) 

a; is the probability that the server, upon arrival 
at Q;, finds at least one customer present. 

2.1. Remark. Watson has derived formula (11) by 
first writing down a set of N recurrence relations 
for the N generating functions of the joint sta
tionary queue-length distributions at arrival in
stants of the server at the various queues, and 
subsequently differentiating these relations twice, 
after each differentiation taking all generating 
function parameters equal to one. Finally, he 
arrives at equation (11) by cleverly eliminating all 
but N unknowns, which are simply expressed in 
the Ew;. 

If all switchover times are zero, (11) reduces to 
Kleinrock's [7] conservation law for M/G/1-type 
queues: the right-hand side of (11) in this case 
constitutes the mean waiting time in an M/G /1 
queue with arrival rate A and with service-time 
distribution being a weighted sum of the individ
ual service-time distributions. In the present paper, 
relation (11) is called a pseudo-conservation law 
because it is an extension of Kleinrock's conserva
tion law, based on the principle of work conserva
tion, to a situation in which work is no longer 
conserved (see [2] for a probabilistic proof of (11) 
which also yields an interpretation for the terms in 
the right-hand side). 

Note that the expression in the right-hand side 
of (11) only involves the first two moments of the 
service- and switch-over times, and is independent 
of the polling order of the queues. 

An estimate for Ere= Ere; will be obtained by 
demanding that the mean waiting-time approxi-

mation fulfills the pseudo-conservation law of 
Watson (note that this immediately implies that 
the approximation also has the desirable proper
ties of being exact for N = 1 and in the completely 
symmetric case). From (7) and the two above 
assumptions, 

1- p + P; 
Ew;=Ere 1 'I. , i=l,2, ... ,N. 

- p - l\;S 

Substituting these Ew; into (11) yields 

Ere= ___ l_-_P __ _ 
N 

(1- p)p + L PJ 
j=I 

x[ P £ A./3<2>+ _.!!_ f '¥2 
2(1 - p) J= 1 1 1 2s J= 1 1 

+ 2(1 ~ p) j~/1(1 + p,) l 
Finally, this yields our main result: 

1- p + P; l - p 
Ew:::::: -----------

, 1- p-A;S N 

(1 - p )p + L PJ 
j=I 

x [ P f A.1f3/2> + _.!!_ f '1}2 

2(1-p)J=l 2s 1= 1 

+ 2(1 ~ p) J,ej(l + p,) l 
i=l,2, ... ,N. 

(13) 

(14) 

(15) 

2.2. Remark. In the special case of zero switchover 
times, approximation (15) reduces to the ap
proximation given in [3]: 

1 - p + P; p N 
Ew,.:::::: °" A. 13<2i 

N 2(1 - ) £.., j j . 

(l-p)p+LPJ P1=1 
j=I 

{16) 
In the case N = 1, it reduces to the exact mean 
waiting time for an M/G /1 model with vacations 
(see [12]); in the completely symmetric case, it 
reduces to the exact result which has been derived 
in [10,13]. 

2.3. Remark. According to (15), 

Ew; l-p+p;l-p-A.1s 
Ew1 :::::: 1 - p + p1 1 - p - A;s · (17) 
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Formulas (15) and (17) suggest that the mean 
waiting time at a queue is much more sensitive to 
a change of arrival rate than to a change of mean 
service time. In particular, two queues in heavy 
traffic with the same service-time distribution but 
with slightly different arrival rates may have quite 
different mean waiting times. 

Formula (15) also suggests that the mean 
switchover time, s, can have a strong influence on 
the mean waiting times, whereas the means and 
variances of the individual switchover times are 
not very critical. These observations will be con
firmed by the simulation results presented in Sec
tion 3. 

2.4. Remark. It is interesting to compare ap
proximation (15) with the mean waiting-time ap
proximation of Bux and Truong (4] for the case of 
exhaustive service: 

1- Pi 
N 

p- L P] 
j=l 

x [ P ; /.. 13c2l 
2(1-p) j'-::1 } J 

+ 2(l~p) j~/1(l-p1)]- (18) 

This formula was derived for the case of constant 
switchover times, and it turns out to satisfy Wat
son's pseudo-conservation law for the exhaustive 
service discipline [16]. If the term 

N 

...e.._ 2= '¥2 
2s J=l 1 

is added to the expression within brackets in the 
right-hand side of (18), to take random switchover 
times into account, then a mean waiting-time ap
proximation will result which is very similar in 
structure to the approximation (15) for the nonex
haustive service discipline. 

Formula (18) reflects the property of the 
exhaustive service discipline that customers in 
light-traffic queues usually experience a long~r 
waiting time than customers in heavy-traffic 
queues: customers arriving at a heavy-traffic queue 
have a better chance that their queue is currently 
being served than those arriving at a light-traffic 
queue. The nonexhaustive service discipline 

without switchover times, on the other hand. leads 
to relatively small waiting times at light-traffic 
queues, as can be seen from (16). For nonzero 
switchover times, such a general statement cannot 
be made, but in most cases the behaviour is simi
lar to that for zero switchover times (cf. (15) and 
(17)). 

The derivation of approximation (15) suggests 
that it will be least accurate in heavy, very asym
metric, traffic. Numerical experiments confirm this 
(cf. Section 3), disclosing the most sensitive 
heavy-traffic case: if one or more queues 
Qi, ... , Q; have relatively large arrival rates, so 

I I 

that these queues become nearly unstable (cf. (4)). 
approximation (15) has difficulties predicting the 
mean waiting times at the other queues accurately. 

Below, a modification of the approximation for 
the latter queues is suggested. In the original ver
sion of this paper, which was presented at Perfor
mance '86, a rather complicated rule of thumb was 
suggested for the application of this modification. 
The following rule is generally equivalent, but 
simpler and unambiguous: apply the modification 
to those queues Q; for which (cf. (9)) 

A {3k + s > 1 for at least one k. 
I 1 - p +Pk 

The basic idea of the modification is the follow
ing. Remove the queues with a relatively high 
arrival rate from the system, and enlarge the 
switchover times to compensate for the service 
times at the removed queues. The resulting system 
has a lower and more symmetric traffic load and, 
hence, approximation (15) becomes much more 
accurate. 

We now present the argument in some more 
detail. Suppose Q; is a queue with a relatively high 
arrival rate "A; (and hence relatively high a,). 
Consider a cyclic queueing system consisting of 
the N - 1 queues Q1,. . ., Q,_ 1, Qi+!,. .. , Q.v, with 
all queues having the same characteristics as in the 
original model, and with switchover time svi:~-1 
from Q; _ 1 to Q, + 1 being defined as 

SJt:-1 = S;-J + T, + s,. 
where 

Pr(r;=0)=1-a1, 

Pr(r1 <t)=l-a1 +a,Bi(t), t>O, 

with 

(19) 
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So, the swi tchover time from Q; _ 1 to Q; + 1 is 
composed of the switchover times from Q;_ 1 to Q; 
and from Q; to Q; + 1 in the original model, plus a 
stochastic variable r; which takes account of a 
possible service time in Q; in the original model. 
Clearly, when a; is close to one, Q1 , ..• ,Q;_ 1, 

Table 1 

Q; + 1, ... , Q N should behave very similarly in both 
models. Setting a; = 1 will in most cases yield an 
upper bound for EW;, j =Fi. 

If another queue also has a relatively high 
arrival rate, the same reasoning should be applied 
once more, etc. In the finally resulting model, the 

Comparison of the mean waiting-time approximation (15) with simulation and with Kuehn's approximation; N = 3 queues, A = 1, 
,\ 1 = A2 = A3 = i; all service-time distributions negative exponential with fh = /33 = ~/3 1 

(a) All switchover times equal to 0.05 

p 0.3 0.5 0.8 

Ew1 simulation 0.333 1.003 6.80 
Ew1 approximation (15) 0.331 1.041 7.77 
Error% -0.6 3.8 14.3 
Ew1 approximation (Kuehn) 0.317 0.939 6.29 

Ew2 _ 3 simulation a 0.289 0.830 5.38 
Ew2 approximation (15) 0.286 0.780 4.11 
Error% -1.0 -6.0 -23.6 
Ew2 approximation (Kuehn) 0.263 0.645 3.00 

(b) All switchover times equal to 0.10 

p 0.3 0.5 0.8 

Ew1 simulation 0.506 1.381 10.72 
Ew1 approximation (15) 0.509 1.425 12.90 
Error% 0.6 3.2 20.3 
Ew1 approximation (Kuehn) 0.493 1.309 10.64 

Ew2_ 3 simulation a 0.444 1.155 8.30 
Ew2 approximation (15) 0.439 1.069 6.83 
Error% -1.1 -7.4 -17.7 
Ew2 approximation (Kuehn) 0.415 0.922 5.31 

(c) All switchover times negative exponentially distributed with mean 0.05 

p 0.3 0.5 0.8 

Ew1 simulation 0.356 1.056 6.90 
Ew1 approximation (15) 0.360 1.071 7.81 
Error% 1.1 1.4 13.2 
Ew1 approximation (Kuehn) 0.341 0.961 6.31 

Ew2 _ 3 simulation a 0.314 0.869 5.59 
Ew2 approximation (15) 0.311 0.804 4.13 
Error% -1.0 -7.5 -26.1 
Ew2 approximation (Kuehn) 0.284 0.662 3.01 

(d) All switchover times negative exponentially distributed with mean 0.10 

p 0.3 0.5 0.8 

Ew1 simulation 0.570 1.394 11.26 
Ew1 approximation (15) 0.570 1.494 13.02 
Error% 0.0 7.2 15.6 
Ew1 approximation (Kuehn) 0.545 1.359 10.71 

Ew2_ 3 simulation• 0.502 1.196 8.60 
Ew2 approximation (15) 0.493 1.121 6.89 
Error% -1.8 -6.3 -19.9 
Ew2 approximation (Kuehn) 0.459 0.960 5.34 

a The results represent mean waiting times averaged over the corresponding group of queues. 
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total utilization will not be very high while the 
traffic is less asymmetric than in the original 
system; and Assumptions A and B, in combina
tion with the pseudo-conservation law (11) for this 
model, will lead to satisfactory mean waiting-time 

approximations for the queues of the modified 
model-and hence also for the queues with rela
tively low arrival rates of the original model. 

Summarizing, in the modified approximation 
the mean waiting times in the queues with rela-

Table 2 

Comparison of the mean waiting-time approximation (15) with simulation and with Kuehn's approximation; N = 3 queues, A= 1, 

A. 1 = 0.6, A. 2 = A. 3 = 0.2; all service-time distributions negative exponential with identical means 

(a) All switchover times equal to 0.05 

p 0.3 0.5 

Ew1 simulation 0.304 0.937 
Ew1 approximation (15) 0.303 0.925 
Error% -0.3 -1.3 
Ew1 approximation (Kuehn) 0.288 0.812 

Ew2 _ 3 simulation a 0.236 0.581 
Ew2 approximation (15) 0.238 0.605 
Error% 0.8 4.1 
Ew2 approximation (Kuehn) 0.225 0.535 

(b) All switchover times equal to 0.10 

p OJ 0.5 

Ew1 simulation 0.525 1.510 
Ew1 approximation (15) 0.528 1.503 
Error% 0.6 -0.5 
Ew1 approximation (Kuehn) 0.510 1.356 

Ew2 _ 3 simulation• 0.370 0.775 
Ew2 approximation (15) 0.371 0.820 
Error% 0.3 5.8 

Ew2 approximation (Kuehn) 0.358 0.750 

(c) All switchover times negative exponentially distributed with mean 0.05 

p 0.3 0.5 

Ew1 simulation 
Ew1 approximation (15) 

Error% 
Ew1 approximation (Kuehn) 

£w2 _ 3 simulation a 

Ew2 approximation (15) 

Error% 

0.333 
0.334 

OJ 
0.313 

0.261 
0.262 

0.4 

Ew2 approximation (Kuehn) 0.245 

(d) All switchover times negative exponentially distributed with mean 0.10 

0.976 

0.959 
-1.7 

0.836 

0.599 
0.628 
4.8 
0.551 

p 0.3 0.5 

Ew1 simulation 
Ew1 approximation (15) 

Error% 
Ew1 approximation (Kuehn) 

Ew2 _ 3 simulation• 
Ew2 approximation (15) 
Error% 
Ew2 approximation (Kuehn) 

0.600 
0.600 

0.0 
0.569 

0.418 
0.421 
0.7 

0.399 

1.625 
1.590 

-2.2 

1.419 

0.825 
0.867 
5.1 

0.784 

a The results represent mean waiting times averaged over the corresponding group of queues. 

0.8 

9.34 

8.30 
-11.l 

6.31 

1.89 
1.47 

-22.2 
2.47 

0.8 

55.70 
51.91 

-6.8 

40.77 

2.31 
2.22 

-3.9 

3.58 

0.8 

9.09 

8.36 
-8.0 

6.34 

1.92 
1.48 

-22.9 
2.48 

0.8 

53.87 
52.53 

-2.5 
41.19 

2.37 
2.25 

-5.1 

3.60 
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tively low arrival rates are approximated by using 
(15) in the modified model with fewer queues and 
different total utilization and switchover times. 

3. Comparison with simulation 

This section presents a comparison of the mean 
waiting-time approximation with simulation re
sults, generated with the IBM RESQ2 package 
[ll], and with the well-known approximation of 
Kuehn [8], together with some general observa
tions. The numerical results are collected in Tables 
1 to 6. Representative examples have been chosen 
to estimate the accuracy of the approximation for 
different parameter combinations and service-time 
distributions. Watson's pseudo-conservation law 
permits a convenient additional validation of the 
accuracy of the simulation. The simulation results 
'fulfill' this law with an error of about 2 % for p up 
to 0_5 and an error of about 5% for p = 0.8. 

The relative error of approximation (15) given 
in the tables, is defined as 

lOO% (approximati~n resu_lt - simulation result) 
s1mulat10n result 

Table 3 
Comparison of the mean waiting-time approximation (15) with 
simulation and with Kuehn's approximation; N = 16 queues, 
A = 1, A1 = · · · = A16 = ~, all service-time distributions nega
tive exponential with fJ1 = /37 , /32 = · · · = /36 = /38 = · · · = /316 
= ~/31 

All switchover times equal to 0.05 

p 0.3 0.5 0.8 

Ew1 simulation 0.823 1.697 8.78 
Ew1 approximation (15) 0.831 1.742 10.06 
Error% 1.0 2.7 14.6 
Ew1 approximation (Kuehn) 0.796 1.513 7.35 

Ew2 _ 6 simulation" 0.793 1.591 7.98 
Ew2 approximation (15) 0.797 1.590 7.54 
Error% 0.5 -0.1 -5.5 
Ew2 approximation (Kuehn) 0.752 1.301 4.58 

Ew7 simulation 0.833 1.720 8.90 
Ew7 approximation (15) 0.831 1.742 10.06 
Error% -0.2 1.3 11.8 
Ew7 approximation (Kuehn) 0_796 1.513 7.35 

Ew8_ 16 simulation• 0.793 1.591 7.91 
Ew8 approximation (15) 0.797 1.590 7.54 
Error% 0.5 -0.l -4.6 
Ew8 approximation (Kuehn) 0.752 1.301 4.58 

• The results represent mean waiting times averaged over the 
corresponding group of queues. 

A more detailed discussion of the results follows. 
Tables 1 and 2 show results for N = 3 queues. In 
Table 1, the arrival rates are equal but the service 
times different whereas, in Table 2, different arrival 
rates but equal service times have been chosen. 
The tables show that the effect of a higher arrival 
rate is much stronger than that of a higher mean 
service time. In Table 1, the mean waiting times at 
all queues are roughly the same, although the 
mean service times differ by a factor of three. In 
Table 2, where the arrival rates differ by a factor 
of three, this is no longer true in heavy traffic: the 
mean waiting times at the heavy-traffic queue are 
much larger than those at the other queues. 

Comparing mean waiting times at the low
traffic queues in Tables 1 and 2 (which have the 
same utilization in both tables) it can be seen that, 
although the mean service times at Q2 and Q3 in 
Table 1 are smaller than those in Table 2, the 
mean waiting times at Q2 and Q3 in Table 1 are 
larger-due to the fact that arrival rates are higher. 

Tables 1 and 2 also reveal that the influence of 
random switchover times in comparison to con
stant switchover times is only marginal. All the 
above-mentioned phenomena are correctly predic
ted by the form of (15) (cf. also Remark 2.3). 

Stability condition ( 4) indicates that Y; == p + 
A;s must be smaller than one. If Y; is nearly one, 
the mean waiting time at Q; becomes very large 
even if p is considerably smaller than one. An 
example is the case p = 0.8 and s; = 0.1 in Table 2, 
for which y1 = 0.98. The original approximation 

Table 4 
Comparison of the mean waiting-time approximation (15) with 
simulation and with Kuehn's approximation; N = 16 queues, 
A = 1, ,\ 1 = · · · = ,\ 4 = 0.16, >.. 5 = · · · = >.. 16 = 0.03; all 
service-time distributions negative exponential with identical 
means 

All switchover times equal to 0.05 

p 0.3 0.5 0.8 

Ew1_ 4 simulation• 0.898 1.929 17.66 
Ew1 approximation (15) 0.897 1.884 16.87 
Error% -0.1 -2.3 -4.2 
Ew1 approximation (Kuehn) 0.863 1.646 12.02 

Ew5_ 16 simulation a 0.717 1.267 3.57 
Ew5 approximation (15) 0.720 1.307 3.14 
Error% 0.4 3.2 -12.0 
Ew5 approximation (Kuehn) 0.689 1.122 3.36 

a The results represent mean waiting times averaged over the 
corresponding group of queues. 
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(15) yields an error of about 50% for the low-traffic 
queues. In Table 2, for p = 0.8, the modified ap
proximation for the low-traffic queues has been 
used; this way, good results have also been ob
tained for this extreme case. 

As already mentioned in [3], the mean waiting 
times at different queues with identical character
istics need not be the same, as they depend slightly 
on the locations of these queues with respect to 
queues with other traffic patterns. Our approxima
tion does not take this effect into account (and 
neither does Kuehn's approximation). In our 
simulations, these differences have been very small. 
Therefore, mean waiting times at consecutive 
queues with identical characteristics are only rep
resented by their average in the tables. 

Tables 3-6 give results for N = 16 queues. Only 
constant switchover times are considered, as the 
choice of the switchover time distributions has 
little bearing on the results. Table 3 is similar to 
Table 1, but now Q1 and Q7 have relatively long 
mean service times; equation (15) gives a good 
approximation. In Tables 4 and 5, as in Table 2, 
different arrival rates are considered. y1 = · · · = 
y4 = 0.928 and y1 = 0.896 in these respective tables 
if p = 0.8. The modified approximation has been 
used for the low-traffic queues in these cases, 
removing Qi. ... , Q4 and Q1, respectively. 

The combined effect of different service-time 
distributions and different arrival rates is shown 
in Table 6. This case is very asymmetric, p 1 and 
p7 being 18 times as large as the other P;· Here, 
too, in the heavy-traffic case (with y 1 = y7 = 0.92), 

Table 5 
Comparison of the mean waiting-time approximation (15) with 
simulation and with Kuehn's approximation; N = 16 queues, 
A= 1, >..1 = 0.6, A2 = · · · = ;\.16 = fs.; all service-time distribu
tions negative exponential with identical means 

All switchover times equal to 0.01 

p 0.3 0.5 0.8 

Ew1 simulation 0.330 1.015 9.71 
Ew1 approximation (15) 0.321 0.996 9.79 
Error% -2.7 -1.9 0.9 
Ew1 approximation (Kuehn) 0.302 0.850 6.93 

Ew2_16 simulation• 0.222 0.495 1.35 
Ew2 approximation (15) 0.224 0.521 1.24 
Error% 0.9 5.3 -8.1 
Ew2 approximation (Kuehn) 0.205 0.418 1.21 

• The results represent mean waiting times averaged over the 
corresponding group of queues. 

Table 6 
Comparison of the mean waiting-time approximation (15) with 
simulation and with Kuehn's approximation; N = 16 queues, 
A=l, >.. 1 =>..1=0.15, A2 = ··· =A6 =As= ··· =>..16 =0.05; 
service-time distributions at Q2 , ••• , Q6 , Q8, ••• ,Q16 negative 
exponential with identical means; service-time distribution at 
Q1 Erlang-4 with /31 = 6/32; service-time distribution at Q7 

two-stage hyperexponential q(l-exp{- t/m 1 })+(1- q)(l
exp{ - t / m 2 }) with q = 0.8873, m 1 = 0.5635 X /31, m 2 = 
4.4365 x /37, !31 = 6f32. !3~21 = 5/3? 

All switchover times equal to 0.05 

p 0.3 0.5 0.8 

Ew1 simulation 1.198 3.253 41.26 
Ew1 approximation (15) 1.224 3.271 33.84 
Error% 2.2 0.6 -18.0 
Ew1 approximation (Kuehn) 1.153 2.755 23.02 

Ew2 _ 6 simulation a 0.946 2.011 6.27 
Ew2 approximation (15) 0.940 2.027 4.90 
Error% -0.6 0.8 -21.9 
Ew2 approximation (Kuehn) 0.868 1.610 4.72 

Ew1 simulation 1.247 3.335 39.21 
Ew1 approximation (15) 1.224 3.271 33.84 
Error% -1.8 -1.9 -13.7 
Ew1 approximation (Kuehn) 1.153 2.755 23.02 

Ew8 _16 simulation• 0.922 1.902 6.17 
Ew8 approximation (15) 0.940 2.027 4.90 
Error% 2.0 6.6 -20.6 
Ew8 approximation (Kuehn) 0.868 1.610 4.72 

• The results represent mean waiting times averaged over the 
corresponding group of queues. 

the modified approximation has been used, but 
here the improvement is negligible. 

4. Conclusions 

A simple mean waiting-time approximation for 
nonexhaustive cyclic-service systems with switch
over times has been derived and investigated. The 
results can be summarized as follows. 
- Approximation (15) is constructed in such a 

way that it fulfills Watson's pseudo-conserva
tion law and, hence, it is in particular exact for 
the completely symmetric case. 

- The approximation gives considerable insight 
into both the qualitative and quantitative be
haviour of the mean waiting times. 
The approximation yields generally better re
sults than known approximations. 
The relative error of the approximation is a few 
percent for utilizations up to 0.5 in all of our 
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examples. For traffic patterns which are not too 
asymmetric, the error is rather small for a utili
zation of 0.8 (cf. Table 3). The error in (15) 
becomes larger in cases of strong asymmetry, 
when some of the queues become nearly unsta
ble. In such cases. the modified approximation 
described at the end of Section 2 usually leads 
to considerable improvements. 

- The approximation accuracy generally improves 
with an increasing number of queues, a prop
erty which seems to hold for all approximations 
known. This might be explained by an 'averag
ing out' effect which stabilizes systems with a 
large number of queues. 

- The error is very insensitive to changes, in mean 
or distribution, of the switchover times. 
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