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A Lagrangian moving grid finite difference method for one-space dimensional, evolutionary partial differential equa­
tions which exhibit sharp transitions in space and time is developed. The method is based on a Crank-Nicolson type 
difference scheme derived via a co-ordinate transformation governed by equidistribution of the second space deriva­
tive. Each time step of our method involves two stages. First, a static grid numerical integration is carried out, im­
mediately followed by a de Boor type redistribution of nodes at the forward time level. This stage serves only to com­
pute the transformation. Second, a moving grid numerical integration is carried out with the Crank-Nicolson scheme. 
Numerical experiments show that the method automatically concentrates the grid in regions of high spatial activity 
and is also able to step in time with stepsizes larger than those needed by static methods, that is, methods which for 
intervals of time work on a fixed, nonuniform grid. As a result the method achieves high accuracy with few grid 
points in space and time. 

1. Introduction 

Many important problems in time-dependent partial differential 
equations (PDFs), such as combustion problems, possess solu­
tions with sharp transitions in time and space. Finite difference 
and finite element methods involving grids in space which are 
static, for intervals of time, often perform badly when applied to 
such problems. On the other hand, moving grid methods which at 
each time step adjust the space grid to high spatial activity nor­
mally perform more effectively, in that they avoid the need of ex­
cessive numbers of space points, while often they also can take 
significantly larger time steps than static methods. 

This paper deals with a moving grid method for problems in 
one space variable. The method is based on a Crank-Nicolson 
type difference scheme and belongs to the important class of 
methods which is somewhat "intennediate'' between static regrid­
ding methods, where nodes remain fixed for intervals of time 
{11,12], and continuously moving grid methods, where the sp~ 
node movement and the PDE integration are fully coupled (like 
in Miller's finite element and White's finite difference method 
[8,9,l3D. Advancing from an initial space grid with m nodes, each 
time step of our "intermediate" method involves two stages: The 
grid prediction stage. Here a numerical integration step is per­
formed on the strip of m rectangular space-time elements like in a 
static method, followed by a redistribution of the m nodes at the 
forward time level with a de Boor type regridding algorithm, 
which equidistributes a chosen monitor function. Hereby the 
static solution is used as input. The integration stage. The PDE 
is integrated by applying the moving grid Crank-Nicolson scheme 
over the strip of m trapezoidal space-time elements found after 
the regridding. Thus, the Crank-Nicolson scheme underlies a co­
ordinate transformation governed by the equidistribution relation. 

The work presented here is a continuation of our earlier work 
[l]. There we have compared various methods and presented 

some first, preliminary results of the Crank-Nicolson difference 
scheme. We have shown that this scheme is closely related to a 
finite element Galerkin scheme using piecewise linear approxima­
tions over trapewidal space-time elements first suggested by Bon­
nerot & Jamet [2] in the context of Stefan problems (see also 
Davis & Flaherty [5] for more references). Unfortunately, the 
Bonnerot-Jamet scheme may suffer in practice from an annoying 
form of instability, which can also be analytically forecast [ l ]. 
The Crank-Nicolson scheme overcomes this limitation. 

The above mentioned "intermediate" approach has two clear 
advantages. The space node movement is easier to deal with than 
in a continuously moving grid method where mesh tangling and 
ill-conditioning of the systems of algebraic equations to be solved 
are well-known threats. With de Boor's technique, employed at 
the grid prediction stage, points cannot cross or leave the domain. 
When compared with static regridding methods, larger time steps 
can be taken as the method employed at the integration stage 
also underlies a co-ordinate transformation as, for example, in 
White's technique. 

A potential drawback of the "intermediate" approach is that 
to some extent it prohibits us to take full advantage of the mov­
ing grid difference formula, due to the fact that the solution on 
the rectangular space-time grid is used for regridding. For sharp 
transitions in time the errors of static, rectangular grid solutions 
are normally significantly larger than those of moving grid solu­
tions. A too large time step then may result in too large errors in 
the static solution, which of course can lead to a less favourable 
grid positioning at the forward time level. This, in tum, will result 
in non-smooth trajectories for the grid points, which can be 
detrimental to the accuracy of our Crank-Nicolson scheme. How­
ever, our experiments clearly indicate that in practice our inter­
mediate approach allows the use of sufficiently large stepsizes. 

The contents of the paper read as follows. In Section 2 we 
describe the Crank-Nicolson scheme applied at the aforemen-
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tioned "integration stage". Section 3 is devoted to the "grid pred­
iction stage". Here we give the governing equidistribution 
transformation and outline our version of the de Boor regridding 
algorithm. In Section 4 some implementation details concerning 
the numerical solution of the arising systems of nonlinear alge­
braic equations and the determination of the start grid are dis­
cussed. In Section 5 we list three different types of solutions of 
the nonlinear Burgers' equation, which we have used in our 
numerical experiments. In this fifth section we also illustrate the 
attractive "slowing down property" of the chosen transformation. 
Then, in Section 6, numerical results are presented. Here our 
Lagrangian moving grid method is shown to compare favourably 
with a representative from the class of static regridding methods. 
The final Section 7 is devoted to some conclusions. 

2. The Crank-Nicolson Scheme Applied at the Integration 
Stage 

We first describe the Crank-Nicolson scheme applied at the 
integration stage and postpone to the next section the description 
of the grid prediction stage. The scheme is applied to the PDE 
problem 

u,=L(u), u=u(x,t), xL<x<xR, t>O, (2.1) 

subject to initial and boundary conditions. L represents a linear 
or nonlinear operator involving only spatial derivatives. Here we 
suppose that Lis such that truly discontinuous solutions (shocks) 
are excluded. L may depend explicitly on the variables x and t. 
This dependence, however, is suppressed in the general notation 
(2.1). The boundary points are supposed to be fixed. The depen­
dent variable u may be vector-valued for the method we discuss, 
although in the present paper attention shall be confined to the 
scalar case. 

The most natural way to set up a moving grid is to do it via a 
co-ordinate transformation. We make the hypothesis that the grid 
selection is governed by such a transformation to the new pair of 
independent variables (s,t)=(s(x,t),t) with s(xL,t)=O, s(xR,t)= 1 
for all t in the domain of computation. So the space interval is 
mapped onto the unit interval in the new co-ordinate system. 
Observe that we only introduce a new space variable. 

The transformation should be chosen such that in the vari­
ables (s,t) the problem is easier to handle numerically than in the 
original pair (x,t). Ideally, in the new variables any rapid transi­
tion should be absent because we then can take acceptable step­
sizes in the temporal direction while using a coarse uniform s-grid 
in space. A suitable nonuniform x-grid then exists according to 
the inverse change of variables x =x(s,t). As noted above, we dis­
cuss the actual transformation in the next section. 

We write v(s,t)=u(x(s,t),t). Problem (2.1) can then be writ­
ten in the Lagrangian form 

x,v,-v,x,=x,L(u), O<s<l, t>O. (2.2) 

Note that we have transformed only u, to v,. Also note that 
although the time variable t has not been transformed, these 
derivatives are different. The former measures the change of u as 
a function of t at a fixed value of x (Eulerian description), and 
the latter at a fixed s-value (Lagrangian description). The follow­
ing notation will be used for the grids. The grid 

{xL =xo <x'I < · · · x:!.-1 <x::, =xR} 

denot~ a grid at t=t •. The x-grids are obtained from the inverse 
change of variables x; =x (s;,t), where it is supposed that s; is a 
point belonging to an equidistant s-grid (s; = ih, h = 11 m, 
Q..,;;;..;;m). In the description of the scheme we shall use the nota­
tion u~ for representing the discrete approximation to u(x? ,t.). 

Our Crank-Nicolson scheme is obtained by standard second 

order central differencing on the s-grid the expressions x,v, -v,x, 
and x, occurring in the Lagrangian form (2.2). Collecting terms 
yields (formula (4.10) of [l]) 

n+l n+l n u7+ 1 -uf 
((x;+1 -x;-1 )+<x:'+1 -x;-1)X )- (2.3) 

T 

n+l +l n xf+ 1-xf 
((u;+1 -u'/-1 )+(u;+1 -uf-1 )X )= 

7" 

(xf:N -xf.!l)Lh.;(u•+ 1)+(xf+1-xl'-dLh.;(u"). 

Lh.i represents an appropriate finite difference discretization of 
the spatial differential operator L at the grid point x, and the 
index i varies between l and m - 1. The scheme must be supple­
mented with the boundary conditions at x 0 and Xm and with the 
initial condition at t =O. We shall introduce these conditions into 
the scheme not before we really need them. 

3. The Grid Prediction Stage 

Suppose that the integration has reached the n-th time level and 
that with scheme (2.3) approximations u'/ to u(xf ,t.) have been 
computed on the grid x7, l..;;i..,;;m-1. Before (2.3) can be used 
to compute the new aprroximations u7+ 1 at the next time level, 
the new grid points xf 1 must be chosen. We perform this task 
in what in the introduction is called the grid prediction stage. 
This stage itself is composed of two procedures: a static integra­
tion step (in [I] called the prediction step), and a regridding step. 
The static step delivers input for the regridding step in the form 
of approximations to u(xf ,t.+1), J..;;;..;m -1. The static solu­
tions play no further role in proceeding from time level n to time 
level n + I, as the final approximations u'/ + 1 are computed by the 
moving grid scheme (2.3) only in terms of u'/, x7, X;' + 1 and 7". 

3.1. The regridding step 

We shall first describe the computations carried out in the regrid­
ding step. Apart from a few changes our present regridding works 
similarly as in [l] and on the same theoretical basis. To save 
space we therefore will be very brief here and confine ourselves to 
the main computational aspects. 

The regridding algorithm is based on the following equidistri­
bution transformation which we hypothesized in the previous sec­
tion: 

x x, 

s(x,t) = J<M(~,t'jd~hr(t), 1/(t) J M(U)d~ (3.1) 

For the monitor function M we take the second space derivative 
expression 

M(x,t) = (a+lu.u(x,t)i)112 , a=I. 

II the x-grids arise from an equidistant s-grid, via the inverse 
transformation x=x(s,t), then 

::::.,1-l 

J M(~,t)d~ = d~=TJ(t){s(x;+1>t)-s(x;,t)]=11(t)lm (3.2) 
x, 

for O.,;;;i.;;;m -!. Hence the x-grid· has the property that on each 
of its subintervals the average of the monitor function has the 
same value (equidistribution of M over [xL,XR)). Regions with 
large values of M thus receive more grid points than regions with 
smaller values. 

The parameter a has been introduced in order to regularize 
the transformation in regions where the solution u is very fiat, i.e., 

where U.u is nearly zero or truly zero. Hence its magnitude deter­
mines the number of Points in regions where, relative to the 
regions of high spatial activity, the solution is fiat. In all our 
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experiments we have taken a= I, for reasons of simplicity. A 
more careful tuning of this parameter may improve the results 
somewhat. We also note that 'IJ(t) may provide the basis for an 
heuristic spatial error monitor, which would suggest when to 
increase or decrease m. We have not explored this possibility in 
our present investigation. 

The new pair of variables (s,t) is central in the theoretical 
development of our moving grid method. It should be stressed, 
however, that in the actual application the computation of the 
equidistributing x-grids is completely achieved in terms of the old 
variable pair (x,t). This is easily done by means of a well-known 
explicit procedure due to de Boor [3]. Our version of this regrid­
ding algorithm consists of the following four computations. (I) 
Approximate, for O.o;;.;;;m -1, the monitor function values 
M; + 112 at all the midpoints x, + 112 =(x; + x, + i)/2 using finite 
difference approximations (cf. (3.6) in [ID. (II) Construct an 
approximate monitor function Ma(x,t.+1) by linearly interpolat­
ing M1+112(0o;;;i,,_m -1) in (x112.X..-112). In [xo,x112], respec­
tively [Xm-112.xmJ, Ma(x,t.+1) takes the constant value M112, 
respectively Mm-II 2• (III) Form the approximating function, 
sa(x,t0 +1) say, to s(x,t.+ 1) by exact integration. Note that the 
function Sa is piecewise quadratic and that sa(XR,tn+1) is an 
approximation to Tl(t.+ 1). Normalize as in equation (3.1). (IV) 
Carry out the inverse transformation on Sa to obtain the grid at 
t0 +1• This involves the solution of the quadratic quations 
sa(x,t.+i)=ilm for lo;;;i.;;;m -1. 

Observe that the computational cost of the above algorithm is 
negligible when compared with the cost of an integration step 
with an implicit method. Further it is of interest to note that, 
due to the construction, the knot ordering is maintained so that 
no two gridpoints can cross or leave the domain. It may be 
advisable to check whether the grids on two consecutive time lev­
els do not show excessive distortion (the angles of their connect­
ing lines should not depart significantly from each other). A sim­
ple algorithm can be employed to monitor this distortion and, 
when decided necessary, to suppress it. The experiments reported 
by us were carried out without such a control as severe distortion 
was not observed. 

3.2. The static integration step 

The regridding algorithm computes new grid poin~ fr~ a 
numerical prediction to the true solution at r=_to+l· It l.S o~vi~us 
that if the regridding is to work satisfactorily, the predictJ.on 
should approximate, within reasonable bounds, the true profile at 
the new time level. In particular this is important for prob~ 
with very sharp transitions in time and space. ~ere ~e gnd 
should move such that it is sufficiently dense in regions with large 
spatial gradients. Specifically, the center of a sharp ~yer sh~uld 
remain in the center of the finely meshed zone within one tune 
step. 

In [l] we have successfully employed the im.J?lici.t ~­
Nicolson scheme (2.3) in its static step mode, that l.S, (2.3) with 
x7 + 1 ;;;. x?. In this contribution we use the static implicit Euler 
scheme, as experimentation has revealed that with few ~~points 
it generates smoother x-trajectories due to its better stability pro­
perties [ 6]. 

By using an implicit integration ~ the compUUI:~ 
effort put into implementing the co-ordinate tr~o~uon IS 

considerable. Our philosophy is that the determinaUon of the 
grids is as important as the computation of the solution on the 
grids. If the grid location does not accura~y _enough ~d 
to the true solution profile, the final applicatlon of any movmg 
grid scheme will result in too large errors (see [l] for more com­
ments). 

4. Implementation Details 

Given for n .;;;Q the grid vector un, any complete step to the next 
time level (n + 1) involves the application of two implicit integra­
tion formulas, plus one application of the regridding algorithm. 
The costs of our algorithm are mainly the costs involved in solv­
ing the arising systems of nonlinear algebraic equations. 

4.1. Solution of the nonlinear algebraic equations 

For this purpose we employ the true Newton process using, both 
in the static and moving step, the vector u• as start vector. In the 
experiments reported in the next section we terminate the New­
ton iteration if 

!ldifference of two successive iteratesll ... < 10-1. (4.1) 

This is sufficiently safe with regard to the discrctization errors we 
make. In fact, one can say we solve the implicit relations exactly. 
The prediction generated by the static step schemes is not used in 
the integration stage. We use it only as input vector for the 
regridding scheme. We have decided to do so Since for probleins 
with rapid temporal transitions, errors in the static step normally 
are significantly larger than in the moving grid step. In our tests 
we have experienced that for this reason there will in general be 
hardly any advantage in interpolating the static step result onto 
the new grid to generate the start vector in the Newton process of 
the moving step. 

Likewise we have experienced that for difficult problems 
(steep gradients in time) the Newton convergence substantially 
slows down if we iterate with an old Jacobian (modified Newton). 
Even one Jacobian per integration step then may tum out to be 
more costly. For this reason we have decided to implement the 
genuine Newton proc.ess in the computer program used for the 
experiments below. Hence, the total costs of one Newton itera­
tion amounts to 

a Jacobian evaiuaticn, an LU-decomposition (4.2) 

an evaluation of Li,, a forward backward substitution. 

In our tables of result we shall list the number of Newton itera­
tions, thus considering ( 4.2) as a unit of costs. One may consider 
these numbers, in a loose way, as a measure of nonlinearity. We 
have computed the Jacobian matrices by standard numerical 
differencing. Finally, the possi'bility of using to advantage a more 
sophisticated Newton procedure does exist of course. We plan to 
pay more attention to this aspect in our future investigations. 

4.2. Computation of the start grid 
So far our discussion concerning the grid selection for the step n 
to n + 1, assumes that the integration is underway. Also at the 
initial line (t;;;.0) we need grid points x?, which (approximately) 
equidistribute the chosen monitor function. For this we have the 
exact initial function u(x,O) at our disposal. For the actual prao­
tice the following procedure is advocated (different from what we 
used in [1 D· (i) Select a trial start grid 
{xL;;;.xo<x1< • • · <x..-1<.x,,,;;;.xR} with m;;;.mtrial. (ii) Carry 
out step (I) - (III) from the de Boor algorithm using utrial(x1}, 
Q.;;;i.;;;mtrlal, as input function. Here utrlal(x) is the given initial 
function or an appropriate modllication thereof. Reset m and 
carry out step (IV) of the de Boor algorithm. (iii) Carry out again 
(1)-(IV) to obtain the final start grid. 

· The introduction of the auxiliary function utrill and the trial 
start grid is based on the following considerations: 

(a)A general ruk of thumb is that in the construction of the start 
grid one should reckon with the solution behaviour for small 
times. For example, if 11 is constant at t=O, yet a layer evolves 
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for t just greater than zero, then it is desirable that UtriaJ con­
tains this layer, rather than that utrial(x)=u(x, 0) for all x. Oth­
erwise it may turn out to be necessary to start the integration 
process with very small time steps to avoid distortion. 

(b )Loosely speaking, the optimal start grid is that grid which best 
resembles the numerical grids generated by the method itself 
during the first few steps. If the first few grids deviate too 
much from the start grid, then we have grid distortion which 
usually gives rise to larger errors. It is our experience that the 
optimal start grid (in the above sense) is difficult to find and 
that in the initial phase of the integration, some distortion will 
always occur, unless the solution for times near the initial time 
is free from large gradients. If from start on we have large gra­
dients, the monitor values derived from the numerical solutions 
in the first few steps may differ substantially from those taken 
from the exact solution (the effect of numerical differentiation). 
This, of course, influences the distribution of the grid points. 
At later steps, this influence usually rapidly diminishes. 

(c)For the reason just given, even when the exact equidistributing 
function x(s, 0) is available together with u(x, 0), it is usually 
advantageous to carry out step (iii) of the above procedure. In 
doing so the actual start grid thus is generated by the regrid­
ding algorithm which is also used at later steps. The effect of 
this recipe is that the start grid is better adjusted to the grids 
generated at these later steps. 

In our experiments reported below we have used this recipe 
too. More precisely, using utrial(x)=u(.x, 0), we have carried out 
steps (i),(ii) above on a fine, uniform trial start grid, thus approxi­
mating x(s, 0) accurately. Next we have carried out step (iii) with 
the desired number of points m. It should be emphasized that in 
practice we do not advocate to approximate the exact function 
s(x, 0) up to a very high accuracy, because this may require too 
much computational effort and is entirely redundant. The pro­
cedure given above works satisfactorily if a modest accuracy in 
the approximating curve sa(x, 0) is provided. 

5. lliustration of the Equidistribution Transformation 

5.1. The test set 

Following [l] we have done experiments using three different 
solutions of the Burgers' equation 

u,=-f(u),,+ww O<x<l, t>0,j(u)=u2!2, £=0.001. (5.1) 
In all three cases we have used Dirichlet boundary conditions. 
The boundary values and the initial function are derived from the 
solutions specified below. 

Problem 1. The first solution we examine is given by 
u(x,t)=c-d tanh(d(x-ct-.xo)/(2£)) where c=(u- +u+)/2, 
d=(u_ -u+)/2 and u_ >u+. It describes a travelling front join­
ing the upstream state u _ and the downstream state u + . The 
smaller the diffusion parameter, the steeper the front. The front 
travels with velocity c and its initial position is x 0• We select 
u_=l, u+=O, x 0 =0.25 and let o.;;;.x,r.;;;I. A plot is given in 
Fig. 5.1. 

Problem 2. The second solution is u(x,t)= 
l-(0.9r1 +0.5r2)/(r1 +ri +r3) where r 1 = 
cxp(-(20x+99t-10)/400t:), r2= exp(-(4x+3t-2)/16t:) and 
r 3 =exp(-(x-3/8)/2£). This solution is also a travelling wave 
front, except that here initially two thin layers exist which merge 
in the subsequent evolution. For moving grid schemes this is an 
additional difficulty. A precise investigation reveals that at t = 0 
the position of the layers is x=0.25 and .x=0.5, while the speed 
of the slowest is 3110 and of the fastest 3/4. Hence they merge at 

t=5!9. Beyond this time the speed is 11120. From here the solu­
tion is similar to that of problem 1. We again let O..:x, t.;;; I. A 
plot is given in Fig. 5.1. 

Problem 3. The third solution has the smooth initial function 
u (x, 0) = sin(px) and homogeneous Dirichlet conditions at x = 0, I. 
This is a wave that first steepens and moves to the right until a 
layer is formed at the right end point .x = I. This takes place for 
t "'='0.6. Then the solution slowly decays to zero while the layer 
remains in the same position near x = 1. This behaviour makes 
the problem different in nature from the two previous ones. The 
exact solution is available in the form of an infinite series [4]. 
However, for. small values of £, the evaluation of this series is not 
practical. An accurate numerical approximation is given in Fig. 
5.1. The instability of the Bonnerot-Jamet scheme, which we men­
tioned in the introduction, is clearly observed in this problem [I]. 

We emphasize that for our testing purposes the choice of the 
governing PDE is of secondary importance. The form of the solu­
tion is the important factor here. In this connection we note that 
our three problems are different in nature. Each of it encom­
passes its own difficulty when moving grid methods are applied. 

5.2. Illustration of the equidistribution transformation 
The advantage of the equidistribution transformation is that it is 
generally applicable and easy to implement in a very cheap algo­
rithm. As stipulated before, the rationale behind the co-ordinate 
transformation is that in the new variables the problem is easier 
to handle numerically than in its original physical variables. 
Hence it is necessary that the exact solution v(s,t)=u(.x(s,t),t) is 
significantly ~oother in the (s,t)-plane than in the (.x,r)-plane. 
To illustrate that the equidistribution transformation is suitable in 
this respect, we present plots of the exact v (s,t) of Problem 1 (in 
Fig. 52) and Problem 2 (in Fig. 5.3). 

PROBLEM I 

.... 
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PROBLEM II 

'·Oo 

PROBLEM III 

Fig. S.l Solutions of Problems 1-3. In the plot of Problem 3 the 
time has been reversed 

Inspection of Fig.5 .2 reveals that the equidistribution transforma­
tion has successfully removed the steep gradients of the travelling 
wave front u. In the spatial direction the very thin layer has been 
stretched considerably and in the temporal direction v is nearly 
constant. This means that the speed of propagation has been 
reduced to nearly i.ero. There is no doubt that the transformed 
equation can be solved up to normal accuracy on a standard 
equidistant space-time grid. To achieve this, it is of course a 
prerequisite that in the numerical algorithm the co-ordinate 
transformation is properly simulated. 

For Problem 2 the following remarks are in order (see Fig. 
5.3). The fact that here two thin layers exist on the initial line 
t=O and especially their subsequent merging into one makes the 
present problem more difficult to transform. The plots of v (s,t) 
show this nicely. In the spatial direction v is about as smooth as 
in the previous example. However, the merging of the two layers 
causes v(s,t) to be less smooth in the temporal direction. There is 
still a weak layer near t = 5 I 9. Despite this layer, if we are 
successful in computing the transformation it is still true that the 
transformed problem shall be much easier to solve than its origi­
nal, the crossing of the line t = 5 I 9 being the only difficult task 
left. 

0 

c+-~-'--'"'--'-~~"'--~....._~_....~--1 
0.0 1.0 

x 

Lo 



252 J.G. Blom et al.!One-dimensional evolutionary differential equations 

'·• 
Fig. 5.2. (Problem 1) (a) shows the exact trajectories x(s,.) for 
s=O(l/20)1. (b) contains the transformed, true solution curves 
v(.,t) for t=O(l/20)1 and (c) the curves v(s,.) for s=O(l/20)1. 

0 

o-r-~~.__...____,~,..,___,_~~-'-~~ 
a.a 1.0 

x 

... 

Fig 5.3. (Problem 2) (a) shows the exact trajectories x (s,.) for 
s =0(1120)1. (b) contains the transformed, true solution curves 
v(.,t) for t=O(l/20)1 and (c) the curves v(s,.) for s =0(1120)1. 

It is instructive to examine the exact trajectories of x (s,.) for 
some values of s. Observe that for Problem 2 the three ditferent 
speeds of propagation are reproduced exactly in the movement of 
the dense grid regions. This shows that the equidistribution 
transformation works satisfactorily. We emphasize that the cusps 
are genuine and correspond to the weak layer behaviour at 
t=5!9. 

6. Numerical Experiments 

In our tests all the computations were carried out with a constant 
stepsize t in time and a number of space points m = 1 I h fixed in 
time, to be specified later. Further, we have employed the stan­
dard 3-point replacement for the spatial operator 

U;+1-U; U;-U;-1 

f(u;+1)-j(u;-1) X;+1-x1 x;-x;-1 
Lh;(u) = +( 

• X;+1-X;-1 (X;+1-X;-i)/2 

This operator naturally arises by central differencing on the 
equidistant s-grid the right hand side of the transformed equation 
(2.2) if we bring it in the form x,v,-v,x, = -f (v), +e(v,lx,),. 

For comparison, we have also implemented a second method 
based on static regridding (similar to those in [11,12] and to 
method FDI of [lD. This reference method differs from the 
Lagrangian method suggested in this paper only in that the final 
approximations tl/ + 1 at the forward time level are obtained by 
linearly inti:rpolating the static step values, rather than by apply­
ing formula (2.3). In the remainder we shall use the abbreviations 
BE/CN (Backward Euler/Crank-Nicolson) and BE/IP (Backward 
Euler/Interpolation) for our Lagrangian method and for the 
static regridding method, respectively. 

In the tables of result. we have listed maximum errors on the 
computed grids at the specified times. Hence these values include 
pointwise errors within or near the fronts. The integer numbers in 
italics are the rounded, averaged numbers of Newton iterations 
per step. For BE/CN the numbers before the slash symbol are 
those of the static step, and the numbers after the slash belong to 
the moving step (see Section 4.1). We note that for given t and m, 
BE/CN is expected to be approximately twice as expensive as 
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BE/IP, as the application of the latter involves one implicit com­
putation per step instead of two. 

Problem 1. Table 6.1 shows maximum errors for the specified 
values oft and m. Two plots are given in Fig. 6.1. The results for 
BE/CN are excellent. For BE/IP the errors are significantly 
larger due to smearing, a behaviour typical for static regridding 
schemes and due to the interpolation (Cubic interpolation yields 
less smearing. but may readily introduce oscillations (1 lD. 

m 20 40 80 160 
BE/CN;T- 1 =2m .0613 .0071 .00083 .00016 

615 514 513 4/3 
BE/CN;T-l =4m .0307 .0032 .00057 .00014 

513 5/3 413 413 
BE/IP;,.- 1 =2m .3293 .2348 .1346 .0754 

5 5 4 4 
BE/IP;,.- 1 =4m .4866 .2340 .1005 .0478 

5 4 4 4 

320 
.000046 

4/3 
.000041 

3/3 
.0407 

4 
.0231 

3 

Table 6.1. Maximum errors for the single wave front problem at 
t = 1.0. 

m 20 40 80 160 320 
BE/CN;T-l =2m .0624 .0064 .0015 .00023 .000047 

514 514 513 4/3 413 
BE/CN;r- 1 =4m .0246 .0092 .0011 .00020 .000042 

514 513 413 4/3 3/3 
BE/IP;,.- 1 =2m .3243 .2431 .1499 .0835 .0443 

4 4 4 4 3 
BE/IP;r-1 =4m .3725 .2736 .1344 .0583 .0267 

4 4 4 3 3 

Table 6.2. Maximum errors for the double wave front problem at 
t = 1.0. 

From the table one also observes that both methods converge 
with increasing m, but in a somewhat odd way. The static scheme 
BE/IP should converge with order one, while in the (s,t)­
reference frame the Crank-Nicolson scheme is of order two. How­
ever, the respective factors of 2 and 4 associated with simultan~ 
ous grid halving in space and time will show up only on unreal­
istically tine grids. This is due to the numerical determination of 
the grids and, of course, to the nature of the problem. Because 
the front is very steep, a small change in a gridpoint may result 
in quite a large change in the computed solution, not necessarily 
in a larger error. This "ill-conditionedness" affects the conver­
gence behaviour of any type of moving grid scheme. Despite this 
situation, BE/CN is very successful in generating a very sharp 
front at the right location using few gridpoints in space and time. 

Fmally, the required number of Newton iterations to meet cri­
terion (4.1) is acceptable when realizing that the accuracy requir~ 
ment of 10-8 is rather stringent (and certainly redundant in prac­
tice). Some additional tests have shown that the number of itera­
tions reduces considerably if the criterion is relaxed. 

Problem 2. For this problem the results are shown in Table 6.2 
and Fig. 6.2. The figure shows two plots at t=0.25, where two 
layers must be resolved, and two plots at t = 1.0 where only one 
layer remains. The table contains maximum errors only for 
t=l.O. We emphasize that in all runs the errors near the difficult 
point of merging of the two waves are only marginally larger than 
at t = 1.0. The results are similar to th~ of the previous prob­
lem. BE/CN is very accurate and positions the sharp front very 
nicely. BE/IP is again significantly less accurate due to smearing. 

Problem 3. The third problem differs from the two previous ones 
in that its initial solution is very smooth. Hence, initially the grid 
is almost uniform. At later times the method must refine the grid 
near the right boundary and keep it there (see the description 
given in Section 5). Here we only show plots of numerical solu· 
tions at t=0.6 and t=2.0 (see Fig. 6.3). Again the Lagrangian 
method performs very satisfactorily and is to be preferred to the 
static regridding scheme BE/IP. However, when taking into 
account that per step BE/IP is approximately twice as cheap as 
BE/CN, the diiference in performance is not as large as in the 
two previous cases. 

( ) 1.0 u x.t, 

o.oo 0.20 Q.40 a.so 
x 

+ 
+ 
-I' 

u ( x ,t,J 1.01a.,.....i1--::,.,....,rr---------et+1 
+ 

a.a 

0.1 

l:: = 1/80 
m =20 

o.oo 0.20 a.so 
x 

a.ea 1.ao 

a.ea 

Figure 6.1. Problem 1. Comparison of exact solution (solid line) 
and numerical solutions. BE/CN(o), BE/IP(+). 
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U ( X .tJ 1 .o...,._.,._.,=~--n-~!l--------~+,_++'411 
l: =l/80 

o .e 

Q.6 

0 ·' 

0 .z 

+ 
m =20 

a .ao 0 .20 0 .40 0 .60 o .eo 
x 

1.00 

Figure 6.2. Problem 2. Comparison of exact solution (solid line) 
and numerical solutions. BE/CN(o), BE/IP(+). 
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l. I- J l.il'll., t. :=0.6 u x ''-' i 
-i"'C=l/40 
I m =20 

o .ell.I 
I 
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I 
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J 
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0.411.j 
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+ 
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! 
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Figure 6.3. Problem 3. Comparison of exact solution (solid line) 
and numerical solutions. BE/CN(o), BE/IP(+). 

7. Coodus.ioos 

We have described a Lagrangian type moving grid algorithm 
which is intermediate between the continuous moving grid and 
static regriddingJinterpolation approaches. Our algorithm incor­
porates a Crank-Nicolson discretization which is related to a 
discretization proposed by Bonnerot and Jamet [2). Using three 
solutions of the nonlinear Burgers' equation, each of a different 
type, we have shown that our algorithm is s=sful in following 
and resolving very sharp profiles without coupling the grid selec­
tion and the computation of the solution. performing better in 
this respect than a scheme of the static regridding/interpolatory 
kind. 

. Our computational experience with the Lagrangian moving 
gn~ . scheme, presented in this paper, looks promising, in our 
oplillon. In the near future we therefore plan to continue investi­
ga~g methods based on the present ''intermediate" approach. 
Pom~ which deserve further attention are automatic stepsize con­
trol m space and time and optimization of the solution of the 
nonlinear systems of algebraic equations arising in the application 
of :iie implicit integration formulas. Further, testing on a greater 
vanety of problems, including systems, is necessary, and no doubt 

it would certainly be valuable to cany out a comparison with a 
well developed representative from the class of continuously mov­
ing grid methods and static regridding methods, and perhaps with 
a mixture of both. 

Fmally we should like to mention that regridding schemes 
similar to ours, have been proposed earlier by Dwyer & Sanders 
[7] and Mulpuru [10]. 
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