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PARTIALLY ORDERED COMPUTATIONS,
WITH APPLICATIONS TO VLSI DESIGN

M. Rem
Eindhoven Technological University, Eindhoven, the Netherlands

1. INTRODUCTION

VLSI (Very Large Scale Integration) is a medium for the execution of computations. Like all integrated circuits, a VLSI circuit consists of transistors, pads, and connections between them. The pads are points via which the communication with the circuit's environment takes place. A transistor can best be compared with an on-off switch. Over the years the transistors in integrated circuits have become smaller, thus allowing more transistors to be put on the same silicon chip. Making a transistor smaller shortens its switching delay. In VLSI chips the switching delays are so short compared to the delays in connections that the latter can no longer be ignored. The properties of the VLSI medium that are relevant to our exposition will be discussed in Section 3.

A general-purpose computer is also a medium for the execution of computations. In what respects is the VLSI medium different from traditional implementations? What makes VLSI an interesting subject? There are four differences we would like to point out:

(1) VLSI is a concurrent medium: it offers a surface of thousands, and in the future possibly millions, of simultaneously active computing elements.

(2) VLSI is a two-dimensional medium. The computing elements that together constitute a component have to be laid out in the plane. In a traditional implementation the computation has to be mapped onto a one-dimensional store. We have good techniques of achieving the latter, but the difference between one and two dimensions is the difference between lining up and solving a jigsaw puzzle.

(3) VLSI allows only limited connectivity. If a value computed in one place has to be used in a different place, a connection between the two places
must be present. But the VLSI medium does not allow an arbitrary placement of connections.

(4) The VLSI medium is not order-preserving. The connections in a circuit exhibit delays. When signals are sent via different connections from one place to another they can, of course, not be received before they are sent. But they may be received in an order that is different from the order in which they were sent.

There is a fifth problem, but that one is not unique to VLSI design. It is a problem that permeates all of computing science: complexity bridling. Uncontrolled concurrency causes uncontrolled complexity, even for moderately sized components. The well-known technique for avoiding complexity consists in partitioning—also known as modularizing—the components into subcomponents. Subcomponents are again components. The whole component thus exhibits a tree structure. Such tree-structured components are known as hierarchical components. Given the specifications of the subcomponents and the way in which the subcomponents constitute the component, we must be able to deduce the specification of the whole component. In view of the central role of complexity bridling, hierarchical composition will be used all through these notes.

A hierarchical design method not only helps to avoid complexity, it also alleviates some of the problems mentioned earlier. A component may be looked upon as a graph: the transistors (and the pads) are the vertices, and the connections the edges. Hierarchical components give rise to tree-like graphs. Balanced binary trees can be positioned in the plane very well (REM 79). The fact that we have tree-like graphs may, consequently, alleviate the layout problem. A tree is the graph that has the fewest edges while still being connected. Our confinement to tree-like graphs seems thus to result in circuits that satisfy VLSI's property of limited connectivity.

A component consists of subcomponents and connections between them. A connection equates the output of one component with the input of another. Therefore, we shall have to take input and output events into account. Actually, we shall phrase the meaning (the semantics) of a component as a relation between input and output events. Input and output events are partially ordered. Events that are not ordered are called concurrent. We do not postulate that certain occurrences of events must overlap in time. We take the complementary view: certain occurrences must be ordered. The more partial the order—i.e., the more concurrency—the more freedom we leave
to the implementation to have the occurrences of events overlap in time. For
the formulation of the meaning of a component we shall, rather than the par-
tial order itself, use the set of all sequences of input and output events
that comply with the partial order. Such a sequence of events is called a
trace. The meaning of a component is a set of traces, each trace being a
finite-length sequence of events. This approach bears resemblance to path
expressions (CAMPBELL & HABERMANN 74). It differs from COSY (LAUER 81) in
that we use traces rather than vectors of traces. The reason for our pre-
ference is that vectors of traces exhibit the internal structure of com-
ponents and thus do not lend themselves well to hierarchical composition.
Trace theory is the subject of Section 2.

How do we cope with delays in connections? The traditional method is
to ignore them. But, as we said earlier, that cannot be done in VLSI (SEITZ
79). We could try to estimate the delay times, but that would make the cor-
rect functioning of our components depend on the way in which the con-
nections are placed in the silicon chip. We take the position that delay
times are unbounded (STUCKI & COX 79), and that the components should
function correctly irrespective of the delay times. Such components are
called delay-insensitive (or self-timed). They are discussed in Section 4.
Making our components delay-insensitive will also alleviate the layout pro-
blem, since it does not impose upper bounds on the lengths of connections.

2. TRACE THEORY

In this section we discuss the concept of a trace structure. We intro-
duce composition rules and we show how trace structures can be used to de-
fine the semantics of partially ordered computations.

2.1. Trace structures and composition rules

Let $\Sigma$ be an infinite set of symbols. A trace structure is a pair $<T,A>$,
in which $A$ is a finite subset of $\Sigma$, and $T \subseteq A^*$. $A^*$ denotes, as usual, the
set of all finite-length sequences of elements of $A$, including the empty
sequence which is denoted by $e$. $A$ is called the alphabet of the trace struc-
ture, and $T$ its trace set. The elements of $T$ are called traces.

Let $S = <T,A>$ and $S' = <T',A'>$ be trace structures, and let $h$ be a
function $h : A^* \rightarrow (A')^*$ such that
(i) \( h(e) = e; \)
(ii) \( h(ab) = h(a)h(b); \)

then \( h \) is a homomorphism from \( S \) to \( S' \). (Concatenation is denoted by juxtaposition.) The homomorphism \( \pi_B \) given by \( \pi_B(a) = a \) for \( a \in B \) and \( \pi_B(a) = e \) for \( a \not\in B \) is called the projection on alphabet \( B \). In words, \( \pi_B(t) \) is trace \( t \) from which all symbols not in \( B \) have been deleted. The projection of a trace set \( T \) on alphabet \( B \) is the trace set

\[
\{ \pi_B(t) \mid t \in T \}.
\]

It will be denoted by \( \pi_B(T) \). The projection of a trace structure \( S = \langle T, A \rangle \) on alphabet \( B \) is the trace structure

\[
\langle \pi_B(T), A \cap B \rangle.
\]

We denote it by \( \pi_B(S) \).

**PROPERTY 2.1.** \( \pi_A \circ \pi_B = \pi_{A \cap B} \)

**PROPERTY 2.2.** Let \( s \in A^* \) and \( t \in B^* \) such that \( \pi_B(s) = \pi_A(t) \). Then

\[
(\exists u \in (A \cup B)^*: \pi_A(u) = s \land \pi_B(u) = t).
\]

**PROOF.** A trace \( u \) can be constructed as follows. If \( s \) or \( t \) is \( e \), take as \( u \) the other one. If \( s \) and \( t \) both start with a symbol in \( A \cap B \) they start with the same symbol. Take that as the first symbol of \( u \). Otherwise, take a first symbol of \( s \) or \( t \) that is not in \( A \cap B \). Construct the remainder of \( u \) in the same way out of the remainders of \( s \) and \( t \).

The \( p \)-composition of two trace structures \( S = \langle T, A \rangle \) and \( S' = \langle U, B \rangle \), denoted \( S \circ S' \), is the trace structure

\[
\langle \{ t \in (A \cup B)^* \mid \pi_A(t) \in T \land \pi_B(t) \in U \}, A \cup B \rangle.
\]

Whenever obvious from the context, the alphabets may be deleted from the trace structures and we simply talk of the \( p \)-composition of trace sets.

**EXAMPLE 2.1.** (The alphabets associated with the following trace sets are
assumed to be chosen as small as possible.)

\[ \{ab, cd\} \overrightarrow{p} \{be, df\} = \{abe, cd\} \]

\[ \{(ab) \overrightarrow{p} \{ac\}\} \overrightarrow{p} \{ac\} = \{abc, acb\} \overrightarrow{p} \{ac\} = \{abc, acb\} \]

\[ \{ab\} \overrightarrow{p} \{(ac) \overrightarrow{p} \{ac\}\} = \{ab\} \overrightarrow{p} \{ac\} = \{abc, acb\} \]

**PROPERTY 2.3.** \(p\)-composition is idempotent, symmetric, and associative.

As an aside, we mention that \(p\)-composition can also be defined with inverse homomorphisms. The inverse of \(\pi_B^{-1}\), \(\pi_B^{-1}\), is defined as follows. Let \(T\) be a trace set. Then

\[ \pi_B^{-1}(T) = \{u \in \Sigma^* \mid \pi_B(u) \in T\}. \]

It satisfies

\[ \pi_B(\pi_B^{-1}(T)) = T \text{ for } T \subset \Sigma^*. \]

The \(p\)-composition of \(S = \langle T, A \rangle\) and \(S' = \langle U, B \rangle\) is the trace structure

\[ \langle \pi_{A \cup B}(\pi_A^{-1}(T) \cap \pi_B^{-1}(U)), A \cup B \rangle. \]

Since regular sets are closed under (inverse) homomorphism and intersection (Hopcroft & Ullman 69), we have the following property.

**PROPERTY 2.4.** If \(T\) and \(U\) are regular sets then \(T \overrightarrow{p} U\) is a regular set.

**PROPERTY 2.5.** Let \(\langle T, A \rangle\) be a trace structure. Then

\[ \pi_A(T \overrightarrow{p} T') \subset T \text{ for all } T'. \]

**PROOF.** Let \(u \in \pi_A(T \overrightarrow{p} T')\). Let \(t \in T \overrightarrow{p} T'\) such that \(u = \pi_A(t)\). Since \(t \in T \overrightarrow{p} T'\), we have \(\pi_A(t) \in T\) and, hence, \(u \in T\). \(\square\)

Property 2.5 with the inclusion replaced by equality will hold only for special choices of \(T\) and \(T'\). This is reflected in the following definition. Two trace structures \(S = \langle T, A \rangle\) and \(S' = \langle U, B \rangle\) are said to match when \(\pi_B(T) = \pi_A(U)\).
PROPERTY 2.6. Two trace structures \( S = \langle T, A \rangle \) and \( S' = \langle U, B \rangle \) match if and only if

\[
(2.1) \quad \pi_A(T \sqcup U) = T \land \pi_B(T \sqcup U) = U.
\]

PROOF. (i) Assume \( S \) and \( S' \) match. We prove \( T \subset \pi_A(T \sqcup U) \). Equality then follows from Property 2.5. For reasons of symmetry, we then also have \( \pi_B(T \sqcup U) = U \).

Let \( t \in T \). Let \( u \in U \) be such that \( \pi_B(t) = \pi_A(u) \). The fact that \( S \) and \( S' \) match implies that such a \( u \) exists. Let \( s \in (A \cup B)^* \) be such that \( \pi_A(s) = t \land \pi_B(s) = u \). From Property 2.2 we know that such an \( s \) exists. Then \( s \in T \sqcup U \), which, combined with \( t = \pi_A(s) \), yields \( t \in \pi_A(T \sqcup U) \).

(ii) Assume (2.1).

\[
\pi_A(U) = \pi_A(\pi_B(T \sqcup U))
\]
\[
= \pi_A \pi_B(T \sqcup U)
\]
\[
= \pi_B(\pi_A(T \sqcup U))
\]
\[
= \pi_B(T) \quad \square
\]

PROPERTY 2.7. The property of matching is reflexive and symmetric, but not transitive.

EXAMPLE 2.2.

\[
S_0 = \langle \{ abc, de \}, \{ a, b, c, d, e \} \rangle
\]
\[
S_1 = \langle \{ bcf, dfg \}, \{ b, c, d, f, g \} \rangle
\]
\[
S_2 = \langle \{ cbf, dfg \}, \{ b, c, d, f, g \} \rangle
\]
\[
S_3 = \langle \{ fg, \{ f, g \} \rangle
\]
\[
S_4 = \langle \{ bcf, e \}, \{ b, c, d, f, g \} \rangle
\]
\[
S_5 = \langle \{ bcf, e \}, \{ b, c, f \} \rangle
\]
\[
S_6 = \langle \{ bcf \}, \{ b, c, f \} \rangle
\]

Trace structure \( S_0 \) matches \( S_1 \), \( S_3 \), and \( S_5 \). It does not match the other three trace structures.
Let $S = \langle T, A \rangle$ be a trace structure. We call $s \in A^*$ a prefix of trace $t \in T$ if $(\exists u \in A^* : t = su)$. The set of all prefixes of traces in $T$ is denoted by $\text{PREF}(T)$. A trace set $T$ satisfying $\text{PREF}(T) = T$ is called prefix-closed.

Let a relation $\sim$ be defined on $\text{PREF}(T)$ by $s \sim t$ if and only if

$$\{ u \in A^* | su \in T \} = \{ u \in A^* | tu \in T \}.$$ 

Relation $\sim$ is a right congruence and, hence, an equivalence relation. We call the equivalence classes of $\sim$ the states of $S$. We denote the equivalence class (state) of which $s$ is a member by $[s]_S$. Whenever $S$ is obvious from the context, it is omitted. For regular $T$ the relation $\sim$ is of finite index (Hopcroft & Ullman 69), or, phrased differently, if $T$ is a regular set the number of states is finite.

Trace structures are used for defining the semantics of partially ordered computations. The trace structure of a computation is the composition of the trace structures of the subcomputations. The trace structure of the composite should not reflect the internal relations of the subcomputations. Therefore, we introduce a second composition operation, $q$-composition, which is the $p$-composition followed by the elimination of all common symbols.

The $q$-composition of two trace structures $S = \langle T, A \rangle$ and $S' = \langle U, B \rangle$, notation $S \alpha S'$, is the trace structure

$$\langle T \cup U, A \setminus B \rangle$$

($\setminus$ denotes symmetric set difference, i.e. $A \setminus B = (A \cup B) \setminus (A \cap B)$.) This composition operator differs from the one in Milner 80 in that the latter one replaces common symbols by "silent moves" $\tau$.

**PROPERTY 2.8.** $q$-composition is symmetric.

**EXAMPLE 2.3.** (cf. Example 2.1)

\[
\begin{align*}
\{ab, cd\} \alpha \{be, de\} &= \{ae, cf\} \\
\{\{ab\} \alpha \{ac\}\} \alpha \{ac\} &= \{bc, cb\} \alpha \{ac\} = \{ab, ba\} \\
\{ab\} \alpha \{\{ac\} \alpha \{ac\}\} &= \{ab\} \alpha \{\varepsilon\} = \{ab\}.
\end{align*}
\]

The example above shows that $q$-composition is not associative. In order to
achieve associativity, we must have, for trace structures \( \langle T, A \rangle \), \( \langle U, B \rangle \), and \( \langle V, C \rangle \),

\[
\pi_{A+B+C}(\pi_{A+B}(T \cup U) \cup V) = \pi_{A+B+C}(T \cup U \cup V).
\]

This is true if the symbols deleted by \( \pi_{A+B} \) do not occur in the traces in \( V \), i.e. if \( A \cap B \cap C = \emptyset \). This is expressed by the following Property.

**PROPERTY 2.9.** For trace structures \( S = \langle T, A \rangle \), \( S' = \langle U, B \rangle \), and \( S'' = \langle V, C \rangle \) such that \( A \cap B \cap C = \emptyset \) we have

\[
(S q S') q S'' = S q (S' q S'').
\]

**PROPERTY 2.10.** The \( p \)-composition and the \( q \)-composition of prefix-closed trace sets are prefix-closed.

**PROPERTY 2.11.** Let \( S = \langle T, A \rangle \) and \( S' = \langle U, B \rangle \) be two matching trace structures. Then

\[
\text{PREF}(T \cup U) = \text{PREF}(T) \cup \text{PREF}(U).
\]

There is a special trace structure called \( \text{SYNC} \). Let \( k \) be a natural number and let \( a \) and \( b \) be two distinct symbols. \( \text{SYNC}_k(a,b) \) is the trace structure with \( \{a,b\} \) as its alphabet and

\[
\{ t \in \{a,b\}^* \mid 0 \leq \#_a t' - \#_b t' \leq k \text{ for every prefix } t' \text{ of } t \}
\]

as its trace set. (\( \#_a t' \) denotes the number of occurrences of \( a \) in \( t' \).) \( \text{SYNC}_k(a,b) \) is, consequently, prefix-closed. It has \( k + 1 \) states, viz. the elements of the set

\[
\{ [a]^i \mid 0 \leq i \leq k \}
\]

\[
(a^0 = \epsilon; \ a^{i+1} = a^i a).
\]

**PROPERTY 2.12.** Let \( a, b, \) and \( c \) be three distinct symbols. Then

\[
\text{SYNC}_k(a,b) \cup \text{SYNC}_m(b,c) = \text{SYNC}_{k+m}(a,c).
\]
A number of proofs that have been omitted in these notes may be found in
VAN DE SNEPSCHEUT 82.

2.2. Programs denoting partially ordered computations

We introduce a program notation. Every program denotes a partially or-
dered computation and thus defines a trace structure. A program is a hier-
archy of commands: a program is a component, every component consists of a
command and a number of subcomponents with relations between their alpha-
 bets. First we define the trace set \( TR(S) \) defined by a command \( S \). Since a
command has one of five possible forms, we define \( TR \) inductively by five
cases. (\( b \) denotes a symbol; \( S_0, S_1, S \) denote commands.)

(i) A symbol is a command

\[
TR(b) = \{b\}
\]

(ii) \( S_0 \parallel S_1 \) is a command

\[
TR(S_0 \parallel S_1) = TR(S_0) \cup TR(S_1)
\]

(iii) \( S_0, S_1 \) is a command

\[
TR(S_0; S_1) = TR(S_0) \cap TR(S_1)
\]

(iv) \( S_0; S_1 \) is a command

\[
TR(S_0; S_1) = \{t_0; t_1 \mid t_0 \in TR(S_0) \land t_1 \in TR(S_1)\}
\]

(v) \( S^* \) is a command

\[
TR(S^*) = TR(S)^*.
\]

Except for (iii), the trace structure of a command has as its alphabet the
union of the alphabets of its parts. Where appropriate, \( TR(S) \) denotes the
trace structure of \( S \). Notice that trace sets of commands are not necessari-
ly prefix-closed.

If \( TR(S_0) \) and \( TR(S_1) \) are trace sets with disjoint alphabets we have
\[ \text{TR}(S_0;S_1) = \text{TR}(S_0) \cup \text{TR}(S_1) \]
\[ = \text{TR}(S_0) \cap \text{TR}(S_1). \]

In this case, both compositions amount to the shuffle (GINSBURG 66) operation. Since regular sets are closed under \( q \)-composition, \( \text{TR}(S) \), for \( S \) a command, is a regular set.

In order to save on parentheses, we introduce the rule that the comma has the highest priority, followed by the semicolon, and then the vertical bar:

\[
S_0;S_1 | S_2 = (S_0,S_1) | S_2 \\
S_0;S_1;S_2 = (S_0,S_1);S_2 \\
S_0;S_1 | S_2 = (S_0;S_1) | S_2
\]

**PROPERTY 2.13.**

(i) \( \text{TR}(S_0|S_1) = \text{TR}(S_1|S_0) \)

(ii) \( \text{TR}(S_0;S_1) = \text{TR}(S_1;S_0) \)

(iii) \( \text{TR}((S_0|S_1)|S_2) = \text{TR}(S_0|(S_1|S_2)) \)

(iv) \( \text{TR}((S_0;S_1);S_2) = \text{TR}(S_0;(S_1;S_2)) \)

(v) \( \text{TR}((S_0;S_1)|S_2) = \text{TR}(S_0,(S_1,S_2)) \) provided \( \bigcup \frac{1}{l=0} (\text{alphabet of } S_1) = \emptyset \)

(vi) \( \text{TR}(S_0|(S_1|S_2)) = \text{TR}(S_0;S_1|S_0;S_2) \)

(vii) \( \text{TR}((S_0|S_1);S_2) = \text{TR}(S_0;S_2|S_1;S_2) \)

(viii) \( \text{TR}(S_0;S_1|S_2) = \text{TR}(S_0;S_1|S_0;S_2) \)

(ix) \( \text{TR}(S^*) = \text{TR}(S^*) \)

(x) \( \text{TR}(S^*;S^*) = \text{TR}(S^*) \).

Property 2.13(vi) does not hold in MILNER 80; there the commands \( S_0;(S_1|S_2) \) and \( S_0;S_1|S_0;S_2 \) are considered to be different.

A program is a component. The simplest form a component can have is a single command. Syntactically, such a component is of the form

\[
\text{com } C("\text{alphabet of } S") : S \text{ noc}
\]
C is the name of the component. Its trace structure is

\[ \text{<PREF(TR(S))}, \text{alphabet of } S >. \]

Thus, components have a prefix-closed trace set. In HOARE 78 PREF is applied to trace sets of commands. This requires the introduction of a termination symbol "/" to cater for sequential composition (the semicolon). A termination symbol at the end of a trace indicates that it is not a trace brought about by PREF. Since we do not have sequential composition for components, there is no need to introduce a termination symbol.

The following is an example of a component.

\[
\text{com binsem(v,p): } (v;p)^* \text{ moc.}
\]

Its trace structure is \( \text{SYNC}_1(v,p) \).

We now turn to components that have subcomponents as well as a command. Each subcomponent has a name and a type. The type of a subcomponent is a component. To differentiate between the alphabets of the subcomponents we introduce composite symbols. A composite symbol is a symbol s.a, in which s is a name of a subcomponent and a a symbol in the alphabet of that subcomponent's type. Symbols that are not composite are called simple. The alphabet of a component contains simple symbols only.

Let s be the name of a subcomponent of type C. Let C have \( \text{<T,A> as its trace structure. The trace structure of s is then} \)

\[
\text{<s.T, s.A>}
\]

in which s.T is the trace set obtained from T by replacing in each trace of T every symbol a by the composite symbol s.a. The alphabet s.A is likewise obtained from A by changing each symbol a into s.a.

Syntactically, a component with subcomponents is of the form

\[
\text{com } C(A):
\begin{align*}
\text{sub } s_0: & \ C_0, \cdots , s_{n-1}: \ C_{n-1} \\
S & \\
\text{moc}
\end{align*}
\]
A is an alphabet of simple symbols. Component C has n subcomponents $s_i (0 \leq i < n)$. The n names $s_i$ must be distinct. The type of $s_i$ is $C_i$. Let $C_i$ have alphabet $A_i$, then S is a command with

$$A \cup \bigcup_{i=0}^{n-1} s_i \cdot A_i$$

as its alphabet. The trace set of C is given by

$$(2.2) \quad TR(C) = PREF(TR(S)) \sqcup s_0 \cdot TR(C_0) \sqcup \ldots \sqcup s_{n-1} \cdot TR(C_{n-1}).$$

Since the alphabets of the subcomponents are subsets of the alphabet of S, the alphabet of C is A and thus contains simple symbols only. Notice also that TR(C) is prefix-closed. Due to the prefixing with the subcomponent's name, the alphabets of the subcomponents are disjoint. Property 2.9 then ensures the associativity of the q-composition in (2.2).

In these notes we want to restrict ourselves to regular trace sets. Therefore, we do not allow components to be recursive. More precisely: we say that component C has component D as a composing part if C has a subcomponent that either is of type D or has D as a composing part. We do not allow components that have themselves as a composing part. This restriction makes (2.2) a nonrecursive equation.

The following is an example of a component with subcomponents.

```com
sexsem(v, p):

sub b0, bl: binsem
(v; b0.v)^*, (b0.p; bl.v)^*, (bl.p; p)^*
```

moc

The second line is short for "sub b0: binsem, bl: binsem". According to Properties 2.11 and 2.12, the trace structure of sexsem is $SYNC_5(v, p)$.

By extending the alphabet of binsem with a third symbol we are able to achieve a stronger synchronization between the two subcomponents:
\[
\text{com} \ \text{binsem}'(v,p,q): (v;p;q)^* \text{ moc} \\
\text{com} \ \text{quinsem}(v,p): \\
\ \ \ \ \text{sub b0,b1: binsem}' \\
\ \ \ \ \ (v; b0.v)^*, (b0.p; b1.v; b0.q; b1.q)^*, (b1.p; p)^* \\
\text{moc}
\]

Consider the p-composition of the trace sets of b0, b1, and the middle part of the command of quinsem:

(2.3) \hspace{1cm} (b0.v; b0.p; b0.q)^* \\
(2.4) \hspace{1cm} (b1.v; b1.p; b1.q)^* \\
(2.5) \hspace{1cm} (b0.p; b1.v; b0.q; b1.q)^*

In each trace t of that p-composition the (i+2)nd b0.v follows, because of (2.3), the (i+1)st b0.q and hence, because of (2.5), the (i+1)st b1.v and hence, because of (2.4), the i-th b1.p. Hence

\[
\#b0.v \ t - \#b1.p \ t \leq 2.
\]

The q-composition of the three trace sets is \(\text{SYNC}_2(b0.v, b1.p)\). By dropping in (2.3) through (2.5) the symbols b0.q and b1.q, the q-composition would, according to Property 2.11, yield \(\text{SYNC}_3(b0.v, b1.p)\). Thus we have achieved a stronger synchronization between the two subcomponents. By q-composing \(\text{SYNC}_2(b0.v, b1.p)\) with the trace sets of the other two parts of the command of quinsem we get, again using Properties 2.11 and 2.12, \(\text{SYNC}_4(v,p)\) as the trace structure of quinsem.

We introduce a simpler mechanism to achieve stronger synchronization between (sub)components. Symbols a and b in different alphabets may be equated by adding an equation "a = b" to the component definition. The following component contains an example of this.
com quinsem'(v,p):
    sub b0,b1: binsem
    b0.p = b1.v
    (v; b0.v)*, (b1.p; p)*

moc

In quinsem' the alphabets of b0 and b1 are not disjoint. Their intersection contains one symbol.

We have thus arrived at the most general form a component can have

com C(A):
    sub s0:C0, ..., s_{n-1}:C_{n-1}
    a0 = b0, ..., a_{n-1} = b_{n-1}
    S

moc

Let C_i have alphabet A_i. The symbols occurring in the equations must be symbols of the alphabets A_i, s_0,A_0, ..., s_{n-1},A_{n-1}. Two symbols occurring in the same equation must be chosen from two different alphabets. The trace set of C is again given by (2.2). Let B be the set of all symbols that occur in an equation. Each symbol in B must occur exactly once in the equations. The alphabet of S is (A \cup \bigcup_{i=0}^{n-1} s_i, A_i) \setminus B. Thus we achieve again that the q-composition in (2.2) is associative. We allow the command S to be empty. In that case, TR(S) in equation (2.2) is by definition equal to {e}. Having defined the trace structure of a component with equations, we can use Properties 2.11 and 2.12 again to show that quinsem' has SYNCS(v,p) as its trace structure.

We now have two ways of expressing communication between (sub)components: by introducing an equation between symbols in their alphabets or by having the symbols occur in the command of the component. The former way is equivalent to the way communication is expressed in HOARE 78a. In MARTIN 81 the concept of "synchronization slack" is introduced. The slack is the number of steps two synchronized processes are allowed to be out of step. A slack = 0 between symbols a and b corresponds to an equation a = b in our
formalism. A slack = k for k > 0 between a and b corresponds to a q-composition with the trace structure \( \text{SYNC}_k(a,b) \).

The following is an example of a component in which all symbols in the alphabets of the component and the subcomponents occur in the equations.

\[
\text{com trisem}(v,p):
\begin{align*}
\text{sub } b0,b1 & : \text{binsem} \\
v & = b0.v, \ b0.p = b1.v, \ b1.p = p
\end{align*}
\]

Its trace structure is, again according to Properties 2.11 and 2.12, \( \text{SYNC}_2(v,p) \).

2.3. Examples of components

EXAMPLE 2.4.

\[
\text{com buf1}(x0,x1,y0,y1): (x0; y0 | x1; y1)^* \text{ moc}
\]

This component has three states: \([\epsilon]\), \([x0]\), and \([x1]\). It may be interpreted as a one-bit buffer. The symbols x0 and x1 then stand for "receive a 0" and "deliver a 1", respectively. Using this interpretation, the three states stand for "buffer empty", "buffer contains a 0", and "buffer contains a 1".

EXAMPLE 2.5.

\[
\text{com boolvar}(x0,x1,y0,y1): (x0; y0^* | x1; y1^*)^* \text{ moc}
\]

This component has the same three states as buf1. However, in this case the state \([\epsilon]\) contains the trace \(\epsilon\) only, and thus stands for "component uninitialized". The component may be interpreted as a boolean variable. Notice that the component is constructed in such a way that is must be initialized before it can inspected.
EXAMPLE 2.6.

\[ \text{com queue}_i(x_0, x_1, y_0, y_1) : (x_0; y_0 \mid x_1; y_1)^* \]

for \( i > 1 \):

\[ \text{com queue}_i(x_0, x_1, y_0, y_1): \]

\[ \text{sub q: queue}_{i-1} \]
\[ q.y_0 = y_0, \ q.y_1 = y_1 \]
\[ (x_0; q.x_0 \mid x_1; q.x_1)^* \]

\[ \text{moc} \]

Component queue, \((i \geq 1)\) is an \(i\)-bit buffer. For \( i = 1 \) it is equal to component buf1. For \( i > 1 \) it consists of a one-bit buffer between its inputs and the inputs to its subcomponent, as expressed by its command, and an \((i-1)\)-bit buffer as a subcomponent. Notice that the component does not violate our restriction on recursion: queue, does not have queue, as a composing part.

We can replace the command of queue, by a suitable subcomponent and add the appropriate equations.

\[ \text{com queue}_i(x_0, x_1, y_0, y_1): \]

\[ \text{sub b: buf1} \]
\[ x_0 = b.x_0, \ x_1 = b.x_1, \ b.y_0 = y_0, \ b.y_1 = y_1 \]

\[ \text{moc} \]

We can change queue, in a similar fashion \((i>1)\)

\[ \text{com queue}_i(x_0, x_1, y_0, y_1): \]

\[ \text{sub b: buf1, q: queue}_{i-1} \]
\[ x_0 = b.x_0, \ x_1 = b.x_1, \ b.y_0 = q.x_0, \ b.y_1 = q.x_1, \]
\[ q.y_0 = y_0, \ q.y_1 = y_1 \]

\[ \text{moc} \]
Thus we can, if we wish, change any component into one that has either no subcomponents (and, consequently, no equations) or no command.

**EXAMPLE 2.7.** This example is a binary stack of depth \(i\). A binary stack has an alphabet of four symbols: two opening parentheses, \(0\) and \(1\), and two closing parentheses, \(0\) and \(1\). Consider all well-nested sequences of these parentheses. For example,

\[
0 1^2 0 1^2 0 1^2
\]

is well-nested, but

\[
0^2 1 0^2 0 1^2
\]

are not. The trace set of a stack is the set of all prefixes of well-nested sequences. Our example will not be a general stack but a stack of depth \(i\). Consider a prefix of a well-nested sequence. Its nesting level is defined as the number of opening parentheses minus the number of closing parentheses, and its nesting depth as the maximum of the nesting levels of its prefixes. The trace set of a stack of depth \(i\) is the set of all prefixes of well-nested sequences with nesting depth \(\leq i\).

In the component the opening parentheses are denoted by \(x_0\) and \(x_1\), and the closing parentheses by \(y_0\) and \(y_1\).

\[
\text{com stack}_i(x_0,x_1,y_0,y_1): (x_0, y_0 \mid x_1; y_1)^* \text{ moc}
\]

for \(i > 1\):

\[
\text{com stack}_i(x_0,x_1,y_0,y_1):
\begin{align*}
\text{sub } s & : \text{stack}_{i-1} \\
(x_0; s.x_0 \mid x_1; s.x_1)^*;
(x_0; y_0 \mid x_1; y_1);
(s.y_0; y_0 \mid s.y_1; y_1)^*)
\end{align*}
\text{ moc}
\]
Component stack $i$ is obviously a binary stack of depth 1. Now consider stack $i$ for $i > 1$. Assume that subcomponent $s$ is a binary stack of depth $i - 1$. Leave out the middle line of the command of stack $i$. Then component stack $i$ is, because of the exact matching of its symbols with the symbols of $s$, also a binary stack of depth $i - 1$. The effect of adding the middle line is that at every position in a trace where an opening parenthesis is immediately followed by a closing parenthesis one pair of matching parentheses is inserted between them. Hence, component stack $i$ is a binary stack of depth $i$.

The program above defines a stack, but it also exhibits the usage of a stack, viz. the usage of subcomponent $s$. It is a complicated program. Its intricacy becomes apparent if one wonders how the component is "executed", i.e. how a trace is selected that matches the component's environment. Or more specifically: how is the number of steps for each repetition determined? Consider the repetition in the first line of the command of stack $i$. Let $S$ denote

$$(x_0; s.x_0 \mid x_1; s.x_1) ;$$

$$(x_0; y_0 \mid x_1; y_1) .$$

Then $S$ has the same trace set as

$$x_0; (y_0 \mid s.x_0; S)$$

$$\mid x_1; (y_1 \mid s.x_1; S).$$

We see that every trace in $\text{TR}(S)$ starts with $x_0$ or $x_1$. The traces in the environment contain the symbols $x_0$, $x_1$, $y_0$, and $y_1$. (Neglect any other symbols for this discussion.) So the environment determines whether the first or the second line above is chosen. Assume the first line is chosen. Then next a choice must be made between $y_0$ and "s.x0; S". If the environment has a trace with $y_0$ as its next symbol $y_0$ may be chosen and the repetition terminates. If there is a trace with $x_0$ or $x_1$ as its next symbol, "s.x0; S" may be chosen and the repetition continues. We are stuck when all traces have $y_1$ as the next symbol: the trace sets of the component and the environment do not match. In the program of stack $i$ than cannot occur: if $s.y_1$ is a possible next symbol then so is $s.y_0$. 
EXAMPLE 2.8.

```
com fulladder(a0,a1,b0,b1,c0,c1,d0,d1,s0,s1):
    (a0,b0; d0,(c0; s0 | c1; s1)
    |a1,b1; d1,(c0; s0 | c1; s1)
    |(a0,b1 | a1,b0); (c0; d0,s1 | c1; d1,s0) )*
```

This component may be interpreted as a full-adder element (cf. p. 250 of SEITZ 80). The pairs (a0,a1) and (b0,b1) represent the two bits to be added, (c0,c1) represents the carry-in, (d0,d1) the carry-out, and (s0,s1) the sum. The first line of the command is known as "carry-kill" and the second line as "carry-generate". In both cases the carry-out may precede the carry-in. The third line is known as "carry-propagate". In that case, of course, the carry-out has to follow the carry-in.

3. THE VLSI MEDIUM

It is our intention to realize the components defined in Section 2 as VLSI circuits. To gain insight in the problems associated with the translation of components into VLSI circuits we discuss the relevant properties of the VLSI medium. We consider in particular the realization of restoring logiccircuitry in CMOS. An elementary introduction to integrated circuits may be found in CLARK 80.

3.1. CMOS

A Metal-Oxide-Semiconductor chip (MOS chip) is a thin layer of "substrate" with on top of it a network of conducting paths. A chip measures about 5 by 5 mm. The conducting paths are situated in a few layers. The different layers are separated from each other by an insulating material (silicon oxide). There are cuts through the oxide for the connection of paths in different layers. Proceeding from top to bottom we encounter one or two layers of metal (usually aluminum), a layer of poly-crystallized silicon, and one or two layers of doped silicon. The doped silicon is often called diffusion, after the way in which it is fabricated. Although in CMOS these layers are not made by diffusion, we shall adhere to that name.
In CMOS (Complementary CMOS) there are two types of diffusion, depending on the valence of the ions with which the silicon is doped. By doping silicon with ions we get a material in which either negative or positive charge carriers are abundant ("floating around"). The former material is called N-type diffusion, the latter P-type. They are both conductors. In N-type diffusion the charge carriers are electrons, in P-type holes (absent electrons). The substrate can be monolithic crystalline silicon or an insulator, such as sapphire. The latter choice has become known as CMOS/SOS (Silicon-On-Sapphire). SOS is a promising technology, since its insulating behaviour makes its physical properties very simple. Our discussion is mainly based on CMOS on an insulating substrate.

Wherever a polysilicon path crosses a diffusion path, a transistor is created: the voltage on the polysilicon path controls the flow of current through the diffusion path. These transistors are known as Field-Effect-Transistors or FETs. The polysilicon path is called the gate of the transistor. We shall call the diffusion path simply the path of the transistor. The part of the path that is underneath the gate is called the channel. Depending on the type of the path we distinguish N-type and P-type transistors. The voltage on the gate ($V_G$) determines the number of charge carriers in the channel. Increasing $V_G$ attracts negative charge carriers, a decrease attracts positive charge carriers. Suppose there is a voltage difference between the two ends of the path. (Otherwise no current will flow through the path.) Phrased differently, suppose there are more charge carriers at one end of the path than at the other. We call the end with the excess of charge carriers the source and the other end the drain. (Notice that the distinction between source and drain is a dynamic one.) A transistor is on, i.e. its path is conveying charge carriers, when its gate attracts sufficiently many charge carriers from the source into the channel from where they flow to the drain. It is thus the voltage difference between $V_G$ and $V_S$ (source voltage) that determines whether a transistor is on. There is a threshold voltage $V_{th}$ that determines the value of $V_G - V_S$ for which the transistor switches between on and off.

In an N-type transistor the charge carriers are electrons. Electrons are attracted by a high value of $V_G - V_S$ and repelled by a low value. The opposite is true for a P-type transistor.
By doping the channel with N-type or P-type impurities we can influence the \( V_t \) of the transistor. This technique is known as ion implantation. We call a transistor an enhancement transistor when it is "normally off", i.e. when it is off for \( V_{gs} = V_s \). Otherwise it is called a depletion transistor. In CMOS we do not have depletion transistors. According to (3.1), we could also have defined an enhancement transistor as a transistor of which the threshold voltage and the charge of the charge carriers have opposite signs.

Let \( V \) denote the positive voltage of the power supply, usually 3 to 5 \( V \), and 0 the ground voltage. Now consider an N-type transistor. It is on for voltages \( V_s \) satisfying \( 0 \leq V_s < V_t - V_t \). For \( V_s > V_t - V_t \) it is off and the drain voltage \( V_d \) also satisfies \( V_d > V_t - V_t \), since otherwise the drain would be the source. For \( V_s \) maximal, i.e. \( V_s = 1 \), we find that an N-type transistor conveys only values \( V_s \) from source to drain that satisfy \( 0 \leq V_s < 1 - V_t \). It is a good conveyor for zeroes, but it corrupts ones. If such a corrupted one, say \( 1 - V_t \), is applied to the gate of a next transistor that one will convey only values \( V_s \) satisfying \( 0 \leq V_s < 1 - 2V_t \). An N-type transistor is a good switch only for zeroes, and that is the reason why we need a second type of transistor: the P-type transistor. In an analogous fashion we find that the P-type transistor is a good switch for ones but that it corrupts zeroes.

When designing VLSI circuits we want to abstract from the imperfection of the transistors. We want to compose VLSI circuits out of ideal switches and connections between them. This we can do in the following way. If a switch has to convey only ones or only zeroes we choose the appropriate transistor. If a switch has to convey both ones and zeroes we construct the switch out of an N-type and a P-type transistor.

\[
\text{on when } \begin{array}{c}
\frac{V_s - V_t}{g} > V_t \\
\frac{V_s - V_t}{g} < V_t
\end{array}
\text{ off when } \begin{array}{c}
\frac{V_s - V_t}{g} < V_t \\
\frac{V_s - V_t}{g} > V_t
\end{array}
\]
We use this combination only with complementary values, 0 and 1, on their gates. For \( g = 0 \) (and, hence, \( g' = 1 \)) both transistors are off. For \( g = 1 \) they are both on. If in the latter case a 0 is applied at one of the two sides the N-type transistor will convey it: the 0 is not corrupted. Similarly, a value 1 is conveyed perfectly by the P-type transistor.

In Section 3.2 we give some examples of VLSI circuits expressed in terms of switches and connections.

Another well-known MOS technology is NMOS. This is the technology discussed in the excellent introduction to VLSI MEAD & CONWAY 80. NMOS has only N-type transistors: enhancement and depletion transistors. The depletion transistors are used as resistors. Since a resistor is always somewhat on, NMOS has a higher power consumption and dissipation than CMOS. The asymmetry between the two types of transistors in NMOS has a number of annoying consequences, such as the need for pre-charging and ratio logic. In CMOS the only asymmetry between the types of transistors lies in the relative speeds of the charge carriers: the speed of an electron is between two and three times that of a hole. If the threshold voltage \( V_t \) is chosen too small we get a phenomenon known as subthreshold leakage. This is more serious in NMOS than in CMOS, since the way in which transistors are used in CMOS allows \( V_t \) to be chosen larger than would be desirable for NMOS.

Over the years integrated circuits have become smaller in size. It is interesting to observe how a circuit's behaviour is affected when all its dimensions are scaled down. In integrated circuits time is usually measured in multiples of \( \tau \), the transition time of transistor. It satisfies

\[
\tau = \frac{L^2}{\mu(V_d - V_s)}
\]

in which \( L \) is the distance from source to drain (the channel length) and \( \mu \) the mobility of the charge carriers in the channel. We reduce the spatial dimensions, including those vertical to the substrate, by multiplying them by a factor \( \alpha \) (\( 0 < \alpha < 1 \)). Thus \( L' = \alpha L \). In order to keep the electric field in the channel constant, we multiply the voltage by \( \alpha \) as well. This results in \( \tau' = \alpha \tau \): the transit time is reduced by the same factor. Another consequence of the fact that we scale the voltage down is that the power dissipation per unit area remains the same.

The time required for a signal to travel through a path from one transistor to another is proportional to the product of the resistance and the
capacitance of the path. The resistance $R$ of a path is proportional to its length and inversely proportional to its cross section. Hence $R' = R/a$.

The capacitance of a path is inversely proportional to the distance to its neighbouring paths and layers, and it is proportional to the area facing that neighbouring path or layer. Hence, $C' = \alpha C$, and, consequently, $R'C' = RC$. The time required for a signal to go from one transistor to another measured in seconds is, consequently, not affected. But since $\tau' = \alpha \tau$, the time measured in multiples of $\tau$ has changed. In $\tau$-relative terms, if it took a signal time $\tau$ to go from one transistor to another then after scaling it will take time $\tau/a$. Thus the scaled circuit may not function anymore. The delays in its paths may have become too long.

Matters are even worse if we look at the time required for a signal to go a fixed distance, say from one end of the chip to the other. If in $\tau$-relative terms it first took time $\tau$, then after scaling it will take time $\tau/a^2$. This clearly demonstrates, firstly why propagation delays cannot be ignored in VLSI, and secondly that the distribution of a clock signal over the entire chip is not viable in VLSI, since such a cross-chip propagation has a quadratic scaling factor. The reader will now appreciate why we are looking for delay-insensitive circuits.

3.2. Restoring logic circuitry

We have demonstrated how perfect switches can be realized in CMOS. We now use these switches to construct restoring logic circuitry. A restoring logic circuit is a circuit in which the outputs are permanently driven by the power supply. The inputs determine, by controlling the switch settings, which outputs are connected to the high voltage of the power supply, denoted by 1, and which ones to the ground voltage, denoted by 0. We do, consequently, not rely on the fact that values may be stored temporarily on disconnected paths. (Due to the subthreshold leakage, values on disconnected paths deteriorate with time.) Restoring logic seems the natural choice for circuits that are realized in a submicron technology i.e. with path widths smaller than $10^{-6}$ m.

A logic component is a graph. Its vertex set is the union of the disjoint sets $X$, $Y$, $Z$, and $\{0,1\}$. The elements of $X$ and $Y$ are called input ports and output ports, respectively. The elements of $Z$ are called interior nodes. Each edge of the graph is either labeled or unlabeled. (Labeled edges represent switches.) There are two types of labels: $i$ and $i'$, with $i \in X$. A
label i represents a switch that is on for i = 1, i' a switch that is on for i = 0. Logic components will often simply be called components. (In hierarchically composed components, to be discussed below, we allow labels that are chosen from a larger set than just X.)

P(X) denotes the power set of X. Vertices j and k are called separated if for every A ∈ P(X) every path between j and k has an edge labeled i with i /∈ A or an edge labeled i' with i ∈ A. Let V ⊆ X ∪ {0, 1}. Vertex j is called driven by V if for every A ∈ P(X) there exists a v ∈ V and a path between j and v for which i ∈ A for every edge labeled i and i /∈ A for every edge labeled i'. A logic component is called nonfighting if every two distinct vertices in X ∪ {0, 1} are separated. A logic component is called well-behaved if it is nonfighting and every vertex j ∈ Y is driven by X ∪ {0, 1}. A logic component is called restoring if it is nonfighting and every vertex j ∈ Y is driven by {0, 1}. Notice that a restoring component is well-behaved.

We introduce a notation for the description of logic components that is very similar to the one we introduced for partially ordered computations. The difference is that the alphabet is replaced by a list of ports and the command by an enumeration of the edges of the graph. The following is an example of a description of a component.

```
com inverter(in?, out!):
  in' → out = 1
  in → out = 0
```

In the list of ports each input port is postfixed by a question mark and each output port by an exclamation point. The graph of this component has two edges: an edge labeled in', connecting out and 1, and an edge labeled in, connecting out and 0. It has no interior nodes. It is an example of a restoring logic component.

For every logic component we can draw a diagram. This is essentially a picture of the graph extended with connections between input ports and the switches they control. An edge labeled i is drawn as

```
  ___________i
     |          | i
     |          |
     |__________|
```
and an edge labeled $i'$ as

![Diagram of a switch](image)

They represent the switches. Their gates are connected to input port $i$. Arrows with the same label may be drawn connected in the diagram. Fig. 1 shows a diagram of the inverter.

![Diagram of an inverter](image)

Fig. 1  Diagram of an inverter

When specifying labeled edges we allow more general Boolean expressions to the left of the arrow than just the labels $i$ and $i'$ (i.e., $X$). Such labels may be connected by the Boolean operators $\land$ and $\lor$. The formula "$b_0 \lor b_1 \Rightarrow x = y$" specifies two connections between $x$ and $y$: $b_0 \Rightarrow x = y$ and $b_1 \Rightarrow x = y$. This is known as parallel composition. The formula "$b_0 \land b_1 \Rightarrow x = y$" introduces an interior node. Calling that interior node $z$, the formula is equivalent to "$b_0 \Rightarrow x = z$" and "$b_1 \Rightarrow z = y$". This is known as serial composition. Both parallel and serial composition occur in the following component.

```plaintext
com nor(a?, b?, out!):
  a' \lor b' \Rightarrow out = 1
  a \lor b \Rightarrow out = 0
```

A diagram of this component is shown in Fig. 2.
Except in very simple cases, components will be composed of subcomponents and connections between them. The latter are (possibly labeled) connections between the ports of the component, \{0,1\}, interior nodes, and the ports of the subcomponents. These connections thus constitute a logic component, to which we shall refer as the local graph.

A *hierarchically composed component* consists of a logic component, called the *local graph*, and zero or more hierarchically composed subcomponents. \(X_{\text{loc}}\) and \(Y_{\text{loc}}\) denote the sets of input and output ports, respectively, of the hierarchically composed component. \(X_{\text{int}}\), called the set of *internal input ports* of the local graph, is the union of the sets of output(1) ports of the subcomponents. \(Y_{\text{int}}\), the *internal output ports*, is the union of the sets of input(1) ports of the subcomponents. (For a component without subcomponents the local graph is, consequently, the entire component.)

A hierarchically composed component is a component. Its graph is the composition of the local graph and the graphs of the subcomponents, in which the ports of the subcomponents are the internal ports of the local graph.

Let \(X_{\text{tot}}\) be defined as the union of \(X_{\text{loc}}\) of the local graph and the \(X_{\text{tot}}\)'s of the subcomponents. A hierarchically composed component has labels \(i\) and \(i'\) with \(i \in X_{\text{tot}}\). In hierarchically composed components the labels are thus drawn from a richer set than just \(X\). This requires a slight change in the definitions of separated and driven. In both cases \(P(X)\) should be replaced by \(P(X_{\text{tot}})\).

The following properties show that the restrictions imposed on compo-
nents can be checked locally, i.e. for each local graph separately. For a more comprehensive treatment of restoring logic the reader is referred to REM 82, which includes the proofs of the properties.

**PROPERTY 3.1.** A component of which the local graph and all subcomponents are nonfighting is nonfighting.

**PROPERTY 3.2.** A component of which the local graph and all subcomponents are well-behaved is not necessarily well-behaved.

**PROPERTY 3.3.** A component is restoring if all its subcomponents are restoring and every vertex \( j \in Y \) is driven in the local graph by \( X_{\text{int}} \cup \{0,1\} \).

The following is an example of a restoring hierarchically composed component. Like in partially ordered computations, \( s.p \) signifies port \( p \) of subcomponent \( s \).

```plaintext
com C(a?,b?,q!,qbar!):
  sub i0,i1: inverter
    a \land b \rightarrow i0.in = 0
    a' \lor b' \rightarrow i0.in = i1.out
    a' \land b' \rightarrow i1.in = 0
    a \lor b \rightarrow i1.in = i0.out
    q = i0.out
    qbar = i1.out
moc
```

The local graph of component \( C \) consists of eight labeled edges and two unlabeled ones. An unlabeled edge between \( x \) and \( y \) is specified as "\( x = y \)".

Consider the four lines representing labeled edges. They may be viewed as equations in 4 unknowns together with conditions (in \( a \) and \( b \)) under which they are valid. For given \( a \) and \( b \) there remain two equations. We, furthermore, have that the inputs and outputs of \( i0 \) and \( i1 \) are each other's inverse. Thus we have, for given \( a \) and \( b \), a system of 4 equations in 4 unknowns. Together with the last two lines this gives 6 equations in 6 unknowns. If \( a \neq b \) this system has two solutions. If a system has multiple
solutions there must have been an earlier moment at which it had one solution and that solution must be one of the multiple solutions. That unique solution is then chosen among the multiple ones. Thus history dependence (or storage or state) may be represented in this framework.

We interpret output q as the value stored. The output qbar is its complement. Component C is a Muller C-element with two inputs (SEITZ 80). The value stored can change only when the input values change. If the inputs are made equal the value is made equal to the inputs. Otherwise the value remains unchanged. Fig. 3 contains a diagram of the component. The C-element plays an important role in delay-insensitive circuits.

![Diagram of a C-element](image)

As a last example of a restoring component we discuss a tally-circuit,

\[ \text{com tally}_0(\text{out}_0!); \text{out}_0 = 1 \text{ moc} \]

for \( i > 0 \):
Component \texttt{tally}_i has \( i \) input ports and \( i + 1 \) output ports. The line starting with \texttt{in}_j specifies \( i - 1 \) edges, one for every \( j \) satisfying \( 0 \leq j \leq i - 2 \). The next line shows that we allow more than one edge to the right of an arrow. It specifies \( i + 1 \) connections, each of them labeled \texttt{in}_{i-1}. \texttt{Component tally}_i counts the number of inputs that have value 1. If \( j \) (or \( j+1 \)) inputs are 1 output \texttt{out}_j will be 1 and the other outputs 0. Figure 4 shows a diagram of \texttt{tally}_3. This is basically the same circuit as the tally in MEAD & CONWAY 80.

![Diagram of tally_3-circuit](image-url)
4. DELAY-INSENSITIVE SIGNALING

In Section 2 we have become acquainted with the kind of computations we want to consider. Section 3 has given us a clear view of the kind of logic components we can build. But there is still an important gap left between them. This gap has mainly to do with what is customarily called "timing". If a component computes a result, and if that result is again input for another component, how then can we guarantee that the outputs are not used by the second component before they have assumed their values? The traditional method is to provide the components with clock signals that are generated at regular time intervals and that signal the completion of the preceding step. Since this requires estimating the connection delays, this approach is unsuitable for VLSI. In this section we discuss a different technique known as delay-insensitive signaling or self-timed signaling (SEITZ 80).

4.1. A composition operator expressing delay

We introduce a third composition operator: r-composition. It is similar to q-composition, but it expresses unbounded delay. There is a direction in delay: the sending of a signal will always precede its reception. To express this we introduce directed trace structures. (When appropriate, we refer to the trace structures defined in Section 2 as undirected trace structures.)

A directed trace structure is a triple $S = \langle T, A_0, A_1 \rangle$. $A_0$ and $A_1$ are disjoint finite subsets of $I$. $T \subseteq (A_0 \cup A_1)^*$. $A_0$ is called the output alphabet of $S$, and $A_1$ its input alphabet. The elements of $A_0$ and $A_1$ are called its output symbols and input symbols, respectively. When we say the alphabet of $S$, we mean $A_0 \cup A_1$.

We compose directed trace structures $S = \langle T, A_0, A_1 \rangle$ and $S' = \langle U, B_0, B_1 \rangle$ only when their alphabets satisfy $A_0 \cap B_0 = \emptyset$ and $A_1 \cap B_1 = \emptyset$. The p- and q-compositions of $S$ and $S'$ are p- and q-compositions of $\langle T, A_0 \cup A_1 \rangle$ and $\langle U, B_0 \cup B_1 \rangle$.

Any symbol occurring in the intersection of the alphabets of $S$ and $S'$ is an output symbol in one and an input symbol in the other. To distinguish between a as an input symbol and a as an output symbol we introduce postfixed symbols. A symbol $a$ can be postfixed with "!" or "?", yielding $a!$ and $a?$, respectively. These are two distinct symbols.
Let \( A_0 \) and \( A_1 \) be disjoint sets of symbols. If \( B \) is an alphabet then 
\( B/(A_0,A_1) \) is the alphabet obtained from \( B \) by replacing each symbol \( a \) in \( A_0 \) 
by the postfixed symbol \( a! \) and each symbol \( a \) in \( A_1 \) by \( a? \). \( T/(A_0,A_1) \) 
is similarly obtained from trace set \( T \). Let \( S = <T,A> \) be an undirected trace structure. The undirected trace structure \( S/(A_0,A_1) \) is then 
given by 
\[
S/(A_0,A_1) = <T/(A_0,A_1) , A/(A_0,A_1)>
\]

We introduce a special undirected trace structure \( \text{DEL} \). Let \( a \) and \( b \) be two 
distinct symbols. \( \text{DEL}(a,b) \) is the trace structure with \( \{a,b\} \) as its alphabet and 
\[
\{ t \in \{a,b\}^* \mid \#_a t' \geq \#_b t' \text{ for every prefix } t' \text{ of } t \}
\]
as its trace set.

We now come to the definition of \( r \)-composition. Let \( S = <T,A_0,A_1> \) and 
\( S' = <U,B_0,B_1> \) be two directed trace structures. Consider the following un-
directed trace structure.

\[
\begin{align*}
\langle T,A_0 \cup A_1 \rangle /(A_0 \cap B_1,A_1 \cap B_0) & \subseteq \\
\langle U,B_0 \cup B_1 \rangle/(B_0 \cap A_1,B_1 \cap A_0) & \subseteq \\
\text{DEL}(a_0!,a_0?) & \subseteq \cdots \subseteq \text{DEL}(a_{n-1}!,a_{n-1}?)
\end{align*}
\]

in which \( \{a_0, \ldots , a_{n-1}\} = (A_0 \cap B_1) \cup (A_1 \cap B_0) \), i.e. the intersection of the 
alphabets of \( S \) and \( S' \).

The \( r \)-composition of \( S \) and \( S' \), denoted \( S \cdot s' \), is trace structure \((4.1)\) 
with its alphabet partitioned into the output alphabet \((A_0 \setminus B_1) \cup (B_0 \setminus A_1)\) 
and the input alphabet \((A_1 \setminus B_0) \cup (B_1 \setminus A_0)\).

The trace structures \( \text{DEL}(a_1!,a_1?) \) express the delay between the sending 
of \( a_1 \) and the reception of \( a_1 \).

**Example 4.1.** Consider the program

\[
(4.2) \quad (z!; a; z!; b), \quad (p; z?; q; z?)
\]

(we have postfixed the symbols in the intersection of the alphabets to show
their types.) With the comma denoting \( q \)-composition (4.2) is equivalent to

\[(4.3) \quad p; a, q; b\]

With \( r \)-composition (4.2) is equivalent to

\[(4.4) \quad (a; b), (p; q)\]

Program (4.3) has two traces and (4.4) six, including the two of (4.2).

There are two problems associated with the delay as expressed by \( r \)-composition. The first one is that the trace set of DEL is not regular. DEL is the unbounded SYNC or, more precisely

\[
\text{DEL}(a,b) = \bigoplus_{k \geq 0} \text{SYNC}_k(a,b)
\]

Trace structure \( \text{DEL}(a,b) \) has as its states \( \{[a]_i^i \mid i \geq 0\} \), which is an infinite set. By introducing unbounded delay we have, consequently, left the realm of the finite-state machines and, hence, that of the regular sets.

The second problem is that one might question the validity of the assumption that a connection has an unbounded buffering capacity. A wire, obviously, does not have this property. On the other hand, wires do exhibit delay. So we cannot simply dispense with \( r \)-composition.

Fortunately, matters are not as dim as they may look. We want to restrict our components in such a way that their \( r \)-composition equals their \( q \)-composition, thus restricting ourselves again to regular sets. This is reflected in the following definition. A composition of a collection of trace structures is called delay-insensitive if the collection's \( q \)-composition and \( r \)-composition yield the same trace sets. For delay-insensitive compositions the trace structures \( \text{DEL}(a_1^i, a_2) \) in (4.1) may, without affecting the composite, be replaced by \( \text{SYNC}_j(a_1^i, a_2) \). Hence, the connections need only accommodate buffering capacity 1, which seems a very reasonable assumption for wires.

It is possible to transform trace structures in such a way that their composition is delay-insensitive without affecting their composite. We have actually already demonstrated this technique when we constructed component quinsem in Section 2.2. Compare this component with quinsem'. In the latter one the alphabets of the subcomponents are not disjoint: \( b_0, p \) and \( b_1, v \) are the same symbol. In quinsem this is implemented by adding the "acknowledge signal" \( q \). The following property shows that this is a general technique.
Let $S = \langle T, A_0, A_1 \rangle$ be a directed trace structure and $a$ a symbol with $a \in A_0 \cup A_1$. Then

$$S[a := a_0a_1]$$

denotes the trace structure obtained from $S$ by

(i) replacing in every trace of $T$ the symbol $a$ by the sequence $a_0a_1$;
(ii) replacing $a$ by $a_0$ in the alphabet that contains $a$;
(iii) adding $a_1$ to the alphabet that does not contain $a$.

(It is assumed that $a_0$ and $a_1$ are fresh symbols.)

$$S[\forall a \in C: a := a_0a_1]$$

denotes the trace structure obtained from $S$ by applying the transformations above for all symbols $a \in C$.

**PROPERTY 4.1.** Let $S = \langle T, A_0, A_1 \rangle$ and $S' = \langle U, B_0, B_1 \rangle$ be two directed trace structures. $A = A_0 \cup A_1$ and $B = B_0 \cup B_1$. Then

$$S \trianglelefteq S'$$

$$S[\forall a \in A \cap B: a := a_0a_1] \trianglelefteq S'[\forall a \in A \cap B: a := a_0a_1] = A[\forall a \in A \cap B: a := a_0a_1] \trianglelefteq S'[\forall a \in A \cap B: a := a_0a_1].$$

Thus we have found a way of making our compositions delay-insensitive. Applying this to Example 4.1 would give rise to the program

$$(z_0!; z_1?; a; z_0!; z_1?; b), (p; z_0?; z_1!; q; z_0?; z_1!$$

which, both under $q$- and under $r$-composition, is equivalent to (4.3).

4.2. Two delay-insensitive circuits

In Section 3 we discussed logic components composed of switches and connections. The connections carry the values 0 and 1. We looked at how the output values depend on the input values, but we hardly discussed dynamical behaviour, i.e. transitions on the connections. A transition is a change in value. Let $a$ be a point on a connection. A change from 0 to 1 in point $a$
(called a high-going transition) is denoted by \( a^+ \), and a change from 1 to 0 (a low-going transition) by \( a^- \). Consider the program

\[
(4.5) \quad (v; t^+); (t??; w)^*.
\]

Under q-composition \((4.5)\) yields \( v; (w,v)^* \), i.e. \( \text{SYNC}_2(v,w) \), under r-composition, however, \((4.5)\) yields \( \text{DEL}(v,w) \). Property 4.1 tells us how to resolve this difference: we change \((4.5)\) into

\[
(4.6) \quad (v; t^+; t??)^*; (t_0??; t_1^+; w)^*.
\]

But let there now be two connections, one for \( t_0 \) and one for \( t_1 \), and let the symbols \( t^+_i \) stand for transitions on these connections. Assume the connections to be low (carrying the value 0) initially. Since high-going and low-going transitions on the same connection alternate, \((4.6)\) becomes

\[
(v; t_0^+; t^+_1; v; t_0^+; t^+_1; w; t_0^+; t^+_1; w)^*.
\]

\( t^+_i \) may be read as "drive connection \( t^+_i \) high" and \( t??_i \) as "observe connection \( t^+_i \) going high". This type of signaling is known as 2-cycle signaling: there are two transitions between successive \( v \)'s or \( w \)'s. A more customary way of delay-insensitive signaling is 4-cycle signaling:

\[
(v; t_0^+; t^+_1; t_0^+; t^+_1; t_0^+; t^+_1; w)^*.
\]

We have now four transitions between successive \( v \)'s or \( w \)'s. The 4-cycle scheme is, as we saw, not necessary to achieve delay-insensitivity, but it tends to make the circuits thus communicating simpler than with 2-cycle signaling. The reason for this is that every \( v \) (and \( w \)) takes place with the pair \((t_0^+, t^+_1)\) of connections having the same value (cf. KENZ 80).

In this section we design two components: a quick return linkage and a binary semaphore. As computations they are not very interesting, but they provide a good insight in the application of trace theory to delay-insensitive signaling. We shall employ 4-cycle signaling. As a consequence, we may use q-composition as our composition operator. We henceforth omit the question marks and exclamation points.

Consider again two connections with 4-cycle signaling. We give names to their endpoints.
The 4-cycle signaling is expressed by the order

\[(4.7) \quad (v^+; p^+; a^+; b^+; v^+; p^+; a^+; b^+)^*.
\]

Expression (4.7) may be rewritten as

\[(4.8) \quad v^+; (p^+; a^+; b^+; v^+; p^+; a^+; b^+; v^+)^*.
\]

We split in (4.8) the transitions at the left end of the connections from those at the right end, which yields — adding symbols to make it equivalent to (4.8)

\[(4.9) \quad v^+; (t_0; p^+; a^+; t_1; t_2; p^+; a^+; t_3)^*,
\]

\[ (t_0; t_1; b^+; v^+; t_2; t_3; b^+; v^+)^*.
\]

We can weaken the order expressed in (4.9) by inserting in the connections a so-called quick return linkage

\[
\begin{align*}
\text{v} & \quad \text{Q} \quad \text{p} \\
\text{b} & \quad \text{a}
\end{align*}
\]

(By drawing arrowheads in the connections we express whether a transition at stands for a\( a^+ \) or for a\( ! a^+ \).) The effect of the insertion of the quick return linkage is that \( p^+; a^+ \) does not have to precede \( b^+; v^+ \), i.e. that in expression (4.9) \( t_3 \) is deleted:

\[(4.10) \quad v^+; (t_0; p^+; a^+; t_1; t_2; p^+; a^+)^*,
\]

\[ (t_0; t_1; b^+; v^+; t_2; b^+; v^+)^*.
\]

Expression (4.10) is equivalent to

\[(4.11) \quad v^+; (p^+; a^+; b^+; v^+; (p^+; a^+); (b^+; v^+))^*.
\]
We show that Q can be implemented by

$$v \rightarrow C \rightarrow p$$

(4.12)

A circuit

$$v \rightarrow C \rightarrow y$$

(4.13)

denotes a C-element. It implements, as we saw in Section 3.2, the order

$$v^+, q^+; y^+; v^+, q^+; y^+)^*$$

(4.14)

Expression (4.14) may be rewritten as

$$v^+, q^+; (y^+; v^+, q^+; y^+; v^+, q^+)^*$$

(4.15)

Consider the case that q is initially high:

$$v \rightarrow C \rightarrow y$$

(4.16)

which corresponds to dropping the initial q^+:

$$v^+; (y^+; v^+, q^+; y^+; v^+, q^+)^*$$

(4.17)

Next, let circuit (4.16) be extended with an inverter at q:

$$v \rightarrow C \rightarrow y$$

(4.18)

The expression for circuit (4.18) is obtained from (4.17) by replacing q^+ and q^+ by x^+ and x^+, respectively:
(4.19) \( v^+; (y^+; v^-, x^+; y^+; v^+, x^+)^* \).

We extend circuit (4.18) with a wire

\[ \begin{array}{c}
v \\
C \\
x \\
b \\
c 
\end{array} \]

The order for the wire is

(4.21) \( (c^+; b^+; c^+; b^+)^* \).

Circuit (4.20) has a left and a right environment. With both environments 4-cycle signaling is employed. This yields the following combination of (4.19) and (4.21) as the order for circuit (4.20):

(4.22) \( v^+; (y^+; (c^+; b^+; v^+), x^+; y^+; (c^+; b^+; v^+), x^+)^* \).

A circuit

\[ \begin{array}{c}
y \\
c \\
x \\
p \\
a 
\end{array} \]

denotes an and-element with input reproduction. It has a left and a right environment, using 4-cycle signaling with both environments: the order for the left environment is \( (y^+; c^+, x^+; y^+; c^+, x^+)^* \) and for the right environment \( (p^+; a^+; p^+; a^+)^* \). The order for circuit (4.20) is the following combination of these two orders

(4.24) \( (y^+; p^+; a^+; c^+, x^+; y^+; c^+, (p^+; a^+; x^+))^* \).

Circuit (4.12) is the composition of circuits (4.20) and (4.23). The \( q \)-composition of their expressions, (4.22) and (4.24), is (4.11), which shows that circuit (4.12) implements (4.11).

We next discuss the design of a binary semaphore. A binary semaphore is a component with a left and a right environment.
It implements the order expressed by

\[(4.25)\quad (v^+; t0; w^+; v^+; w^+; v^+)^*; (t0; p^+; q^+; p^+; q^+)^*\.

Expression \((4.25)\) may be rewritten as

\[(4.26)\quad v^+; (t0; w^+; v^+; w^+; v^+)^*; (t0; p^+; q^+; p^+; q^+)^*\.

Consider again circuit \((4.16)\). We split output \(y\) into outputs \(w\) and \(p\):

\[(4.27)\quad v \rightarrow \begin{array}{c} \text{C} \\ \end{array} \rightarrow q \text{(high)} \rightarrow y \rightarrow p \quad w \leftarrow \begin{array}{c} \text{y} \\ \end{array} \rightarrow q\]

The order for circuit \((4.27)\) is obtained by replacing in \((4.17)\) \(y^+\) and \(y^+\) by \(w^+, p^+\) and \(w^+, p^+\), respectively:

\[(4.28)\quad v^+; (w^+, p^+; v^+, q^+; w^+, p^+; v^+, q^+)^*\.

Next we split the environment of circuit \((4.27)\) into a left and a right environment, each of which uses 4-cycle signaling: the order for the left environment is \(v^+; (w^+; v^+; w^+; v^+)^*\) and for the right environment \((p^+; q^+; p^+; q^+)^*\). The result of this splitting is that the environment as a whole imposes less order. The following orders, that were present in \((4.28)\), have been lost:

\[w^+; q^+\]
\[p^+; v^+\]
\[w^+; q^+\]
\[p^+; v^+\]

Deleting these orders from \((4.28)\) yields
Expression (4.29) is equivalent to

\[ v^+; (t0; w^+; v^+; t1; w^+; v^+) \ast. \]

Expression (4.30) exhibits more order than (4.26). But we know what we can do about that: add a quick return linkage. The effect of adding a quick return linkage on \( v \) and \( w \) is that \( pt; q^+ \) does not have to precede \( w^+; v^+ \), i.e. that in expression (4.30) \( t1; w^+; v^+ \) is replaced by \( t1, (w^+; v^+) \). Another quick return linkage on \( p \) and \( q \) replaces \( t1; p^+; q^+ \) by \( t1, (p^+; q^+) \). Thus the circuit

\[ \text{(4.31)} \]

implements

\[ v^+; (t0; w^+; v^+; t1, (w^+; v^+)) \ast, \]

\[ (t0; p^+; q^+; t1, (p^+; q^+)) \ast. \]

Expression (4.32) is equivalent to (4.26), which shows that circuit (4.31) is a binary semaphore.

Like we showed with component trisem in Section 2.2, we can connect two of these binary semaphores to obtain a ternary semaphore, or \( k \) binary semaphores to obtain a \((k+1)\)-ary semaphore.

5. CONCLUSIONS

In the preceding sections we have discussed a number of topics associated with the translation of components denoting partially ordered computations into delay-insensitive circuits. There are also a number of topics we have not touched upon or only touched upon lightly. We outline some of the latter topics in this section.
There are a number of ways in which the translation of components into circuits can be achieved. We discuss two of them.

Some circuits can be translated into regular structures known as programmable logic arrays (FLA's). As an example we consider the full-adder element discussed in Section 2.3 (Example 2.8). We can partition its alphabet into an input and an output alphabet. Such a partition may be given to start with, but there are also efforts being made to derive the partition from the trace set. We give an example of such a derivation that seems applicable in simple cases.

Let $S = \langle T, A \rangle$ be a trace structure. We call two symbols $a$ and $b$ in $A$ related if

$$\{ u \in A^+ \mid ua \in \text{PREF}(T) \} = \{ u \in A^+ \mid ub \in \text{PREF}(T) \}. $$

This is an equivalence relation on $A$. We call each equivalence class containing at least two symbols an input and the symbols in such a class input symbols. The singleton equivalence classes are then the outputs and the symbols in them output symbols.

The definition above yields for the full-adder element three binary inputs: $(a_0,a_1)$, $(b_0,b_1)$, and $(c_0,c_1)$. The other symbols are output symbols. For each output symbol we list the input symbols that precede it, i.e. those that are separated from it by at least one semicolon:

- $d_0$: $a_0 \land b_0 \land a_0 \land b_1 \land c_0 \lor a_1 \land b_0 \land c_0$
- $d_1$: $a_1 \land b_1 \land a_0 \land b_1 \land c_1 \lor a_1 \land b_0 \land c_1$
- $a_0$: $a_0 \land b_0 \land c_0 \lor a_0 \land b_1 \land c_0 \lor a_0 \land b_1 \land c_1 \lor a_1 \land b_0 \land c_1$
- $a_1$: $a_0 \land b_0 \land c_0 \lor a_0 \land b_1 \land c_1 \lor a_0 \land b_1 \land c_0 \lor a_1 \land b_0 \land c_0$

Seitz shows an almost delay-insensitive PLA for a full-adder element on p. 251 of SEITZ 80. The 14 terms in the four lines above correspond exactly to the 14 crossings in his PLA at which the horizontal and vertical wires are connected. Seitz's realization may thus be derived directly from our program text.

For more complicated components - components with nested repetition, for example - we can draw upon work done on recognizing regular languages (FLOYD & ULLMAN 80). There is a difference between recognizing a regular
language and executing a component: when executing a component, i.e. selecting a trace, the input symbols are the only ones to be recognized. At the appropriate positions in the trace recognized the output symbols in that trace must be generated. These output symbols are then again inputs to and recognized by other components.

An interesting method of recognizing regular languages is described in FOSTER & KUNG 81. The machinery they propose consists of so-called building blocks that communicate in a pipe-lined fashion. Since such a scheme does not require global communication, it seems well-suited for a delay-insensitive implementation. A necessary extension of their machinery in order to use it for the execution of our components is the introduction of a building block that corresponds to the comma.

We have chosen trace theory as the basis of our computations, and we have showed how states (and state transitions) can be derived from trace sets. A more traditional approach is to start with states. Such an approach seems well-suited for clocked systems: the clock separates the computation into a number of steps, each step leading from one state to the next. In delay-insensitive circuits, however, there do not have to be moments at which the circuit is in a well-defined state. We are dealing with events that are only partially ordered. Trace theory seems to be well-suited as a basis for such computations. In BROCK & ACKERMAN 81 it is shown that defining the semantics of (nondeterministic) components as functions from input streams to sets of output streams is not a good approach, since it does not reflect the order between individual items in different streams. They exhibit this shortcoming in a number of approaches described in the literature. Trace theory does not have this defect.

There are at least three extensions to the material presented that need further attention. First of all, we need more theorems on trace structures. These theorems must enhance our capability of designing partially ordered computations and arguing about them. They must be aimed at leaving the realm of the individual traces. A nice example of such a theorem is Property 2.11. It defines the net effect of the composite in terms of the net effects of the parts. Finding such theorems requires good ways of characterizing net effects of computations. The characterization of stacks in terms of well-nested sequences (Example 2.7) was an effort in that direction.

Secondly, we need to study the problem of laying out transistor-con-
nection diagrams (so-called schematics) in the plane. This mapping must be done by a compiler, without interference or consultation of the designer. The fact that the mapping problem is still ill-understood is the main driving force behind the current popularity of graphical "design tools". Such design tools are usually design obstacles in the sense that they prevent the designer from ignoring the physical realization.

Thirdly, we need to extend the notation in which we specify our components. A good extension would be the introduction of values and ports via which these values are communicated. It would make our notation look more like the one discussed in HOARE 78a. Values and ports have types. The declaration of a type defines a method of representing values and ports of that type in terms of symbols. Such a type could, for example, be 16-bit integer. The declaration specifies, among other things, whether the bits of such an integer are communicated serially or in parallel. The components we introduce will thus give us new modes of expression. By a proper choice of components we want to arrive at a mode of expression that one would customarily call a "higher level programming language".
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PROCESSES AND THE DENOTATIONAL SEMANTICS OF CONCURRENCY

J.W. de Bakker & J.I. Zucker
Mathematisch Centrum, Amsterdam/SUNY at Buffalo, USA

1. INTRODUCTION

The aim of this paper is to present a mathematical study of the semantics of a variety of language concepts in the area of concurrency. We shall be concerned with three fundamental notions in this field: parallel composition, synchronisation, and communication, and we shall develop a general framework in which definitions and properties of these notions can be discussed in a systematic way.

The emphasis in the paper is on definitions - rather than on pragmatic use - of language concepts. We shall use the methodology of denotational semantics. "Denotational" should be contrasted here with "operational". The key idea of the former approach is that expressions in a programming language denote values in mathematical domains equipped with an appropriate structure, whereas in the latter the operations as prescribed by the language constructs are modelled by steps performed by some suitable abstract machine.

In the denotational semantics of sequential programming concepts, a central role is played by the notion of (state-transforming) function. Let us use $\Sigma$, with elements $\sigma$, for the set of states. For the present purposes, it suffices to define a state as a mapping from program variables $x,y,...$ to values such as 0,1,... . The denotational meaning of a simple command such as the assignment statement $x := x+1$ is a function $\hat{\phi}: \Sigma \rightarrow \Sigma$, defined by $\hat{\phi}(\sigma) = \sigma'$, where $\sigma'(x) = \sigma(x)+1$, and $\sigma'(y) = \sigma(y)$ for all $y \neq x$. Also, the meaning of a composite command, formed by sequential composition ";", such as $x := x+1; y := x+y$ is obtained by forming the function composition $\hat{\phi}_2 \circ \hat{\phi}_1$, where $\hat{\phi}_1$ and $\hat{\phi}_2$ are the meanings of the statements $x := x+1$ and $y := x+y$, respectively. When we admit nondeterminacy, the situation changes...
somewhat in that the meaning of a statement is now a function from states to sets of states with a certain structure. Using $P$ for "power set of", we now use functions $\phi: \Xi \rightarrow P(\Xi)$. Here as well, composition is easy to define: $\phi_1 \circ \phi_2 = \lambda \sigma. (\sigma' | \sigma' \in \phi_1(\sigma))$ for some $\sigma' \in \phi_2(\sigma)$, and no essential extension of the traditional view of a statement having a state transformation as its meaning is necessary. A fundamental change in this view is needed, however, for the denotational treatment of parallel composition. Let $S_1 \parallel S_2$ denote parallel execution of $S_1$ and $S_2$: Statements $S_1$ and $S_2$ - in the example allowed to share their variables - are executed by arbitrary interleaving of the constituent elementary actions of $S_1$ and $S_2$. Consider, for example, a simple program $(\ast): (A_1; A_2) \parallel (B_1; B_2)$, with $A_1, B_1$ elementary actions (such as $x := x + 1$), and let $\phi_1, \psi_1$ be the respective meanings of $A_1, B_1$. Now what happens if we take the $\phi_1, \psi_1$ simply as functions: $\Xi \rightarrow \Xi$? We form the compositions $\phi = \phi_2 \circ \phi_1, \psi = \psi_2 \circ \psi_1$ and try to define a resulting function merge $(\phi, \psi)$. Here we are stuck, since having formed the compositions $\phi, \psi$, we no longer have available their respective operands $\phi_1, \psi_1$. (Remember that what we want as resulting function is the union of the (six) possibilities $\phi_2 \circ \phi_1, \psi_2 \circ \psi_1, \phi_2 \circ \phi_1 \circ \psi_1, \psi_2 \circ \phi_1 \circ \psi_1, \ldots$. In an operational approach, the problem does not arise in this form: A trace is kept of the computation, e.g. in the form of the (set of the) sequence(s) of elementary actions generated while executing the program, and the meaning of $S_1 \parallel S_2$ is simply the shuffle (in the language theoretic sense) of the traces corresponding to $S_1$ and $S_2$. (Other operational approaches are also possible, see e.g. [31,49]. However, they all involve suitably structured sequences of elementary steps.) This preserving of intermediate information in order to be able to describe the final result of interleaving is crucial for a proper treatment of parallelism, and is in fact what we shall do as well in our denotational approach. The basic idea is to extend the notion of function to that of process. Here "process" is a generic term, referring to a variety of mathematical objects which have one important property in common, viz. that they are constituted in some way from (possibly infinite) sets of (possibly infinite) sequences. For the example language considered above, the corresponding notion of process is an extension of that of state-transforming function in that it is still a function but now includes the information on how it was built up from the - possibly infinite - sequences of its elementary components. In this introduction we shall not be more precise about the notion of process. What we do underline is that in our theory a process is a semantic rather than a syntactic notion: it is a
feature of the mathematical model rather than of the program text.

Section 2 of the paper presents the notion of process in some detail. A rigorous treatment of this requires some mathematical machinery involving tools from metric topology. A fundamental role is played by equations for domains of processes. Such equations are solved essentially by completion techniques - reminiscent of the way Cantor constructed the real numbers from the rationals. Next, the central operations upon processes are defined. We consider the convenience in formulating these definitions as an important accomplishment of the theory of processes. Processes are finite or infinite. Defining the operations for the finite cases requires specific attention; the infinite ones are each time obtained in a standard way by continuity arguments. Some of the more tedious mathematical arguments are relegated to the appendices; in section 2 we concentrate on those results which are necessary for an understanding of the central sections of our paper. For the reader who wants to skip all mathematical details we provide a brief summary of the relevant results at the end of the section. Sections 3 to 8 constitute the applied part of the paper. In these, it is shown how a rigorous and concise semantics can be designed for certain central notions in concurrency, by an appropriate synthesis of the use of processes with that of more traditional ideas of denotational semantics. Section 3 concentrates on flow of control: It considers a simple language with elementary actions, sequential composition and nondeterministic choice, and iteration or recursion. Adding parallel composition ("||") to this requires for its semantics a rather simple process domain, the so-called uniform processes. Iteration and recursion are dealt with in a relatively straightforward way by certain limit constructions. We already mention that an appeal to Banach's fixed point theorem will replace the familiar least fixed point approach of denotational semantics based on complete partially ordered sets. The section also discusses how the yield of a uniform process p can be derived from the set of all paths in p.

In section 4 we add synchronization to the language(s) of section 3. Synchronization restricts the set of all possible interleavings of sequences of elementary actions, and a general mechanism to model this is studied. Section 5 refines the theory by introducing the notion of state - suppressed in sections 3 and 4 - and assignments, and discusses the required extensions to the notions of processes and their yields. Processes are no longer uniform, but depend on the state as an argument, and the previous definitions have to be modified accordingly. As special feature we mention
that unbounded nondeterminacy can be dealt with without any additional
measures. Section 6 combines the ideas of sections 4 and 5, in that synchro-
nization is now considered for non-uniform processes. Among the topics
studied are deadlock, and synchronization through guards in guarded commands.
Section 7 extends synchronization to communication: At points of synchro-
nization in the parallel execution values are passed from one process to
another. A further extension of the notion of process is needed to deal with
this. Two major examples of languages with communication are treated:
Hoare's Communicating Sequential Processes ([34]), and Milner's Calculus for
Communicating Systems ([44]). In section 8 we finally discuss some miscel-
naneous notions in concurrency, without providing a full treatment as was
done in the preceding sections. In the appendices a number of mathematical
details omitted in section 2 are filled in.

A few words on the emphasis on denotational in the title of our paper
are in order. Our arguments for the claim that our approach is denotational
are twofold: (i) the systematic use of mathematical models which are used
as range for the valuation mappings assigning meaning to the various
programming constructs, (ii) the systematic way of adhering to the composi-
tionality principle, allowing homomorphic valuations. However, we are aware
of the fact that we have to pay a price for this. The mathematical model
contains various notions which, though denotational in style, are operational
in spirit. These include the "history" feature of the notion of process
itself, and the use of so-called silent moves in dealing with synchronization
and recursion.

There is a vast amount of literature on concurrency, and a good part
of these papers involve some discussion of the operational semantics of the
notion(s) in concurrency. Our understanding of concurrency has been profound-
ly influenced by the work of R. Milner, starting with [42], continued in
papers such as [30,40,43], and culminating in [44]. Though the latter work
is primarily operational in spirit, there is still a lot in it which recalls
its author's denotational period. Also, for an intuitive understanding of
the central notions in concurrency it is an invaluable source. The various
notions of process to be studied below will be introduced as solutions of
domain equations. The introduction of equations of this type is due to
D. Scott — dating back to perhaps the most famous equation for reflexive
domains: $D = D + D$ — and has been treated extensively in, e.g., [54] or,
more recently, in [55]. A very nice textbook on denotational semantics in
general and domain equations in particular is Stoy [57]. (A more introduc-
tory text on denotational semantics is Gordon [28]; many advanced topics are treated in Milne & Strachey [41].) Scott's theory did not include nondeterminacy or concurrency, and an extension of his theory dealing with these concepts was proposed by Plotkin ([48]), later simplified somewhat by Smyth ([56]; c.f. also [39]). The first time we saw a domain equation intended to be used for modelling concurrency was in Bekic [12]. In the work of Plotkin and Smyth, domain equations are solved by category-theoretic methods which may be somewhat demanding for the uninitiated reader. We prefer to use other tools, viz. those of metric topology. The use of these has been advocated in recent years by M. Nivat and his colleagues, and applied successfully in a variety of applications having to do with infinite words or infinite trees modelling infinite computations and the semantics of recursive program schemes with nondeterminacy [5,6,45,46]. The mathematical foundations of our work - as described in section 2 - owes a considerable debt to the work of Nivat's school - though the specific way we use topological completion techniques to solve equations seems to be new.

Our own first venture into the realm of (infinite) processes was De Bakker [9]. Lacking in that paper was a sound mathematical basis for the notion of process. The present topological treatment was first described in De Bakker & Zucker [11], reporting on research which was started during a most enjoyable stay of the first author at Bar-Ilan University and the Weizmann Institute during the summer of 1981.

Further references to the literature - in particular concerned with the various concepts in concurrency we shall encounter in these notes - will be given as we go along.

A preliminary version of this paper was used as lecture notes for the Fourth Advanced Course on Foundations of Computer Science, Amsterdam, June 1982. We are indebted to the students of this course for various questions and comments. We also acknowledge the suggestions of the referee, and discussions with J.A. Bergstra, J.W. Klop, R. Kuiper, L. Lamport, J.J.Ch. Meyer, and G. Plotkin.

2. PROCESSES

In this section we show how processes p can be introduced as elements of domains P which are obtained as solutions of domain equations of the form (\ast): P = T(P). The techniques used to solve (\ast) are taken from metric topology. A variety of equations (\ast) is considered, determining a variety
of process domains of increasing complexity. Furthermore, a number of operations upon processes are defined, viz. composition \((p_1 \circ p_2)\), union \((p_1 \cup p_2)\), and merge \((p_1 || p_2)\), and various properties of these operations are presented. A few of the proofs of the supporting mathematical facts are not contained in this section but can be found in the appendix. A brief summary of the relevant results is given at the end of the section.

We begin by recalling a few basic facts from metric topology. We assume known the notions of metric space, Cauchy sequence (CS) in a metric space, isometry (distance-preserving bijection), limits and closed sets, completeness of a metric space, and the theorem stating that each metric space \((M,d)\) can be completed to (i.e. isometrically embedded in) a complete metric space. Throughout our paper, we shall only consider spaces \((M,d)\) such that the metric \(d\) has values in the interval \([0,1]\).

These notions are sufficient to solve the first domain equation for processes. This equation is very simple, and introduced only for the sake of illustrating the method used in solving such equations. Let \(A\) be any set. We consider the equation

\[
P = \{p_0\} \cup (A \times P)
\]

where \(p_0\) is the nil process, and "\(\times\)" is the usual cartesian product. Intuitively, it is not difficult to see that the (greatest) solution set \(P\) should consist of \(p_0\), all finite sequences of the form \(<a_1, <a_2, \ldots, <a_n, p_0> \ldots>\), for \(n \geq 1\), together with all infinite sequences \(<a_1, <a_2, \ldots>\>. \) The role of the nil process \(p_0\) may be somewhat unusual in this equation, in that it replaces the more familiar empty sequence. However, it will remain with us all through the paper, and we ask the reader to exercise some patience in trying to appreciate its use.

We now obtain the solution of (2.1) in a more rigorous manner:

**Definition 2.1.** Let \((P_n, d_n)\), \(n = 0, 1, \ldots\), be a collection of metric spaces defined inductively by: \(P_0 = \{p_0\}\), \(d_0(p', p'') = 0\) (since\( p', p'' \in P_0 \iff p' = p'' = p_0\)), \(P_{n+1} = \{p_0\} \cup (A \times P_n)\), \(d_{n+1}\) is given by:

\[
d_{n+1}(p', p'') = 0 \text{ if } p' = p'' = p_0, \quad d_{n+1}(p', p'') = 1 \text{ if } p' = p_0, \quad p'' \neq p_0 \text{ or } p' \neq p_0, \quad p'' = p_0.
\]

Otherwise, \(p' = <a_1, p_1>\), \(p'' = <a_2, p_2>\) for some \(a_1, a_2 \in A\), \(p_1, p_2 \in P_n\), and we put
\[ d_{n+1}(p', p'') = \begin{cases} 
1, & \text{if } a_1 \neq a_2 \\
\frac{1}{2} d_n(p_1, p_2), & \text{if } a_1 = a_2 
\end{cases} \]

It is not difficult to verify that \( d_n \) is indeed a metric on \( P_n \). As next step, we define \( P^d \mid \bigcup_n P_n \) and \( d^d \mid \bigcup_n d_n \). E.g., take \( p' = \langle a_1, a_2, a_3, P_0 \rangle \), \( p'' = \langle a_1, a_2, a_3, a_4, P_0 \rangle \). Then \( d(p', p'') = d_n(p', p'') \) (any \( n \geq 4 \)) = \( \frac{1}{2} d_{n-1}(\langle a_2, a_3, P_0 \rangle, \langle a_2, a_3, a_4, P_0 \rangle) = \ldots = \frac{1}{8} d_{n-3}(\langle P_0, a_4, P_0 \rangle) = \frac{1}{8} \cdot \frac{1}{8} = \frac{1}{8}. \)

**Definition 2.2.**

a. \( P = \bigcup_n P_n \), \( d = \bigcup_n d_n \)

b. \((P, d)\) is the completion of \((P_n^d, d)\).

Standard properties of the completion technique yield that we may take \( P \) as consisting of \( P^d \) together with all limit points \( p = \lim_n p_n \), with \( \langle p_n \rangle \) a Cauchy sequence such that \( p_n \in P_n \). It is now straightforward to show that

**Lemma 2.3.** \( P \) satisfies (2.1).

**Proof.** Let \( p', p'' \in (P_n^d) \cup (A \ast P) \). We define isometries \( \phi: P \rightarrow P', \psi: P' \rightarrow P \) in the following manner. First we consider \( \phi \). If \( p = p_0 \), we take \( \phi(p) = p_0 \); clearly, \( \phi(p) \in P' \) in that case. Otherwise, \( p = \lim_n p_n \) with \( \langle p_n \rangle \) a CS (if \( p \in P_n \), for some \( n \geq 1 \), \( p \) is identified with a CS which is eventually constant), and we may assume without lack of generality that \( p_n = \langle a_n, q_n \rangle \), for some \( a_n \) and all \( n \), such that \( \langle q_n \rangle \) is also a CS. Now let \( q = \lim_n q_n \). We take \( \phi(p) = \langle a_n, q \rangle \). We leave the definition of \( \psi \), and verification that \( \phi, \psi \) are indeed isometries to the reader. \( \square \)

The trouble taken to solve (2.1) may seen somewhat inordinate. It was done this way to familiarize the reader with this style of argument – which will pay off later – rather than for the solution of this problem in its own right.

Processes \( p \) which are elements of sets \( P \) as defined (e.g.) by equation (2.1) have a degree, written as \( \deg(p) \), and defined in

**Definition 2.4.** \( \deg(p_0) = 0, \deg(p) = n \) if \( p \in P_n \setminus P_{n-1} \), for some \( n \geq 1 \), and \( \deg(p) = \infty \), otherwise.
For processes \( p, q \) in \( P \) as defined in (2.1) we now give the definition of their composition \( p \circ q \):

**Definition 2.5.** \( p \circ q \) is defined (by induction on \( \text{deg}(q) \))

a. \( p \circ p_0 = p \), \( p \circ <a, q'> = <a, p \circ q' \rangle \) if \( \text{deg}(<a, q'>) < = \)

b. \( p \circ \lim_i q_i = \lim_i (p \circ q_i) \), for \( q_i \) finite

Example: \(<a_1, <a_2, p_0'> \circ <a_3, p_0'> = <a_3, <a_1, <a_2, p_0'> \rangle \). We see that composition is (almost) concatenation in reverse order.

**Lemma 2.6.**

a. If \( <q_i>_i \) is a CS then so are \( p \circ q_i >_i \) (this justifies definition 2.5b)

and \( <q_i \circ p>_i \).

b. "\( \circ \)" is continuous in both arguments, i.e., \( \lim_i (p_i \circ q) = \lim_i (p \circ q_i) \),

and \( p \circ \lim_i q_i = \lim_i (p \circ q_i) \), for all \( p_i, q_i \) such that \( <p_i>_i, <q_i>_i \) are CS.

c. "\( \circ \)" is associative

Proof. This lemma being a special case of later results, we omit its proof.

We now turn to the solution of a more interesting equation. The resulting processes are not simply (finite or infinite) sequences, but roughly, a precise statement follows sets of such sequences. We want to solve

\[
(2.2) \quad P = \{p_0\} \cup P_c(A \times P)
\]

where \( P(\cdot) \) denotes all subsets of \( \cdot \), and \( P_c(\cdot) \) all closed subsets of \( \cdot \) (closed with respect to the metric to be introduced in a moment). Before going into the mathematical details, we consider a few simple examples.

Possible elements of \( P \) are \( p_0, \{<a_1, p_0>, <a_2, p_0'>\}, \{<a_1, {<a_2, p_0'>}, <a_1, {<a_2, p_0'>}>, <a_3, {<a_2, p_0'>}>, <a_3, p_0'>\}, \{<a_1, {<a_2, p_0'>}, <a_3, p_0'>\}, \{<a, {<a, \ldots, p_0'}\} \). In pictures, these processes may be represented by

```
  a   a_2   a_3   a_1   a_2   a_3   a_1   a  
P_0   /
     /
    a_1
```

We see that these processes closely resemble (unordered) trees. However, as essential difference we have that "nodes" in a process have a set — rather than a multiset — of successors: A tree $t_1 \wedge t_2$ has no corresponding process.

The topological treatment of the solution of (2.2) requires some preparations. Firstly, we extend distances $d$ as follows:

**DEFINITION 2.7.** Let $(M,d)$ be a metric space and let $X,Y$ be subsets of $M$. We define

a. $d(x,Y) = \inf_{y \in Y} d(x,y)$

b. $d(X,Y) = \max(\sup_{x \in X} d(x,Y), \sup_{y \in Y} d(y,X))$

(By convention, $\inf \emptyset = 1$, $\sup \emptyset = 0$.)

**Remark.** The distance $d(X,Y)$ is the Hausdorff distance between sets. It should be distinguished from $d'(X,Y) = \inf_{x \in X, y \in Y} d(x,y)$, which does not determine a metric.

For the Hausdorff distance we have

**LEMMA 2.8.** Let $(M,d)$ be a metric space, and let $P_c(M)$ be the collection of all closed subsets of $M$. Then $(P_c(M),d)$ is a metric space.

**Proof.** See [19] or [22].

Remark. Given a metric space $(M,d)$, $d$ is said to be an ultrametric on $M$ if it satisfies the "strong triangle inequality" $\forall x,y,z \in M \left[ d(x,z) \leq \max \{ d(x,y), d(y,z) \} \right]$. It is easy to see that if $d$ is an ultrametric on $M$, then so is the induced Hausdorff metric on $P_c(M)$. It will follow (as can easily be shown) that every process domain $P$ considered in this article will have an ultrametric with, moreover, $\max \{ d(p,q) \mid p,q \in P \} = 1$.

An important technical result which plays a central role in the theory developed below is the following theorem of Hahn [29](cf. also [22]):

**THEOREM 2.9.** If $(M,d)$ is complete then so is $(P_c(M),d)$. Also, for $\langle x_n \rangle \in CS$ in $P_c(M)$, we have that

$$\lim_{n} x_n = \{ x \mid x = \lim_{n} x_n, \text{ for } x \in X_n, \text{ } \langle x_n \rangle \in CS \text{ in } M \}.$$
Proof. See Appendix A.

We now proceed with the construction solving (2.2). We introduce metric spaces \((P_n, d_n)\), extending the techniques as applied before with sets and their (Hausdorff) distances:

**Definition 2.10.** The collection of metric spaces \((P_n, d_n)\), \(n = 0, 1, \ldots\), is defined by \(P_0 = \{p_0\}\), \(d_0(p', p'') = 0\), \(P_{n+1} = \{p_0\} \cup P(A \times P_n)\), \(d_{n+1}(p', p'')\) is as before for \(p' = p_0\) or \(p'' = p_0\). Otherwise, \(p' = X \leq A \times P_n\), \(p'' = Y \leq A \times P_n\), and we take \(d_{n+1}(X, Y)\) as the Hausdorff distance induced by the distance between points \(d_n(x, y)\), where (as before), for \(x = <a_1, p_1>\), \(y = <a_2, p_2>\):

\[
d_{n+1}(x, y) = \begin{cases} 
1, & \text{if } a_1 \neq a_2 \\
\frac{1}{2} d_n(p_1, p_2), & \text{if } a_1 = a_2
\end{cases}
\]

**Example.** Take \(a_2 \neq a_1\). Then \(d_2(<a_1, <a_2, p_0>, <a_3, p_0>), <a_1, <a_2, p_0>), <a_1, <a_3, p_0>), <a_1, <a_2, p_0>), <a_1, <a_3, p_0>)> = \frac{1}{2}\).

As before, we take \(P = \bigcup_n P_n,\) \(d = \bigcup_n d_n\), and \((P, d)\) is defined as the completion of \((P, d)\). We have

**Theorem 2.11.** \(P = \{p_0\} \cup P_c(A \times P)\), where \(P_c(\cdot)\) stands for all subsets of (\(\cdot)\) which are closed with respect to the metric \(d\).

The proof needs a definition and a lemma.

**Definition 2.12.**

a. Let \(p \in P \cup P_c\). We define \(p^{(n)}\), \(n = 0, 1, \ldots\), by: If \(p = p_0\) then \(p^{(n)} = p_0\), \(n = 0, 1, \ldots\). Otherwise, \(p^{(0)} = p_0, p^{(n+1)} = \{<a, q^{(n)}| a, q \in p\}.

b. Let \(p \in P \cup P_c\). Then \(p = \lim_i P_i, P_i \in P_i, <p_i, i >\) a CS. We then put \(p^{(n)} = \lim_i P_i^{(n)}\).

c. For \(X \subseteq A \times P\) we put \(X^{(n+1)} = \{<a, q^{(n)}, a, q \in X\}, n = 0, 1, \ldots\).

**Lemma 2.13.**

a. For each \(p \in P, p = \lim_n p^{(n)}\)

b. For \(X \subseteq A \times P, X^{(n)}\) is a CS and \(\lim_n X^{(n)} = \tilde{X}\), where \(\tilde{X}\) is the closure of \(X\). Hence, for \(X\) closed, \(X = \lim_n X^{(n)}\).

**Proof.** We only prove part b. Clearly, for \(m \leq n, d(X^{(n)}, X^{(m)}) \leq 1/2^m\), and we see that \(X^{(n)}\) is a CS. We now show that \(X \subseteq \lim_n X^{(n)}\). Let \(<a, p> \in X\). Then \(<a, p> = \lim_n <a, p^{(n)} > = \lim_n <a, p^{(n)} > \in \lim_n X^{(n)}\). Each \(X^{(n)}\) is closed
in \( P_{n+1} \) (all subsets of each \( P_n \) are closed, since distances between points are at least \( 1/2^n \)) and so there are no non-trivial CS in \( P_n \); hence, \( \lim_n X^{(n)} \) exists and is closed. From this and \( X \subseteq \lim_n X^{(n)} \) it follows that \( X \subseteq \lim_n X^{(n)} \). Conversely, let \( p \in \lim_n X^{(n)} \). By theorem 2.9, \( p = \lim_n p_n \), where \( p_n \in X^{(n)} \), \( <p_n> \) a CS. Hence, \( p_n = q^{(n)} \) for some \( q \in X \). Then \( p = \lim_n q_n \), i.e., \( p \) belongs to the closure \( \overline{X} \) of \( X \).

We now prove theorem 2.11. Similarly to what we did in the proof of lemma 2.3, we show that \( P \) satisfies (2.2) by establishing an isometry between the spaces \( P \) and \( P' \equiv \{p_0\} \cup P_c(A \times P) \). We define two bijections \( \phi \colon P \rightarrow P' \), \( \psi \colon P' \rightarrow P \) as follows:

(i) If \( p = p_0 \), then \( \phi(p) = p_0 \). Otherwise, \( p = \lim_n p_n \), \( p_n \in P_n \), \( <p_n> \) a CS, \( p_n \neq p_0 \) for \( n \) sufficiently large. For these \( n \), by the definition of \( P_n \) we have that \( p_n \) is a subset of \( A \times P_{n-1} \), hence closed in \( A \times P \); thus, \( <p_n> \) is a CS of closed sets in \( A \times P \). We now take for \( \phi(p) \) the closed subset of \( A \times P \) which equals \( \lim_n p_n \).

(ii) If \( p' = p_0 \) then \( \psi(p') = p_0 \). Otherwise, take \( p' = X \in P_c(A \times P) \). By Lemma 2.13b, \( X = \lim_n X^{(n)} \). For each \( n > 0 \), put \( p_n = X^{(n)} \in P_n \). Since \( <X^{(n)}> \) is a CS in \( P' \), \( <p_n> \) is a CS in \( P \). So we define \( \psi(p') = \lim_n p_n \).

We leave it to the reader to verify that \( \phi, \psi \) are the required isometric mappings. This concludes the proof of theorem 2.11. \( \square \)

We proceed with the introduction of the operations "\( \ast \)" and "\( \circ \)" for processes \( p \) in \( P \) solving (2.2). By the preceding theory we know that for each process \( p \), either \( p \) is \( p_0 \), or \( p \) is finite and \( p = X \in P_c(A \times P) \), or \( p \) is infinite and \( p = \lim_i p^{(i)} \), \( <p^{(i)}> \) a CS, with \( p^{(i)} \in P_i, i = 0, 1, \ldots \).

**DEFINITION 2.14.** Let \( X, Y \in P \subseteq (A \times P) \) with \( \deg(X) \), \( \deg(Y) < \infty \).

a. (composition) \( p \circ p_0 = p, p \circ x = \{p \circ x \mid x \in X \}, p \circ <a, q> = <a, p \circ q>, \) and \( p \circ \lim_i q^{(i)} = \lim_i (p \circ q^{(i)}) \).

b. (union) \( p_0 \cup p = p \cup p_0 = p, X \cup Y \) is the set-theoretic union of the two sets \( X, Y \). Also, \( \lim_i p^{(i)} \cup \lim_j q^{(j)} = \lim_k (p^{(i)} \cup q^{(j)}) \).

c. (merge) \( p \upharpoonright p_0 \upharpoonright p = p, X \upharpoonright X = \{X \upharpoonright y \mid y \in Y \} \cup \{X \upharpoonright x \mid x \in X \}, X \upharpoonright <a, p> = <a, X \upharpoonright p>, \) \( a \circ p \) \( X = <a, p \circ X > \), and \( \lim_i p^{(i)} \upharpoonright (\lim_j q^{(j)}) = \lim_k (p^{(i)} \upharpoonright q^{(j)}) \).
Example. \( p_1 \parallel p_2 \text{ def } \{a_1, \{a_2, p_0\}\} \parallel \{a_3, \{a_4, p_0\}\} =\)
\(\{a_1, \{a_2, p_0\}\} \parallel p_2 \cup \{a_3, p_1\} \parallel \{a_4, p_0\}\} =\)
\(\{a_1, \{a_2, p_2\}\} \cup \{a_3, \{a_2, p_0\}\} \parallel \{a_4, p_0\}\} \cup \{a_3, \{a_4, p_1\}\} = \{a_3, \{a_4, p_0\}\}\} = \cdots =\)
\(\{a_1, \{a_2, \{a_3, \{a_4, p_0\}\}\}\}, \)
\(\{a_3, \{a_2, \{a_3, \{a_4, p_0\}\}\}\}, \{a_4, \{a_2, p_0\}\}\} = \{a_3, \{a_2, \{a_3, \{a_4, p_0\}\}\}\}, \)
\(\{a_3, \{a_2, \{a_3, \{a_4, p_0\}\}\}\}, \{a_4, \{a_2, p_0\}\}\} = \cdots \}.

(The reader should compare this with the (language-theoretic) shuffle of two words \(a_1 a_2\) and \(a_3 a_4\), yielding a set of six words \(a_1 a_2 a_3 a_4, a_1 a_3 a_2 a_4, \cdots, a_3 a_4 a_1 a_2\).)

The following picture describes the result:

![Diagram](attachment:image.png)

Definition 2.14 is justified in

**Lemma 2.15.**

d. If \(q_n \rightarrow q\) then \(p \circ q_n \rightarrow p \circ q\) ("\(\circ\) is continuous in its second argument)

e. For finite \(p, p', q', d(p, p', q') \leq \max(d(p, q), d(p', q'))\)

(f. For finite \(p, p', q', \text{ and } q \in \mathcal{CS}\), then so is \(p \circ q \in \mathcal{CS}\))

(\(p \circ q\) is well-formed)

(g. For infinite \(p, p', q, q'\), \(d(p, p', q, q') \leq \max(d(p, q), d(p', q'))\))

(h. \(p_n \rightarrow p, q_n \rightarrow q\) then \(p_n \cup q_n \rightarrow p \cup q\) ("\(\cup\) is continuous in both arguments)

(i. For finite \(p, q, q', p', d(p \parallel q, p' \parallel q') \leq \max(d(p, p'), d(q, q'))\))

(j-k). Similarly to i-h for \(\parallel\)

(m. "\(\circ\) is continuous in its first argument

(n. "\(\circ\), "\(\cup\), "\(\parallel\) are associative, "\(\circ\) and "\(\parallel\) are commutative.)
Proof. See Appendix B. □

We continue with the consideration of domain equations which determine more complex processes. Calling processes in (2.2) uniform, we consider the non-uniform processes defined in

\[
(2.3) \quad P = \{p_0\} \cup (A \to P_c(B \times P))
\]

Processes \( p \) are now (either \( p_0 \) or) functions, such that for each \( a \), \( p(a) \) is a closed set \( \{\ldots, c_i, p_i, \ldots\}_{i \in I} \) where the index set \( I \) depends on \( a \): \( I = I(a) \). The solution of (2.3) is very similar to the ones given above.

A new element is the distance between functions. We give

**DEFINITION 2.16.** The collection of spaces \( (P_n, d_n) \), \( n = 0, 1, \ldots \), is defined as follows: \( P_0 \) and \( d_0 \) are as before. \( P_{n+1} = (p_0) \cup (A \to P(B \times P_n)) \), \( d_{n+1}(p', p'') \) is as before for \( p' = p_0 \) or \( p'' = p_0 \). Otherwise, \( d_{n+1}(p', p'') = \sup_{a \in A} d_n(p'(a), p''(a)) \), where the distance between the sets \( p'(a), p''(a) \) is the usual Hausdorff distance induced by the distance between points \( d_n(<b_1, p_1>, <b_2, p_2>) \) given by

\[
d_{n+1}(<b_1, p_1>, <b_2, p_2>) = \begin{cases} 
1, & \text{if } b_1 \neq b_2 \\
\|d_n(p_1, p_2)\|, & \text{if } b_1 = b_2.
\end{cases}
\]

As before, \( d_n \) determines a metric on \( P_n \), \( P \) is defined as \( \bigcup n_n \), \( d = \bigcup_n d_n \), and \( (P, d) \) is the completion of \( (P_\omega, d) \). We have

**THEOREM 2.17.** \( P = \{p_0\} \cup (A \to P_c(B \times P)) \).

Proof. By appropriately adapting the proof of theorem 2.11. For example, we treat the isometry \( \phi: P \to P' \), where \( P' \) is \( P_0 \cup (A \to P_c(B \times P)) \). Let

\[
p = \lim_n p_n, \quad <p_n> \quad \text{a CS in } P \quad \text{We indicate how to obtain } \phi(p) \quad \text{as a function in } (A \to P_c(B \times P)).
\]

Take any \( a \in A \). Since \( <p_n> \) is a CS, so is \( <p_n(a)>_n \). As CS of closed sets, \( <p_n(a)>_n \) has as limit a closed set, say \( X_a \), where \( X_a \subseteq B \times P \). Now put \( \phi(p) = \lambda a X_a \). We have to check (i) \( \phi \) is well defined, i.e., if \( (p_n) \lim_n p_n = \lim_n q_n \), then \( \lim_n p_n(a) = \lim_n q_n(a) \), (ii) \( \phi \) is 1-1, i.e., \( \phi(p) = \phi(q) \Rightarrow p = q \), (iii) \( \phi \) is onto, and (iv) \( \phi \) preserves distances. We treat only (ii). Assume that, for all \( a \), \( \lim_n p_n(a) = \lim_n q_n(a) \). To
show \( p = q \), i.e., \( \lim_n p_n = \lim_n q_n \). Since \( \langle p_n \rangle, \langle q_n \rangle \) are CS, we have
\[ \forall \epsilon > 0 \, \exists N, m, n > N : d(p_m, p_n) < \epsilon/2, \quad d(q_m, q_n) < \epsilon/2. \]
Thus, \( (*) \forall m, n > N \forall \delta \in (p_m, p_n) < \epsilon/2, \quad \forall q \in (q_n, q_m) < \epsilon/2. \]
Letting \( m = n \) in \( (*) \), \( \forall \epsilon > 0 \) we have \( p_m(a) = p(a), \quad q_m(a) = q(a) \). Thus
\[ \forall n > N \forall \delta \in (p_n, p(a)) < \epsilon/2, \quad d(q_n(a), q(a)) < \epsilon/2. \]
From this, since \( p(a) = q(a) \), we obtain \( \forall n > N [d(p_n(a), q_n(a)) < \epsilon] \). Taking sup over all \( a \)
we get \( \forall n > N [d(p_n, q_n) < \epsilon] \). By a standard argument then \( d(p, q) \leq \epsilon \). Since
this holds for any \( \epsilon \) we conclude that \( p = q \).

The operations "\(^*\)", "\(\cup\)", "\(\parallel\)" can be extended to non-uniform processes.

**Definition 2.18.** We only consider processes of finite nonzero degree, the
treatment of the remaining cases being the usual one.

a. (composition) \( p \cdot \lambda a.X = \lambda a.(p \cdot X) \), where \( p \cdot X = \{ p \cdot x \mid x \in X \} \), and
\( p \cdot b, q = \langle b, p \cdot q \rangle \)

b. (union) \( (\lambda a.X) \cup (\lambda a.Y) = \lambda a.(X \cup Y) \)

c. (merge) \( (\lambda a.X) \parallel (\lambda a.Y) = \lambda a.((x \parallel (\lambda a.Y) \mid x \in X) \cup \{ 0a.X \parallel y \mid y \in Y \}) \)

where \( \langle b, p \parallel (\lambda a.Y) = \langle b, p \parallel (\lambda a.Y), \quad (\lambda a.X) \parallel \langle b, q \rangle = \langle b, (\lambda a.X) \parallel q \rangle \)

**Remark.** Observe the difference between clauses b and c, in that we do not
put \( (\lambda a.X) \parallel (\lambda a.Y) = \lambda a.(X \parallel Y) \) (with \( X \parallel Y \) defined appropriately).
In other words, though we have, for \( p, q \neq p_0 \), that \( p \cup q = \lambda a.(p(a) \cup q(a)) \), for \( p \parallel q \) we do not have \( p \parallel q = \lambda a.(p \parallel q(a)) \) but, instead, \( p \parallel q = \lambda a.((p(a) \parallel q) \cup (p \parallel q(a))) \).

Operations "\(^*\)", "\(\cup\)" and "\(\parallel\)" for non-uniform processes satisfy the
natural extension of Lemma 2.15:

**Lemma 2.19.** As Lemma 2.15, but now for the operations as given in definition 2.18.

**Proof.** Left to the reader.

The last equation in the list of domain equations is

\[
(2.4) \quad P = \{ p_0 \} \cup (A \rightarrow \chi (B \rightarrow P) \cup (C \rightarrow P)).
\]

We only give the definition of the metric spaces \( (P_n, \delta_n) \), leaving elabora-
tion of the details concerning the isometries necessary to establish (2.4)
to the reader. We have
DEFINITION 2.20. The metric spaces \( (P_n, d_n), n = 0, 1, \ldots, \) are defined by:
\[ P_0, d_0 \] are as before, \( P_{n+1} = \{ p_0 \} \cup (A \cup P(B \times P_n) \cup (C \circ P_n)), \]
\[ d_{n+1}(p', p'') \]
is as before for \( p' = p_0 \) or \( p'' = p_0 \). Otherwise, \( d_{n+1}(p', p'') = \sup_{a \in A} d_{n+1}(p'(a), p''(a)) \), where \( d_{n+1}(x, y) \) is the Hausdorff distance between sets induced by the distance between points \( d_{n+1}(x, y) \), where \( d_{n+1}(b, p), \lambda c. p') = 1 = d_{n+1}(\lambda c. p', b, p) \), \( d_{n+1}(b_1, p_1), b_2, p_2 \) is as usual, and \( d_{n+1}(\lambda c. p_1, \lambda c. p_2) = \sup_{c \in C} d_n(p_1, p_2) \).

The operations for \( p \in P \), with \( P \) solving (2.4) are given in

DEFINITION 2.21. We only consider processes of finite nonzero degree.

a. \( p = \alpha \cdot x = \lambda a. (p \times x), p \times x = \{ p \times x \mid x \in X \}, p = \lambda c. p' = \lambda c. (p \circ p') \)

b. \( u = \text{Omitted.} \)

c. \( (\lambda a. x) \parallel (\lambda a. y) = \lambda a. (\parallel (\lambda a. x) \times X) \cup (\lambda a. y) \parallel (\lambda a. x) \times X \), where \( \langle b, p \rangle \parallel (\lambda a. x) = < b, p > \parallel \lambda a. x > \) and similarly for \( (\lambda a. x) \parallel \langle b, p \rangle, (\lambda c. p') \parallel (\lambda a. y) = \lambda c. (p' \parallel \lambda a. y) \), and similarly for \( (\lambda a. x) \parallel (\lambda c. p') \).

As the last lemma of this section we claim

LEMMA 2.22. The operations "\( \parallel \)" and "\( \circ \)" have the usual properties.

Proof. Omitted. \( \square \)

Having arrived at the end of this section, we summarize the main results:

1. Process domains \( P \) are obtained as solutions of equations of the form

a. \( P = \{ p_0 \} \cup (A \times P) \)
b. \( P = \{ p_0 \} \cup P_C (A \times P) \), where \( P_C (\cdot) \) stands for all closed subsets of \( (\cdot) \)
c. \( P = \{ p_0 \} \cup (A \times P_C (B \times P)) \) (idem)
d. \( P = \{ p_0 \} \cup (A \times P_C ((B \times P) \cup (C \circ P))) \) (idem)

2. Processes \( p \) are either nil \( (p_0) \), or finite and of finite degree \( \text{deg}(p) \),
or infinite and (topological) limit of a sequence \( < p^{(i)} > \) with \( p^{(i)} \)
finites. (For the definitions of the \( p^{(i)} \) see point 5 below.)

3. Operations upon processes are composition ("\( \circ \)"), union ("\( \cup \)"") and merge ("\( || \)".). They are defined as follows (\( \cup, || \) only for process domains solving
\( b, c, d \) above; \( x, y \) are always finite elements of \( P_C (\cdot) \)).
3.1. \( p \circ q \) is defined by induction on \( \deg(q) \):
\[
p \circ p_0 = p, \quad p \circ X = \{ p \circ x \mid x \in X \}, \quad p \circ \langle a, q \rangle = \langle a, p \circ q \rangle, \quad p \circ \lambda a. X = \lambda a. (p \circ X),
\]
\[
p \circ \langle b, q \rangle = \langle b, p \circ q \rangle, \quad p \circ \lambda c. q = \lambda c. p \circ q, \quad p \circ \lim_i q = \lim_i (p \circ q).
\]

3.2. \( p \cup q \) is defined by
\[
p \cup p_0 = p_0 \cup p = p, \quad X \cup Y \text{ is the set-theoretic union of } X \text{ and } Y,
\]
\[
(\lambda a. X) \cup (\lambda a. Y) = \lambda a. (X \cup Y), \quad (\lim_i p) \cup (\lim_j q) = \lim_k (p \cup q).
\]

3.3. \( p \parallel q \) is defined by induction on \( \deg(p) + \deg(q) \):
\[
p \parallel p_0 = p_0 \parallel p = p, \quad X \parallel Y = \{ x \parallel y \mid x \in X \} \cup \{ x \parallel y \mid y \in Y \},
\]
\[
(\lambda a. X) \parallel (\lambda a. Y) = \lambda a. ((X \parallel \lambda a. Y) \cup (\lambda a. X) \parallel (\lambda a. Y)),
\]
\[
< a, p > \parallel Y = < a, p >, \quad Y \parallel < a, p > = < a, Y > \parallel p,
\]
\[
< b, p > \parallel (\lambda a. Y) = < b, p > \parallel (\lambda a. Y), \quad \text{and similarly for } (\lambda a. Y) \parallel < b, p >.
\]
\[
(\lambda c. q) \parallel (\lambda a. Y) = \lambda c. (q \parallel (\lambda a. Y)), \quad \text{and similarly for } (\lambda a. Y) \parallel (\lambda c. q),
\]
\[
(\lim_i p) \parallel (\lim_j q) = \lim_k (p \parallel q).
\]

4. The above operations are continuous and satisfy the usual properties such as commutativity \( (\cup, \parallel, \cup) \), associativity \( (\cup, \parallel, \cup, \parallel) \), etc.

5. With respect to each of the equations \( a \to a \), \( p_0(0) = p_0 \), \( n \in \{ 0, 1, \ldots \} \), and, for \( p \neq p_0 \), \( p^{(0)} = p_0 \).

Moreover, for \( n \in \{ 0, 1, \ldots \} \),
\[
(\text{For a}) \quad p^{(n+1)} = < a, q >, \quad \text{where } p = < a, q >.
\]
\[
(\text{For b}) \quad p^{(n+1)} = \langle a, q \rangle \mid < a, q \rangle \in p
\]
\[
(\text{For c}) \quad p^{(n+1)} = \lambda a. \langle b, q \rangle \mid < b, q \rangle \in p(a)
\]
\[
(\text{For d}) \quad p^{(n+1)} = \lambda a. \langle b, q \rangle \mid < b, q \rangle \in p(a) \cup \lambda c. q \mid \lambda c. q \in p(a))
\]

3. FLOW OF CONTROL: MERGE WITH ITERATION OR RECURSION

In this section we introduce the first two of the series of languages studied in sections 3-8. Both languages have elementary actions, sequential composition, nondeterministic choice and (arbitrary, i.e. not synchronized) merge. Language \( L_0 \) has moreover iteration (*), and language \( L_1 \) has recursion. We shall use \( A \), with typical elements \( a \), for the class of elementary (atomic) actions. In later refinements of the theory, actions \( a \) will be replaced by assignment statements. Throughout the paper, we use a self-explanatory variant of BNF for syntactic definitions.
DEFINITION 3.1. The language $L_0$ (regular flow of control + merge) with elements $S$, is defined by

$$S ::= a | \text{skip} | S_1 ; S_2 | S_1 \cup S_2 | S_1 || S_2 | S^*.$$ 

For the definition of the semantics of $L_0$ we use a domain of uniform processes $P_0$. We assume that its constituent set $A$ is a (possibly infinite) alphabet such that for each elementary action $a \in A$ there is a corresponding $a \in A$. Let, moreover, $\varepsilon$ be the empty word (with respect to the alphabet $A$). We give

DEFINITION 3.2. The domain $P_0$ is given as solution of

$$P_0 = \{p_0\} \cup P_c((A\cup\{\varepsilon\})\ast P_0).$$

Remark. Properly speaking, this requires adaptation of the definitions of section 2 for uniform processes with the convention that $\varepsilon \in A \cup \{\varepsilon\}$, together with natural definitions such as: $a_1 = a_2$ if $a_1$ and $a_2$ are both $\varepsilon$, or denote the same element of $A$.

We now define the semantics of $L_0$ by providing a mapping $M: L_0 \rightarrow P_0$. Thus, $M$ determines for each language element $S$ a corresponding process $p$. (Mappings such as $M$ are often called valuations in denotational semantics. They serve to associate meaning — mathematical objects — to the syntactic constructs in a certain class (here $L_0$), and in this way embody the heart of a denotational semantics definition.)

DEFINITION 3.3. The valuation $M: L_0 \rightarrow P_0$ is defined by

a. $M(a) = \{a, p_0\}$, where $a$ corresponds to $a$, $M(\text{skip}) = \{\varepsilon, p_0\}$

b. $M(S_1 ; S_2) = M(S_1) \ast M(S_2)$,
   $M(S_1 \cup S_2) = M(S_1) \cup M(S_2)$,
   $M(S_1 || S_2) = M(S_1) || M(S_2)$

c. $M(S^*) = \lim_{i \to \infty} p_i$, where ($p_0 = p_0$ and)
   $p_{i+1} = (p_i \ast M(S)) \cup \{\varepsilon, p_0\}.$

Remarks.

1. Since the elementary actions are left unspecified, there is not much we can do with them in the semantic definition. Therefore, we simply map them onto some corresponding elementary process.

2. The simplicity of clause b is a reward of our preparatory work in section 2. Operations upon (uniform) processes "\ast", "\cup", "\||" have become available,
and they can be used directly to model the corresponding syntactic composition rules.

3. In order to understand the definition of $S^*$, recall the equivalence $S^* = S;S^* \cup \text{skip}$. Now define a mapping $T: P_0 \to P_0$ by putting

$$T = \lambda p. ((p \cdot M(S)) \cup \{ (\epsilon, p_0^*) \}).$$

Here $\{ (\epsilon, p_0^*) \}$ is the dummy process, i.e., the semantic equivalent of the syntactic skip action. It follows from general properties of the operations "*", "\cup" (see Appendix B) that the mapping $T$ is contracting, viz. that, for all $p', p''$, $d(T(p'), T(p'')) \leq d(p', p'')$ (this uses that $M(S) \neq P_0$ for all $S$). By a classical result in metric topology (the Banach fixed point theorem) we may then conclude that the sequence $p_0, T(p_0), T^2(p_0), \ldots$ is a Cauchy sequence which converges to a limit $p$ satisfying $p = T(p)$. (In fact, this limit is independent of the starting process $p_0$, and yields the unique fixed point of $T$.)

**Examples**

1. $M(a_1;a_2) = M(a_2) \cdot M(a_1) = \{ (a_2, p_0^*) \cdot \{ (a_1, p_0^*) \} = \{ (a_1, \{ (a_2, p_0^*) \} \}.$

2. $M((a_1;a_2) \parallel (a_3;a_4)) = \{ (a_1, \{ (a_2, p_0^*) \} \} \parallel \{ (a_3, \{ (a_4, p_0^*) \} \} = \ldots = \{ (a_1, \{ (a_2, \{ (a_3, \{ (a_4, p_0^*) \} \} \} \} \parallel \{ (a_3, \{ (a_2, p_0^*) \} \} \} \parallel \{ (a_4, \{ (a_2, p_0^*) \} \} \} \} \parallel \{ (a_3, \{ (a_2, p_0^*) \} \} \} \} \parallel \{ (a_4, \{ (a_2, p_0^*) \} \} \} \} \} \ldots$

(Cf. the example after definition 2.14).

3. $M(a^*) = p = \lim_{i} p_i$, where $p_{i+1} = (p_i \cdot \{ (a, p_0^*) \}) \cup \{ (\epsilon, p_0^*) \}.$

Hence, $p = \{ (\epsilon, p_0^*)$,

$\langle a, (\epsilon, p_0^*) \rangle,$

$\langle a, (\epsilon, p_0^*) \rangle,$

$\langle a, \ldots \}$

In a picture, $M(a^*)$ is described by

```
   a
  / \   \ c
 /   \  /
 a    c
   \  /  
  \ /   
```

We observe that $a^*$ means executing $a$ zero or more times, including infinite repetition of $a$.

We next turn to the recursive case. We shall employ the notation of the $\mu$-calculus for recursion (see, e.g. [10,32]). For the reader who has
not seen this before, the following explanation may help: Think of a
parameterless recursive procedure $Q$ in some Algol-like language. $Q$ has a
declaration of the form, say, $Q = \ldots Q \ldots Q \ldots$, where $\ldots Q \ldots Q \ldots$ is the
procedure body with two recursive calls of $Q$. We note that the procedure
variable $Q$ is bound in this declaration (systematically renaming it would
make no difference). A call of $Q$ in the main program corresponds in the no-
tation of the $\mu$-calculus to the statement $\mu \delta[\ldots \xi \ldots \xi \ldots]$, where the bound
variable $\xi$ is from some alphabet of procedure variables $X$. In this way,
procedure declarations disappear, and inner calls are taken care of by the
bound variable mechanism.

**Definition 3.4.** Let $X$, with elements $\xi$, be the set of procedure variables.
The language $L_1$ (general recursion with merge) is defined by: Let $S \in L_1$.
Then

$$S ::= a \mid \text{skip} \mid S_1 ; S_2 \mid S_1 \cup S_2 \mid S_1 || S_2 \mid \xi \mid \mu \xi[S].$$

For the semantics of $L_1$ we take process domain $P_1$ equal to $P_0$. In order
to handle the variables $\xi$, we introduce an environment $E$, with elements $\eta$,
defined by $E = X \rightarrow P_1$, and we define the meaning of a statement $S \in L_1$ with
respect to $E$. In other words, we take $M: L_1 \rightarrow (E + P_1)$; its definition is
given in

**Definition 3.5.**

a. $M(a)(\eta) = \{<a,p_0>\}$, $M(\text{skip})(\eta) = \{<\varepsilon,p_0>\}$
b. $M(S_1 ; S_2)(\eta) = M(S_1)(\eta) \cdot M(S_2)(\eta)$
   $M(S_1 \cup S_2)(\eta) = M(S_1)(\eta) \cup M(S_2)(\eta)$
   $M(S_1 || S_2)(\eta) = M(S_1)(\eta) || M(S_2)(\eta)$
c. $M(\xi)(\eta) = \eta(\xi)$
   $M(\mu \xi[S])(\eta) = \lim_{i \rightarrow \infty} p_i$, where $(p_0 = p_0$ and
   $p_{i+1} = \{<\varepsilon,M(S)(\eta(p_i/\xi))>\}$.

**Remarks.**

1. Clauses a and b are exactly as in definition 3.3, apart from the extra
   argument $\eta$ which is just carried along.
2. In the definition of the meaning of the $\mu$-construct we observe a compli-
cation. The reader who is familiar with the treatment of (sequential)
recursive procedures in denotational semantics would probably have ex-
pected the definition $p_{i+1} = M(S)(\eta(p_i/\xi))$. (Note that this specializes
to the previous treatment of iteration by taking \( S^* \equiv \mu S(S; \xi \cup \text{skip}) \).

This may work as well, but we have not been able to prove that, defining the mapping \( T' = \lambda p. M(S)(\eta(p/\xi)) \), the sequence \( \langle T'^i(p_0) \rangle \) is a CS for arbitrary \( S \in L_1 \). (Bersteg & Klop [13] prove that \( \langle T'^i(q) \rangle \) is a CS for each \( q \). However, the resulting limit depends, in general, on \( q \), and the problem remains which \( q \) to choose.) Therefore, we have introduced an extra step in defining \( T = \lambda p. (\langle \varepsilon, M(S)(\eta(p/\xi)) \rangle) \). This indeed ensures that \( T \) is contracting and, as before, \( \lim_{i \to \infty} T^i(p_0) \) exists and equals the unique fixed point of \( T \). Operationally, the \( \varepsilon \)-step may be seen as reflecting the action of procedure entry. By way of example we obtain that \( M(\mu S[\xi])(\eta) = \langle \varepsilon, \langle \varepsilon, \langle \varepsilon, \ldots \rangle \rangle \rangle \) (an infinite sequence of empty steps).

C.f. also the discussion in [17].

In definitions 3.3 and 3.5 we have shown how to associate a process \( p \) with statements \( S \in L_0 \) or \( S \in L_1 \). In case one is interested only in the set of all possible sequences of elementary actions determined by executing \( S \) rather than in its meaning \( p = M(S) \) as a whole; note that a process contains more information than the set of its constituent paths - we apply a new (unary) operation upon process \( p \), determining its \textit{yield} \( p^* \). For this, we need the auxiliary definition of \textit{path} of a process:

**Definition 3.6.** Let \( p \in P_0 \), and let \( a, a_1 \in A \cup \{\varepsilon\} \). A \textit{path} for \( p \) is a (finite or infinite) sequence \((\ast)\): \( \langle a_1, p_1 \rangle, \langle a_2, p_2 \rangle, \ldots, \langle a_i, p_i \rangle, \ldots \) such that

(i) \( \langle a_1, p_1 \rangle \in p \) and \( \langle a_{i+1}, p_{i+1} \rangle \in p_i, \ i = 1, 2, \ldots \),

(ii) sequence \((\ast)\) is either infinite or, when finite, terminates with \( \langle a_n, p_n \rangle (n \geq 1) \), with \( p_n = p_0 \).

**Remark.** Note that, by this definition, \( P_0 \) has no paths. Moreover, note that we do not allow a finite path terminating in \( \langle a_n, p_n \rangle \) with \( p_n = \emptyset \) (the empty set is also a process!)

Now let \( A^\omega \) \(=\) \( A^* \cup A^\omega \), i.e., \( A^\omega \) is the set of all finite (possibly empty) and infinite sequences of elements in \( A \). Also, let "*" denote concatenation of words over \( A \). We put

**Definition 3.7.** \( p^* \subseteq A^\omega \) is defined to consist of all words \( w \in A^\omega \) such that either \( w = a_1 a_2 \ldots a_n \), where \( \langle a_1, p_1 \rangle, \langle a_2, p_2 \rangle, \ldots, \langle a_n, p_n \rangle \) is a finite path for \( p \), or \( w = a_1 a_2 \ldots a_1 \ldots \), where \( \langle a_1, p_1 \rangle, \langle a_2, p_2 \rangle, \ldots, \langle a_1, p_1 \rangle \) is an infinite path for \( p \).
Remark. Remember that \( a_1 \in A \cup \{\varepsilon\} \). Thus, the \( a_1 \) occurring in the above equations for \( w \) may disappear in the resulting concatenation in case \( a_1 = \varepsilon \).

Examples. \( p_0^+ = \emptyset \), \( \{\varepsilon, p_0^+\}^+ = \{\varepsilon\} \), \( \{a_1, \{\varepsilon, \{a_2, p_0^+\}\}\}\}^+ = \{a_1 \cdot \varepsilon \cdot a_2\} = \{a_1 a_2\}, \{\varepsilon, a_1, \{a_2, p_0^+\}\}, \{a_1, \{a_3, p_0^+\}\}\}^+ = \{a_1, [a_2, p_0^+, a_3, p_0^]\}\}^+ = \{a_1 a_2, a_1 a_3\} \).

From the last example we conclude that, for \( p_1 \neq p_2 \), we may have that \( p_1^+ = p_2^+ \). We may define \( p_1 \sim p_2 \) \( \overset{\text{df.}}{=} \) \( p_1^+ = p_2^+ \), and study properties of this equivalence relation. (A more refined equivalence relation is Milner’s observation equivalence, cf.[44].)

Finally, one may use the yield operation in the semantics of languages such as \( L_0 \) or \( L_1 \), by investigating the mapping \( M^+ \) defined by \( M^+(S) = M(S)^+ \). This mapping obtains the sequences of elementary actions prescribed by the execution of \( S \). For example, \( M^+((S_1; S_2) \cup (S_1; S_3)) = M^+(S_1; (S_2; S_3)) \), whereas \( M \) differs on these two arguments. For languages such as \( L_0, L_1 \), consideration of the yield \( M(S)^+ \) is probably not very fruitful. Later (section 5) we shall encounter languages where the role of the yield operation is more important.

4. SYNCHRONIZATION

We add a synchronization construct to the language \( L_0 \) — leaving to the reader a similar extension of \( L_1 \). This section owes much to the pioneering studies of Milner on the nature of synchronization [40,42,43,44].

We introduce the language \( L_2 \) as an extension of \( L_0 \) by adding a class of synchronization commands \( C, \tilde{C} \). Synchronization commands always appear in pairs such that \( \tilde{C} \) corresponds to \( C \) (and \( C \) to \( \tilde{C} \)). Before trying to explain their meaning, we first give the syntax for \( L_2 \).

**Definition 4.1.** The language \( L_2 \), with elements \( S \), is defined by

\[
S ::= a \mid \text{skip} \mid C\tilde{C}S_1S_2 \mid S_1 \cup S_2 \mid S_1 || S_2 \mid S^* \mid S \setminus C.
\]

In order to obtain some understanding for the meaning of these synchronization commands, let us take \( S' \equiv S_1; C; S_2 \), \( S'' \equiv S_3; \tilde{C}; S_4 \), and let us consider \((S' || S'') \setminus C\). Its intended meaning is that the merge of \( S' \) and \( S'' \) is synchronized by the pair \( C, \tilde{C} \) such that, instead of the full merge of
S_1;S_2 with S_3;S_4, we only retain \((S_1 || S_3); (S_2 || S_4)\). The role of the restriction operation \(S\setminus C\) may be phrased roughly as deleting from the execution of \(S\) all execution sequences which contain \(C\) and \(\bar{C}\) in a way where synchronization failed. In an example such as \(S' = a_1;C;a_2\), \(S'' = a_3;\bar{C};a_4\), one such failing sequence is, e.g., \(a_1;C;a_2;\bar{a}_3;\bar{C};a_4\).

For the definition of the semantics of \(L_2\) we introduce the domain \(P_2\) as given by the equation

\[(4.1) \quad P_2 = \{p_0\} \cup P_\epsilon ((A\cup \{\epsilon\}) \times P_2)\]

Here, as before, for each \(a \in L_2\) there is a corresponding \(a \in A\). Moreover, for \(C,\bar{C} \in L_2\) there are corresponding elements \(\gamma, \bar{\gamma}\) in \(\Gamma\). An arbitrary element of the set \(A \cup \Gamma \cup \{\epsilon\}\) will in the sequel be denoted by \(\beta\).

Remark. Processes in \(P_2\) are close to Milner's synchronization trees. An important difference, however, is our use of sets rather than multisets, for the collection of "successors" of the "nodes" in a process.

We now give

**DEFINITION 4.2.** The valuation \(M: L_2 \rightarrow P_2\) is given by

a. \(M(a) = \{a,p_0\}\), where \(a\) corresponds to \(a\)

b. \(M(C) = \{\gamma,p_0\}\), where \(\gamma\) corresponds to \(C\)

c. \(M(\bar{C}) = \{\bar{\gamma},p_0\}\), where \(\bar{\gamma}\) corresponds to \(\bar{C}\)

d. \(M(S_1;S_2) = M(S_2) \circ M(S_1)\)

e. \(M(S_1 \cup S_2) = M(S_1) \cup M(S_2)\)

\(M(S_1 || S_2) = M(S_1) || M(S_2)\); for "||" see def. 4.3

\(M(S\setminus C) = M(S) \setminus \gamma\); for "\(\setminus\)" see def. 4.3

c. \(M(S') = \lim_{t \rightarrow P_2}\), where \(p_0 = p_0\) and

\(P_{i+1} = (p_i \circ M(S)) \cup \{\epsilon,p_0\}\).

This definition assumes a refined definition of the merge operation "||" between processes, and a (new) definition of \(p' \gamma\). These are provided in

**DEFINITION 4.3.**

a. Let \(P_1 \| P_2\) be a notation for the merge of two uniform processes - over the set \(A \cup \Gamma \cup \{\epsilon\}\) - as defined in section 2. We define \(P_1 \| P_2\) for \(P_1, P_2\) of finite nonzero degree - by: \(X \| Y = (X \| Y) \cup \{\epsilon,p' \| p''\}\)

\(\{\gamma,p' \in X, \bar{\gamma},p'' \in Y\}\), for corresponding \(\gamma,\bar{\gamma}\) and arbitrary \(p',p''\).
b. $P_0 \setminus \gamma = P_0$

$X \setminus \gamma = \{ \langle \beta, p' \setminus \gamma \rangle \mid \langle \gamma, p' \rangle \in X, \beta \neq \gamma, \gamma \rangle \}, \ \deg(X) < \infty$

$\lim_{1} P^{(1)} \setminus \gamma = \lim_{1} (p^{(1)} \setminus \gamma).

Note how the restriction operation $p \setminus \gamma$ deletes from process $p$ all pairs $\langle \gamma, p' \rangle$ or $\langle \gamma, p' \rangle$ which are element of $p$ or one of its subprocesses.

As an example of definition 4.2, 4.3 we consider the programs $S' \parallel S''$ and $(S' \parallel S'') \setminus C$, where $S' = a_1; C; a_2$ and $S'' = a_3; C; a_4$. We obtain for $M(S_1, S_2)$ the process depicted in

Here the leaves marked by $\Box$ contain trees which disappear as the result of the $\setminus C$ operation. Thus, all failing attempts at synchronization are deleted, and the result only contains $a_i$-steps with two $c$-steps interspersed.

We conclude with a few words on the yield operation in this case. For $p \in P_2$, $p^+$ determines a set of (finite or infinite) paths over the alphabet $A \cup \Gamma$. In case $p^+ \subseteq A^\omega$, one might call $p$ proper. E.g., for $p$ such that $p = M(S \setminus C)$, where synchronization in $S$ only uses $C, C$, we expect that $p^+ \subseteq A^\omega$.

This expresses that unsuccessful attempts at synchronization do not contribute to $p^+$, since there is no contribution to $p^+$ from paths in $p$ terminating in the empty process (cf. the remark following definition 3.6).

5. STATES AND ASSIGNMENT

Until now, our languages contained only elementary actions the meaning of which was left unspecified. We next introduce the notion of state, extend the syntax of our languages with assignment and tests, and discuss the corresponding extension for the processes used in their semantics. First we present some preliminary definitions, introducing simple expressions, tests, and their meanings with respect to some state.
DEFINITION 5.1.

a. Let $\text{Var}$, with elements $x, y, \ldots$ be the class of simple variables. Let $V$ be some domain of values ($\mathbb{Z}$ might be an example) and let $\nu \overset{df}{=} \text{Var} \to V$. Let $W = \{tt, ff\}$ be the set of truth-values.

b. Let $v \in V, \sigma \in \Sigma, x \in \text{Var}$. We define the variant notation, turning state $\sigma$ into a state $\sigma(v/x)$, by putting

$$\sigma(v/x)(\gamma) = \begin{cases} 
v, \text{ if } x \equiv \gamma \\
\sigma(\gamma), \text{ if } x \not\equiv \gamma.\end{cases}$$

c. We introduce the classes $\text{Exp}$, with elements $s, t$, of expressions and $\text{Test}$, with elements $b$, of logical expressions. We assume given valuations $V: \text{Exp} \to (I:V)$ and $W: \text{Test} \to (I:W)$.

(The precise nature of $\text{Exp}$ and $\text{Test}$ does not concern us here; all we require is that their evaluation always terminates. In a specific instance, taking, e.g., $\mathbb{Z}$ for $V$, one might think of expressions such as $x+(y*z)$, and tests such as $x > y+z$.)

We continue with the definition of the syntax of language $L_3$. It extends $L_0$ with assignment and tests. Synchronization will reappear in section 6 (this postponement is only for reasons of presentation).

DEFINITION 5.2. The language $L_3$, with elements $S$, is defined by

$$S ::= x ::= s | \text{skip} | b | S_1 ; S_2 | S_1 \cup S_2 | S_1 || S_2 | S^* | ?$$

Remarks.

1. The intuitive meaning of $x ::= s, \text{skip}, S_1 ; S_2, S_1 \cup S_2, S_1 || S_2, S^*$ should be clear.

2. A test statement $b$ may succeed or fail, depending on whether the test $b$ evaluates to $tt$ or $ff$ in the current state. More familiar constructions such as $\text{if } b \text{ then } S_1 \text{ else } S_2 \text{ fi}$ or $\text{while } b \text{ do } S \text{ od}$ are expressed in $L_3$ by $(b; S_1) \cup (\neg b; S_2)$ or $(b; S)^* b$, respectively.

3. $x ::= ?$ is the random assignment, introduced not so much because it is our favorite language concept, but rather to illustrate that semantics using processes can deal with it without any technical problems (contrary to the situation in traditional denotational semantics, cf. [4,7,10,20]).
For the semantics of $L_3$ we introduce the class of processes $P_3$. This involves an essential extension of the processes as considered up to now, in that a process $p(\#p_0)$ is now a function depending on $\Sigma$.

**Definition 5.3.** The class of process $P_3$ is defined as solution of the domain equation

\[(5.1) \quad P_3 = \{p_0\} \cup (\Sigma \rightarrow P_c(\Sigma \times P_3)).\]

We observe that (5.1) is an equation for a domain of non-uniform processes of the type considered in section 2, equation (2.3). By the general theory as developed there, operations $p_1^*p_2$, $p_1 \cup p_2$, $p_1 \parallel p_2$ are again meaningful (the latter, for the moment, without the synchronization refinement).

We define the valuation $M : L_3 \rightarrow P_3$ in

**Definition 5.4.** The semantics of $L_3$ is given by

a. $M(x := s) = \lambda \sigma.\{\sigma(s)(\sigma)/x, p_0\}$, $M(\text{skip}) = \lambda \sigma.\{\sigma, p_0\}$

b. $M(b) = \lambda \sigma. \text{ if } \sigma(b)(\sigma) \text{ then } \{\sigma, p_0\} \text{ else } \emptyset \text{ fi}$

c. $M(S_1 ; S_2) = M(S_2) * M(S_1)$, $M(S_1 \cup S_2) = M(S_1) \cup M(S_2)$, $M(S_1 \parallel S_2) = M(S_1) \parallel M(S_2)$.

d. $M(S^n) = \lim_{i \rightarrow \infty} p_i$, where $(p_0 = p_0 \text{ and})$

\[p_{i+1} = (p_i \ast M(S)) \cup \lambda \sigma.\{\sigma, p_0\}\]

e. $M(x := \text{?}) = \lambda \sigma.\{\sigma(v/x), p_0 \mid v \in V\}$.

**Remarks.**

1. Note how the dummy process, previously represented by $\{\sigma, p_0\}$, is now replaced by $\lambda \sigma.\{\sigma, p_0\}$.

2. Note that, in clause e, the set $X = \{\sigma(v/x), p_0 \mid v \in V\}$ is a subset of $P_3, k \{p_0\} \cup (\Sigma \rightarrow P_c(\Sigma \times p_0))$; that $X$ is closed requires no more argument than the observation that all subsets of each of $P_3, k$ (where $P_3, 0 = \{p_0\}$, $P_3, k+1 = \{p_0\} \cup (\Sigma \rightarrow P_c(\Sigma \times p_0))$, for $k \geq 0$) are (trivially) closed: distances between points are at least $1/2^{k-1}$ (for $k \geq 1$), and nontrivial CS exists in $P_3, k$. Thus, we see how unbounded nondeterminacy fits smoothly into our theory. It should be remarked, however, that the complexity problems caused by unbounded nondeterminacy in classical denotational semantics are now transferred to the same problem for the yield function (to be defined in definition 5.6).
Examples.

1. \( M(\langle x := 0 ; y := x + 1 \rangle) = \lambda s . \langle s(0/x), \lambda \overline{z} . \langle s(V(x+1) \overline{z}/y), p_0 \rangle \rangle \)

2. \( M(\langle x := 0 ; y := x + 1 \rangle \parallel z := 1 \rangle) = \lambda s . \langle s(0/x), \lambda \overline{z} . \langle s(V(x+1) \overline{z}/y), p_0 \rangle \rangle \parallel \lambda s . \langle s(1/x), p_0 \rangle = \ldots = \lambda s . \langle s(1/x), \lambda \overline{z} . \langle s(V(x+1) \overline{z}/y), p_0 \rangle \rangle, \langle s(0/x), \lambda \overline{z} . \langle s(V(x+1) \overline{z}/y), p_0 \rangle \rangle \rangle, \langle s(0/x), \lambda \overline{z} . \langle s(V(x+1) \overline{z}/y), p_0 \rangle \rangle \rangle, \langle s(0/x), \lambda \overline{z} . \langle s(V(x+1) \overline{z}/y), p_0 \rangle \rangle \rangle \rangle. \)

3. \( M(\langle x := 1 ; y := 2 \rangle) = \lambda s . (if \ s(x) = s(y) \ then \ s(1/x), p_0 \rangle \rangle \ else \ \emptyset \ fi \ u \ if \ s(x) \neq s(y) \ then \ s(2/x), p_0 \rangle \rangle \ else \ \emptyset \ fi) \)

Contrary to the situation in the previous sections, it is now of some importance to study the notion of yield for \( \sigma \in P_3 \). We need the following definitions:

**Definition 5.5.** (paths for \( \langle \sigma, p \rangle \)).

A (finite or infinite) sequence \( \langle \sigma_1, p_1 \rangle, \langle \sigma_2, p_2 \rangle, \ldots \), is a path for \( \langle \sigma, p \rangle \) whenever

(i) \( \langle \sigma, p \rangle = \langle \sigma_0, p \rangle \), and \( \langle \sigma_i, p_{i+1} \rangle \in P_1(\sigma_i), i = 1, 2, \ldots \)

(ii) the sequence is either infinite or, when finite, terminates with \( \langle \sigma_n, p_n \rangle, n \geq 1 \), such that \( p_n = p_0 \).

The yield of a non-uniform process \( p \) may intuitively be understood as follows: Supply \( p \) with an argument \( \sigma \). The pair \( \langle \sigma, p \rangle \) determines the set of all paths for \( \langle \sigma, p \rangle \). Terminating paths have leaves \( \sigma \) which are included in the output set, nonterminating paths are reflected by the appearance of \( 1 \) in the output set. Here \( 1 \) is the undefined state corresponding to nonterminating computations. Its role is fundamental in traditional denotational semantics, but rather less so in our theory.

**Definition 5.6.** For \( \sigma \in P_3 \) we define \( p^+ : E \rightarrow P(\Sigma(\lambda)) \) by putting \( p_0^+ = \lambda s . \emptyset \), and, for \( p \neq p_0^+ \), \( p^+ = \lambda s . \langle \sigma, p \rangle^+ \), where \( \langle \sigma, p \rangle^+ \) is given by

\[
\langle \sigma, p \rangle^+ = \{ \overline{t} \mid \text{there exists a path for } \langle \sigma, p \rangle \text{ terminating with } \langle \overline{t}, p_0 \rangle \} \cup (if \langle \sigma, p \rangle \text{ has infinite paths then } \{1\} \ else \ \emptyset \ fi).
\]

Example. Consider the processes \( p_1 = M(\langle x := 0 ; y := x + 1 \rangle \parallel x := 1 \rangle) \) and \( p_2 = M(\langle x := 0 ; y := x + 1 \rangle \parallel x := 1 \rangle) \) discussed in the example following definition 5.4. First consider \( p_1 \).

The pair \( \langle \sigma, p_1 \rangle \) has as (only) path the sequence \( \langle \sigma, p_1 \rangle, \langle \sigma(0/x), \overline{z} . \langle s(V(x+1) \overline{z}/y), p_0 \rangle \rangle, \langle \sigma(0/x)(V(x+1)(x/y), p_0 \rangle \rangle, \langle \sigma(0/x)(V(x+1)(x/y), p_0 \rangle \rangle, \langle \sigma(0/x)(V(x+1)(x/y), p_0 \rangle \rangle \), and we see that \( p_1^+ = \lambda \sigma . \langle \sigma(0/x)(1/y) \rangle \).
For \( p^+ \) we obtain in a similar fashion \( p^+_2 = \lambda \sigma.\{\sigma(0/x)\{1/y\}, \sigma(1/x)\{2/y\}, \sigma(1/y)\{1/x\}\} \).

We now consider what happens when we extend \( L_3 \) with recursion. We only supply the pertinent definitions which should be sufficient for the reader who has understood \( L_1 \):

**DEFINITION 5.7** (recursion).

a. (syntax) Let \( S \in L_4 \). We define (omitting \( x := ? \) for simplicity):

\[
S ::= x ::= s|b|S_1;S_2|S_1uS_2|S_1||S_2|\xi|\mu[S].
\]

b. Let \( P_4 \overset{df}{=} P_3 \), and let \( E = X \rightarrow P_4 \), with \( n \in E \). We define

\[
M: L_4 \rightarrow (E\rightarrow P_4)
\]

\[
M(x:=s)(n) = \lambda \sigma.\{\sigma(V(s)(x)/x), p_0\},
\]

\[
M(b)(n) = \lambda \sigma. \text{ if } \sigma(b)(\sigma) \text{ then } \{\sigma, p_0\} \text{ else } \emptyset
\]

\[
M(S_1;S_2)(n) = M(S_2)(n)\ast M(S_1)(n),
\]

\[
M(\xi)(n) = n(\xi),
\]

\[
M(\mu[S])(n) = \lim_{i} P_i, \text{ where } (p_0 = p_0 \text{ and })
\]

\[
P_{i+1} = \lambda \sigma.\{\sigma, M(S)(n(p_i/\xi))\}.
\]

Thus, apart from the use of \( \lambda \sigma.\{\sigma, \ldots\} \) instead of \( \{\varepsilon, \ldots\} \) - as we saw in definition 3.5 - the definitions are a straightforward continuation of the preceding theory.

6. STATES, ASSIGNMENT AND SYNCHRONIZATION

We now extend the language \( L_3 \) introduced in the previous section with synchronization commands. We proceed in two stages: Firstly, we add to \( L_3 \) commands \( C;\overline{C} \) as considered previously in section 4. Secondly, we further extend \( L_3 \) with guarded commands and, in particular, with guards establishing synchronization. (For simplicity, we return to \( L_3 \) rather than extending \( L_4 \).)

**DEFINITION 6.1** \((L_3 \text{ with synchronization})\). The language \( L_5 \) with elements \( S \), is defined by

\[
S ::= x ::= s|\text{skip}|b|S_1;S_2|S_1uS_2|S_1||S_2|S^*|C|\overline{C}|
\]

\[
S_1C|S_2C|\Lambda.
\]
We observe two restriction operations \( \setminus_1 \) and \( \setminus_2 \). The former is the direct counterpart of the \( \setminus \) operation in the uniform case (section 4); the latter is aimed at modelling deadlock. In our interpretation, this occurs in a situation where a failing attempt at synchronization has no alternative. This phenomenon is then signalled by the appearance of the deadlock process in the result. The statement \( \delta \) is the abort statement. We assume from now on that \( I \) contains the special dead state \( \delta \).

Next, we introduce the process domain \( P_5 \):

**Definition 6.2.** Process domain \( P_5 \) satisfies the equation

\[
P_5 = \{ p_0 \} \cup (\Sigma * P_5 ((\Sigma * P_5) * P_5))
\]

We define the semantics of \( L_5 \) in

**Definition 6.3.** The valuation \( M \colon L_5 \rightarrow P_5 \) is given by

\[
M(x = s) = \lambda \sigma. \text{if } \sigma = \delta \text{ then } \langle \delta, p_0 \rangle \text{ else } \langle \sigma(V(s)(\sigma/\langle x \rangle), p_0) \rangle \text{ if fi}
\]

\[
M(\text{skip}) = \lambda \sigma. \langle \sigma, p_0 \rangle
\]

\[
M(b) = \lambda \sigma. \text{if } \sigma = \delta \text{ then } \langle \delta, p_0 \rangle \text{ else if } M(b)(\sigma) \text{ then } \langle \sigma, p_0 \rangle \text{ else } \emptyset \text{ fi fi}
\]

\[
M(S_1; S_2) = M(S_2) * M(S_2) \text{ if } M(S_1) \cup M(S_2) = M(S_1) \cup M(S_2),
\]

\[
M(S_1 \parallel S_2) = M(S_1) \parallel M(S_2), \text{ with } "\parallel" \text{ defined below}
\]

\[
M(S^n) = \lim_{i \to \infty} P_i, \text{ with } (P_0 = p_0 \text{ and })
\]

\[
P_{i+1} = (P_i * M(S)) \cup \lambda \sigma. \langle \sigma, p_0 \rangle
\]

\[
M(C) = \lambda \sigma. \text{if } \sigma = \delta \text{ then } \langle \delta, p_0 \rangle \text{ else } \langle \gamma, p_0 \rangle \text{ fi fi}, \text{ and similarly for } M(\overline{C})
\]

\[
M(S_1 \setminus_i C) = M(S \setminus_i \gamma), \text{ with } \setminus_i \text{ to be defined below, } i = 1,2
\]

The definitions of "\parallel", "\setminus_i" are given in

**Definition 6.4.** Let \( \beta \) range over \( \Sigma \cup \Gamma \). We only give the definitions for \( p, q \) of finite nonzero degree:

\[a. \quad (\lambda \sigma. X) \parallel (\lambda \sigma. Y) = \lambda \sigma. (\langle x | \lambda \sigma. Y \rangle | x \in \Sigma ) | \langle y | \gamma \in \gamma | \langle \gamma, p | q | \langle \gamma, p' | \varepsilon | X, \langle \gamma, q' | \gamma | y \rangle | \gamma \rangle)
\]

here \( \langle \beta, p' \rangle | \lambda \sigma. Y = \langle \beta, p' \rangle | \lambda \sigma. Y \rangle | \lambda \sigma. X | \beta | q' = \langle \beta, \lambda \sigma. X | q' \rangle
\]

\[b. \quad p \setminus_1 \gamma = \lambda \sigma. (\langle \beta, p \setminus_1 \gamma | \langle \beta, p' | \varepsilon | \sigma, \beta \neq \gamma \rangle
\]

\[p \setminus_2 \gamma = \lambda \sigma. (\langle \beta, p \setminus_2 \gamma | \langle \beta, p' | \varepsilon | \sigma, \beta \neq \gamma, \gamma \rangle | \delta \mid X \rangle)
\]

\[\text{u(\text{if} (p(\sigma) \neq \emptyset) \land (X = \emptyset) \text{ then } \langle \delta, p_0 \rangle \text{ else } \emptyset \text{ fi})}
\]

We see that in \( S_1 \setminus_1 C \), failed attempts at synchronization through \( C, \overline{C} \) are not signalled (pairs \( \langle \gamma, p' \rangle, \langle \overline{\gamma}, p' \rangle \) are simply deleted), whereas in \( S_2 \setminus_2 C \) the
failed attempts at synchronization are signalled when they are without alternatives (i.e. in case the set $X$, obtained from $p(\sigma)$ by deleting pairs $<\gamma, p'^\gamma>$, $<\gamma, p''\gamma>$, equals $\emptyset$).

**Examples**

1. We determine $M(S)$, where $S \equiv (x:0; c; y:1) \parallel (y:2; c; y:3) \parallel c$.

Let $M(x:1 \parallel y:3)$, then $M(S) =$ (omitting dead states for simplicity)

\[
\lambda \sigma. \{<0/\gamma, x \sigma . \{<\gamma, p'_2>, <\sigma_3, p_0>\}>\}
\]

\[
\lambda \sigma. \{<2/\gamma, x \sigma . \{<\gamma, p'_2>, <\sigma_3, p_0>\}>\}
\]

Here the $\lambda \sigma . \{<\sigma, \ldots >\}$ terms result from the synchronization of the $<\gamma, p'^\gamma>, <\gamma, p''\gamma>$ terms; also, all pairs $<\gamma, \ldots >, <\gamma, \ldots >$ are deleted by the restriction operation (no dead states are introduced; $\lambda 1$ and $\lambda 2$ are indistinguishable in this example). Cf. also the example after definition 4.3.

2. Let $p_1 \equiv \lambda \sigma . \{<\sigma_1, x \sigma . \{<\gamma, p'_2>, <\sigma_3, p_0>\}>\}$,

\[
p_2 \equiv \lambda \sigma . \{<\sigma_1, x \sigma . \{<\gamma, p'_2>, <\sigma_3, p_0>\}>\}
\]

Then

\[
p_1 \gamma = p_1 \gamma \equiv x \sigma . \{<\sigma_1, x \sigma . \{<\gamma, p'_2>, <\sigma_3, p_0>\}>\}
\]

\[
p_2 \gamma = x \sigma . \{<\sigma_2, x \sigma . \{<\gamma, p'_2>, <\sigma_3, p_0>\}>\}
\]

We see that in process $p_2$ its subprocess $\lambda \sigma . \{<\gamma, p'_2>\}$ has no alternatives for synchronization through $\gamma$; hence, deadlock is signalled as the result of restriction.

3. Consider the program $S \equiv ((c \parallel (x:1)) \parallel c) \parallel c$.

Let $\sigma_1 = \sigma (1/\gamma)$. We obtain for $M(S)$ - again ignoring dead states:

\[
\lambda \sigma . \{<\gamma, p'_0>, <\sigma_1, p_0>\} \parallel x \sigma . \{<\gamma, p'_0>\}
\]

\[
\lambda \sigma . \{<\sigma_0, p_0>, <\gamma, x \sigma . \{<\gamma, p'_0>, <\sigma_1, p_0>\}>\}
\]

\[
\lambda \sigma . \{<\gamma, x \sigma . \{<\gamma, p'_0>, <\sigma_1, p_0>\}>\}
\]

We see that $S$ amounts to either the skip statement, or setting $x$ to 1 after which deadlock occurs.

We conclude this part with a few words on $p^*$ for $p \in P_3$. Let, as usual, $\beta$ range over $\Sigma \cup \Gamma$. We say that a (finite or infinite) sequence

\[(*): \beta_1, p_1, \beta_2, p_2, \ldots \]

is a path for $\sigma, p$ whenever

(i) $\beta_1, p_1 \in \Sigma$ and $\beta_{i+1}, p_{i+1} \in p_i(\beta_i)$, $i = 1, 2, \ldots$, and

(ii) the sequence $(*)$ is either infinite or, when finite, terminates in

$\beta_n, p_n$ with $p_n = p_0$ or $\beta_n \in \Gamma$.

We now define $p^* : \Sigma \rightarrow P(\Sigma \cup \Gamma)$ by putting $p_0^* = \lambda \sigma . \emptyset$ and, for $p \neq p_0$, $p^* = \lambda \sigma . (\sigma, p^*)$, where $\sigma, p^*$ is given by
there exists some terminating path for \( \langle \sigma, p \rangle \) with \( \langle \beta_n, P_n \rangle \)
\[ = \langle \beta_n, P_0 \rangle \text{ or } \langle \beta_n, P_n \rangle = \langle \gamma, P_n \rangle \]

\( v \) (if \( \langle \sigma, p \rangle \) has an infinite path then \( \{1\} \) else \( \emptyset \) \( fi \))

Note that the definition of \( p^+ \) assumes the possibility of \( \gamma \)-leaves in the process tree. Normally, this will only occur as the result of some error, since suitable use of the \( \setminus \) operations will have deleted all occurrences of any \( \gamma \) from processes \( p \) obtained as meaning \( M(S) \) of some \( S \in L_5 \).

We now turn to the consideration of guarded commands and, in particular, of synchronization through guards. We introduce \( L_6 \) in

**Definition 6.5** \( (L_5 \text{ with guarded commands}) \). The language \( L_6 \) is defined by

\[
S := s \mid \ldots \mid \Delta \]  
(... as in definition 6.1)

\[
\begin{align*}
&\text{if } b_1; S_1 \sqcup \ldots \sqcup b_n; S_n \mid fi \mid do \ b_1; S_1 \sqcup \ldots \sqcup b_n; S_n \od &
\end{align*}
\]

\[
\begin{align*}
&\text{if } b_1; C_1; S_1 \sqcup \ldots \sqcup b_n; C_n \mid do \ b_1; C_1; S_1 \sqcup \ldots \sqcup b_n; C_n \od &
\end{align*}
\]

The constructs \( \text{if } \ldots \mid fi \) and \( \text{do } \ldots \mid od \) with simple tests as guards are as in Dijkstra [20]; the constructs \( b_1; C_1; S_1 \) \( (\text{synchronization through guards}) \) are a simple case of Hoare's CSP (see next section). The meaning of the first two constructs is easy to define: We take \( P_6 = P_5 \), and define \( M: L_6 \rightarrow P_6 \) by (omitting the clauses which are as in definition 6.3):

**Definition 6.6.**

a. \( M(\text{if } b_1; S_1 \sqcup \ldots \sqcup b_n; S_n \mid fi) = \)
\[
\begin{align*}
M(b_1; S_1 \sqcup \ldots \sqcup b_n; S_n \sqcup \ldots \sqcup b_n; \Delta) &
\end{align*}
\]

b. \( M(\text{do } b_1; S_1 \sqcup \ldots \sqcup b_n; S_n \mid od) = \)
\[
\begin{align*}
M((b_1; S_1 \sqcup \ldots \sqcup b_n; S_n \sqcup \ldots \sqcup b_n; ^* \sqcup ^* b_1 \sqcup \ldots \sqcup b_n)) &
\end{align*}
\]

Remarks

1. Note how, for the \( \text{if } \ldots \mid fi \) command, if all guards fail \( \Delta \) is executed; abortion is thus modelled - just as deadlock - by delivering the dead state

2. Definition 6.6b expresses that \( \text{do } \ldots \mid od \) is equivalent to

\[
\begin{align*}
\text{while } b_1 \lor \ldots \lor b_n \text{ do } b_1; S_1 \lor \ldots \lor b_n; S_n \od &
\end{align*}
\]

3. For a remark on a possible different interpretation of \( b_1; S_1 \) in guarded commands see remark 8.2.

The definition of the other two cases is more involved:
DEFINITION 6.7.

\[ M(\text{if } b_1; C_1 \rightarrow S_1 \ldots \square b_n; C_n \rightarrow S_n \text{fi}) = \]

\[ \lambda \sigma. \begin{cases} \text{if } \sigma = \delta & \text{then } \langle \delta, p_0 \rangle \text{ else } \\ \text{if } (W(b_1)(\sigma) \text{ then } \langle \gamma_1, M(S_1) \rangle \text{ else } \emptyset \text{ fi} \text{ u } \ldots \text{ u} \\ \text{if } W(b_n)(\sigma) \text{ then } \langle \gamma_n, M(S_n) \rangle \text{ else } \emptyset \text{ fi} \text{ u} \\ \text{if } W(\gamma b_1 \wedge \ldots \wedge \gamma b_n)(\sigma) \text{ then } \langle \delta, p_0 \rangle \text{ else } \emptyset \text{ fi} \text{ fi} \end{cases} \]

Definition 6.7 is perhaps best understood by discussing an example. We use a slight variation on the official syntax, by allowing an \textbf{if} \ldots \textbf{fi} construct with both \( b \vdash C \) and \( b \)-type of guards. Also, the guard \textbf{true} ; \( C \) is abbreviated to \( C \). Let

\[ S_1 \equiv (\text{if } C \rightarrow \text{ skip } \square \text{ true } \rightarrow x := 1 \text{ fi } || x := 2) \backslash_2 C \]

\[ S_2 \equiv (\text{if } \text{ true } ightarrow C \square \text{ true } \rightarrow x := 1 \text{ fi } || x := 2) \backslash_2 C \]

We show that the deadlock behaviour of these two cases differs. In fact, putting \( \sigma_1 = \sigma(1/x), \sigma_2 = \sigma(2/x), p_\epsilon = \lambda \sigma.\langle \sigma, p_0 \rangle, p_1 = \lambda \sigma.\langle \sigma_1, p_0 \rangle, p_2 = \lambda \sigma.\langle \sigma_2, p_0 \rangle \) (and ignoring the case \( \sigma = \delta \) for simplicity), we obtain

\[ M(S_1) = (\lambda \sigma.\langle \gamma, p_\epsilon, \langle \sigma, p_1 \rangle \rangle || p_2) \backslash_2 \gamma \]

\[ M(S_2) = (\lambda \sigma.\langle \sigma, \lambda \sigma.\langle \gamma, p_\epsilon, \langle \sigma, p_1 \rangle \rangle, \langle \sigma, p_1 \rangle \rangle || p_2) \backslash_2 \gamma \]

Hence,

\[ M(S_1) = (\lambda \sigma.\langle \gamma, p_\epsilon, || p_2 >, \langle \sigma, p_1 \rangle || p_2 >, \langle \sigma_2, \lambda \sigma.\langle \gamma, p_\epsilon, \langle \sigma, p_1 \rangle \rangle \rangle > || \rangle \rangle \backslash_2 \gamma \]

\[ M(S_2) = (\lambda \sigma.\langle \sigma, \lambda \sigma.\langle \gamma, p_\epsilon, \langle \sigma, p_1 \rangle \rangle, \langle \sigma, p_1 \rangle || p_2 >, \langle \sigma_2, \lambda \sigma.\langle \gamma, p_\epsilon, \langle \sigma, p_1 \rangle \rangle, \langle \sigma, p_1 \rangle \rangle > || \rangle \rangle \backslash_2 \gamma \]

Thus,

\[ M(S_1) = \lambda \sigma.\langle \sigma, p_1 || p_2 >, < \sigma_2, \lambda \sigma.\langle \sigma, p_1 \rangle > \rangle \]

\( (M(S_1) \) shows no deadlock\)

\[ M(S_2) = \lambda \sigma.\langle < \sigma, \lambda \sigma.\langle \sigma_2, \lambda \sigma.\langle \delta, p_0 \rangle >, < \sigma, p_1 || p_2 >, < \sigma_2, \lambda \sigma.\langle \gamma, \lambda \sigma.\langle \gamma, p_\epsilon, \langle \sigma, p_1 \rangle \rangle, \langle \sigma, p_1 \rangle \rangle > || \rangle \rangle \]

\( (M(S_2) \) has two possibilities of deadlock\)
Some pictures may clarify the situation. Let $s$ be short for \texttt{skip} (or, equivalently, for \texttt{true}). $S_1$ may be pictured as

\begin{center}
\begin{tikzpicture}
\node (s) {$S$} child {node (x1) {$x:=1$} child {node (c1) {$C$}}};
\node (x2) {$x:=2$} child {node (s1) {$S$}};
\end{tikzpicture}
\end{center}

and $S_2$ as

\begin{center}
\begin{tikzpicture}
\node (s) {$S$} child {node (x1) {$x:=1$} child {node (c1) {$C$}}};
\node (x2) {$x:=2$} child {node (s1) {$S$}};
\end{tikzpicture}
\end{center}

In the first resulting picture, the two branches labelled by $C$ both have an alternative. In the second resulting picture, there are two $C$-branches without alternative which are turned into dead branches by $\backslash_2 C$.

We conclude this section with the definition of the semantics of the construct (\texttt{do}): $\texttt{do } b_1; S_1 \sqcup \ldots \sqcup b_n; S_n \texttt{ od}$. Defining the meaning of (\texttt{do}) turns out to be fairly involved—at least, we have not been able to come up with a simpler treatment. The problem we have is best explained by comparing statements $\texttt{do } b \texttt{ S } \texttt{od}$ and $\texttt{do } C \texttt{ S } \texttt{od}$. For the former we have the equivalent construct $(b;S)^*; b$—iterate $b; S$ as long as $b$ is true—and for the latter we would like to be able to write, by analogy, something like $(C;S)^*; C$. This is not well-defined in $L_6$. However, it suggests the following approach for dealing with (\texttt{do}): Introduce, besides synchronization elements $\gamma, \bar{\gamma} \in \Gamma$ also elements $\gamma_\gamma, \bar{\gamma}_\gamma$ in a set $\Gamma$. The function of $\gamma_\gamma$ or $\bar{\gamma}_\gamma$ is, roughly, to express commitment not to use the possibility of a $\gamma, \bar{\gamma}$ synchronization—and, instead, deliver the equivalent of a $\texttt{skip}$-statement. We (once more) redefine $\|$. The essence of the new definition consists in

(i) $\langle \gamma, \ldots \rangle$ encountering some $\langle \bar{\gamma}, \ldots \rangle$ gives no contribution to the result, and

(ii) remaining occurrences of $\gamma_\gamma$ in the result are turned into $\texttt{skip}$ steps by the restriction operation $\backslash_2$. By way of example we consider the merge of the following two sets (returning for a moment to the uniform case for easier notation):
\[(6.1) \quad \{\gamma, p_1, \gamma, p_0\} \parallel \{\gamma, p_2, \gamma, p_0\} \parallel 2 \gamma\]

We want the outcome of (6.1) to consist of the following parts:

(i) \(\gamma, \ldots\) and \(\gamma, \ldots\), to be deleted by \(\gamma\)

(ii) \(\epsilon, \{p_1 \parallel p_2\} \parallel 2 \gamma\), achieved as a result of successful synchronization between \(\gamma, p_1\) and \(\gamma, p_2\)

(iii) \(\gamma, \{\beta, p_0\}\), \(\beta, \{\gamma, p_1\}\), \(\gamma, p_0\) as intermediate result, turned by the redefined \(\gamma\) into \(\epsilon, \{\beta, p_0\}\), \(\beta, \{\epsilon, p_0\}\)

(iv) no pairs as result of the merge of \(\gamma, p_0\) with \(\gamma, p_2\)

Formally, the various parts of the definition are collected in

**Definition 6.8.**

a. \(P'_0 = \{p_0\} \cup (\Sigma \lor P_0' (\Sigma \lor \Gamma \lor \Pi) \times \Pi'_0)\)

b. For \(p, q \in P_0'\) we defined \(p|\|q\) (for \(p = \lambda \sigma . \xi , q = \lambda \sigma . \eta \) of finite non-zero degree) as follows: Let \(\delta\) range over \(\Sigma \lor \Gamma \lor \Pi\).

\[(\lambda \sigma . x)|| (\lambda \sigma . y) = \lambda \sigma . ((\{x|\|\lambda \sigma . y\} | x \in X) \cup (\{\lambda \sigma . x|| y \in Y\} \cup \{\sigma , p'|| p''\} | \\
(\gamma , p') \in X , (\gamma , p') \in Y))\]

where \(\beta , p||| \lambda \sigma . y = \beta , p||| \lambda \sigma . y\)

where \(Y' = \{y, if \beta \notin \Gamma \\\n\{\{\gamma , p\}'|| \beta = \gamma \) and \(\beta' = \gamma \) for some \(y \in \Gamma\} if \beta \notin \Gamma\)

and similarly for \((\lambda \sigma . x)|| \beta , p\)

c. \(p \parallel 2 \gamma = \lambda \sigma . (\beta , p\parallel 2 \gamma)|| (\beta , p\parallel 2 \gamma) \parallel (\beta , p}\parallel 2 \gamma, \beta , p\parallel 2 \gamma, \beta , p\parallel 2 \gamma\) (\(\delta \times X'_1\)) \cup \{\sigma , p''\parallel 2 \gamma \parallel (\lambda \sigma . x)|| \beta , p\parallel 2 \gamma, \beta , p\parallel 2 \gamma\} (\(\delta \times X'_2\)) \cup \{\lambda \sigma . x|\| \beta , p\parallel 2 \gamma\} \parallel \beta , p\parallel 2 \gamma, \beta , p\parallel 2 \gamma\}

if \(\Gamma = \emptyset \) then \(\{\beta , p\parallel 2 \gamma\} else f_i\)

d. \(M(\text{do } b_1; \text{do } \ldots; \text{do } b_n; \text{do } S_{\text{od}}) = \lim p_i\), where \((p_0 = p_0\text{ and})\)

\(p_i+1 = \lambda \sigma . \text{if } \sigma = \delta \text{ then } (\{\beta , p\parallel 2 \gamma\} else (\{\beta , p\parallel 2 \gamma\}) \parallel (\beta , p\parallel 2 \gamma)\}

\(\text{if } K_{\sigma} = \emptyset \text{ then } (\{\beta , p\parallel 2 \gamma\} else f_i\)

where \(K_{\sigma} = \{k|1 \leq k \leq n, \omega(b_k)(\sigma) = \text{tt}\} \quad q_{\emptyset} = p_0 \quad q_{K'} = \lambda \sigma . (\gamma_k, q_{K'}|\{k\}) \rightarrow \{k' \in K'\}, \quad K' \subset \{1, \ldots, n\}, \quad K' \neq \emptyset\)

Clause d of the definition combines a number of ideas. Firstly, the iteration aspect is best understood by comparing it with a similarly structured
definition of the simple do ... od construct \( S' \equiv \text{do } b_1 + S_1 \square \ldots \square b_n + S_n \text{ od} \). For this we can take \( M(S') = \lim_1 p_i \), where \( (p_0 = p_0 \text{ and}) \)
\[ p_{i+1} = \lambda \sigma. \begin{cases} \varepsilon, & \text{if } \sigma = \delta \text{ then } \langle \varepsilon, p_0 \rangle \\ \{ p_i \circ M(S_k) \} \cup \{ \text{if } K_0 = \emptyset \text{ then } \langle \sigma, p_0 \rangle \} \text{ else } \emptyset \} & \text{if } K_0 \neq \emptyset \end{cases} ii, \] where \( K_0 = \{ k \ | \ 1 \leq k \leq n, \mathbb{W}(b_k)(\sigma) = \text{tt} \} \). Secondly, it contains synchronization elements \( \gamma_k \) prefixed to \( p_i \circ M(S_k) \) similarly to the use of \( \gamma_k \) prefixing \( M(S_k) \) in definition 6.7. Thirdly, the
\[ \langle \gamma_k, q_{k_0} \rangle \} \text{ parts are based on the ideas on the use of } \gamma_k \text{ 's discussed above. For } K_0 = \{ 1, 2, 3 \} \text{ we obtain for } \langle \gamma_1, q_{k_0} \rangle \} \text{ the following pair: } \]
\[ \langle \gamma_1, \lambda \sigma. \langle \gamma_2, \lambda \sigma. \langle \gamma_3, p_0 \rangle \rangle \rangle, \langle \gamma_2, \lambda \sigma. \langle \gamma_1, p_0 \rangle \rangle \rangle. \]
The reason for the accumulation of \( \gamma_k \text{ is that only if all bindings synchronization through } \gamma_k \text{'s of } b_k \text{ true - fails should skip be the outcome of } M(S). \text{ The last part of clause d ensures that if all } b_k \text{ are false, } M(S) \text{ equals skip.} \]

**Example.** We determine \( M(S) \), for
\[ S \equiv \{ \text{do } \bar{C} + a_1 \text{ od } || (\bar{C}; a_2 \cup a_3) \} \text{ \_}_2 C, \]
where we have returned to the uniform case for simplicity. We obtain, successively, for \( M(S) \):
\[
\begin{align*}
(\lim_1 p_{i+1}) \| \{ \gamma, \langle a_2, p_0 \rangle \}, \langle a_3, p_0 \rangle \} \\
= \lim_1 ((\lim_1 p_{i+1}) \| \{ \gamma, \langle a_2, p_0 \rangle \}, \langle a_3, p_0 \rangle \}) \text{ \_}_2 \gamma) \\
= \lim_1 ((\lim_1 (\{ \gamma, \lim_1 p_i \langle a_1, p_0 \rangle \}, \langle \gamma, p_0 \rangle \} \| \{ \gamma, \langle a_2, p_0 \rangle \}, \langle a_3, p_0 \rangle \} \}) \text{ \_}_2 \gamma) \\
= \lim_1 \{ \varepsilon, \{ a_1, \lim_1 (p_i) \} \| \langle a_2, p_0 \rangle \} \text{ \_}_2 \gamma \}, \langle \varepsilon, \{ a_3, p_0 \} \rangle, \langle a_3, \{ \varepsilon, p_0 \} \rangle \} \\
= \lim_1 \{ \varepsilon, \{ a_1, \langle \varepsilon, \ldots, \langle \gamma, p_0 \rangle \} \| \langle a_2, p_0 \rangle \} \} \text{ \_}_2 \gamma \}, \langle a_2, \{ a_1, \lim_1 (p_i) \} \} \} \}
\end{align*}
\]
(\text{ where in the final process we have dropped the } \lim_1 \text{ prefix, since it is independent of } i). \]
7. COMMUNICATION: CSP AND CCS

In this section we define the semantics of two languages where communication is a central concept, viz. Hoare's Communicating Sequential Processes (CSP) [33], and Milner's Calculus for Communicating Systems (CCS) [44].

We begin with CSP, and use the following syntax for a somewhat abstracted version of it:

**DEFINITION 7.1** (a version of CSP). The language \( L_\gamma \), with elements \( S \), is defined by

\[
S ::= X := s | skip | b \cdot S_1 \cdot S_2 | S_1 + S_2 | S_1 || S_2 \cdot S^* \cdot C ? x \cdot C ! s \cdot S \cdot C ! \Delta.
\]

To clarify the correspondence between \( L_\gamma \) and CSP, we consider a number of constructs in the syntax of CSP proper:

1. \( [P_1; \ldots; P_n] \otimes \otimes \otimes \otimes \; [P_2; \ldots; P'_n] \). This corresponds in \( L_\gamma \) to \( [\ldots C ? x \ldots ] || \ldots C ! s \ldots \) \( \setminus C \). We see firstly that "\( || \)" in \( L_\gamma \) and CSP correspond. Furthermore, communication over the "channel" \( P \leftrightarrow P \) (using the matching pair \( P ? x \) occurring in \( P_1 \) and \( P_1 ! s \) occurring in \( P'_2 \)) is mirrored by the pair of communication commands \( C ? x, C ! s \). (In general, there will be one pair \( C ? \ldots, C ! \ldots \) for each channel \( P \leftrightarrow P \); at the \( \ldots \), varying arguments may appear.) Moreover, a restriction construct \( S \setminus C \) – with the same meaning as the \( S \setminus C \) construct of section 6 – is used. In general, there will be as many restrictions \( (S \setminus C) \setminus C' \ldots \) as there are channels \( C, C', \ldots \) in the program.

2. Full CSP has constructs of the form \( b ; C ? x \) or \( b ; C ! s \) appearing as guards in \( if \ldots fi \) or \( do \ldots od \) commands. The treatment of these requires a combination of techniques described in the previous section with those for communication described below. We leave it to the reader to work out the details of this.

We have made no attempt at modelling the distributed termination convention of CSP.

For the definition of the semantics of \( L_\gamma \) we need a new class of processes. The set \( V \) is used – as before – for the set of values to be assigned to the variables \( X, \Sigma \) of the program, as well as for the values communicated over the channels \( C \).
DEFINITION 7.2. The domain \( P_7 \) is defined by the equation

\[
P_7 = (p_0) \cup (E \times P \times ((\text{Init}) \times (P_7 \cup (V \times P_7)) \cup (V \times P_7)))
\]

We observe in \( P_6 \) an extension of the definition as used for \( P_5 \):

\( P_6 \times (\text{Init}) \times (P_6) \) is replaced by \( P_6 \times ((\text{Init}) \times (P_7 \cup (V \times P_7)) \cup (V \times P_7)) \). The domain we now consider is a variant on the process domain of the general format as discussed in section 2, equation (2.4). We leave the details of the necessary modifications of the underlying mathematics to the reader. We shall use \( \pi \) for a typical element of the set \( V \times P_7 \). As before, we assume that \( \Sigma \) contains a dead state \( \delta \), and that for each pair \( C, C' \) in the language there is a corresponding pair \( \gamma, \gamma' \) in \( \Pi \).

The semantics of \( L_7 \) is described in

DEFINITION 7.3. The valuation \( M: L_7 \rightarrow P_7 \) is given by

a. \( M(x := s), \ldots, M(s') \) are as in definition 5.4. In particular,

\( M(S_1 || S_2) = M(S_1) || M(S_2) \).

For processes \( p_1, p_2 \) in \( P_7 \), \( p_1 || p_2 \) will be re-defined below.

b. \( M(C \pi x) = \lambda \sigma.\langle \gamma, \lambda \nu.\lambda \tau.\{<\nu/x>, p_0, >\} \rangle \)

\( M(C ! s) = \lambda \sigma.\langle \gamma, \langle \nu(s)(\sigma), P_0 \rangle \rangle \)

c. \( M(S \pi C) = M(S) \pi \gamma \)

d. \( M(\lambda) = \lambda \lambda.\{<\delta, p_0 > \} \).

Clause b is the crucial one; it should be understood with respect to the new definition of "" contained in

DEFINITION 7.4.

a. \( p \parallel q \) is defined as usual for \( p \) or \( q \) equal \( p_0 \) or of infinite degree.

Otherwise, \( p = \lambda \sigma.\pi.x, q = \lambda \sigma.\pi.y, \) and we put

\[
<\lambda \sigma.\pi.x, \lambda \sigma.\pi.y> = \lambda \sigma.((\pi||\lambda \sigma.\pi.y)||x\pi.y||(\lambda \sigma.\pi.x)||y \pi.y) || <\lambda \sigma.\pi.x, p' >.
\]

Let \( \delta \) be a typical element of \( \Sigma \cup \Pi \), and \( \pi \) of \( V \times P_7 \). We put

\[
<\delta, p || \lambda \sigma.\pi.y = <\delta, p || \lambda \sigma.\pi.y, <\delta, p > || \lambda \sigma.\pi.y = <\delta, p || \lambda \sigma.\pi.y, <\delta, p > || \lambda \sigma.\pi.y = <\delta, p || \lambda \sigma.\pi.y, <\delta, p > || \lambda \sigma.\pi.y = <\delta, p || \lambda \sigma.\pi.y, <\delta, p >, \ldots
\]

b. \( p \downarrow = p \downarrow \gamma \), with \( \downarrow \) as in definition 6.4.

The heart of the definition is the third term on the right-hand side of the formula for \( \lambda \sigma.\pi.x || \lambda \sigma.\pi.y \). Here the value \( v \) is transmitted between
p = \lambda \sigma. X = \lambda \sigma. (\ldots, \langle Y, \pi >, \ldots) and q = \lambda \sigma. Y = \lambda \sigma. (\ldots, \langle Z, \nu >, \ldots),
determining as possible candidate for continuation in the process (p || q)
when applied to \sigma, the process p' || p", with p' = \pi(\nu): At the synchronization
point corresponding to the pair \langle Y, Z \rangle, the value \nu is supplied to the func-
tion \pi determining process p' || p" as part of the continuation p' || p".
Let us apply definitions 7.3, 7.4 to the simple example S = (C?x || C!1) \backslash C.
We obtain M(S) = M((C?x || C!1) \backslash C) = p \backslash \gamma, where p = M((C?x || C!1). By defini-
tion 7.3, we obtain for p: p = \lambda \sigma. (\langle \gamma, \nu \times \delta. (\langle \sigma(\gamma), p_0 >) \rangle || \delta. (\langle \gamma,
\langle 1, p_0 >\rangle) = (by def. 7.4)
\lambda \sigma. (\langle \gamma, \ldots, \langle \gamma, \ldots, \rangle, \sigma, [\lambda \nu, \delta. (\langle \sigma(\gamma), p_0 >) \rangle(1)] || p_0 >\rangle =
\lambda \sigma. (\langle \gamma, \ldots, \langle \sigma(1, x), p_0 >\rangle)$. Applying the definition of \gamma to this re-
sults in deletion of the... and we obtain as final result for
M(S): \lambda \sigma. (\langle \sigma, \lambda \delta. (\langle \sigma(1, x), p_0 >\rangle) which is, indeed, a (somewhat elaborate)
way of setting x to 1.

Definition 7.4 owes a lot to the ideas of Milner [40,44]. Also, it is
close to the approach to CSP semantics as described in [24]. The main dif-
fERENCE lies in our use of processes as underlying mathematical structure
rather than a denotational system with power domains (as in [40]) or with
infinite trees (as in [24]). From the variety of operational approaches to
CSP semantics we mention [18,25,34,49,53]. Applications of semantics to
proof theory (in proving the soundness of a proof system) are studied in
[1], cf. also [2].

We close our treatment of CSP with a few words on the definition of yield
for p \in P_\gamma. In fact, the same definitions both for a path for \langle o, p > and for
\langle p > can be used as in section 6. Observe, however, that this implies that
only pairs \langle B_{i+1}, p_{i+1} > \in p_i(B_i) (for B_i \in \Sigma) contribute to such paths,
whereas pairs \langle \nu, p > or functions \pi do not appear in any path.

We now turn to the definition of Milner's CCS. Contrary to the pre-
vious languages, CCS is an expression based language. Synchronization and
communication are very similar to CSP, but there is no notion of assignment
or sequential composition as we had previously. Also, CCS features recursion
rather than iteration. In the syntax we shall give for l_8 we have intro-
duced a deviation from CCS in that we have separated \lambda-abstraction
(\lambda x \ldots) from synchronization (\langle c, \ldots, \rangle, \langle c, \ldots, \rangle); in CCS, these notions are
combined in the notation \alpha x \ldots or \alpha v \ldots. We first give a simple version
of l_8, where recursive declarations are parameterless:
DEFINITION 7.5 (a version of CCS). The language $l_8$, with elements $s, \ldots$ is defined by
\[
s := \text{nil} | <e, s> | <c, s> | \langle c, s \rangle | s_1; s_2 | s_1 || s_2 | s \parallel c | \mu e[s] | \lambda x.s
\]
where $s$ in $\mu e[s]$ is restricted as stated below.

Remarks.
1. In the construct $<e, s>$, $e$ is a simple expression, defined for example by
   $e := \overline{x}(f(e_1, \ldots, e_n)$, for $f$ an n-ary function symbol. We assume that
evaluation of $e$ always terminates, delivering a value $v \in V$.
2. Expressions $s$ replace statements $S$; synchronization prefixes $<c, \ldots>$,
   $\langle c, \ldots \rangle$ replace commands $C, \overline{C}$ as used above.
3. CCS's construct $\alpha x. B$ is written as $<c, \lambda x.s_B>$, with $s_B$ the construct in
   $l_8$ corresponding to $B$.
4. We have not taken the trouble to incorporate the relabelling feature of
   CCS.
5. The recursive construct $\mu e[s]$ corresponds to a "call" of some $b$ defined
   by $b = B$ in CCS. Moreover, the $s$ in $\mu e[s]$ is for the moment assumed
   to be of ground type (i.e., not of the form $\lambda x.s'$).

The process domain for $l_8$ is introduced in

DEFINITION 7.6. The process domain $P_8$ is defined by
\[
P_8 = \{p_0\} \cup P \cup (\Gamma \cup V \cup (P \cup (V \rightarrow P_8))).
\]

For the semantics of $l_8$ we need a class of environments $E = E_1 \times E_2$,
where $E_1 = \text{Var} \rightarrow V$, $E_2 = X \rightarrow P_7$. ($X$ is the set of variables $\xi$ used in
recursive definitions.) Thus, taking $\eta = \langle \eta_1, \eta_2 \rangle \in E$, $\eta_1(x) = v$ and $\eta_2(\xi) = p$
are meaningful equations. As before, $V$ is the valuation for simple expressions $e$, yielding results $V(e)(\eta_1) = v$.

DEFINITION 7.7. The valuation $M : l_8 \rightarrow (E \rightarrow P_8)$ is defined by
a. $M(\text{nil})(\eta) = p_0$
b. $M(<e, s>)(\eta) = \{\gamma, M(\gamma)(\eta)\}$
c. $M(<c, s>)(\eta) = \{\gamma, M(\gamma)(\eta)\}$, where $\gamma$ corresponds to $c$, and similarly for
   $<c, s>$.
d. \( M(s_1 s_2)(\eta) = M(s_1)(\eta) \uplus M(s_2)(\eta) \), \( M(s_1 \parallel s_2)(\eta) = M(s_1)(\eta) \parallel M(s_2)(\eta) \),
with "\( \parallel \)" to be defined below

e. \( M(s \backslash c)(\eta) = M(s)(\eta) \backslash Y \)

f. \( M(\xi(\eta)) = \eta_2(\xi) \cdot M(\mu \xi[s])(\eta) = \lim_{i} p_i \), where \( p_0 = p_0 \) and \( p_{i+1} = \langle \epsilon, M(s)(\eta[p_i/\xi]) \rangle \)

g. \( M(\lambda x.s)(\eta) = \{ \lambda \nu. M(s)(\eta[v/x]) \} \).

Here \( p \backslash Y \) is as \( p \backslash Y \) in definition 6.4 (in order to use \( \backslash_2 \), we would have
to extend \( \Gamma \) with a dead symbol \( \delta \)). Furthermore, the definition of "\( \parallel \)" is
very similar to the one used in the CSP definition, as can be seen from
DEFINITION 7.8. For \( X, Y \in P_\infty^c(\cdot) \) of finite nonzero degree we put

\[
X \parallel Y = \{ x \parallel Y \mid x \in X \} \uplus \{ X \parallel y \mid y \in Y \} \cup
\{ \langle \epsilon, p' \rangle \mid p'' = \langle y, \pi \rangle \in X, \langle y, \pi \rangle \in Y, \pi(v) = p' \}.
\]

Here \( \langle \epsilon, p \rangle \parallel Y = \langle \epsilon, p \rangle \parallel Y, \pi \parallel Y = (\lambda \nu. \pi(v)) \parallel Y = \lambda \nu. (\pi(v)) \parallel Y, \) etc.

Example. For constructs \( b_1, b_2 \) in CCS defined by \( b_1 \equiv ax \cdot x+1, b_1 \), and
\( b_2 \equiv \alpha y+3, b_2 \), we have as corresponding \( s_1, s_2 \in L_8^+: s_1 \equiv \mu \xi[\langle \epsilon, \lambda x. (x+1, e) \rangle],
\( s_2 \equiv \mu \xi[\langle \epsilon, \langle y, \pi \rangle \rangle] \), and for \( p_1 = M(s_1)(\eta) \) we obtain
\( p_1 = \lim_{i} p_i \), where \( p_{i+1} = \langle \epsilon, \langle y, \lambda (\langle y+1, p_i \rangle) \rangle \rangle \.)
\( p_2 = \lim_{i} p_i \), where \( p_{i+1} = \langle \epsilon, \langle y, \langle y+1, p_i \rangle \rangle \rangle \). Also, it can
be shown that \( (p_1 \parallel p_2) \backslash Y = \lim_{i} q_i \), where
\( q_{i+1} = \langle \epsilon, \langle \epsilon, \langle y, q_i \rangle \rangle \rangle \).

Remarks.

1. The use of \( \langle \epsilon, \ldots \rangle \) in the process theory corresponds to the unobservable
action \( \tau \) of CCS.

2. Processes \( p \) in \( P_8 \) are quite close to communication trees (Ch.6 of [44]).

   Important differences are

   (i) the collection of successors of a node in a communication tree is
   a multiset rather than a set

   (ii) the "mathematical sophistication we do not want to be bothered with"
   (a quotation from [44] referring to the case of infinite trees) is –
   if our attempts have been successful - present in our theory.

3. Recursive behaviour expressions with parameters - of the form \( b(x) = B \)
in CCS - can be dealt with very similarly to the above treatment of
\( \mu \xi[s] \). Without going into details, something along the following lines
will have to be done: The syntax of \( L_8 \) is extended with the clause
s ::= \ldots \mid \xi(s_1) \ldots (s_n). Moreover, the terms s - in particular the variables \xi - are now supposed to be \textit{typed} as in, e.g., the typed lambda-calculus. We drop the requirement that s in \mu s be of ground type, and adapt the choice of p_0 - for the zero element of the CS converging to the meaning of \mu s - replacing it by \lambda v^{\ldots} \lambda v. p_0, where n is such that the type of \xi is V^n = V(\mu x). 

4. The use of the <!-- --> prefix in definition 7.7 f could be avoided if we were to adopt Milner's requirement that "no behaviour may call itself recursively without passing a guard". Syntactically, this would amount to the requirement that, in a recursive construct \mu s, \xi occurs in s only within subterms of the form \langle e, \ldots, \xi \ldots \rangle or \langle e, \ldots, e \ldots \rangle. In this way, the contraction property of T' = \lambda p. M(s) (n(p/\xi)) is guaranteed. In our treatment, the same result is obtained by using the CS of iterates T^i(p_0) for T of the form T = \lambda p. (\langle e, M(s) (n(p/\xi)) \rangle). (As remarked already in section 3, we are not sure that this precaution is indeed necessary, but we do not know how to prove that \langle T^i(p_0) \rangle is a CS without it.)

This concludes our discussion of CCS semantics. We close with a remark on p^+ for p \in \mathcal{P}_2. Analogously to what we did in previous sections (3.4), we can define p^+ over the alphabet V \cup \Gamma - where, just as we did for CSP, paths are defined such that constituents \pi of p do not contribute to its paths. Also, we may again put p \sim q \iff p^+ = q^+, and investigate properties of "\sim".

8. MISCELLANEOUS NOTIONS IN CONCURRENCY

There is an astounding variety of notions in concurrency, and only a few of them have been investigated in the preceding sections. In this section we briefly comment upon some additional topics. In most cases we provide some suggestions on how the theory of processes could be linked to the notion concerned. Sometimes, we provide no more than some pointers to problems still to be dealt with.

1. Critical sections. Let us extend the language L_3 (section 5) with the construct [S]. Thus, as syntax for L_3 we have

S ::= x ::= s|skip|b|S_1;S_2|S_1;\nu S_2|S_1||S_2;S^*[S].
Here [S] has as intended meaning that execution of S is not interruptible (S is "locked"). Using P
3
 as in section 5, we put M([S]) = \lambda \sigma.
{\langle \sigma', p_0 \rangle | \sigma' \in M(S)'(\sigma)}), where p
+ is the (usual) yield of p. This expresses that S is, by [...], turned into an elementary action execution of which cannot be merged at intermediate stages with execution of some parallel statement. Note that \sigma' in M(S)'(\sigma) may equal \bot; strictly speaking, this requires appropriate adaptation of the definition of \Sigma and of P
3
.

2. Guarded commands. In section 6 we encountered a guarded command such as if b
1
 = S
1
 \sqcup b
2
 = S
2
 fi, to be modelled by
(b
1
; S
1
) \cup (b
2
; S
2
) \cup (\neg b
1
; \gamma b
2
; \iota). This correspondence implies the following:
Suppose that, e.g., in state \sigma it turns out that b
1
 is true, and S
1
 is selected for execution. Before starting execution of S
1
, an interleaving action of some parallel S' may have changed \sigma to \sigma' for which b
1
 is no longer true, and we see that we cannot be sure that the first action of S
1
 is executed with b
1
 true, even though the "branch" b
1
; S
1
 was chosen since b
1
 was true for \sigma. A different interpretation of a guarded command is possible — and may even be the intended one — viz. one in which the first elementary action of S
1
 is taken immediately after it was selected on the basis of b
1
 being true. Let us write b \Rightarrow S for a construct which, contrary to b; S, allows no interleaving actions between b and the first action of S. Including this construct in L
3
 requires an extension of \varnothing with the clause
M(b \Rightarrow S) = \lambda \sigma. \text{if } \varnothing(b)(\sigma) \text{ then } M(S)(\sigma) \text{ else } \varnothing fi.
(The reader should contrast this with M(b; S) = M(S) \cdot M(b) =
\lambda \sigma. \text{if } \varnothing(b)(\sigma) \text{ then } (\langle \sigma, M(S) \rangle \text{ else } \varnothing fi.)

3. Await statement [47]. Consider the await statement (*): await b then S. Operationally, when execution reaches (*), if b is true then S is executed as in divisible action, if b is false execution waits. Combining the ideas of 1, 2 above, we can model (*) by b \Rightarrow [S].

4. Indivisible parameter passing. Extend L
3
 with the clause
S ::= ... | (\lambda x . S)(t)
where (\lambda x . S)(t) is equivalent to x := t; S, but allows no concurrent action at the ";". We can deal with this by putting M((\lambda x . S)(t)) =
\lambda \sigma. M(S)(\sigma(V(x)(\sigma)/x)).
5. Histories on channels. Extend $I_3$ with

$$S ::= \ldots | \text{read } (x, C_k) | \text{write } (s, C_k).$$

Here $C_1, \ldots, C_n$ are channels (as before), but now may contain sequences of values. States are now pairs $<\sigma, \rho>$, $\sigma$ as usual, $\rho = \rho_1, \ldots, \rho_n$, each $\rho_i$ a possibly infinite sequence of values, the current contents of channel $C_i$. Let $\varepsilon(\rho_i)$ test whether the sequence $\rho_i$ is empty, and let $\rho_i^+$ be the last element of $\rho_i$. Also, $\rho_i^-$ denotes $\rho_i$ with its last element deleted. The central clauses in the definition are

$$M(\text{read}(x, C_k)) =$$

$$\lambda \sigma . \text{if } \varepsilon(\rho_k) \text{ then } \emptyset \text{ else } \{ <\sigma(x/y), \rho_k^+, \rho_0^+> \} \text{ fi}$$

$$M(\text{write } (s, C_k)) =$$

$$\lambda \sigma . \{ <\sigma, V(s)(\sigma) \rho_k^-, \rho_0^+> \}.$$

Here $\wedge$ denotes concatenation (of sequences over $V^* \cup V^o$), and in the $\rho$-component we have not mentioned the channels which are not referred to (and remain unchanged). Observe that reading from an empty channel results in an empty output. As usual, this captures the operational notion of waiting.

6. Linking channels. Let $p, q$ be processes in the domain $P = \{ p_0 \} \cup P_c(\{ (A \cup U(s)) \} \times P)$. Previously, synchronization of $p, q$ was achieved through matching pairs $\gamma, \gamma^\varepsilon$ occurring in $p$ and $q$ respectively. Such matching can also be "programmed" by using the notation $(p || q)[\gamma; \delta]$ which expresses that $\delta$ (in this paragraph standing for some element of $\Gamma$ rather than for the dead state) now acts as $\gamma^\varepsilon$, i.e., we define

$$(p || q)[\gamma; \delta] = \text{ (p || q) ("||" as in section 3) \cup}$$

$$\{ <\varepsilon, p' || q'> | <\gamma, p'> \in p, <\delta, q'> \in q \}.$$ 

An operation such as $(p || q)[\gamma; \delta]$ is reminiscent of the use of channel linking in Back & Maniila [8]. Also, it resembles the use of equalities $c_i.a = c_j.b$ in [52], which in a similar manner establish linking between "ports" of processes $p_1, p_2, \ldots, p_n$ occurring in their $\text{com...modc}$ construct (albeit that their definition of "||" differs from the one used throughout our paper).
7. **Logic.** Let \( \alpha \) be a some formula of, e.g., predicate or temporal logic ([50]). We can distinguish a variety of ways of interpreting \( \alpha \) in process \( p \).

Let, e.g., \( p \in P_3 \). We may choose \( \alpha(p_0) = \text{tt} \) or \( \alpha(p_0) = \text{ff} \),

\[
\alpha(\sigma \cdot X) = \lambda \sigma . \alpha(X), \quad \alpha(X) = \bigwedge_{x \in X} \alpha(x) \quad \text{or} \quad \alpha(X) = \bigvee_{x \in X} \alpha(x),
\]

and, for \( p \neq p_0 \),

\[
\alpha(\sigma, p) = \alpha(\sigma) \lor \alpha(p(\sigma)), \quad \text{or} \quad \alpha(\sigma, p) = \alpha(\sigma) \land \alpha(p(\sigma)).
\]

E.g., the combination of definitions \( \alpha(X) = \bigwedge_{x \in X} \alpha(x) \) with \( \alpha(\sigma, p) = \alpha(\sigma) \lor \alpha(p(\sigma)) \) states that \( \alpha(p) \) is true in \( \sigma \) whenever \( \alpha \) is true in at least one node along each path for \( \sigma, p \). The implications of these definitions for the model theory of temporal logic deserve further study. We also would like to know whether the results of Emerson & Clarke [19] can be applied in the context of processes.

8. **ADA rendez-vous, distributed processes, data flow.** These notions are mentioned here for the sake of completeness. We have no semantic definitions for them at the moment of writing this. For the ADA rendez-vous this should not be too difficult, because of its close connection with CSP(cf.[26]). For DP([15,27]) and data flow ([14,16,23,35,36,37,38,51,58]) we need further study.

9. **Fairness.** There is a well-known correspondence between fairness and unbounded nondeterminacy (see, e.g., Apt & Olderog [3]). Since our processes allow a smooth treatment of the latter, the question arises as to their role for defining the former. We know how to do this, and we hope to describe it in a future publication (which is not along the lines of the approach sketched in the remark in [11]).

This concludes our discussion of some miscellaneous topics in concurrency, and brings us to the end of this paper.
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APPENDIX A. HAHN's THEOREM

Since the proof of Hahn's theorem (theorem 2.9) is not easily accessible, we present the proof in this appendix. We repeat the theorem as

THEOREM A (= theorem 2.9). If \((M,d)\) is a complete metric space, then so is 
\((P_c(M),d)\), where \(P_c(M)\) denotes the collection of all closed subsets of \(M\), and the distance \(d\) for sets is the Hausdorff distance. Moreover, we have, for \(<X_n>\) a CS of closed sets,

\[
\lim_{n} X_n = X \text{ def.} \{x \mid x = \lim_{n} x_n, <x_n> \text{ a CS in } M \text{ such that } x_n \in X_n\}.
\]

Proof. Clearly, we may assume that \(X_n \neq \emptyset\) for almost all \(n\). We show that (i) \(X\) is closed, and (ii) \(d(X_n,X) \to 0\).

Ad(i). Let \(<y_n>\) be a CS in \(X\) with \(y_n \to y\). We show that \(y \in X\). Let, for each \(n\), \(<x_{i,n}>\) be a CS such that \(x_{i,n} \in X_i\) and \(x_{i,n} \to y_n\). Consider the diagonal sequence \(<x_{n,n}>\), \(x_{n,n} \in X_n\). Then \(<x_{n,n}>\) is a CS, with \(x_{n,n} \to y\). Therefore, by the definition of \(X\), we have that \(y \in X\).

Ad(ii). The proof of this fact is more involved. We have to show that \(\forall \epsilon \in \mathbb{N} \exists N \geq \mathbb{N} \left[d(X_n,X) < \epsilon\right]\), i.e.,

\[
(A1) \quad \forall \epsilon \in \mathbb{N} \exists N \in \mathbb{N} \exists x_n \in X_n \left[d(x_n,X) < \epsilon\right]
\]

\[
(A2) \quad \forall \epsilon \in \mathbb{N} \exists N \in \mathbb{N} \exists x \in X \left[d(x,X) < \epsilon\right]
\]

or, equivalently,

\[
(A3) \quad \forall \epsilon \in \mathbb{N} \exists N \in \mathbb{N} \exists x_y \in X_y \exists x \in X \left[d(x,x_y) < \epsilon\right]
\]

\[
(A4) \quad \forall \epsilon \in \mathbb{N} \exists N \in \mathbb{N} \exists x \in X_y \exists x_n \in X_n \left[d(x_n,x) < \epsilon\right].
\]

We first prove (A3). Choose \(\epsilon\). Then (\(*\)): \(\exists N \in \mathbb{N} \exists n \geq N \left[d(X_n,X) < \epsilon/2\right]\).

Now take any \(m \geq N\), and any \(x_m \in X_m\). We show how to find \(x \in X\) such that \(d(x_m,x) < \epsilon\). There exists a sequence

\[
m = N_0 < N_1 < N_2 < \ldots
\]

such that \((**): n,n' \geq N_k \implies d(x_n,x_{n'}) < \epsilon/2^{k+1}\). Now define a sequence \(<x_n>\) as follows: For \(n < N_0\), \(x_n\) is arbitrary. For \(n = N_0\), \(x_n = x_{N_0} \text{ (say)}\).
For \( N_0 < n \leq N_1 \): take any \( x_n \) such that \( d(x_{N_0}, x_n) < \epsilon/2 \) (by (\ref{eq:1}))

For \( N_1 < n \leq N_2 \): take any \( x_n \) such that \( d(x_{N_1}, x_n) < \epsilon/4 \) (by (\ref{eq:2}))

\[ \vdots \]

For \( N_k < n \leq N_{k+1} \): take any \( x_n \) such that \( d(x_{N_k}, x_n) < \epsilon/2^{k+1} \) (by (\ref{eq:2}))

\[ \vdots \]

Then \( \langle x_n \rangle \) is a CS, since for, say, \( N_k < n \leq N_{k+1} \), and any \( m \geq n \),

\[ d(x_{N_k}, x_n) + d(x_{N_k}, x_{N_{k+1}}) + d(x_{N_k}, x_{N_{k+2}}) + \ldots + d(x_{N_k}, x_m) < \frac{\epsilon}{2^{k+1}} + \frac{\epsilon}{2^{k+2}} + \ldots + \frac{\epsilon}{2^k}. \]

So, by completeness of \((M, d)\), \( x_n \to x \) for some \( x \). Thus, \( x \in X \). Furthermore, we have \( \forall n > m \), \( d(x_{m}, x_n) < \epsilon/2 + \epsilon/4 + \ldots \) (by similar reasoning) \( < \epsilon \). Hence, \( d(x_m, x) \leq \epsilon \). Altogether, we have proved (A3). We now prove (A4). Choose some \( \epsilon \). As before, there exists \( N \) such that \( \forall m, n \geq N \left[ d(X_m, X_n) < \epsilon/2 \right] \). Let \( x \in X \) and \( n \geq N \). We show that \( d(x, X_n) < \epsilon \). There exists a CS \( \langle x_n \rangle \) such that \( x_n \to x \). We have, for \( m \geq n \), \( d(X_m, X_n) < \epsilon/2 \), so \( d(x, X_m) < \epsilon/2 \) for all \( n \geq N \). Hence (since \( x_n \to x \)) \( d(x, X_m) \leq \epsilon/2 < \epsilon \), which proves (A4). \( \square \)
APPENDIX B

In this appendix, we present a detailed proof of lemma 2.15. The main part consists in the justification of the definitions of $p\equiv q$, $p\equiv q$ and $p\mathrel{||} q$, as provided in theorems B7, B12, B14 and B16 and their corollaries. Preliminary to these theorems there are some general lemmas on the Hausdorff distance. Throughout the Appendix lhs and rhs stand for left-hand side and right-hand side, respectively.

Up to lemma B5 we assume $X, Y, \ldots$ are subsets of an arbitrary metric space $(M, d)$, and assume, moreover:

\[ x \in X, \ x' \in X', \ y \in Y, \ y' \in Y'. \]

**Lemma B1.** Given $\ell > 0$ $d(X, X') \leq \ell$ if and only if:

\begin{itemize}
  \item [(B1)] $\forall x \exists x' \ d(x, x') \leq \ell$ , and
  \item [(B2)] $\exists x' \exists x \ d(x, x') \leq \ell$
\end{itemize}

**Proof.** $d(X, X') \leq \ell$

\[ \iff \forall x \ d(x, x') \leq \ell \ \text{and} \ \forall x' \ d(x, x') \leq \ell \]

\[ \iff \text{(B1) and (B2)}. \quad \Box \]

We often use a special case of this:

**Corollary B2.** Suppose there are surjections $f : Y \to X$, $f' : Y \to X'$ such that $\forall y \ d(f(y), f'(y)) \leq \ell$. Then $d(X, X') \leq \ell$.

**Proof.** Clear from lemma B1. $\Box$

**Lemma B3.** If

\begin{itemize}
  \item [(B3)] $\forall y \exists x \exists y' \ d(y, y') \leq d(x, x')]
  \item [(B4)] $\forall y' \exists x' \forall x \exists y \ d(y, y') \leq d(x, x')]
\end{itemize}

then $d(Y, Y') \leq d(X, X')$

**Proof.** (B3) implies, successively,
∀y∃x∀x′d(y,y′) ≤ d(x,x′)
∀y∃x∀x′d(y,y′) ≤ d(x,X′)
∀y∀x∀x′d(y,y′) ≤ d(x,X′)
sup_y d(y,y′) ≤ d(x,X′)

Similarly, (B4) implies sup_y d(y,y′) ≤ d(X,X′). The desired result now follows by taking the maximum of the lhs of the last 2 inequalities. □

Actually, we only need lemma B3 in the special case of

**Corollary B4.** Suppose there are surjections f: X → Y and f': X' → Y' such that ∀x,x'[d(f(x), f'(x')) ≤ d(x,x')]. Then d(Y,Y') ≤ d(X,X').

**Proof.** Clear from lemma B3. □

**Lemma B5.**

\[ d(X \cup Y, Y') ≤ \max(d(X, X'), d(Y, Y')) \]

**Proof.** d(x, X' \cup Y') ≤ d(x, X') ≤ d(x, X) ≤ rhs.

Hence, sup_x d(x, X' \cup Y') ≤ rhs.

Similarly, sup_x d(X, X' \cup Y') ≤ rhs

sup_x d(X \cup Y, x') ≤ rhs

sup_x d(X \cup Y, y') ≤ rhs.

Now take the maximum of the lhs of the last 4 lines. □

From now on we consider uniform processes, solving equation (2.2).
(See definition 2.10.) We let x, y,... range over elements of A×P, and define deg(<a,p>) = deg(p).

We give one more lemma.

**Lemma B6.** For finite p,p',q,q':

if \[ d(q,q') ≤ d(p,p') \]

then \[ d(<a,q>,<a',q'>) ≤ d(<a,p>,<a',p'>). \]

**Proof.** Clear. □
THEOREM B7. For finite \( q, q' \):

(B5) \[ d(p \cdot q, p \cdot q') \leq d(q, q') \]

Proof. We prove (B5) simultaneously with

(B6) \[ d(p \cdot x, p \cdot x') \leq d(x, x') \]

by induction on \( n \), where \( n = \max(\deg(q), \deg(q')) \) in the case of (B5), and \( n = \max(\deg(x), \deg(x')) \) in the case of (B6).

If \( q = p_0 \) or \( q' = p_0 \) then (B5) is clear. Otherwise (cf. definition 2.14a)

\[ \text{lhs of (B5)} = d((p \cdot x|x \in q),(p \cdot x'|x' \in q')) \leq d(q, q') \]

by the induction hypothesis for (B6) and corollary B4 (taking \( f(x) = p \cdot x \) and \( f'(x') = p \cdot x' \)). This proves (B5) for the given \( n \). Now (B6) follows for the same \( n \):

\[ d(p \cdot <a, q>, p \cdot <a', q'>) = d(<a, p \cdot q>, <a', p \cdot q'>) \leq d(<a, q>, <a', q'>) \]

by (B5) and lemma B6. □

COROLLARY B8. For finite \( q_n \) if \( <q_n> \) is a CS, then so is \( <p \cdot q_n> \).


We observe that corollary B8 justifies the definition \( p \cdot q = \lim_n (p \cdot q(n)) \).

COROLLARY B9. Theorem B7 holds for all \( q, q' \).

Proof. For all \( n \), \( d(p \cdot q(n), p \cdot q'(n)) \leq d(q(n), q'(n)) \), by theorem B7. Now \( \text{lhs} + d(p \cdot q, p \cdot q') \), \( \text{rhs} = d(q, q') \), and we see that \( d(p \cdot q, p \cdot q') \leq d(q, q') \). □

COROLLARY B10. Corollary B8 holds for all \( q_n \).

A more interesting consequence is (for all sequences \( \langle q_n \rangle \)):

**Corollary B11.** If \( q_n \to q \) then \( p^n q_n \to p^n q \).

**Proof.** \( d(p^n q_n, p^n q) \leq d(q_n, q) \to 0 \). □

**Note.** Corollary B11 states that "\( \ast \)" is continuous in its second argument.

**Theorem B12.** For finite \( p, p', q, q' \),

\[
d(puq, p'uq') \leq \max(d(p, p'), d(q, q')).
\]

**Proof.** If any of \( p, p', q, q' \) equals \( p_0 \), the result is clear. Otherwise it follows immediately from lemma B5. □

Again, we have the corollaries

**Corollary B13.**

a. For finite \( p_n, q_n \), if \( \langle p_n \rangle, \langle q_n \rangle \) are CS then so is \( \langle p^n q_n \rangle \).

(This justifies the definition \( puq = \lim_n (p^{(n)} uq^{(n)}) \).)

b. Theorem B12 holds for all \( p, p', q, q' \).

c. Part a holds for all \( p_n, q_n \).

d. If \( p_n \to p, q_n \to q \) then \( p^n q_n \to puq \) (for all \( p, q \)).

Thus, "\( \ast \)" is jointly continuous in both arguments.

**Proof.** We only prove

b. For all \( n, d(p^{(n)} uq^{(n)}, p^{(n)} uq^{(n)}) \leq \max(d(p^{(n)}, p'^{(n)}), d(q^{(n)}, q'^{(n)})).

Now let \( n \to \infty \).

d. \( d(p_n uq_n, puq) \leq \max(d(p, p), d(q, q)) \to 0 \). □

**Theorem B14.** For finite \( p, p', q, q' \),

\[
(B7) \quad d(p \| q, p' \| q') \leq \max(d(p, p'), d(q, q')).
\]

**Proof.** We first prove a special case of (B7), namely with \( q = q' \):

\[
(B8) \quad d(p \| q, p' \| q) \leq d(p, p').
\]

This is proved simultaneously with
\[ d(p \parallel y, p' \parallel y) \leq d(p, p') \]
\[ d(x \parallel q, x' \parallel q) \leq d(x, x') \]

by induction on \( n \), where \( n = \max(\text{deg}(p), \text{deg}(p')) + \text{deg}(q) \) in (B8),
\( n = \max(\text{deg}(p), \text{deg}(p')) + \text{deg}(y) \) in (B9), and
\( n = \max(\text{deg}(x), \text{deg}(x')) + \text{deg}(q) \) in (B10).

Now if any of \( p, p', q \) equals \( p_0 \), then (B8) is clear. Otherwise (cf. definition 2.14c):

\[
\text{lhs of (B8)} = d((p \parallel y | y \in q) \cup (x \parallel q | x \in p),
\{ p' \parallel y | y \in q \} \cup (x' \parallel q | x' \in p'))
\leq \max(d_1, d_2)
\]

by lemma B5, where

\[
d_1 = d((p \parallel y | y \in q), \{ p' \parallel y | y \in q \})
\]
\[
d_2 = d((x \parallel q | x \in p), \{ x' \parallel q | x' \in p' \}).
\]

Now \( d_1 \leq d(p, p') \) by the induction hypothesis for (B9) and corollary B2
(taking \( f(y) = p \parallel y, f'(y) = p' \parallel y \) and \( \xi = d(p, p') \)). Also \( d_2 \leq d(p, p') \) by
the induction hypothesis for (B10) and corollary B4 (taking \( f(x) = x \parallel q \) and
\( f'(x') = x' \parallel q \)). This proves (B8) for the given \( n \). Now (B9) and (B10) follow
for the same \( n \). For (B9):

\[
d(p \parallel \langle a, q \rangle, p' \parallel \langle a, q \rangle)
= d(\langle a, p \parallel q \rangle, \langle a, p' \parallel q \rangle)
= \frac{1}{d}(p \parallel q, p' \parallel q)
\leq \frac{1}{d}(p, p') \quad \text{by (B7)}
\leq d(p, p'),
\]

and for (B10):
\[ d(<a, p||q, <a', p'||q) = d(<a ||q, <a', p'||q) \leq d(<a, p||<a', p') \]

by (B7) and lemma B6.

Thus we have proved (B8). Similarly (by a symmetrical argument) we can prove (for finite \( p, q, q' \)):

\[ (B11) \quad d(p||q, p||q') \leq d(q, q') \]

Finally, from \((B10)\) and \((B11)\), and the strong triangle inequality (see the remark after lemma 2.8) we obtain

\[ d(p||q, p'||q') \leq \max(d(p||q, p'||q), d(p'||q, q'||q')) \leq \max(d(p, p'), d(q, q')). \]

As before, we have the corollaries

**Corollary B15.**

a. For finite \( p_n, q_n \), if \( <p_n>_{n=1}^{\infty}, <q_n>_{n=1}^{\infty} \) are CS then so is \( <p_n||q_n> \). (This justifies the definition \( p||q = \lim_{n} (p^n||q^n) \).)

b. Theorem B14 holds for all \( p, p', q, q' \).

c. Part a holds for all \( p_n, q_n \).

d. If \( p_n \rightarrow p, q_n \rightarrow q \) then \( p||q_n \rightarrow p||q \) (for all \( p, q \)).

Thus, "||" is jointly continuous in both arguments.

**Proof.** Clear. □

Now the properties of lemma 2.15 q, i.e., associativity of "||" and commutativity of "||", are easily proved. E.g., for associativity of "||", prove \( (p||q)r = p||q||r \) for finite \( r \) by induction on \( \deg(r) \), and then for all \( r \) by taking \( r = \lim_{n} r(n) \), and using corollary B11.

We conclude this appendix with a proof that "||" is jointly continuous in both arguments (as yet, we only proved continuity in its second argument).
THEOREM B16. For finite q,

(B12) \[ d(p \circ q, p' \circ q) \leq d(p, p'). \]

Proof. We prove (B12) simultaneously with

(B13) \[ d(p \circ y, p' \circ y) \leq d(p, p'). \]

by induction on \( \deg(q) \) (in (B12)) and \( \deg(y) \) (in (B13)). If \( q = p_0 \) then (B12) is clear. Otherwise

\[
d(p \circ q, p' \circ q) = d([p \circ y | y \in q], [p' \circ y | y \in q]) 
\leq d(p, p')
\]

by the induction hypothesis for (B13) and corollary B2. As for (B13):

\[
d(p \circ a, p' \circ a) 
= d(a \circ p \circ q, a \circ p' \circ q) 
= d(p \circ q, p' \circ q) 
\leq d(p, p') \] by (B12)
\leq d(p, p'). \]

Finally, we obtain the corollaries.

COROLLARY B17.
\[ a. \] Theory B16 holds for all q.
\[ b. \] If \( p_n \rightarrow p \) then \( p_n \circ q \rightarrow p \circ q \)
\[ c. \] If \( p_n \rightarrow p \) and \( q_n \rightarrow q \) then \( p_n \circ q_n \rightarrow p \circ q \)
\[ (i.e., \ "\circ\" \ is \ jointly \ continuous \ in \ both \ arguments). \]

Proof. We prove only part c. We have \( d(p_n \circ q_n, p \circ q) \leq \max(d(p_n \circ q_n, p_n \circ q), p_n \circ q_n, p_n \circ q, d(p_n, p)) \rightarrow 0 \), by the strong triangle inequality and corollaries B9 and B17. \[ \square \]
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ABSTRACT

A survey of various results concerning the use of Hoare's logic in proving correctness of nondeterministic programs is presented. Various proof systems together with the example proofs are given and the corresponding soundness and completeness proofs of the systems are discussed. Programs allowing bounded and countable nondeterminism are studied. Proof systems deal with partial and total correctness, freedom of failure and the issue of fairness. The paper is a continuation of APT [1] where various results concerning Hoare's approach to proving correctness of sequential programs are presented.

1. INTRODUCTION

The purpose of this paper is to provide a systematic presentation of the use of Hoare's logic to prove correctness of nondeterministic programs. This paper is a continuation of APT [1] where we surveyed various results concerning the use of Hoare's logic in proving correctness of deterministic programs.

Hoare's method of proving programs correct was introduced in HOARE [14]. Even though it was originally proposed in a framework of sequential programs only, it soon turned out that the method can be perfectly well applied to other classes of programs, as well, in particular to the class of nondeterministic programs.

We discuss the issues in the framework of Dijkstra's nondeterministic programs introduced in DIJKSTRA [7] and concentrate on the issues of soundness and completeness of various proof systems.

This survey is divided into two parts dealing with bounded and countable nondeterminism in sections 3 and 4, respectively. A program allows
bounded nondeterminism if at each moment in its execution at most a finite, fixed
in advance number of possibilities can be pursued. If this number of possi-
bilities can be countable then we say that the program allows countable non-
determinism.

In section 2 we introduce the basic definitions. In section 3 we dis-
cuss partial and total correctness of Dijkstra's programs. The methods used
are straightforward generalizations of those which were introduced in the
case of sequential programs and discussed in section 2 of APT [1]. This
should be contrasted with the presentation in section 4 where total correct-
ness of countably nondeterministic programs and total correctness of programs
under the assumption of fairness is discussed. Even though the methods and
techniques used there are appropriate generalizations of those used in sec-
tion 3, various new insights are there needed. Finally, in section 5 bibli-
ographical remarks are provided.

2. PRELIMINARIES

Throughout the paper we fix an arbitrary first order language L with
equality containing two boolean constants true and false with obvious mean-
ing. Its formulae are called assertions and denoted by letters p, q, r.
Simple variables are denoted by letters a, b, x, y, z, expressions by let-
ters s, t and quantifier-free formulae (Boolean expressions) by the letter
e; p [t/x] stands for a substitution of t for all free occurrences of x in
p.

All classes of programs considered in this paper contain the skip
statement, the assignment statement x:=t and are closed under the composition
of programs "".

By a correctness formula we mean a construct of the form {p}S{q} where
p, q are assertions and S is a program from a considered class. Correctness
formulae are denoted by the letter φ.

An interpretation of L consists of a nonempty domain and assigns to each
nonlogical symbol of L a relation or function over its domain of appropriate
arity and kind. The letter J stands for an interpretation. Given an inter-
pretation J by a state we mean a function assigning to all variables of L val-
ues from the domain of interpretation. States are denoted by letters σ, τ.
The notions of a value of an expression t in a state σ (written as σ(t)) and
truth of a formula p in a state σ (written as |=J p(σ)) are defined in the
usual way. A formula $p$ is **true under** $J$ (written as $\models_J p$) if $\models_J p(\sigma)$ holds for all states $\sigma$.

We allow two special states: $\bot$ reporting nontermination of a program and $\text{fail}$ reporting a failure in execution of a program. We have by definition $\models_J p(\bot) \iff \models_J p(\text{fail})$ for all formulae $p$. We define $[p]_J$ to the set all states $\sigma$ which **satisfy** $p$ under $J$ (i.e. such that $\models_J p(\sigma)$ holds). Thus by definition for any $p$ and $J \notJ [p]_J$ and fail $\notJ [p]_J$.

Finally, let $\text{Tr}_J$ be the set of all assertions which are true under $J$.

3. **Bounded Nondeterminism**

Denote by $S_n$ the least class of programs such that for all boolean expressions $e_1, \ldots, e_m$ and $S_1, \ldots, S_n \in S_n$ if $e_1 \to S_1 \sqcap \ldots \sqcap e_m \to S_m \sqcap$ $\in S_n$ and do $e_1 \to S_1 \sqcap \ldots \sqcap e_m \to S_m \sqcap$ od $\in S_n$.

This class of programs was introduced in DIJKSTRA [7] and further extensively studied in DIJKSTRA [8] and various other papers. The boolean expressions $e_i$ in the context of the if and do - constructs are called **guards**. An intuitive meaning of the program $\overline{\text{if } e_1 \to S_1 \sqcap \ldots \sqcap e_m \to S_m \sqcap}$ is:

choose nondeterministically a guard $e_i$ which evaluates to true and execute the program $S_i$. In the case when all guards $e_1, \ldots, e_m$ evaluate to false the program fails, i.e. its execution improperly terminates. An intuitive meaning of the program $\overline{\text{do } e_1 \to S_1 \sqcap \ldots \sqcap e_m \to S_m \sqcap}$ od is: as long as at least one guard evaluates to true repeatedly do the following: choose any guard $e_i$ which evaluates to true and execute the program $S_i$. In the case of one guard only the construct $\overline{\text{do } e_1 \to S_1 \sqcap \ldots \sqcap e_m \to S_m \sqcap}$ od is thus equivalent to the usual construct while $e_1 \text{ do } S_1 \text{ od}$.

3.1. **Semantics of nondeterministic programs**

Before we dwell on the issue of correctness of the programs from $S_n$ we define their semantics. We follow here the approach of HENNESSY & PLOTKIN [13] the advantage of which is that it can be easily adopted to several other classes of programs. This semantics is based on the consideration of a transition relation $\rightarrow$ between pairs $<S, \sigma>$ consisting of a program $S$ and a state $\sigma$. The intuitive meaning of the relation $<S, \sigma> \rightarrow <S_2, \tau>$
is: executing $S_1$ one step in a state $\sigma$ can lead (nondeterministically) to
a state $\tau$ with $S_2$ being remainder of $S_1$ still to be executed. It is conve-
nient to assume the empty program $E$. Then $S_2$ is $E$ if $S_1$ terminates in $\tau$.
We assume that for any $S$ $E;S = S;E = S$.

Given an interpretation we define the above relation by the following
clauses:

(i) $\langle\text{skip}, \sigma\rangle \rightarrow \langle E, \sigma\rangle$
(ii) $\langle x:=t, \sigma\rangle \rightarrow \langle E, \tau\rangle$
where $\tau(x) = \sigma(t)$ and $\tau(y) = \sigma(y)$ for $y \neq x$
(iii) $\langle \text{if } e \rightarrow S_1 \ldots \text{if } e_m \rightarrow S_{m\overline{i}}, \sigma\rangle \rightarrow \langle \text{fail}\rangle$ if $\models_{J, i} e_i(\sigma)$
(iv) $\langle \text{if } e \rightarrow S_1 \ldots \text{if } e_m \rightarrow S_{m\overline{i}}, \sigma\rangle \rightarrow \langle E, \text{fail}\rangle$ if $\models_{J, i} m \neq e_i(\sigma)$
(v) $\langle \text{do } e \rightarrow S_1 \ldots \text{do } e_m \rightarrow S_{m\overline{i}}, \sigma\rangle \rightarrow \langle S_1 \; \text{do } e \rightarrow S_1 \ldots \text{do } e_m \rightarrow S_{m\overline{i}}, \sigma\rangle$
if $\models_{J, e_i(\sigma)}$
(vi) $\langle \text{do } e \rightarrow S_1 \ldots \text{do } e_m \rightarrow S_{m\overline{i}}, \sigma\rangle \rightarrow \langle E, \sigma\rangle$ if $\models_{J, i \neq 1} \neg e_i(\sigma)$
(vii) if $\langle S_1, \sigma\rangle \rightarrow \langle S_2, \tau\rangle$ then $\langle S_1 \; ; \; S, \sigma\rangle \rightarrow \langle S_2 \; ; \; S, \tau\rangle$.

Let $\ast$ stand for the transitive, reflexive closure of $\rightarrow$.

We now introduce the following definitions.

**DEFINITION**

(i) $S$ can *diverge* from $\sigma$ if there exists an infinite sequence
$\langle S_1, \sigma_i \rangle (i = 0, 1, \ldots)$ such that $\langle S, \sigma \rangle = \langle S_0, \sigma_0 \rangle \rightarrow \langle S_1, \sigma_1 \rangle \rightarrow \ldots$
(ii) $S$ can *fail* from $\sigma$ if
$\langle S, \sigma \rangle \rightarrow \ast \langle S_1, \text{fail} \rangle$ for some $S_1$.
(iii) A finite sequence $\langle S_1, \sigma_i \rangle (i = 0, 1, \ldots, k)$ such that
$\langle S, \sigma \rangle = \langle S_0, \sigma_0 \rangle \rightarrow \langle S_1, \sigma_1 \rangle \rightarrow \ldots \rightarrow \langle S_k, \sigma_k \rangle = \langle E, \sigma_\ast \rangle$ is called a computation starting in $\langle S, \sigma \rangle$; $k$ is the length of this computation.

The following lemma will be needed later.

**LEMMA 1.** If $S$ cannot diverge from $\sigma$ then there exists a natural number $k$ such that all computations starting in $\langle S, \sigma \rangle$ are of length at most $k$.

**PROOF.** Consider the set of all finite sequences
$\langle S, \sigma \rangle = \langle S_0, \sigma_0 \rangle \rightarrow \ldots \rightarrow \langle S_n, \sigma_n \rangle$ ordered by the subsequence ordering. This
set forms a finitely branching tree. If the desired $k$ did not exist then this
tree would be infinite. By König's Lemma it would then contain an infinite
branch which contradicts the assumption. \(\square\)

We define now two types of semantics for the programs from $S_n$ by put-

\[ M[S]\{\sigma\} = \{\tau \mid <S,\sigma> \rightarrow^* <E,\tau>\} \]

and

\[ M_{\text{tot}}[S]\{\sigma\} = M[S]\{\sigma\} \cup \{\text{fail} \mid S \text{ can fail from } \sigma\} \]

Both semantics depend on the interpretation \( J \) but we do not mention this dependence hoping that no confusion will arise. The difference between these two semantics lies in the way the "negative" informations about the program are dealt with - either they are dropped or they are explicitly mentioned.

3.2. Partial and total correctness

While studying a correctness of programs we are interested in various properties namely
(a) whether all proper states generated (or produced) by the program satisfy a given post-condition,
(b) whether the program always terminates, and
(c) whether none of the executions of the program leads to a failure.

We are usually interested in executions starting in a state satisfying some initial pre-condition. The above properties lead to various possible interpretations of the correctness formulae \( \{p\} S \{q\} \). Let

\[ M[S]\{[p]_J\} = \bigcup_{\sigma \in [p]_J} M[S]\{\sigma\} \]

and

\[ M_{\text{tot}}[S]\{[p]_J\} = \bigcup_{\sigma \in [p]_J} M_{\text{tot}}[S]\{\sigma\} \]

We define

\[ \models_J\{p\} S \{q\} \iff M[S]\{[p]_J\} \subseteq [q]_J \]

\[ \models_{J,\text{tot}}\{p\} S \{q\} \iff M_{\text{tot}}[S]\{[p]_J\} \subseteq [q]_J \]

Informally speaking, \( \models_J\{p\} S \{q\} \) means that any properly terminating execution of \( S \) starting in a state satisfying \( p \) leads to a state satisfying \( q \);
\[ \models_{J, \text{tot}} (p) \vdash (q) \] in addition guarantees that any execution of \( S \) starting in a state satisfying \( p \) properly terminates. If \( \models_j (p) \vdash (q) \) holds we say that the program \( S \) is partially correct under \( J \) (with respect to \( p \) and \( q \)). If \( \models_{J, \text{tot}} (p) \vdash (q) \) holds we say that the program \( S \) is totally correct under \( J \) (with respect to \( p \) and \( q \)).

3.3. A proof system for partial correctness

We now present a formal system allowing us to deduce formally partial correctness of programs from \( S_n \). Its axioms and proof rules are the following:

**AXIOM 1:** skip axiom

\( (p) \text{ skip } (p) \)

**AXIOM 2:** assignment axiom

\( (p[t/x]) \text{ x := } t (p) \)

**RULE 3:** composition rule

\[
\frac{(p) \quad S_1 (r), (r) \quad S_2 (q)}{(p) \quad S_1 \quad ; \quad S_2 (q)}
\]

**RULE 4:** \textit{if} - rule

\[
\frac{(p \land e_i) \quad S_i (q), \ i = 1, \ldots, m}{(p) \quad \text{if } e_i = S_i \quad \ldots \quad S_m \vdash (p \land e_i) \land e_i}
\]

**RULE 5:** \textit{do - rule}

\[
\frac{(p \land e_i) \quad S_i (p), \ i = 1, \ldots, m}{(p) \quad \text{do } e_1 = S_1 \quad \ldots \quad S_m \vdash (p \land \text{do } e_1) \land e_i}
\]

\text{p is called a loop invariant.}

**RULE 6:** consequence rule

\[
\frac{p \rightarrow p_1, \ (p_1) \quad S (q_1), \ q_1 \rightarrow q}{(p) \quad S (q)}
\]

We call this proof system \( N \). For \( A \) being a set of assertions and a correctness formula \( \phi \) we write \( A \models_N \phi \) to denote the fact that there exists a
proof of $\phi$ in $N$ which uses as assumptions for the consequence rule assertions from $A$.

3.4. An example of a proof in $N$

To illustrate the use of the proof system $N$ we now provide the following example. Let $S$ stand for the following program

\[
\text{do } 2|x \lor 3|x \rightarrow \\
\quad \text{if } 2|x \rightarrow x := x/2 ; a := b + 1 \\
\quad \quad \text{if } 3|x \rightarrow x := x/3 ; b := b + 1 \\
\quad \quad \text{if } 4|x \rightarrow x := x/4 ; a := a + 2 \text{ fi fi fi}
\text{od}
\]

where $x$, $a$, $b$ are integer variables. This program computes the greatest powers of 2 and 3 which divide $x$. We now present a formal proof of this fact. More precisely we prove

\[
(1) \quad \text{Tr}_{J_0}^N \{a = 0 \land b = 0 \land x = z\} S \{z = x \cdot 2^a \cdot 3^b \land \neg (2|x \lor 3|x)\}
\]

where $J_0$ is the standard interpretation of the language of Peano arithmetic augmented with the division operation and divisibility relation.

We present the proof in a "top-down" fashion. We choose $p := z = x \cdot 2^a \cdot 3^b$ to be the loop invariant. We now show

\[
(2) \quad a = 0 \land b = 0 \land x = z \rightarrow p,
\]

\[
(3) \quad \{p \land (2|x \lor 3|x)\} S_1 \{p\}
\]

where $S_1$ is the loop body,

\[
(4) \quad p \land \neg (2|x \lor 3|x) \rightarrow z = x \cdot 2^a \cdot 3^b \land \neg (2|x \lor 3|x).
\]

Note that (3) implies by the do-rule $\{p\} S \{p \land \neg (2|x \lor 3|x)\}$ which together with (2) and (4) implies by the consequence rule (1). Both (2) and (4) are obvious.

To show (3) we have to show
and apply the if-rule.

We now prove (5). By the assignment axiom

\( \{z = x \cdot 2^{a+1} \cdot 3^b \} a := a+1 \ (p) \)

and

\( \{z = (x/2) \cdot 2^{a+1} \cdot 3^b \} x := x/2 \ (z = x \cdot 2^{a+1} \cdot 3^b) \)

so by the composition rule \( \{z = (x/2) \cdot 2^{a+1} \cdot 3^b \} x := x/2 \ (a := a+1 \ (p)) \) which by the consequence rule implies (5). Proofs of (6) and (7) are similar and left to the reader.

Note. To ensure that the application of the division operation does not result in producing non-integer values we should actually use here the following assignment rule in the case of division operation:

\[
\begin{align*}
&\frac{p[(a/b)/x] + b | a}{(p[(a/b)/x]x := a/b(p)}.
\end{align*}
\]

We leave it to the reader checking that the above proof remains correct when this assignment rule is used.

3.5. Soundness of \( N \)

To justify the proofs in the system \( N \) one has to prove its soundness in the sense of the following theorem which links provability of the correctness formulae with their truth.

**Theorem 1.** For every interpretation \( J \), set of assertions \( A \) and correctness formula \( \Phi \) the following holds: if all assertions from \( A \) are true under \( J \) and \( A |_{N} \Phi \) then \( \Phi \) is true under \( J \).

In other words if \( \text{Tr}_{J} |_{N} \Phi \) then \( \Phi \).

We call correctness formula valid if it is true under all interpretations \( J \) and a proof rule sound if for all interpretations \( J \) it preserves the truth under \( J \) of correctness formulae (and in the case of the
consequence rule, assertions).

To prove the soundness of \( N \) it is sufficient to show that all axioms of \( N \) are valid and all proof rules of \( N \) are sound since the desired conclusion follows then by the induction on the length of proofs. As an example proof we now show the soundness of the do-rule.

Let \( S \) stand for \( \text{do} \ e_1 \rightarrow S[I]_1 \ldots \text{do} \ e_m \rightarrow S[I]_m \). Fix an interpretation \( J \) and assume that all the premises of the do-rule are true under \( J \), i.e. that

\[
\mathcal{M}[[S[I]_i]]([p \land e_i]_j) \subseteq [p]_j \quad \text{for} \quad i = 1, \ldots, m.
\]

Let \( \tau \in \mathcal{M}[[S[I]]]([p]_j) \). Then for some \( \sigma \in [p]_j \), \( \tau \in \mathcal{M}[[S[I]]]([p]_j) \). By the definition of \( \mathcal{M} \) we have

\[
<S, \sigma_0> \rightarrow <S, \sigma_1> \rightarrow \ldots \rightarrow <S, \sigma_\ell> \rightarrow <E, \sigma_\ell>
\]

where \( \sigma = \sigma_0 \), \( \tau = \sigma_\ell \) and for all \( j = 0, \ldots, \ell - 1 \)

\( \sigma_j \in [a_{k_j}]_j \) and \( \sigma_{j+1} \in \mathcal{M}[[S[I]]]([p]_j) \) for some \( k_j \in \{1, \ldots, m\} \) and

\( \sigma_\ell \in [\text{do} \ e_i \rightarrow a_{k_j}]_j \). We have \( \sigma_0 \in [p]_j \) and if for some \( j \in \{0, \ldots, \ell - 1\} \)

\( \sigma_j \in [p]_j \) then by (8) \( \sigma_{j+1} \in \mathcal{M}[[S[I]]]([p \land e_{k_j}]_j) \subseteq [p]_j \), i.e. \( \sigma_{j+1} \in [p]_j \).

Thus for all \( j = 0, \ldots, \ell \), \( \sigma_j \in [p]_j \). In particular \( \sigma_\ell \in [p]_j \) which means

that \( \tau \in [p \land e_i]_j \). This proves the truth under \( J \) of the conclusion of the do-rule and thereby concludes the proof of the soundness of the rule.

3.6. Completeness of \( N \) in the sense of Cook

A converse property to that of soundness of a proof system is completeness which links truth of the correctness formulae with their provability. Unfortunately a converse implication to this theorem 1 can be proved only for a special type of interpretations \( J \). This issue is discussed at length in APT [1] in sections 2.7. and 2.8. where we refer the reader for the details. We restrict ourselves here to presenting the appropriately adopted definitions without entering into any discussion of the results.
Define

\[ \text{post}_j(p,S) = M[S](\{p\}) \]
\[ \text{pre}_j(S,q) = \{ \sigma : M[S](\sigma) \subseteq [q] \} \]

Note that these sets are characterized by the following equivalences (the second of them is just a rewording of the definition):

\[ \models_j(p) S \{q\} \text{ iff } [p] \subseteq \text{pre}_j(S,q) \]
(9)
\[ \text{iff post}_j(p,S) \subseteq [q] \]

Let \( S_0 \) be a class of programs.

Call the language \( L \) expressible relative to \( J \) and \( S_0 \) if for all assertions \( p \) and programs \( S \in S_0 \) there exists an assertion \( q \) which defines \( \text{post}_j(p,S) \). If \( J \) is such that \( L \) is expressible relative to \( J \) and \( S_0 \) we write \( J \in \text{Exp}(L,S_0) \). It is worthwhile to note that in the definition of expressiveness we can alternatively require definability of \( \text{pre}_j(S,q) \) instead of \( \text{post}_j(p,S) \) (see APT [1]).

**Definition** A proof system \( G \) for \( S_0 \) is complete in the sense of Cook if, for every interpretation \( J \in \text{Exp}(L,S_0) \) and every asserted program \( \phi \) if \( \models_j \phi \), then \( \Gamma_j \models_j \phi \).

This definition of completeness is, as the name indicates, due to COOK [6].

Now, the proof system \( N \) for \( S_n \) is complete in the sense of Cook. The proof proceeds by induction on the structure of the programs.

The only two nontrivial cases are these of composition and the do-construct.

If \( \models_j(p) S_1; S_2 \{q\} \) then clearly \( \models_j(p) S_1 \{r\} \) and \( \models_j(r) S_2 \{q\} \) where \( r \) defines \( \text{pre}_j(S_2,q) \); so, by the induction hypothesis and the composition rule, \( \Gamma_j \models_j (p) S_1 ; S_2 \). If \( \models_j(p) S(q) \), where \( S \equiv \text{do } e_1 + S_1 \ldots \text{do } e_m + S \text{ mod} \), then we must find a loop invariant \( r \) such that for \( i = 1, \ldots, m \)

\[ \models_j(r \land e_i) S_i \{r\}, \models_j p \rightarrow r \text{ and } \models_j (r \land \text{ skip fi } ) \rightarrow q. \]

Then by the induction hypothesis and the consequence rule \( \Gamma_j \models_j (p) S(q) \).

We choose \( r \) to be an assertion defining \( \text{pre}_j(S,q) \). Then by (9)

\[ \models_j r \{q\} \text{ so also } \models_j (r) \text{ if } e_1 \rightarrow S_1 \land e_1 \rightarrow \text{ skip fi } ; S(q) \text{ for all } \]
\[ i = 1, \ldots, m \text{ as for any } \sigma \models [\text{if } e_1 \rightarrow S_1 \quad \square \quad e_i \rightarrow \text{skip } f_i \quad ; \quad S](\sigma) \models [S](\sigma) \text{ clearly holds. Now, since } r \text{ defines } \text{pre}_j(S, q), \text{ then as in the case treated above } \models \neg_j(r) \text{ if } e_1 \rightarrow S_1 \quad \square \quad e_i \rightarrow \text{skip } f_i \quad ; \quad r \text{ from which } \models \neg_j(r \land e_i) S_i \{r\} \text{ follows. By (9) we have } \models \neg_j p \rightarrow r \text{ and } \models \neg_j(r \land \bigwedge_{i=1}^{m} e_i) \rightarrow q \text{ follows from the definition of } r. \text{ This concludes the proof.} \]

3.7 A proof system for total correctness

To prove total correctness of programs from \( S_n \) we must provide proof rules ruling out possibility of failure and nontermination.

A possible failure in an execution of a program from \( S_n \) can be caused only by the if-construct. Clearly the if-rule does not rule out a possibility of failure. However, a small refinement of this rule suffices to prove the lack of failure. We only need to ensure that at each moment an if-statement is to be executed at least one of its guards evaluates to true. This is achieved by the following modification

RULE 7 : if-rule II

\[
\begin{align*}
\text{p} & \vdash \bigwedge_{i=1}^{m} e_i \rightarrow \{ \text{p \land e}_i \} S_i \quad \{q\} \quad \{\text{if e}_1 \rightarrow S_1 \quad \ldots \quad \text{e}_m \rightarrow S_m \quad \text{fi} \quad \{q\}\}
\end{align*}
\]

A possible nontermination of an execution of a program from \( S_n \) can be caused only by the do-construct and clearly the present do-rule does not rule out such a possibility. The following modification of the do-rule suffices to prove termination of each do-construct. This rule is due to HAREL [11] where a different formalism is used.

RULE 8 : do-rule II

\[
\begin{align*}
p(n) \land n > 0 & \vdash \bigwedge_{i=1}^{m} e_i \rightarrow \{ \text{p(0)} \rightarrow \bigwedge_{i=1}^{m} e_i \}, \quad \{p(n) \land n > 0 \land e_i\} S_i \quad \{\text{m < n} \quad p(m)\} \quad \{\text{do e}_1 \rightarrow S_1 \quad \ldots \quad \text{e}_m \rightarrow S_m \quad \text{od} \quad \{p(0)\}\}
\end{align*}
\]

Here \( p(n) \) is an assertion with a free variable \( n \) which does not appear in the programs and ranges over natural numbers.

Let NT denote the proof system obtained from N by replacing the if and do-rules by their modified versions. This proof system is appropriate for proving total correctness of programs from \( S_n \).
To illustrate the use of the system we now indicate how to modify the proof given in section 3.4. to demonstrate the total correctness of the program there considered, i.e. to prove (1) within NT.

We choose \( p(n) = p \land \exists a_1, b_1, x_1 \ (x = 2^{a_1} \cdot 3^{b_1} \cdot x_1 \land \forall (2 \mid x_1 \lor 3 \mid x_1) \land \forall n = a_1 + b_1) \).

The second component of \( p(n) \) states that \( n \) is the sum of powers of 2 and 3 which divide \( x \).

We now have

\[
\begin{align*}
(10) & \quad a = 0 \land b = 0 \land x = z \rightarrow \exists n \ p(n), \\
(11) & \quad p(n) \land n > 0 \rightarrow 2 \mid x \lor 3 \mid x, \\
(12) & \quad p(0) \rightarrow \forall (2 \mid x \lor 3 \mid x), \\
(13) & \quad \{p(n) \land n > 0\} S_1 \{\exists m < n \ p(m)\}
\end{align*}
\]

where the last correctness formula can be proved using the \textit{if}-rule II since \( p(n) \land n > 0 \rightarrow 2 \mid x \lor 3 \mid x \lor 4 \mid x \) holds. The proof of (13) is a small modification of the proof of (3) and is left to the reader. Now by the \textit{do}-rule II, (10) and (12) we obtain (1) as desired.

3.8. Arithmetical soundness and completeness of NT

As explained in section 2.11 of APT [1] when trying to prove soundness of a proof for total correctness one has to revise appropriately the notion of soundness. We follow here the approach of Harel [11] also adopted in APT [1]. We recall the introduced definitions.

Let \( L \) be an assertion language and let \( L^+ \) be the minimal extension of \( L \) containing the language \( L_p \) of Peano arithmetic and a unary relation \( \text{nat}(x) \). Call an interpretation \( J \) of \( L^+ \) \textit{arithmetical} if its domain includes the set of natural numbers, \( J \) provides the standard interpretation for \( L_p \), and \( \text{nat}(x) \), is interpreted as the relation "to be a natural number". Additionally, we require that there exists a formula of \( L^+ \) which, when interpreted under \( J \), provides the ability to encode finite sequences of elements from the domain of \( J \) into on element. (The last requirement is needed only for the completeness proof.)

One of the examples of an arithmetical interpretation is of course \( J_0 \). It is important to note that any interpretation of an assertion language \( L \) with an infinite domain can be extended to an arithmetical interpretation of \( L^+ \). Clearly, the proof system NT is suitable only for assertion
languages of the form \( L^+ \), and an expression such as \( p(n) \) is actually a shorthand for \( \text{nat}(n) \land p(n) \).

We now say that a proof system \( G \) for total correctness is \textit{arithmetically sound} if, for all arithmetical interpretations \( J \) and asserted programs
\[
\phi \vdash^G_J \phi \quad \text{implies} \quad \models^J_{\text{tot}} \phi.
\]

It can be shown that the proof system NT is arithmetically sound. The case of the \texttt{if}-rule \( \text{II} \) is easily handled. The proof of soundness of the \texttt{do}-rule \( \text{II} \) for the case of arithmetical interpretations is in turn an easy modification of the proof of soundness of the \texttt{do}-rule where one simply parametrizes the invariant \( p \). The proofs of other cases are the same as before.

We say that a proof system \( G \) is \textit{arithmetically complete} if for all arithmetical interpretations \( J \) and asserted programs \( \phi \vdash^J_{\text{tot}} \phi \) implies \( \vdash^G_J \phi \).

To show the arithmetical completeness of the system NT we first introduce the following notion:

\[
\text{pret}_J^G(S, q) = \{ c : M^G_{\text{tot}}[S](c) \subseteq [q]_J \}.
\]

\( \text{pret}_J \) stands in the same relation to total correctness as \( \text{pre} \) does to partial correctness: we have \( \models^J_{\text{tot}} \{p\} S \{q\} \iff [p]_J \subseteq \text{pret}_J^G(S, q) \).

Thanks to the provision for coding of finite sequences it can be shown that for any arithmetical interpretation \( J \) there exists an assertion which defines \( \text{pret}_J^G(S, q) \). This fact is not completely obvious as the definition of \( \text{pret}_J^G(S, q) \) also mentions (the nonexistence of) infinite sequences. This difficulty can be however circumvented by making use of Lemma 1.

The completeness proof proceeds by induction on the structure of programs. The only cases different from the corresponding ones in the completeness proof of \( N \) are those of \texttt{if} and \texttt{do}-constructs. Let \( J \) be an arithmetical interpretation.

If \( \models^J_{\text{tot}} \{p\} \text{ if } e_i \rightarrow S_i \square \ldots \square e_m \rightarrow S_m \{ f \} \{q\} \) then by definition \( \models^J \{p \rightarrow \exists_{i=1}^m e_i\} \{ p \land e_i \} S_i \{q\} \) for \( i = 1, \ldots, m \). By the induction hypothesis \( \vdash^G_J \{p \land e_i\} S_i \{q\} \) for \( i = 1, \ldots, m \) so by the \texttt{if}-rule \( \text{II} \)
\[
\vdash^G_J \{p\} \text{ if } e_i \rightarrow S_i \square \ldots \square e_m \rightarrow S_m \{f\} \{q\}.
\]

Assume now \( \models^J_{\text{tot}} \{r\} S\{q\} \) where \( S \equiv \text{do } e_1 \rightarrow S_1 \square \ldots \square e_m \rightarrow S_m \{d\} \). Let \( n \) be a fresh variable. Let now \( C \) be the following set of states:
\pret(S,q) \land (\sigma : \downarrow \text{nat}(n)(\sigma) \land \text{the longest computation starting in } <S,\sigma> \text{ is of length } k+1, \text{ where } k = \sigma(n)).

Thus \sigma \in \mathcal{C} \iff \sigma(n) \text{ is a natural number, say } k, \text{ such that all computations starting in } <S,\sigma> \text{ properly terminate in a state satisfying } q \text{ and the longest of these computations is of length } k+1. \text{ It can be shown that there exists an assertion } p(n) \text{ which defines } \mathcal{C}.

By the definition of } p(n) \text{ we now have } \vdash \neg \text{p}(n) \land n > 0 \vdash \sum_{i=1}^{m} e_i, \ \vdash \text{p}(0) \land \sum_{i=1}^{m} e_i. \text{ Also it can be easily shown that } \\
\vdash \text{p}(n) \land n > 0 \land e_j \vdash S_i \{ \exists m < n \ p(m) \}. \text{ By the induction hypothesis and the do-rule II we get } \text{Tr}_{\text{NT}} \{ \{\text{p}(n) \} \text{ do } e_j \rightarrow S_i \} \ldots \sum_{i=1}^{m} S_m \vdash \text{p}(0).

We now have by assumption } [\text{r}] \subseteq \pret(S,q) \text{ and so by virtue of Lemma 1 } \vdash \text{x} \rightarrow \text{ln} \text{p}(n). \text{ Also } \vdash \text{p}(0) \rightarrow q \text{ holds so by the consequence rule we get } \\
\text{Tr}_{\text{NT}} \{ r \} \text{ do } e_j \rightarrow S_i \ldots \sum_{i=1}^{m} S_m \vdash \text{p}(0) \vdash q.

This concludes the proof.

4. COUNTABLE NONDETERMINISM

4.1. Bounded nondeterminism versus finite and countable nondeterminism

Up till now we have considered programs which allowed \textit{bounded nondeterminism} only. By this we mean that for each pair } <S,\sigma> \text{ where } S \in S_n \text{ the set } \{<S_i, \sigma_i> : <S, \sigma> + <S_i, \sigma_i>\} \text{ is finite and moreover its cardinality is } \textit{bounded} \text{ by a constant dependent on } S \text{ only. Informally it means that each program } \sigma \in S_n \text{ gives rise in one computation step to at most } k \text{ different continuations where } k \text{ depends on } S \text{ only.}

This property should be contrasted with that of \textit{finite nondeterminism} which means that the above set is always finite but its cardinality does not depend on } S \text{ only. An example of an instruction which leads to finite nondeterminism is } x:=? \leq y \text{ which sets to } x \text{ a value smaller or equal to } y. \text{ Such an instruction has been considered in FLOYD [9]. (Of course, we assume here that the programs are interpreted under a standard interpretation in natural numbers.)}

It should be however noted that finite nondeterminism can be reduced to a bounded nondeterminism in the sense that } x:=? \leq y \text{ is equivalent to a program from } S_n. \text{ To see this take for example the program } b:=\text{true}; x:=0 \ldots \text{ do } b \land x < y \rightarrow x:=x+1 \ldots b \land x < y \rightarrow b:=\text{false} \text{ od. Consequently the}
study of finite nondeterminism (in the above sense) can be reduced to the study of bounded nondeterminism.

This is not any more the case with countable nondeterminism. By countable nondeterminism we mean that the above defined set can be countably infinite. An example of an instruction which leads to countable nondeterminism is the random assignment \( x := ? \) which sets to \( ? \) an arbitrary nonnegative integer.

It is obvious how to define the semantics \( M_{\text{tot}}[x := ?] \) of \( x := ? \). We have \( \bot \notin M_{\text{tot}}[x := ?](\sigma) \) for any \( \sigma \). We now claim that there is no program \( S \in S_n \) such that \( M_{\text{tot}}[x := ?] = M_{\text{tot}}[S] \). This follows immediately from the following corollary to Lemma 1.

**Corollary 1.** For any \( S \in S_n \) and \( \sigma \) if \( \bot \notin M_{\text{tot}}[S](\sigma) \) then \( M_{\text{tot}}[S](\sigma) \) is a finite set. \( \Box \)

Thus countable nondeterminism cannot be reduced to bounded (or finite) nondeterminism. This indicates that to study total correctness of programs allowing countable nondeterminism we have to develop essentially new proof rules, i.e. proof rules which cannot be derived from those of the proof system NT.

Note that this is not the case when dealing with the partial correctness of programs allowing countable nondeterminism as clearly

\[
M[x := ?] = M[b := \text{true}; x := 0; \text{do } b \rightarrow x := x + 1 \text{ if } b \neq \text{false} \text{ od}]
\]

(In this and the above considerations we ignored the fact that the value of \( b \) has been changed. It is easy to remedy this problem.)

Before we enter the proof theoretic considerations of countable nondeterminism we should perhaps explain why it is useful to study countable nondeterminism in the first place. First, the instruction \( x := ? \) can be viewed as another version of a more familiar read (x) instruction. Secondly, this instruction is particularly useful when dealing with the assumption of fairness, which will be discussed later. Also it allows to provide various neat characterizations of objects discussed in mathematical logic (see e.g. Harel & Kozen [12]).

4.2. A proof system for total correctness of countably nondeterministic programs

Consider now the class \( S_{cn} \) of programs which differs from \( S_n \) in that
additionally the instruction x:=? is allowed. We now present a proof system which allows us to prove total correctness of programs from $S_{cn}$. We add to the proof system NT the following axiom

AXIOM 9: random assignment axiom

\[ \{p\}x:=? \{p\} \]

provided x is not free in p

and replace the do-rule II by the following generalization of it:

RULE 10: do-rule III

\[
p(a) \land a > 0 \rightarrow \bigwedge_{i=1}^{m} e_i \land p(0) \rightarrow \bigwedge_{i=1}^{m} \neg e_i, \\
\{p(a) \land a > 0 \land e_i\} S_i \{\exists \beta \in \alpha, p(\beta)\}, i = 1, \ldots, m
\]

\[
\{\exists a \ p(a)\} \text{ do } e_1 \rightarrow S_1 \square \ldots \square e_m \rightarrow S \text{ od } \{p(0)\}
\]

where p(a) is an assertion with a free variable a which does not appear in the programs and ranges over ordinals.

Call the resulting proof system CNT.

4.3. An example of a proof in CNT

As an example proof in CNT consider now the following program:

\[
S \equiv \text{do } x:=0 \rightarrow y:=? \ ; \ x:=1 \\
\square x \neq 0 \land y > 0 \rightarrow y:=y-1
\]

do.

We now wish to prove in CNT that S always terminates. More precisely, we prove in CNT the correctness formula \{true\} S \{y=0\}.

To this end we first specify the assertion language L. We assume that L contains the language of Peano arithmetic and has two sorts: data (for program data - here integer) and ord for ordinals. We assume a constant 0 of sort ord and a binary predicate symbol < over ord. The variables $\alpha, \beta$ are of sort ord, all other variables are of sort data.

In the course of the proof we shall have to convert values of sort data into values of sort ord. To this purpose we assume a one-argument conversion function of sort (data, ord) converting integers into ordinals.
and a constant $\omega$ of sort $\text{ord}$. We have $\forall x \ (x < \omega)$ as by convention $x$ is of type $\text{data}$.

Define $p(\alpha)$ by

$$p(\alpha) \equiv (x = 0 \rightarrow \alpha = \omega) \land (x \neq 0 \rightarrow \alpha = \overline{y}).$$

Intuitively speaking, for a state $\sigma$, $p(\alpha)(\sigma)$ holds if $\alpha$ is the smallest ordinal greater than or equal to the number of possible iterations performed by the loop when started in $\sigma$.

We now show that $p(\alpha)$ satisfies the premises of the $\text{do}$-rule III, i.e. that $p(\alpha)$ is a loop invariant.

1. We have $p(\alpha) \land \alpha > 0 \rightarrow x = 0 \lor y > 0 \rightarrow x = 0 \lor (x \neq 0 \land y > 0)$
2. We have $p(0) + x \neq 0 \land y = 0 \rightarrow \forall (x = 0 \lor (x \neq 0 \land y > 0))$
3. We first show $\{p(\alpha) \land \alpha > 0 \land x = 0\} y := ? ; x := 1 \{\exists \beta < \alpha p(\beta)\}$.

By the assignment axiom we have

$$\{\exists \beta < \alpha p(\beta)[1/x]\} x := 1 \{\exists \beta < \alpha p(\beta)\}$$

so by the consequence rule

$$\{\forall y \exists \beta < \alpha p(\beta)[1/x]\} x := 1 \{\exists \beta < \alpha p(\beta)\}.$$

By the random assignment axiom and the composition rule we now get

$$\{\forall y \exists \beta < \alpha p(\beta)[1/x]\} y := ? ; x := 1 \{\exists \beta < \alpha p(\beta)\}$$

To complete the proof it now suffices to show that $p(\alpha) \land \alpha > 0 \land x = 0 \rightarrow \forall y \exists \beta < \alpha p(\beta)[1/x]$ is true. $p(\alpha) \land x = 0$ implies $\alpha = \omega$. So for any $y$ put $\beta = \overline{y}$: then $\beta < \alpha$ and $p(\beta)[1/x]$ holds.

Next we show $\{p(\alpha) \land \alpha > 0 \land x \neq 0 \land y > 0\} y := y - 1 \{\exists \beta < \alpha p(\beta)\}.$

By the assignment axiom and the consequence rule it suffices to show that $p(\alpha) \land \alpha > 0 \land x \neq 0 \land y > 0 \rightarrow \exists \beta < \alpha p(\beta)[y-1/y]$ is true. We have

$$p(\alpha) \land \alpha > 0 \land x \neq 0 \land y > 0 \rightarrow \alpha = \overline{y} \land y > 0 \land x \neq 0$$

$$\rightarrow \alpha = \overline{y} \land y > 0 \land p(y-1)[y-1/y]$$

$$\rightarrow \exists \beta < \alpha p(\beta)[y-1/y]$$
By the do-rule III we now get

\{ \exists a \ p(a) \} S \{ p(0) \}.

Clearly both \( \exists a \ p(a) \) and \( p(0) \rightarrow y = 0 \) hold, so by the consequence rule
\( (\text{true}) S \{ y=0 \} \) holds.

To be precise we actually proved \( \text{Tr}_{J_{1}}^{\text{CNT}} (\text{true}) S \{ y=0 \} \) where \( J_{1} \)
is a standard interpretation of the assertion language \( L \).

4.4. Soundness and completeness of CNT

Before we dwell on the issue of soundness and completeness of CNT we have to specify for which assertion languages and their interpretations CNT is an appropriate proof system.

As in the previous section we assume that the assertion language \( L \) contains two sorts: data and ord. As before we have a constant \( 0 \) of type ord and a binary predicate symbol \( < \) over ord. Additionally we assume that \( L \) includes second order variables of arbitrary arity and sort. The second order variables can be bound only by the least fixed point operator \( \mu \) provided the bound variable occurs positively in the considered formula.

(Here a variable occurs positively in a formula if none of its occurrences in a disjunctive normal form of the formula is in the scope of a negation sign). Thus if the set variable \( a \) occurs positively in \( p(a) \) then \( \mu a.p \) is a well formed formula. The free variables of \( \mu a.p \) are those of \( p \) other than \( a \).

An interpretation \( J \) for this type of assertion language is an ordinary two-sorted second order structure subject to the following five conditions

1. The domain \( J_{\text{data}} \) of sort data is countable (to ensure countable non-determinism),
2. The domain \( J_{\text{ord}} \) of sort ord is an initial segment of ordinals (to ensure a proper interpretation of the do-rule III),
3. The domain \( J_{\text{ord}} \) contains all countable ordinals (needed for the completeness proof),
4. The constant \( 0 \) denotes the least ordinal and the predicate symbol \( < \) denotes the strict ordering of the ordinals, restricted to \( J_{\text{ord}} \),
5. The domains of each of the set sorts contain all sets of the appropriate kind (to ensure the existence of the fixed points considered below).

The truth of the formulae of \( L \) under an interpretation \( J \) is defined in
a standard way. The only nonstandard case is when a formula is of the form $\mu a.p$. We put then $\models \mu a.p$ iff $\models p[R/a]$ where $R$ is the least fixed point of an operator naturally induced by $p$. Having defined the truth of the formulae of $L$ we define the truth of the correctness formulae in the usual way.

The following theorem due to APT & PLOTKIN [3] explains why this type of assertion languages and their interpretation is of interest.

Theorem 2. Let the assertion language $L$ and its interpretation $J$ satisfy the above stated conditions. Then for every correctness formula $\phi \models \text{Tr}_j^{\text{CNT}} \phi$ iff $\models J \phi$.

This theorem states soundness and completeness of the proof system CNT. The soundness proof should hold for any reasonable assertion language; it is the completeness proof which dictated the specific choice of the assertion language. The arguments used in the proofs are appropriate generalizations of those used in the soundness and completeness proofs of the system NT.

The use of ordinals in assertions requires perhaps a word of comment. It can be shown that ordinals are indeed necessary, i.e. the do-rule II is not sufficient here. For example we cannot prove the correctness formula considered in section 3.11 in a proof system in which the do-rule III is replaced by the do-rule II. In case when the assertion language $L$ contains the language of Peano arithmetic and the domain of data values $J_{\text{data}}$ is $\mathbb{N}$, the set of natural numbers, we can exactly estimate which ordinals are needed for proofs in CNT. It turns out that exactly all recursive ordinals are needed. (By a recursive ordinal we mean here an ordinal attached in a natural way to a tree which can be coded by a recursive set. For equivalent characterizations see ROGERS [21].)

4.5. The issue of fairness

According to the usual semantics $M_{\text{tot}}$ the program

```plaintext
b := true ; do b + 1 \text{ skip} \text{ do } b := false \text{ od}
```

does not always terminate because the computation in which always the first guard is chosen is infinite. We can however imagine restricted forms of interpretation of programs from $S_n$ under which the above program will always terminate.

One of such interpretations is the one under the assumption of fairness. In the context of programs from $S_n$ this assumption states that in every infinite computation each guard which is infinitely often true is eventually
chosen. Here a guard is true if it evaluates to \textit{true} at the moment the control in the program is just before it.

This type of assumptions is particularly important when studying the behaviour of parallel programs in the context of which fairness is a most general modeling of the fact that the ratio of speeds between concurrent processors may be arbitrarily large and varying but always finite. Study of the hypothesis of fairness in the context of nondeterministic programs is partially motivated by the fact that parallel programs can be modelled by nondeterministic programs.

We now formally define the semantics of programs from $S_n$ under the assumption of fairness. Let $\xi = \langle S_0, \sigma_0 \rangle \rightarrow \langle S_1, \sigma_1 \rangle \rightarrow \ldots$ be an infinite computation starting in $\langle S_0, \sigma_0 \rangle$. We say that $\xi$ is \textit{fair} if it fulfills the following two conditions:

i) for each program $S \equiv \text{if } e_1 \rightarrow S_1 \text{... } \text{end}_m \rightarrow S_m \text{fi}_i ; S'$ and each $i = 1, \ldots, n$ if there are infinitely many $j$'s for which $\langle S, \sigma_j \rangle$ appears in $\xi$ and $\begin{cases} j \leq l \end{cases} \langle \sigma_j \rangle$, then there are infinitely many $j$'s among them such that the transition $\langle S, \sigma_j \rangle \rightarrow \langle S_1 ; S', \sigma_{j+1} \rangle$ appears in $\xi$.

ii) for each program $S \equiv \text{do } e_1 \rightarrow S_1 \text{... } \text{end}_m \rightarrow S_m \text{od} ; S'$ and each $i = 1, \ldots, n$ if there are infinitely many $j$'s for which $\langle S, \sigma_j \rangle$ appears in $\xi$ and $\begin{cases} j \leq l \end{cases} \langle \sigma_j \rangle$, then there are infinitely many $j$'s among them such that the transition $\langle S, \sigma_j \rangle \rightarrow \langle S_1 ; S ; S', \sigma_{j+1} \rangle$ appears in $\xi$.

To avoid confusion resulting from the fact that various occurrences of $S$ in $\xi$ do not need to correspond with the same program, we should actually label each statement with a unique label. It is clear how to perform this process and we leave it to the reader.

We define the fair semantics for the programs from $S_n$ by putting

$$M_{\text{fair}} [S] (\sigma) = M [S] (\sigma)$$

$$\cup \{ \bot \mid \text{there exists a fair infinite computation starting in } \langle S, \sigma \rangle \}$$

$$\cup \{ \text{fail} \mid S \text{ can fail from } \sigma \}.$$

Thus the difference between the semantics $M_{\text{tot}}$ and $M_{\text{fair}}$ lies in the treatment of infinite unfair computations. We assume that all finite computations are fair.

We now define the notion of total correctness of the programs considered under the assumption of fairness by putting
\[ \vdash J, \text{fair} \{p\} S \{q\} \iff M_{\text{fair}}[S][\{p\}] \subseteq \{q\}_J \]

where of course

\[ M_{\text{fair}}[S][\{p\}] = \bigvee_{\sigma \in \{p\}_J} M_{\text{fair}}[S][\sigma]. \]

If \( \vdash J, \text{fair} \{p\} S \{q\} \) holds then we say that \( \{p\} S \{q\} \) holds under the assumption of fairness (w.r.t. \( J \)). Thus \( \vdash J, \text{fair} \{p\} S \{q\} \) holds iff each fair computation sequence of \( S \) starting in a state satisfying \( p \) successfully terminates and the terminating state satisfies \( q \).

4.6. A transformation realizing fairness

We now wish to present a proof system in which total correctness under the assumption of fairness can be proved. For didactic reasons instead of presenting the proof rules immediately, we rather explain how to derive them. To this purpose we first provide a transformation of a program \( S \in S_n \) into a program \( S_{\text{fair}} \in S_{\text{cn}} \) which realizes the assumption of fairness in the sense that \( S_{\text{fair}} \) generates exactly all fair computations of \( S \). We proceed by the following successive steps:

1. replace each subprogram \( \text{do } e_1 \rightarrow S_1 \sqcup \ldots \sqcup e_m \rightarrow S_m \text{ od} \) of \( S \) by

\[
\text{do } \bigvee_{i=1}^{m} e_i \rightarrow S_1 \sqcup \ldots \sqcup e_m \rightarrow S_m \text{ fi od},
\]

2. replace each subprogram \( \text{if } e_1 \rightarrow S_1 \sqcup \ldots \sqcup e_m \rightarrow S_m \text{ fi} \) of \( S \) by the following subprogram

\[
\begin{align*}
\text{for } j:=1 \text{ to } m \text{ if } e_j \text{ then } z_j := z_{j-1}; \\
\text{if } e_1 \land z_1 = 0 \land \bigvee_{j=1}^{m} z_j \geq 0 \rightarrow z_1 := ?; S_1 \\
\ldots \ldots \bigvee_{j=1}^{m} z_j = 0 \land \bigvee_{j=1}^{m} z_j \geq 0 \rightarrow z_{m} := ?; S_m \text{ fi},
\end{align*}
\]

3. Rename all variables \( z_1, \ldots, z_m \) appropriately so that each if-construct has its "own" set of these variables.

Strictly speaking the program \( S_{\text{fair}} \) does not belong to \( S_{\text{cn}} \) as the if-then and the for-constructs are not assumed in the syntax. It is however clear how to change it here into a sequence of the if-constructs. Note that in step 1 we replaced each subprogram of \( S \) of the form of a do-loop by
another subprogram which is equivalent to the original one in the sense of
the $M_{\text{fair}}$ semantics.

Let us call the subprograms introduced in step 2 the $if_{\text{fair}}$-constructs.
The above transformation boils down to building into all $if$-constructs of
$S$ a fair scheduler in which the auxiliary variables $z_i$ count down to a
moment when the corresponding guard is selected.

The following lemma relates $S$ to $S_{\text{fair}}$.

**Lemma 2.**

a) If $\xi$ is a fair non-failing computation of $S$ then an extension $\xi'$ of $\xi$ dealing with
the auxiliary variables of $S_{\text{fair}}$ is a non-failing computation of $S_{\text{fair}}$.

b) If $\xi$ is a non-failing computation of $S_{\text{fair}}$, then its restriction to the computation
steps dealing with $S$ is a fair non-failing computation of $S$.

**Proof**

a) We annotate the states in $\xi$ by assigning in each of them values to all
variables $z_i$. Given a state $q_i$ there are two cases.

**Case I.** For no state $q_k(k > j)$ the guard corresponding with $z_i$ has been
chosen.

Then by the assumption of fairness this guard has been only finitely
many times enabled in case the control was there. We put $q_{j}(z_i)$ to be
equal $1 +$ the number of times the guard will still be enabled whenever
the control will be there.

**Case II.** For some state $q_k(k > j)$ the guard corresponding with $z_i$ has been
chosen. We put $q_{j}(z_i)$ to be equal $1 +$ the number of times the guard will
still be enabled and not chosen whenever the control will be there.

b) By the construction of $S_{\text{fair}}$ the restriction of $\xi$ to the computation
steps dealing with $S$ is a computation sequence for $S$. Suppose that this
restriction is not a fair computation sequence. Then behind some point
in this computation a guard would be infinitely many times enabled at
the moment a control is there and yet never chosen. By the construction
of $S_{\text{fair}}$, the variable $z_i$ corresponding with this guard would become
arbitrarily small. This is however impossible because as soon as it
becomes negative a failure will arise. $\Box$

**Corollary 2.** Suppose that none of the auxiliary variables introduced in
$S_{\text{fair}}$ occurs free in the assertions $p$ and $q$. Then
\[ \models_{J, \text{fair}} \{ p \} \ S \ \{ q \} \iff \exists \sigma [ \models_J p(\sigma) \rightarrow S \text{ cannot fail from } \sigma ] \]

and \[ \models_{J, \text{weak}} \{ p \} \ S_{\text{fair}} \{ q \} \]. □

Here \[ \models_{J, \text{weak}} \{ p \} \ S_{\text{fair}} \{ q \} \] holds if in the definition of the semantics \( M_{\text{tot}} [ S_{\text{fair}} ] \) of \( S \) we drop any mentioning of failure. We then say that \( S_{\text{fair}} \) is \textit{weakly totally correct under} \( J \) with respect to \( p \) and \( q \).

4.7. A proof system dealing with fairness

The above corollary indicates that in order to prove total correctness of \( S \) under the assumption of fairness it is sufficient to prove weak total correctness of \( S_{\text{fair}} \) provided the absence of failure in \( S \) can be established. To prove weak total correctness of \( S_{\text{fair}} \) we can use the proof system CNT defined in section 4.2 in which the if-rule II is replaced by the original if-rule in order to ignore the possibility of failures. Call this system CNT.

Assume now for a moment that only deterministic do-loops are allowed, i.e. do-loops of the form \( \text{do } e \rightarrow S \text{ od} \). Then the first step in the transformation discussed in the previous section is not needed and can be deleted. Now, due to the form of \( S_{\text{fair}} \) any proof of its weak total correctness can be transformed into a direct proof of \( S \) provided we use the following transformed version of the if-rule:

\[
\begin{align*}
\{ p \} & \text{ for } j:=1 \text{ to } m \text{ if } e_j \text{ then } z_j:=z_j-1 \{ p' \}, \\
\{ p' \land e \land z_i = 0 \land z \geq 0 \} & \text{ if } S_i \{ q \} \ i = 1, \ldots, m \\
\{ p \} & \text{ if } e_1 \rightarrow S_1 \ldots \ e_m \rightarrow S_m \text{ fi } \{ q \}
\end{align*}
\]

Indeed, by applying the above rule we replace systematically each if\(_{\text{fair}}\)-subprogram of \( S_{\text{fair}} \) by the original if-subprogram of \( S \); thus, in effect we obtain a direct proof of \( S \). The above rule can be simplified if we "absorb" all assignments to auxiliary variables into the assertion \( p \). In such a way we obtain a proof rule dealing exclusively with the if-construct and its components.

The last issue to be dealt with is that of freedom of failure which has to be dealt with according to Corollary 2. This problem can be taken
care of in the same way as in section 3.7 of by simply adding to the premises of the fair \( \text{if} \)-rule the assertion \( \wedge_{i=1}^{m} \neg e_i \).

Summarizing, the final version of the rule has the following form:

**RULE 11: fair if-rule**

\[
p \rightarrow \bigwedge_{i=1}^{m} e_i \\
\{p \text{ if } e_i \rightarrow S_i \bigcirc \ldots \bigcirc e_m \rightarrow S_m \mid \text{fi } (q)\}
\]

We still have to deal with the problem of \( \text{do} \)-loops as we assumed above that only deterministic loops are allowed. For this purpose we have to go back to the transformation from the previous section. In step 1 we replaced each \( \text{do} \)-loop by a program equivalent to it in the sense of the \( M_{\text{fair}} \) semantics. Therefore a proof of total correctness under the assumption of fairness of the latter program constitutes a proof of total correctness under the assumption of fairness of the former one. Thanks to this observation we can derive the fair \( \text{do} \)-rule. It has the following form after some simplifications:

**RULE 12: fair do-rule**

\[
p(a) \wedge a > 0 \rightarrow \bigwedge_{i=1}^{m} e_i \\
p(0) \rightarrow \bigwedge_{i=1}^{m} \neg e_i \\
\{p(a) \text{ if } e_i \rightarrow S_i \bigcirc \ldots \bigcirc e_m \rightarrow S_m \mid \text{od } (p(0))\}
\]

The assertion \( p(a) \) satisfies the same condition as in rule 10.

Summarizing, the proof system \( \text{PN} \) for total correctness of programs from \( S_n \) under the assumption of fairness is obtained from the proof system \( N \) by replacing the \( \text{if} \) and \( \text{do} \)-rule by the proof rules introduced above. Note that the random assignment axiom is not needed - we used it only to derive the final form of the new rules.
The only purpose of introducing the transformation $S$ into $S_{\text{fair}}$ was to derive the new rules in a straightforward way. These rules deal with the original programs and not their transformed versions.

4.8. Soundness and completeness of FN

The following lemma provides a proof theoretic counterpart of Corollary 2.

**Lemma 3.** Suppose that none of the auxiliary variables introduced in $S_{\text{fair}}$ occurs free in the assertions $p$ and $q$. Then

$$\text{Tr}_J \vdash_{\text{FN}} \{p\} S \{q\} \text{ iff } \text{Tr}_J \vdash_{\text{CWT}} \{p\} S_{\text{fair}} \{q\} \text{ and }$$

$$\forall \sigma \left[ \models_j p(\sigma) \Rightarrow S \text{ cannot fail from } \sigma \right]. \square$$

This lemma can be easily justified on the basis of remarks provided in the previous section while introducing the new proof rules.

Lemma 3 together with Corollary 2 reduces the question of soundness and completeness of FN to that of CWT. But the latter system is clearly sound and complete in the sense of section 4.4. This shows that the proof system FN is also sound and complete in the same sense. We have only to restrict additionally the class of allowed structures to those which in their data domain contain natural numbers.

4.9. An example of a proof in FN

We conclude the discussion of fairness by presenting an example proof in FN. Consider the following program $S$:

$$\begin{align*}
\text{do } x > 0 \rightarrow & \text{ if true } \rightarrow \text{ if } b \rightarrow \text{ true } x := x - 1 \\
& \text{ b } \rightarrow \text{ false } \\
& \text{ b } \rightarrow \text{ skip fi } \\
& \text{ true } \rightarrow \text{ b } := \text{ true fi } \\
\text{ od }
\end{align*}$$

We want to prove $\models_{J, O, \text{fair}} \{\text{true}\} S \{\text{true}\}$, i.e. that $S$ always terminates under the assumption of fairness.
To this purpose we have to find an assertion \( p(\alpha) \) such that

\begin{align*}
(14) & \quad p(\alpha) \land \alpha > 0 \rightarrow x > 0 \\
(15) & \quad p(0) \rightarrow x \leq 0 \\
(16) & \quad \{ \alpha \ p(\alpha) \}
\end{align*}

and

\begin{align*}
(17) & \quad \{ p(\alpha) \land \alpha > 0 \land x > 0 \} \ S' \ \{ \exists \beta < \alpha \ p(\beta) \}
\end{align*}

where \( S' \) is the body of the do-loop. (Note that we use here the original do-rule (rule 10) as the do-loop in question is deterministic. It is easy to see that the do-rules 10 and 12 are equivalent in the case of deterministic do-loops.)

Let \( \rho(a,b,c,d) = a^3 + b^2 + c + d \) for any integers \( a,b,c,d \) where \( a > 0 \). Then \( \rho(a,b,c,d) \) is an ordinal. We define

\[
p(\alpha) \equiv \alpha = \begin{cases} \text{true} & \text{if } x > 0 \\ \text{false} & \text{else} \end{cases} \rho(x,z_3,1-b, b\rightarrow z_1,z_2) \]

In the expression \( 1 - b \), true is interpreted as 1, false as 0; \( b \rightarrow z_1,z_2 \) stands for if \( b \) then \( z_1 \) else \( z_2 \); the auxiliary variables \( z_1 \) and \( z_2 \) are associated with the outer guards and \( z_3,z_4 \) and \( z_5 \) with the inner guards, respectively.

It is clear that (14) - (16) hold. To prove (17) we have to ensure that in a fair computation the value of \( \rho \) decreases on each iteration of the loop. More formally we wish to apply the fair if-rule so we have first to prove the premises

\begin{align*}
(18) & \quad \{(p(\alpha) \land \alpha > 0 \land x > 0) \ [z_2 + \frac{1}{z_1}] [1/z_1] \land z_1, z_2 \geq 0 \} \ S_1 \ \{ \exists \beta < \alpha \ p(\beta) \}
\end{align*}

and

\begin{align*}
(19) & \quad \{ p(\alpha) \land \alpha > 0 \land x > 0 \} \ [z_1 + \frac{1}{z_1}] [1/z_2] \land z_1, z_2 \geq 0 \} \ b := \text{true} \ \{ \exists \beta < \alpha \ p(\beta) \}
\end{align*}
as the first premise of the fair \textit{if}-rule is obviously satisfied. Here

\[
S_1 \equiv \textbf{if } b \rightarrow x := x - 1 \\
\quad \Box \ b \rightarrow b := \textbf{false} \\
\quad \Box \neg b \rightarrow \textbf{skip fi.}
\]

To prove (18) we once again wish to apply the fair \textit{if}-rule. The premises to prove are

\[(20) \quad \{ p_1 [ b \rightarrow z_4 + 1, z_4 / z_4 ] [ \Box b \rightarrow z_5 + 1, z_5 / z_5 ] [ 1 / z_3 ] \land b \land z_3, z_4, z_5 \geq 0 \} \]
\[x := x - 1 \quad \{ \beta \rightarrow \alpha p(\beta) \} \]

\[(21) \quad \{ p_1 [ b \rightarrow z_3 + 1, z_3 / z_3 ] [ \Box b \rightarrow z_5 + 1, z_5 / z_5 ] [ 1 / z_4 ] \land b \land z_3, z_4, z_5 \geq 0 \} \]
\[b := \textbf{false} \quad \{ \beta \rightarrow \alpha p(\beta) \} \]

and

\[(22) \quad \{ p_1 [ b \rightarrow z_4 + 1, z_4 / z_4 ] [ 1 / z_3 ] \land b \land z_3, z_4, z_5 \geq 0 \} \textbf{skip} \quad \{ \beta \rightarrow \alpha p(\beta) \} \]

where

\[p_1 \equiv (p(\alpha) \land \alpha > 0 \land x > 0) [ z_5 + 1 / z_5 ] [ 1 / z_4 ] \land z_3, z_4, z_5 \geq 0.\]

Note that the pre-assertion of (20) is equivalent to
\[p(x, 1, 0, 1) = \alpha \land b \land x > 0 \land \overline{z} \geq 0.\]

We have by the assignment axiom

\[\{ p(x, 1, 0, 1) = \alpha \land b \land x > 0 \land \overline{z} \geq 0 \} \]
\[x := x - 1 \]
\[\{(p(x+1, 1, 0, 1) = \alpha \land b \land x > 0 \land \overline{z} \geq 0) \lor p(0)\} \]

which implies by the consequence rule (20) as the necessary implication is clearly true.

To prove (21) note that the pre-assertion of (21) is equivalent to
\[p(x, z_3 + 1, 0, 1) = \alpha \land \alpha > 0 \land b \land \overline{z} \geq 0 \land x > 0\]
which in turn implies the assertion

\[ q \equiv \exists \beta < a(x > 0 \land \bar{z} \geq 0 \land \beta = \rho(x, z_3, 1, z_2)). \]

Now by the assignment axiom and the consequence rule

\[ \{q\} \ b:=\text{false}\{\beta < a\ p(\beta)\} \]

so (21) by the consequence rule.

Finally, to prove (22) we note that

\[ p_1[b + z_4 + z_4, z_4/z_4, z_1/z_1] = \{1/z_4\} \land b \land z_3, z_4, z_5 \geq 0 \]

implies

\[ \rho(x, z_3, 1, z_4 + b) = a \land \bar{z} \land z \geq 0 \land x > 0 \]

which in turn implies \( \beta < a \ p(\beta) \). Hence (22) holds by the skip axiom.

Now, from (20) – (22) we get (18) by the fair if-rule.

To prove (17) note that the pre-assertion of (19) is equivalent to

\[ \rho(x, z_3, 1-b, b + z_4 + 1, 1) = a \land a > 0 \land x \land \bar{z} \land z \geq 0 \]

which in turn implies the assertion

\[ r \equiv \exists \beta < a(\rho(x, z_3, 0, z_4 + b) = \beta \land \bar{z} \land z \geq 0). \]

Now by the assignment axiom and the consequence rule \( \{r\} \ b:=\text{true}\{\beta < a\ p(\beta)\} \)

so (19) by the consequence rule.

We now proved both (18) and (19) and we get (17) by the fair if-rule.

(14) – (17) imply by the do-rule \( \{\text{true}\} S \{\text{true}\} \) so by virtue of the soundness of the system PNT we get \( \vdash \alpha, \text{fair}\{\text{true}\} S \{\text{true}\} \). This concludes the proof.

4.10 The issue of justice

Another possible restricted interpretation of nondeterministic programs is the one under the assumption of justice. In the context of programs from \( S_n \) this assumption states that in every infinite computation each guard which is true from some moment on is eventually chosen. Here, as before, a guard is true if it evaluates to \text{true} at the moment the control in the program is just before it.

The assumption of justice can be treated in an analogous way as that
of fairness. To obtain a transformation realizing justice we only need to replace in the transformation from section 4.6, the program from the first line in step 2 by

$$\text{for } j := 1 \text{ to } m \text{ if } e_j \Rightarrow z_j := z_j - 1 \Rightarrow \neg \neg e_j \Rightarrow z_j := ? \text{ fi.}$$

All other steps in the development of the proof rules for justice are the same as before and left to the reader.

As a final remark we would like to indicate that in the transformation from section 4.6 we can omit the conditions $z_j = 0$ from all of the guards, both for the case of fairness and justice. Clearly various other transformation also satisfy lemma 2. We chose here a transformation which leads to simplest proof rules dealing with fairness or justice.

5. BIBLIOGRAPHICAL REMARKS
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THE "FAIRNESS" PROBLEM AND
NONDETERMINISTIC COMPUTING NETWORKS
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The existence of a "fairness problem" has been recognised for some years now. It accounts for the most important respect in which the formal description of programming languages involving parallelism can be expected to be inadequate. In its simplest form the problem arises in trying to give a reasonable mathematical account of what can be expected of computing networks. A 'node' in such a network can be expected to produce a sequence of outputs determined by the sequences of inputs which it receives. If the node operates asynchronously, its output can be expected to be a function (in the mathematical sense) of its input — but with more than one input it is a function also of the relative orders in which these inputs arrive. A simple example of such a node is the 'merge' node with two inputs, which outputs any message it receives as soon as it arrives, into one output line. Naively, the implementation of such a node seems trivial — connect all three lines together (as electronics, of course, there is more to it than this). What is computed is "nondeterministic" unless the information on relative timing is known — so that networks involving such components should be regarded as computing relations rather than functions. Actually, if we can give a reasonable account of networks whose only nondeterminism arises from such merge nodes, we will have solved the more general problem—so long as the nondeterminism arises only from relative timing of input sequences, there is an equivalent network whose only nondeterministic nodes are merges (for each node R with n inputs, produce a corresponding node T(R) of one input, consisting of inputs to R "tagged" with the input line on which they occur; replace R by the composition of T(R) with a merge of n inputs — using n - 1 merge nodes, say; the merged inputs are outputs from n nodes, each of which "tags" its inputs with the line on which it acts. The resulting network of 2n nodes is equivalent to R, given an appropriate design for T(R)).

The nondeterminism arises from what we are accustomed to leaving
unspecified -- the precise times which computations and transmissions of messages take. The "fairness" difficulty arises from an extreme position as regards this convention -- that the times taken are not only unknown but also unbounded. Computations of nodes all terminate, where specified, but nothing is known about relative speeds. There is an inherent connection with the notion of "unbounded nondeterminism", which we will have discuss.

It will become clear that a mathematical analysis of such networks must introduce some "time-like" features, and that this will detract from the abstractness of the model to be used. We look at some examples which force this point home. The most important can be regarded as serious anomalies, which prevent a "naive" extension of ideas which work well for deterministic networks. We look at what seems a reasonable way to cope with these problems, while remaining as abstract as possible. The result is an extended "Kahn principle" for networks composed of nondeterministic 'merge' nodes as well as arbitrary deterministic nodes. This treatment is related to that of Boussinot [1], though it has been simplified by adopting the "hiatonization" notion suggested by Wadge following his [7]. The emphasis on "angelicness" is largely inherited from Broy [3]. From the remark above, the extended principle has wide application -- to arbitrary networks subject to nondeterminism because of unspecified computation/transmission times.

1. DETERMINISTIC BACKGROUND

The analysis for deterministic networks of Kahn [4] is an elegant application of elementary domain theory. The notions of approximation, monotonicity, continuity, fixpointing provide elegant proof rules when networks composed only of deterministic nodes are analyzed using them. Recall the basic notions:

SEQUENCES: for any I, I* consists of all finite and infinite sequences from I. The null sequence if written

⊥

APPROXIMATION: given u, v ∈ I*,

u ⊆ v

if u is an initial segment of v. For vectors of sequences
\(<u_1, \ldots, u_n> \subseteq <v_1, \ldots, v_n>\)

if \(u_i \subseteq v_i\), each \(i\). These specify orderings on each \((\mathcal{L})^n\).

LIMITS: the partial orderings are "sequentially complete". Any sequence

\(u_1 \subseteq u_2 \subseteq \ldots\)

has a least upper bound \(\bigcup_{i=1}^{\infty} u_i\).

MONOTONICITY: \(f(u)\) is monotone if

\(u \subseteq v \Rightarrow f(u) \subseteq f(v)\)

CONTINUITY: \(f(u)\) is continuous if, whenever

\(u_1 \subseteq u_2 \subseteq \ldots\)

then

\(f(\bigcup_{i=1}^{\infty} u_i) = \bigcup_{i=1}^{\infty} f(u_i)\)

(This is a weaker constraint than is required for some purposes -- but strong enough to guarantee that the usual fixpoint formula

\(Y(f) = \bigcup_{i=1}^{\infty} f^i(\bot)\)

is meaningful, and satisfies \(f(Y(f)) = Y(f)\), for continuous \(f\).)

KAHN PRINCIPLE: The behaviour of a deterministic network with \(n\) communication lines can be obtained as the minimal fixpoint \(Y(f)\) of an appropriate continuous

\(f: (\mathcal{L})^n \rightarrow (\mathcal{L})^n\)

where \(\mathcal{L}\) is an appropriate set of communication "tokens".

\(Y(f) = \bigcup_{i=1}^{\infty} f^i(\bot, \ldots, \bot)\)

The appropriate function \(f\) is obtained by combining together the \(n\) continuous functions \(f_i\), each of which specifies how the history of \(u_i\), considered as the output from some node, depends on histories of inputs to
It is important, and intuitively plausible, that the functions $f_i$ which correspond to actual computing components should be monotone and continuous. The "behaviour" of the whole network is an $n$-tuple of histories, and this can be characterized neatly as the minimal fixpoint (in the lattice theory sense) of the function $f$, which combines the specifications of all nodes of the network.

2. FAIRNESS, ANGELICNESS, ORACLES

While "nondeterministic" nodes can be analyzed in other terms, they are made most immediately tractable by the introduction of "oracles". Nondeterminism, in this sense, is determinism, but with some missing parameter -- its "oracle". Such a node has a history function, which now produces a set of possible output histories, indexed by an "oracle set" $\Delta$:

$$R_i(u_1, \ldots, u_n) = \{f_i(u_1, \ldots, u_n, \delta) \mid \delta \in \Delta\}$$

Remembering the deterministic analysis, we of course expect the functions $f_i$ to be monotone continuous on the sequence domains (and on the oracle domain, too, given appropriate structure on $\Delta$).

Almost all problems arise as soon as one introduces the 'merge' operation, whose behaviour is to transmit communications from two input lines onto one output line -- interleaving them nondeterministically.

$$\text{merge}(u,v) = \{\text{merge}(u,v,\delta) \mid \delta \in \Delta\}$$
Intuitively, the requirement of FAIRNESS is just the requirement that every communication in u and v is eventually transmitted through the node, and appears in the output. Actually, our analysis of the notion will depend on a further distinction:

- FAIRNESS: if u is infinite, all of v is transmitted (and vice versa).
- ANGELICNESS: if u is finite, all of v is transmitted (and vice versa).

Both are varieties of the general "fairness" requirement -- whatever u looks like, all of v should get through. But they are actually independent requirements. The reader might like to reflect on the 4 variants of merge which correspond to varieties of "scheduler" occupying the merge node; we expect the $\equiv$-fair, angelic variety; but scheduling could be angelic and not $\equiv$-fair -- by guaranteeing to inspect one input line only when starved of input on the other; and it could be $\equiv$-fair but not angelic -- by allowing itself to be starved indefinitely by absence of input on only one of its input lines. (This insight can be made rigorous in terms of the concepts introduced below.)

To see the implications of these constraints, look first at the details of dmerge($u, v, \delta$) -- the merge of u, v with oracle $\delta$. $\delta$ is to be a sequence of 0's and 1's, specifying the order in which lines are to be inspected. Using a 'dot' notation a.u for prefixing and/or concatenation, the following are (implicitly) recursion equations for dmerge:

\[
dmerge(l, v, 0.\delta) = dmerge(u, l, 1.\delta) = l \\
dmerge(a.u, v, 0.\delta) = dmerge(u, a.v, 1.\delta) = a.dmerge(u, v, \delta)
\]

COPING WITH $\equiv$-FAIRNESS: take the range $\Delta$ for the oracle $\delta$ to be the set of "fair oracles" -- all sequences with an infinite number of both 0's and 1's.

3. IS MERGE MONOTONE?

The 'dmerge' above is, apparently, not angelic. We would need $dmerge(l, u, \delta) = dmerge(u, l, \delta) = u$ for angelicness. But the dmerge would be non-monotone. For example

\[
1 \sqsubseteq a
\]

but $dmerge(1, b, \ldots, 0.\delta) = b \ldots \not\in dmerge(a, b, \ldots, 0.\delta) = a.b \ldots$ (assume a, b distinct).
COPING WITH ANGELICNESS I: Distinguish "terminated" from "unterminated" finite strings, by adjoining a special token #, occurring only as a final symbol. A terminated finite sequence is to be maximal:

\[ u^# \subseteq v \iff u^# = v \]

With this distinction, angelicness is satisfied -- but with "terminated finite" replacing "finite". 'dmerge' needs more definition, of course,

\[ dmerge(#, u, \delta) = dmerge(u, #, \delta) = u \]

With this addition, and the above assumption about the approximation relation on terminated sequences \( u^# \), 'dmerge' can be seen to be monotone continuous.

4. IS MERGE COMPUTABLE?

Actually, the necessity to use the set \( A \) of fair oracles is a source of embarrassment. The set is "constructive" or "computable" only in an unconventional sense. Neither \( A \) nor its complement can be generated or recognized in any satisfactory "effective" way. But it is obvious that \( A \) is essential to a treatment of fairness. Even if it is not used to specify the \( \equiv \)-fair merge, it can be obtained from the specification by

\[ A = merge(0^\omega, 1^\omega) \quad (a^\omega \text{ is the infinite sequence of } a\text{'s}) \]

But this must throw as much doubt on the "computability" of 'merge' as on the computability of \( A \).

To resolve these doubts it is necessary to reflect on the notions of "computability" which are appropriate, recalling that 'merge' is inherently nondeterministic, and therefore "relational" rather than "functional". While computability of functions between domains is well-understood, the general notion appropriate to relations between domains is elusive. One can agree that a relation between domains \( D \) and \( E \) is to be understood as a function from \( D \) to a "powerdomain" of \( E \), and that the computable relations are then just those which turn into computable functions -- but there is a variety of powerdomain constructions, and in all those that are known the distinctions necessary to fairness etc.
disappear. Specifically, with $E = \{0,1\}^\omega$, the element of the powerdomain of $E$ which corresponds to the fair oracle set $\Delta$ is the same as that which corresponds to the set $E$ of all oracles (fair and unfair). As regards "computability" it seems reasonable to regard the $\equiv$-fair merge as either "uncomputable" or, worse, as indistinguishable from the $\equiv$-unfair merge.

There is a fundamental difficulty here, very similar to the difficulty that arises over devices with "unbounded nondeterminism", and closely related to a variety of difficulties facing a "constructive" development of mathematics. The fair set $\Delta$ has the same questionable status as many similarly defined sets of real numbers. To the strict constructivist such sets should play no part in reasoned argument or specification. Most computer scientists would sympathise with such a position. But its implication must be recognised — that fairness, unbounded nondeterminism are "unspecifiable". They are constraints (on descriptions of languages or of devices) that may not, in their general form, be expressed — or, if expressed, may not be used in reasoned argument. Since it does seem possible to reason usefully with such constraints, this is not the position to be taken here. But the plausibility and tidiness of the strict position must be recognised.

Obviously there is a sense in which 'merge' is computable. The following definition attempts to capture it:

**IMPLEMENTABILITY**: Given domains $D$, $E$, and a relation $R \subseteq D \times E$, $R$ is implementable if there is a computable $f:D \to E$, with

$$(d, f(d)) \in R$$

for all $d \in D$.

(Note: computability is relative to indexings of bases

$$\{d_n \mid n \geq 0\}, \{e_n \mid n \geq 0\}$$

for $D$, $E$. If $D$, $E$ are algebraic, $\{(m, n) \mid e_n \in f(d_m)\}$ should be recursively enumerable in the standard sense, for $f$ to be computable from $D$ to $E$.)

Clearly merge is "implementable", as is any relation derived from a computable function using a non-empty oracle set. One appropriate computable $f$ corresponding to merge is
\[ f(u, v) = d\text{merge}(u, v, (0.1)^{(0)}) \].

For further discussion, see [5], [6].

5. ARE DETERMINISTIC NODES CONTINUOUS?

Consider the following network:

Here \( f \) is intended to characterize a function which filters its input, transmitting only the 0's which occur in it.

\[ f(\bot) = \bot \quad f(\#) = \# \]
\[ f(0.u) = 0.f(u) \quad f(x.u) = f(u), \quad x \neq 0 \]

The input to \( f \) is to be \( 1^\omega \), the infinite sequence of 1's. Since this input contains no 0's, \( f \) has no output. Intuitively, therefore, the resulting output from the merge node is

\[ d\text{merge}(f(1^\omega), 2^\omega, \emptyset) \]

which is just its second argument, \( 2^\omega \). Our intuition on this point is one of "angelicness". In the terms of the preceding section, we want

\[ f(1^\omega) = \# \]

to be the "terminated" null sequence. But this must be reconciled with the continuity of \( f \). We have

\[ 1^\omega = \bigsqcup_n 1^n \]

so

\[ f(1^\omega) = \bigsqcup_n f(1^n) \]

Now for each finite \( n \), we can consider the possibility that the merge box waits at least \( n \) steps for some output from \( f \). With input \( 1^n 0^\omega \) to \( f \)
this would make the output start with 0. To allow for this, we must have
A: for each $n$ there is a $\delta$ such that $dmerge(f(1^n), Z^\omega, \delta)$ represents (in
some form) the null sequence $\bot$.

B: for every $\delta$, $dmerge(f(1^n), Z^\omega, \delta)$ represents (in some form) the
sequence $Z^\omega$.

It is clearly absurd that something represent both the null sequence and
the infinite sequence $Z^\omega$. Since 'dmerge' is a function, it follows from
(A) and (B) that

$$f(1^n) \neq f(1^n), \text{ for all } n$$

while, from continuity of $f$

$$f(1^\omega) = \bigcup_n f(1^n).$$

So the limit $\bigcup_n f(1^n)$ must be non-trivial -- there are infinitely many
distinct $f(1^n)$ -- all of which represent the (non-terminated) null-sequence.

COPING WITH ANGELICNESS II: Adjoin a new token $\tau$ to $\Sigma$ and identify the
terminator $#$ with the infinite sequence $\tau^\omega$. Consider a sequence
with occurrences of $\tau$ to represent the sequence which is obtained by
deleting them. (So each sequence over the original $\Sigma$ has many
representations.)

This device is displeasing, since it does not seem sufficiently "abstract".
But the example, together with the continuity assumption, forces some
such situation on us.

We will need to show how to extend functions to act on sequences
containing $\tau$. It is clear what happens to 'dmerge' -- $\tau$ is transmitted
from input to output just as the other tokens:

$$dmerge(\tau.u,v,0.6) = dmerge(u,\tau.v,1.5) = \tau.dmerge(u,v,\delta)$$

The analogy between $\#$ and $\tau^\omega$ is reasonable, given that output occurrences
of $\tau$ are discounted; $dmerge(\tau^\omega,v,\delta)$ consists of $v$ with additional
occurrences of $\tau$, since $\delta$ is a fair oracle.

The example we have been considering is mended by setting
\[ f(n^n) = n^n \]

which gives the final result

\[ \text{dmerge}(\tau^{\omega}, 2^{\omega}, 5) \]

a sequence with infinitely many 2's and \( \tau \)'s.

6. THE BROCK-ACKERMANN ANOMALY

Brock and Ackermann [2] have used a variety of ingenious examples to demonstrate that the straightforward history relation (without \( \tau \) device) is not enough to characterise nondeterministic networks. The version in [2] hinges on two similar networks:

Tokens are digits. The node \( f \) is to select the first token from \( u \), and transmit its successor. The output is merged with the sequence 5.5 of length 2.81. \( g_2 \) transmit the first two tokens they receive. The only distinction is that \( g_2 \) delays transmission of its first token until both have been received.

Neglecting \( \tau \), the two networks have the same history relations. No matter what \( u \) is, two tokens are bound to arrive at \( g_k \) eventually, since the identity of these 2 tokens is independent of \( k \). But there is a context which distinguishes \( S_1 \) from \( S_2 \):

\[ S_k \]

\[ B_k \]
We have $B_1 = \{5.5, 5.6\}$ and $B_2 = \{5.5\}$. The result 5.6 becomes impossible for $S_2$, because the first 5 can only be emitted after the second has been received by $g_2$, ahead of the 6.

What is neglected in the simple history functions is an account of input-output causality. Using $\tau$, this can be rectified. We will need some definitions:

**GENERALIZED LENGTH:** For $u \in \mathbb{Z}^\infty$, $|u| \leq n$ denotes the length of $u$ (in the conventional sense). For tuples of sequences, define

$$|\langle u_1, u_2, \ldots, u_n \rangle| = \min\{|u_i|, 1 \leq i \leq n\}$$

**$\rangle\langle$-FUNCTIONS:** a monotone continuous $f: (\mathbb{Z}^\infty)^n \to (\mathbb{Z}^\infty)^m$ is a $\rangle\langle$-function if, whenever $|u|$ is finite,

$$|f(u)| > |u|$$

(similarly, define $\langle\rangle$-FUNCTIONS.)

The $\rangle\langle$-functions induce precisely the "contraction maps" on (tuples of) infinite sequences, and therefore seem to be the appropriate domain-theory counterpart of this notion. They are interesting for the following reasons:

1. $\rangle\langle$-functions have unique fixpoints. $|Y(f)|$ cannot be finite, or we would have $|Y(f)| = |f(Y(f))| > |f(Y(f))|$. But if $|Y(f)|$ is infinite, it is maximal under $\subseteq$ -- therefore $Y(f)$ is both the minimal and the maximal fixpoint of $f$.

2. Because of (1), applying the Kahn principle to a $\rangle\langle$-function obtains the behaviour of a network as a tuple consisting only of infinite sequences. Finite histories appear as sequences of the form $u.\tau^u$, for $u$ finite.

3. Because of the "angelicness" problem, it is essential that finite histories are terminated by $\tau^u$, when they are inputs to merge nodes or to other nodes with angelic expectations. And this property is guaranteed, by (2).

**KAHN'S PRINCIPLE REVISITED:** The behaviour of a nondeterministic network can be obtained, to within occurrences of $\tau$, as a "fixpoint set"

$$\{u \mid u \in R(u)\}$$
where \( R(u) = \{ f(u, \delta) \mid \delta \in \Delta \} \), for a suitable (generalized) oracle set \( \Delta \) and where \( f(u, \delta) \) is a \( \succ \)-function on some \((\varepsilon^\omega)^n\) for each \( \delta \in \Delta \).

The Brock–Ackermann example can be analyzed this way. We get

\[
S_1(\tau^\omega) = \{ \tau^{j+1}.5.\tau^k.5.\tau^\omega \mid j, k \geq 0 \}
\]

\[
S_1(\tau^i.5.\tau^\omega) = \{ \tau^j.5.\tau^k.5.\tau^\omega \mid j + k \leq i \}
\]

\[
U \{ \tau^j.5.\tau^k.(x+1).\tau^\omega \mid j + k = i \}
\]

\[
U \{ \tau^{i+1}.(x+1).5.\tau^\omega \mid j \geq 0 \}
\]

\[
S_2(\tau^\omega) = \{ \tau^{j+1}.5.\tau^\omega \mid j \geq 0 \}
\]

\[
S_2(\tau^i.5.\tau^\omega) = \{ \tau^j.5.\tau^\omega \mid j \leq i \}
\]

\[
U \{ \tau^{i+1}.(x+1).\tau^\omega \}
\]

\[
U \{ \tau^{i+1}.(x+1).5.\tau^\omega \}
\]

The reader will want to check that these are implied by the constraint that each \( S_k \) be a union of \( \succ \)-functions. The crucial term is

\[
\tau^{i+1}.(x+1).\tau^\omega
\]

in the definition of \( S_2 \). The initial sequence of \( \tau \)'s must have length \( \succ i \), since it must have a prefix \( \tau^j \) in \( S_2(\tau^i) \) with \( j \succ i \) since \( |\tau^j| \succ |\tau^i| \).

In the looping context, the behaviours \( B_k \) are just the fixpoints of \( S_k \):

\[
B_k = \{ u \mid u \in S_k \}
\]

These are

\[
B_1 = \{ \tau^i.5.\tau^\omega, \tau.5.\tau^\omega \mid i \geq 0 \}
\]

\[
B_2 = \{ \tau^{i+1}.5.\tau^\omega \mid i \geq 0 \}
\]

Neglecting occurrences of \( \tau \), they are the expected behaviours. The 5.6 case is excluded from \( B_2 \), from constraint on \( B_2 \) which we just observed.
7. MAKING THE REVISED PRINCIPLE WORK

We now specify the way in which appropriate history relations, composed of $\triangleright$-functions, can be constructed for networks involving just deterministic nodes and merges.

A. If $f$ is a $\triangleright$-function into $\Sigma^n$, then $f'(u) = \tau.f(u)$ is a $\triangleright$-function.

B. For each $\delta$, the function $\text{merge}(u,v,\delta)$ is a $\triangleright$-function.

C. Compositions and products of $\triangleright$-functions are also $\triangleright$-functions.

D. Let $f: (\Sigma^n)^N \rightarrow \Sigma^n$ be a continuous $n$-ary function on sequences. Construct a corresponding $\triangleright$-function $f'(u)$ by considering successive truncations of a components of equal length, as follows:

Let $u[i]$ denote the tuple obtained by truncating each component of $u$ to length $i$. For $i \leq |u|$, define $f'(u[i])$ by induction on $i$. Put $f'(u[0]) = f(\lambda, \ldots, \lambda)$; given $f'(u[i])$, choose $f'(u[i+1])$ as the minimal element above $f'(u[i])$ which agrees with $f(u[i+1])$ to within occurrences of $\tau$, and with length $\geq i + 1$ (note this can always be done). Finally, put

$$f'(u) = f'(u[|u|]), \text{ if } |u| \text{ is finite}$$

or

$$f'(u) = \bigcup_i f'(u[i]), \text{ if } |u| \text{ is infinite.}$$

Notice that $f'(u)$ is bound to agree with $f(u)$ modulo $\tau$ only when $u$ is a tuple of sequences of equal length --- i.e. only when $u = u[|u|]$.

(An example which displays the awkwardnesses is a "parallel or"

$$f(1,u,v) = f(u,1,v) = 1 \quad f(0,u,0,v) = 0$$

There is no $f'(u,v)$ which agrees with $f(u,v)$ modulo $\tau$ for arbitrary $u,v$.

The proof of this fact is left to the interested reader.) It is clear that application of (A) -- (D) allow the "massaging" of specifications of deterministic nodes, and of nondeterministic nodes analyzable in terms of 'merge', into $\triangleright$-functions.

A proof that the result of these manipulations satisfies the revised Kahn principle is given in an Appendix to these notes. It turns out to be quite elaborate --- for a largely technical reason. It should be clear that every behaviour in the fixpoint set is a possible behaviour for the network --- since each of these is obtained by an infinite iteration of the
function corresponding to a particular oracle choice. It is the converse
direction that provides the difficulty. Given a behaviour \( u \) for the
network, one wants to find a \( \delta \) such that

\[ u = f(u, \delta) \]

But all that appears to be given is an oracle \( \delta' \) such that

\[ u \sim f(u, \delta') \]

i.e. such that \( u, f(u, \delta') \) are identical modulo \( \tau \).
The difficulty derives in passing from the second of these assertions to
the first --- which turns out to be possible only when the second assertion
is rephrased and analysed carefully.

8. SUMMARY AND CONCLUDING REMARKS

The modelling method can be viewed as proceeding as follows:

(1) Nondeterminism is firstly eliminated by introducing extra "oracle"
parameters; infinite fairness is ensured by constraining oracles to be
"fair"; angelic fairness is ensured by introducing the "hiaton" \( \tau \) as a
possible communication. The reception of hiatons affects those opera-
tions which use oracles, but no others (except possibly in causing the
propagation of further hiatons).

(2) The operation of each component of a network can be specified by a
function

\[ f(u, \delta) \]

on (tuples of) hiatonized sequences \( u \) and on fair oracles \( \delta \), which is
continuous in \( u \). The value \( f(u, \delta) \) is to be the sequence of outputs
from the component which are available as a result of \( u \), up to some
moment (if any) after reception of all of \( u \), and before reception of
further inputs. The stepwise effect \( f(u, \delta) \) need not contain all of the
ultimate effect \( f(u, \tau^u, \delta) \), for finite sequences \( u \).

(3) Such a function \( f(u, \delta) \) is to be manipulated, if need be, by introducing
hiatons into output sequences, so as to obtain a function
\( f^\tau(u, \delta) \)

which is continuous in \( u \), such that
\[ f^\tau(u, \delta) \sim f(u, \delta) \quad \text{for} \quad |u| = \infty, \]
and
\[ |f^\tau(u, \delta)| > |u| \quad \text{for} \quad |u| < \infty. \]

(4) Once the function \( f^\tau(u, \delta) \) has been obtained, its values on finite sequences may be disregarded, and oracles may be abstracted out of consideration. It is sufficient to regard a component or network as specified by its **ULTIMATE BEHAVIOUR RELATION**

\[ R(u) = \{ f^\tau(u, \delta) \mid \delta \in \Delta \}, \quad |u| = \infty \]

which maps (tuples of) infinite hiatonized sequences to sets of (tuples of) infinite hiatonized sequences.

(5) Ultimate behaviour relations can be combined in elementary set-theoretic ways to model combinations of components and of networks:

- **parallel composition** of networks corresponds to the cartesian product operation on sets

\[ (R \times S)(u) = (R(u), S(u)). \]

- **serial composition** of networks corresponds to (serial) composition of relations

\[ (R; S)(u) = \{ w \mid w \in S(v) \text{ and } v \in R(u), \text{ for some } v \}. \]

**feedback** of outputs to (some subset of) inputs corresponds to an operation on relations which generalizes the "fixpoint" notion

\[ (Y \cdot R(u,v))(u) = \{ v \mid v \in R(u,v) \}. \]

(Perhaps this should be called the set of "containpoints").

(6) These and other manipulations of behaviours can be justified by reference to the Main Theorem proved in the Appendix, which characterizes possible behaviours of any closed network (i.e. of any network without
input parameters). In the Main Theorem such a network was regarded as a single $n$-ary feedback

$$(Y_u R(u)) = \{u \mid u \in R(u)\}$$

where

$$R(u) = (R_1 \times R_2 \times \ldots \times R_n)(u)$$

corresponds to the parallel composition of the $n$ network components, each regarded as a component with $n$ inputs. Replacement of a set of component relations by its composition, where appropriate, does not essentially alter the solution set

$$\{u \mid u \in R(u)\}.$$  

(7) BEHAVIOURAL EQUIVALENCE of networks with ultimate behaviours $R$, $S$ can be defined by

$$R \sim S \text{ iff } \varepsilon(R(u)) = \varepsilon(S(u)) \text{ for all } |u| = \infty.$$  

CONTEXTUAL EQUIVALENCE is then

$$R = S \text{ iff } T[R] = T[S]$$

for any "context" $T[X]$ -- the behaviour of a complete network as a function of a varying component $X$.

The Brock-Ackermann example shows that

$$R \sim S \text{ does not imply } R = S.$$  

Remarkably, we do have

$$R = S \text{ implies } R = S \text{ (which implies } R \sim S).$$

from the Main Theorem of the Appendix.

(8) While we have achieved a model which distinguishes networks which are contextually inequivalent, we have not arrived at a completely satisfactory "fully abstract" semantics for networks, since it is clear that
R = S does not imply R = S

(e.g. take S(u) = \{ v \in R(u) \}, for any R). We could, of course, take "denotations" for networks to be equivalence classes of ultimate behaviours under 'm'; but the structure of such equivalence classes is obscure. Making the notion more logically tractable appears to be both hard and worthy of further effort.

(9) The methods of these notes appear to generalise to other domains over which there are interesting "non-deterministic" recursion equations of the same elementary form

\[
\begin{align*}
    x_1 &= R_1(x_1, \ldots, x_n) \\
    x_2 &= R_2(x_1, \ldots, x_n) \\
    \vdots \\
    x_n &= R_n(x_1, \ldots, x_n)
\end{align*}
\]

in which the \( R_i \) involve nondeterministic operators -- most immediately to nondeterministic recursive definitions of list structures (i.e. of trees). But there is a more general problem to be treated before such ideas can be extended to the denotational semantics of programming languages involving fair nondeterministic constructs. This would require a treatment, at least, of recursive "function" definitions

\[
\begin{align*}
    f_1(x_1, \ldots, x_{n_1}) &= R_1(f_1, \ldots, f_m, x_1, \ldots, x_{n_1}) \\
    \vdots \\
    f_m(x_1, \ldots, x_{n_m}) &= R_m(f_1, \ldots, f_m, x_1, \ldots, x_{n_m})
\end{align*}
\]

in which the \( R_i \) involve fair nondeterminism. We look forward to such a treatment developing from the ideas described in these notes -- though there are further conceptual difficulties to be dealt with before this could be done adequately.

APPENDIX: JUSTIFICATION OF THE "REVISED KAHN PRINCIPLE"

This appendix outlines a formal proof of the principle enunciated in the main notes.
Assume an alphabet \( \Sigma \) of tokens, containing the "hiaton" \( \tau \). Let \( \Delta \) be the fair oracle set \( (0^*11^*0)^\omega \).

1. DEFINITIONS

ESSENCE: \((x)\) is the function which deletes occurrences of \( \tau \) from \( x \), with recursion equations

\[
\varepsilon(\varepsilon) = \varepsilon; \quad \varepsilon(\tau, x) = \varepsilon(x); \quad \varepsilon(a, x) = a.\varepsilon(x); \quad a \neq \tau;
\]

Consider \( \varepsilon(x) \) as extended to tuples of sequences by

\[
\varepsilon(x_1, \ldots, x_n) = (\varepsilon(x_1), \ldots, \varepsilon(x_n)).
\]

EQUIVALENCE: \( x \sim y \) iff \( \varepsilon(x) = \varepsilon(y) \).

ASYNCHRONITY: a function \( f \) is asynchronous if

\[
f(x) = f(\varepsilon(x))
\]

(i.e. if \( f \) is insensitive to occurrences of \( \tau \)).

ASYNCHRONOUS EXTENSION: any function \( f \) on \( \langle (\varepsilon - (\tau))^\omega \rangle^\mathbb{N} \) extends naturally to an asynchronous function on \( \langle \varepsilon^\omega \rangle^\mathbb{N} \), by setting

\[
f(x) = f(\varepsilon(x))
\]

(using the same symbol for \( f \) — without confusion, we hope).

MERGE-COMBINATION: a function

\[
f: \langle \varepsilon^\omega \rangle^\mathbb{N} \times \Delta^\mathbb{N} \rightarrow \langle \varepsilon^\omega \rangle^\mathbb{N}
\]

is a MERGE-COMBINATION, if each component

\[
f(u_1, \ldots, u_n, \delta_1, \ldots, \delta_m)^i
\]

is either an instance of dmerge

\[
dmerge(u_{j_1}, u_{k_1}, \varepsilon_i), \text{ for some } j_1, k_1
\]

or is asynchronous and independent of \( \delta \)

\[
f_i(\varepsilon(u_1), \ldots, \varepsilon(u_n)), \text{ for some continuous } f_i.
\]

Note that a merge-combination, as defined above, is intended to model a parallel composition of \( m \) nodes, each producing one output, sharing up to
ninputlines. Each node is either a fair merge or is deterministic (i.e. independent of relative timing of inputs). We can write such a combination as

\[ f(u, \delta), \ u \in (L^m)^n, \ \delta \in \Delta^m \]

thinking of \( \delta \) as a "generalized oracle". The component \( \delta_i \) is only relevant if the \( i \)-th node is a merge.

A network of such nodes is describable by a merge-combination with \( m = n \). The following then asserts the validity of the extended Kahn principle for such networks.

2. MAIN THEOREM

2.0: Let \( f: (L^m)^n \times \Delta^n \to (L^m)^n \) be a merge-combination (with \( m = n \)). There is a function \( f^* \), with the same functionality as \( f \), such that

\[ f^*(u, \delta) \]

is a \( \ge \)-function, for each \( \delta \in \Delta^m \), and such that the following are equivalent, for each \( w \in (L^m)^n \):

(i) There is a \( \delta \in \Delta^m \) and \( v_i \in (L^m)^n \), \( i = 0, 1, \ldots \) such that \( (L, \ldots, L) = v_0 \sqcap v_1 \sqcap \ldots \), \( w \sim v = \sqcup_i v_i \), \( |v| = m \), and \( \epsilon(v_0 \vDash f(v, \delta)) \sqsubseteq \epsilon(v) \) for each \( i \geq 0 \).

(ii) There is a \( \delta' \in \Delta^m \) and a \( v \sim w \), with \( v = f^*(v, \delta') \)

It should be clear that (ii) produces what is needed. With

\[ R(u) = \{ f^*(u, \delta) \mid \delta \in \Delta^m \}, \]

the set \( w \) we are interested in is

\[ \{ \epsilon(u) \mid u \in R(u) \}. \]

The Main Theorem then asserts that this is the set of behaviours of the corresponding network. It takes a certain amount of reflection to see that (i) is the property of \( w \) which expresses this. The key point is the nature of the correspondence between the sequence \( v_0, v_1, \ldots \) and an intended behaviour. Writing

\[ v_{i+1} = v_i \circ \psi_i \]
the corresponding behaviour is intended to be one in which the symbols
emitted at the i-th step by the n nodes of the network are the n components
of $\omega_i$.

We can now return to the development which leads to the Main Theorem.

3. **ELEMENTARY PROPERTIES**

3.0: $\varepsilon$ is continuous and monotone (if $u$ is a prefix of $v$, $\varepsilon(u)$ is a prefix
of $\varepsilon(v)$).

3.1: the asynchronous extension of a continuous (monotone) function on
$(\Sigma^{(n)}_0)$ is continuous (monotone) on $\Sigma^n$.

3.2: if $x \subseteq y \subseteq z$ and $x \sim x' \subseteq z' \sim z$, there is a $y'$ with $x' \subseteq y' \subseteq z'$, and
$y' \sim y$. (Construct a suitable continuous function on $z$ such that

$$f(x) = x', f(z) \subseteq z', \text{ and } w \sim f(w) \text{ for all } w.$$ 

Then take $y' = f(y)$)

$$z \sim z'$$

$$|$$

$$y' \sim y'$$

$$x \sim x'$$

4. **MANIPULATIONS ON ASYNCHRONOUS FUNCTIONS**

$>^ \text{-VARIANT}$: $f^>$ is a $>^ \text{-variant of } f$ if

(i) $\varepsilon(f^>(x)) \subseteq \varepsilon(f(x))$ for all $x$

(ii) if $|x| = \infty$ then $\varepsilon(f^>(x)) = \varepsilon(f(x))$

(iii) $f^>$ is a $>^ \text{-function.}$

**LEMMA 4.0.** Every continuous asynchronous $f$ has a $>^ \text{-variant } f^>.$

**PROOF.** As in the main text. Define $f^>(x[i])$ by induction on $i$, where
$x[i] \subseteq x$ is the tuple of components of $x$ truncated to length $i$; if
$|x| = \infty$, put $f^>(x) = \bigcup_i f^>(x[i])$; otherwise $f^>(x) = f^>(x[|x|]).$

**LEMMA 4.1.** If $f^>$ is a $>^ \text{-variant of a continuous } f$, $v' \subseteq v$ and $|v| = \infty$, then

(i) there is a $w' \subseteq f^>(v)$ with $w' \sim f(v')$

(ii) if $|v'| < \infty$ then $|w'| > |v'|.$
PROOF. Use Elementary Property 3.2 above with $x' = x = 1$ to get

$$f^*(v') \sim y \subseteq f(v').$$ Since $v \subseteq v'$, we have $f(v') \subseteq f(v)$ and $f^*(v') \subseteq f^*(v)$ by monotonicity. Choose $w'$ by Elementary Property 3.2, then (i) of the Lemma holds, and if $|v'| < \infty$, then $|w'| \geq |f^*(v')| > |v'|$

$$f(v) \sim f^*(v)$$
$$\varepsilon(f(v')) \sim f(v') \sim w'$$
$$\varepsilon(f^*(v')) \sim y \sim f^*(v').$$

5. ORACLE TRANSFORMS

It is necessary to analyze the trade-off between the structure of oracles to nondeterministic nodes, and the way in which sequences are "diluted" by occurrences of $\tau$. If the dilution changes, it is possible to compensate by choosing a different oracle. It turns out to be important that this compensation can be done "continuously". In fact, the only transform in question here is a transform for $\text{dmerge}$, but the property is important enough to be worth stating for arbitrary oracle-dependent functions.

Assume oracles are chosen from $\Delta$. We will need to regard $\Delta$ as embedded in the domain $\Omega = \{0,1\}^\omega$, so that the oracle-dependent function

$$f: (\Sigma^\omega)^n \times \Delta \rightarrow \Sigma^\omega$$

is induced by a function

$$f: (\Sigma^\omega)^n \times \Omega \rightarrow \Sigma^\omega$$

which is continuous on $\Omega$ as well as on $(\Sigma^\omega)^n$. An oracle transform for $f$ is then a continuous function

$$\phi: (\Sigma^\omega)^n \times (\Sigma^\omega)^n \times \Omega \rightarrow \Omega$$

which produces an oracle to compensate for inessential variations in the argument $u$ to

$$f(u, \delta)$$
DEFINITIONS

CONSISTENCY: \( u \) is consistent with \( v \) if, for some \( v' \),

\[ u \sim v' \subseteq v \]

\( \tau \)-MAXIMALITY: \( u \) is a \( \tau \)-maximal prefix of \( v \) -- written

\[ u \subseteq_{\tau} v \]

if (i) \( u \subseteq v \)

(ii) \( u \sim u' \subseteq v \) implies \( u' \subseteq u \) for all \( u' \)

BASIC PROPERTIES:

5.1: every \( w \subseteq v \) can be extended to a \( w' \subseteq_{\tau} v \), with \( w \subseteq w' \), \( w \sim w' \).
5.2: \( a \cdot u \subseteq_{\tau} a \cdot v \) if and only if \( u \subseteq_{\tau} v \).
5.3: if \( u_1 \subseteq_{\tau} u_2 \subseteq_{\tau} \ldots \) then each \( u_i \subseteq_{\tau} \cup u_n \).

ORACLE TRANSFORMS: \( \phi \) is an oracle transform for \( f \) if \( \phi \) is continuous, and,

whenever \( \delta \in \Delta \), \( |u| = |v| = \infty \)

(5.4.1) if \( u' \sim v' \), \( u' \subseteq_{\tau} u \), \( v' \subseteq_{\tau} v \), then \( f(v', \phi(u, v, \delta)) \sim f(u', \delta) \)
(5.4.2) if \( v' \) is consistent with \( u \), then \( |f(v', \phi(u, v, \delta))| \geq |v'| \)
(5.4.3) if \( u \sim v \) then \( \phi(u, v, \delta) \in \Delta \).

NOTE. The \( \tau \)-maximality condition in 5.4.1 seems to be essential. This can be seen before we look in detail at a transform for \( f = \text{dmerge} \) by reflecting just on the case that \( u = v \); it is reasonable that

\[ \phi(u, u, \delta) = \delta \]

but 5.4.1 then fails with \( u' = u = v = (w, x) \), \( v' = (l, x) \), and \( x \) any infinite sequence. If \( \delta \) is a fair oracle, the left-hand of 5.4.1 denotes some finite initial segment of \( x \), whereas the right-hand of 5.4.1 denotes a sequence equivalent to all of \( x \).

6. A TRANSFORM FOR DMERGE

The function \( \text{dmerge} \) is easily extended to a continuous function on all of \( \Omega \) by adding equations for the empty oracle \( \delta = \bot \). It is then the (unique) function satisfying:

\[
\begin{align*}
(6.0.0) \quad & \text{dmerge}(u_0, u_1, \bot) = \bot \\
(6.0.1)_0 \quad & \text{dmerge}(\bot, u_1, 0, \delta) = \bot \\
(6.0.1)_1 \quad & \text{dmerge}(u_0, \bot, 1, \delta) = \bot
\end{align*}
\]
(6.0.20) $\text{dmerge } (a.u_0, u_1, 0.\delta) = a.\text{dmerge } (u_0, u_1, \delta)$
(6.0.21) $\text{dmerge } (u_0, a.u_1, 1.\delta) = a.\text{dmerge } (u_0, u_1, \delta)$.

The corresponding transform $\phi(u_0, u_1, V_0, V_1, \delta)$ can then be defined by the following recursion equations:

(6.0.3) $\phi(u_0, u_1, V_0, V_1, 1) = 1$
(6.0.40) $\phi(u_0, u_1, V_0, V_1, 0.\delta) = \phi(u_0, u_1, 1, V_1, 0.\delta) = 1$
(6.0.41) $\phi(u_0, u_1, V_0, V_1, 1.\delta) = \phi(u_0, u_1, V_0, 1, 1.\delta) = 1$

for each $a \in \Sigma$, $a \neq \tau$:

(6.0.50) $\phi(a.u_0, u_1, a.V_0, V_1, 0.\delta) = 0.\phi(u_0, u_1, V_0, V_1, 0.\delta)$
(6.0.51) $\phi(u_0, a.u_1, V_0, a.V_1, 1.\delta) = 1.\phi(u_0, u_1, V_0, V_1, 0.\delta)$

for each $a \in \Sigma$, $a \neq \tau$:

(6.0.60) $\phi(\tau.u_0, u_1, a.V_0, V_1, 0.\delta) = \phi(u_0, u_1, a.V_0, V_1, 0.\delta)$
(6.0.61) $\phi(u_0, \tau.u_1, V_0, a.V_1, 1.\delta) = \phi(u_0, u_1, V_0, a.V_1, 1.\delta)$
(6.0.70) $\phi(a.u_0, u_1, \tau.V_0, V_1, 0.\delta) = 0.\phi(a.u_0, u_1, V_0, V_1, 0.\delta)$
(6.0.71) $\phi(u_0, a.u_1, V_0, \tau.V_1, 1.\delta) = 1.\phi(u_0, a.u_1, V_0, V_1, 1.\delta)$

for each $a, b \in \Sigma$, $a \neq b$, $a, b \neq \tau$:

(6.0.80) $\phi(a.u_0, u_1, b.V_0, V_1, 0.\delta) = 1$
(6.0.81) $\phi(u_0, a.u_1, V_0, b.V_1, 1.\delta) = 1$

NOTE. These equations do not uniquely determine $\phi$, because of the two equations 6.0.61, we must specify, as usual, that $\phi$ is the minimal solution to (6.0.3)-(6.0.8), in the lattice theoretic sense. Thus

$$\phi(\tau.\omega, \tau.\omega, 0.x, 0.x, \delta) = 1$$

for all infinite $\delta$ and all $x$, since $1$ is the minimal solution to the relevant equations, all of which are instances of 6.0.60 or 6.0.61.

**Lemma 6.1.** $\phi$, as specified above, is an oracle transform for dmerge.

**Proof.** (ad 5.4.1) In fact the required equivalence holds for the finite oracles $\delta \in \Omega$. First check that this is so, proceeding by induction on $|\delta|$, as follows:

Abbreviate the two sides of the equivalence by
\[ x = \text{dmerge}(u'_0, u'_1, \delta) \]
\[ \delta' = \phi(u_0, u_1, v_0, v_1, \delta) \]
\[ y = \text{dmerge}(v'_0, v'_1, \delta') \].

We want to show that \( x \sim y \), given that \( u'_i \sim v'_i \subseteq u_i \subseteq v_i \subseteq \gamma \), \( |u_i| = |v_i| = \omega \), \( i = 0, 1 \). The base of the induction is just the case \( \delta = \lambda \), in which \( \delta' = \lambda \), from 6.0.3, and \( x = y = \lambda \), from 6.0.0. Suppose now that the equivalence holds whenever \( |\delta| < n \), and that \( |\delta| = n \). Assume that 0 is the initial symbol of \( \delta \) -- i.e. that \( 0 \subseteq \delta \), there are four cases to consider, depending on the initial symbols of \( v'_0, v'_1 \) (the cases in which \( 1 \subseteq \delta \) are analogous):

(a) \( \tau \subseteq u_0 \) and \( \tau \subseteq v_0 \); then \( \tau \subseteq u'_0 \) and \( \tau \subseteq v'_0 \), since \( u'_0 \) and \( v'_0 \) are \( \tau \)-maximal prefixes; obtain \( x', y' \) from 6.0.2, 6.0.5, such that \( x = \tau.x' \), \( y = \tau.y' \), and \( x' \sim y' \) from the induction hypothesis.

(b) \( \tau \subseteq u_0 \) and \( a \subseteq v_0 \), some \( a \neq \tau \); then \( x = \tau.x' \) as in (a), and \( x' \sim y \) from the induction hypothesis and 6.0.6.

(c) \( a \subseteq u_0 \) for some \( a \neq \tau \), and \( u'_0 = \lambda \), then \( v'_0 = \tau^m.a \), for some \( m \leq \omega \); if \( m \) is finite, then \( \tau^m.b \subseteq v'_0 \), for some \( b \neq \tau \), since \( v'_0 \subseteq v_0 \); apply 6.0.7 \( h \) times to obtain \( 0^m \subseteq \delta' \), and then either 6.0.5 or 6.0.8 to obtain \( 0^m = \delta' \), or \( 0^{m+1} \subseteq \delta' \); in either case \( y = \tau^m.x \).

(d) \( a \subseteq u_0 \) for some \( a \neq \tau \), and \( a \subseteq v'_0 \); then \( \tau^m.a \subseteq v'_0 \), for some finite \( m \), since \( u'_0 \sim v'_0 \). Obtain \( y = \tau^m.a.y' \), by \( m \) applications of 6.0.7, 6.0.2 and one application of 6.0.5, 6.0.2. Then \( x = a.x' \), with \( x' \sim y' \) by the induction hypothesis.

All possibilities are covered by (a) - (d) and by the analogues with \( 1 \subseteq \delta \). 5.4.1 therefore holds for all finite \( \delta \). The extension to infinite oracles is straightforward, from the continuity of merge and \( \phi \) on oracles \( \delta \), and of the essence map \( \varepsilon(x) \) on sequences \( x \). Thus

\[ \varepsilon(\text{dmerge}(u'_0, u'_1, \delta)) = \bigcup \{ \varepsilon(\text{dmerge}(u'_0, u'_1, \delta'')) : \delta'' \leq \delta, |\delta''| < \omega \} \]

etc. .

(ad 5.4.2) A similar argument shows, by induction on \( |v'_0| + |v'_1| \), that

\[ |\phi(u, v', \delta)| \geq |v'| \]
provided \( v' \) is consistent with \( u \), and \( |u| = |\delta| = \infty \); and, by induction on \( |\delta'| \), that

\[
|\text{dmerge}(v', \delta')| \geq \min(|v'|, |\delta'|)
\]

5.4.2 results from combining these two inequalities.

(ad 5.4.3) By induction on \(|\delta'|\), every finite prefix \( \delta' \subseteq \phi(u, v, \delta) \) determines a decomposition \( \phi(u, v, \delta) = \delta' \cdot \phi(u', v'', \delta'') \) for some infinite \( u'' \) and \( \delta'' \in \Delta \). It is just sufficient therefore to exclude the possibilities \( \phi(u, v, \delta) = \bot, 0^\omega \), or \( 1^\omega \).

(a) if \( \phi(u, v, \delta) = \bot \) then, for \( i = 0 \) or \( 1 \), no nontrivial \( v'_1 \subseteq v_1 \) is consistent with \( u'_i \); but then \( u'_i \neq v_1 \).

(b) \( \phi(u, v, \delta) = 1^\omega \) only when \( v'_1 = x \cdot a_1^\omega \), y.a \( \subseteq u'_1 \), with \( x \sim y \), a \( \not\in \tau \), \( v'_1 \subseteq \delta'' \); given that \( \delta \in \Delta \); but then \( u'_i \neq v_1 \) again.

This concludes the proof of 6.1.

7. THE MAIN RESULTS

A network is specified by continuous functions

\[
f : (\omega^n)^n \times \Delta^n \rightarrow (\Sigma^n)^n
\]

with

\[
f(u_1, \ldots, u_n, \delta_1, \ldots, \delta_n) = (f_1(u_1, \ldots, u_n, \delta_1), \ldots, f_n(u_1, \ldots, u_n, \delta_n)).
\]

Each \( f_i \) is either asynchronous, and has a \( \rightarrow \)-variant \( f_i^\rightarrow \), from 4.0, or is an instance of dmerge:

\[
f_i(u_1, \ldots, u_n, \delta_i) = \text{dmerge}(u_k, u_{i+1}, \delta_i).
\]

If \( f_i \) is an instance of dmerge, it can be made into a \( \rightarrow \)-function by setting

\[
f_i^\rightarrow(u_1, \ldots, u_n, \delta_i) = \tau \cdot f_i(u_1, \ldots, u_n, \delta_i).
\]

Since dmerge is already a \( \rightarrow \)-function. Combine these \( \rightarrow \)-functions into a single function

\[
f(u, \delta) = (f_1^\rightarrow(u_1, \delta_1), \ldots, f_n^\rightarrow(u, \delta_n))
\]

\( u = (u_1, \ldots, u_n) \)
f can be regarded as having a combined oracle transform

$$\phi^*(u,v,\delta) = (\phi^*_1(u,v,\delta_1), \ldots, \phi^*_n(u,v,\delta_n))$$

with

$$\phi^*_1(u,v,\delta_1) = \delta_1,$$

say, if $$\phi^*_1$$ is asynchronous

and

$$\phi^*_i(u,v,\delta_i) = \psi(u_{k_i}, v_{i+1}, v_i, \delta_i),$$

when $$\phi^*_i$$ is an instance of dmerge — where $$\psi$$ is as specified in the preceding section.

**LEMMA 7.1.** If $$|u| = |v| = 0$$, $$v' \subseteq u$$, $$u' \subseteq u$$, $$u' \sim v'$$, $$\delta \in \Delta^n$$, then

(i) there exists $$w' \sim f(u',\delta),$$ such that

$$f^*(v',\phi^*(u,v,\delta)) \subseteq w' \subseteq f^*(v',\phi^*(u,v,\delta))$$

(ii) if $$|v'| < \omega$$ then $$|w'| \geq |f^*(v',\phi^*(u,v,\delta))| > |v'|$$.

(iii) if $$u \sim v$$ then $$\phi^*(u,v,\delta) \in \Delta^n$$.

**PROOF.** The Lemma amalgamates 4.1, 6.1, and follows by applying them appropriately to projections $$\phi^*_i(u,\delta)$$:

(a) for asynchronous $$\phi^*_i$$, choose $$w' \sim f_i(v',\ldots),$$ as in 4.1.

(b) when $$\phi^*_i$$ is a standard instance of dmerge, take

$$w' = f^*_i(v',\phi^*_i(u,v,\delta_i))$$

as in 6.1. (iii) is immediate. (i), (ii) follow from monotonicity of $$\phi^*_i$$ and $$\phi^*_1$$.

We are now in position to conclude the proof of the main result.

**PROOF OF MAIN THEOREM 2.0.** It will be convenient to show (i), (ii) in 2.0 are equivalent to (i') - There is a $$\delta \in \Delta^n$$ and $$u_i \in (\mathbb{F}^m)^n$$, $$i = 0, 1, \ldots$$ such that $$(1, \ldots, l) \sim u_0 \subseteq u_1 \subseteq \ldots$$ with $$u_{i+1} \sim f(u_i,\delta)$$ for each $$l \geq 0,$$ and $$w \sim U_1 u_1$$. The proof proceeds in three parts:

(iii) $$\Rightarrow$$ (i): given $$v = f^*(v,\delta')$$, define $$v_i$$ inductively by
\[ v_0 = (1, \ldots, 1) \]
\[ v_{i+1} = f^*(v_i, \delta'). \]

If \(|v_{i+1}| \leq |v_i|\), from construction of \(f^*\); so \(|\cup v_i| = \infty\) and \(\cup v_i = v\); moreover

\[ \varepsilon(v_{i+1}) = \varepsilon(f^*(v_i, \delta')) \subseteq \varepsilon(f(v_i, \delta')) \]
\[ \subseteq \varepsilon(f(v, \delta')) = \varepsilon(f^*(v, \delta')) = \varepsilon(v). \]

(i) \(\Rightarrow\) (i')\): given a nested sequence \(v_i\), with \(v = \cup v_i\), \(v_0 = (1, \ldots, 1)\),
\[ \varepsilon(v_{i+1}) \subseteq \varepsilon(f(v_i, \delta)) \subseteq \varepsilon(v), \]
note first that \(v \sim f(v, \delta)\), since
\[ \varepsilon(v) = \varepsilon(\cup v_i) \leq \varepsilon(\cup f(v_i, \delta)) = \varepsilon(f(v_i, \delta)) \]
and
\[ \varepsilon(f(v, \delta)) = \varepsilon(\cup f(v_i, \delta)) \subseteq \varepsilon(v) \]

(from given assumptions, plus monotonicity and continuity). Now choose \(u_i\) as in (i'), to satisfy

(a) \[ v_i \subseteq u_i \subseteq v \]

(b) each \(u_i\) is consistent with \(f(u_i, \delta)\),
by induction on \(i\). For \(i = 0\), choose \(u_0 \subseteq v\). Given \(u_i\) satisfying (a), (b),
choose \(u_{i+1} \subseteq v\), with \(u_{i+1} \sim f(u_i, \delta)\). Since \(u_i \subseteq v\), \(f(u_i, \delta) \subseteq f(v, \delta) \sim v\), so \(u_{i+1}\) exists; and \(u_i \subseteq u_{i+1}\), since \(u_i\) is consistent with \(f(u_i, \delta) \sim u_{i+1}\) and \(u_i \subseteq v\); moreover, since \(v_i \subseteq u_i\),
\[ \varepsilon(v_{i+1}) \subseteq \varepsilon(f(v_i, \delta)) \subseteq \varepsilon(f(u_i, \delta)) = \varepsilon(u_{i+1}). \]

so \(v_{i+1} \subseteq u_{i+1}\), since \(u_{i+1}\) is \(\tau\)-maximal in \(v\). Finally, since \(u_{i+1} \sim f(u_i, \delta)\),
\(u_{i+1}\) is consistent with \(f(u_{i+1}, \delta)\), from monotonicity of \(f\) and nestedness of \(u_i\). From (a), \(v = \cup v_i \subseteq U_i u_i \subseteq v\); so \(\cup u_i = v\), and \(|v| = \infty\); so (i') is satisfied.

(i') \(\Rightarrow\) (ii): given \(u = \cup u_i\), and \(\delta\) as in (i'), consider the following function:

\[ g(v) = f^*(v, \delta^*(u, v, \delta)) \]
g is a composition of continuous functions, and therefore continuous; it
therefore has a minimal fixpoint
\[ v = f^\omega(v, \phi(u, v, \delta)). \]

It will be sufficient to show that \( v \sim u \) and that \( \phi(u, v, \delta) \in \Delta^N \).

(a) First check that \( |v| = \omega \). Take \( v_0 = (1, \ldots, 1), v_{i+1} = f^\omega(v_i, \phi(u, v_i, \delta)) \subseteq v \). Then \( v_0 \) is consistent with \( u \), and if \( v_i \) is consistent with \( u \), so is \( v_{i+1} \), from 7.1 (i) (replacing \( v \) there by some \( v'' \) with
\[ v_i \rightharpoonup v'', \]
and noting that \( w' \sim f(u', \delta) \subseteq f(u, \delta) \sim u \). And \( |v_{i+1}| > |v_i| \), from
7.1 (ii); so \( |v| = \omega \).

(b) Now use the Main Lemma 7.1 to compare \( v \) with \( u \). For each \( i \), choose \( w_i \) with
\[ u_i \sim w_i \rightharpoonup v. \]

\( w_0 \rightharpoonup \omega \) clearly exists; and given \( w_i \rightharpoonup v \), we have \( w_i \rightharpoonup u_i \rightharpoonup u \); so the
hypotheses of 4.1 (i) hold, producing \( w_{i+1} \rightharpoonup f^\omega(v, \phi(u, v, \delta)) = v \), with
\[ w_{i+1} \rightharpoonup f(u_{i+1}, \delta) \sim u_{i+1} \]; and \( |w_{i+1}| > |w_i| \). So \( \sqcap_i w_i \) is infinite; so \( v = \sqcup_i w_i \).
Finally, since each \( u_i \rightharpoonup w_i \), and \( \varepsilon \) is continuous,
\[ \varepsilon(v) = \varepsilon(\sqcup_i w_i) = \varepsilon(\sqcup_i u_i) = \varepsilon(u) \]
i.e. \( v \sim u \), as required.

Since \( v \sim u \), and \( |v| = |u| = \omega \), \( \phi(u, v, \delta) \in \Delta^N \), as required. The proof is
now complete.
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ABSTRACT
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A. INTRODUCTION

In this work we present a proof system based on temporal logic for proving the properties of concurrent programs. We refer the reader to [MP1] for a more detailed discussion of the computational model of concurrent programs, and the advantages offered by the language of temporal logic in formulating properties of concurrent programs.

1. THE TEMPORAL LANGUAGE: SYNTAX AND SEMANTICS

We first describe the temporal language we are going to use. This language contains special constructs that are suitable for reasoning about programs.

The language uses a set of basic symbols consisting of individual variables and constants, propositions, and function and predicate symbols. The set is partitioned into two subsets: global and local symbols. Intuitively speaking, the global symbols denote entities that do not change during a program execution. The local symbols, on the other hand, may change their meanings and values in different states throughout the execution. For our purpose, the only local symbols that interest us are local individual variables and propositions. We will have global symbols of all types.

We use the usual set of boolean connectives: \( \land, \lor, \neg, \equiv, \) and \( \sim \) together with the equality predicate \( = \) and the first-order quantifiers \( \forall \) and \( \exists \). These operators are referred to as the classical operators. The quantifiers \( \forall \) and \( \exists \) are applied only to global individual variables.

The modal operators used are: \( \Box, \Diamond, \circ \), and \( \mathbb{U} \), which are called respectively the always, sometime, next and until operators. The first three operators are unary while the \( \mathbb{U} \) operator is binary. We use the next operator, \( \circ \), in two different ways — as a temporal operator applied to formulas and as a temporal operator applied to terms.

A model \( (\mathcal{I}, \alpha, \sigma) \) for our language consists of a (global) interpretation \( \mathcal{I} \), a (global) assignment \( \alpha \) and a sequence of states \( \sigma \).

- The interpretation \( \mathcal{I} \) specifies a nonempty domain \( D \) and assigns concrete elements, functions and predicates to the (global) individual constants, function and predicate symbols.

- The assignment \( \alpha \) assigns a value over the appropriate domain to each of the global individual variables.

- The sequence \( \sigma = s_0, s_1, \ldots \) is an infinite sequence of states. Each state \( s_i \) assigns values to the local individual variables and propositions.
For a sequence

\[ \sigma = s_0, s_1, \ldots \]

we denote by

\[ \sigma^{(i)} = s_i, s_{i+1}, \ldots \]

the \( i \)-truncated suffix of \( \sigma \).

Given a temporal formula \( w \), we present below an inductive definition of the truth value of \( w \) in a model \( (I, \alpha, \sigma) \). The value of a subformula or term \( \tau \) under \( (I, \alpha, \sigma) \) is denoted by \( \tau|_\sigma^\alpha \), with \( I \) being implicitly understood.

Consider first the evaluation of terms:

- For a local individual variable or local proposition \( y \):
  \[ y|_\sigma^\alpha = s_0[y], \]
  i.e., the value assigned to \( y \) in \( s_0 \), the first state of \( \sigma \).

- For a global individual variable \( u \):
  \[ u|_\sigma^\alpha = \alpha[u], \]
  i.e., the value assigned to \( u \) by \( \alpha \).

- For an individual constant the evaluation is given by \( I \):
  \[ c|_\sigma^\alpha = I[c]. \]

- For a \( k \)-ary function \( f \):
  \[ f(t_1, \ldots, t_k)|_\sigma^\alpha = I[f](t_1|_\sigma^\alpha, \ldots, t_k|_\sigma^\alpha), \]
  i.e., the value is given by the application of the interpreted function \( I[f] \) to the values of \( t_1, \ldots, t_k \) evaluated in the model \( (I, \alpha, \sigma) \).

- For a term \( t \):
  \[ (\bigcirc t)|_\sigma^\alpha = t|_\sigma^{(1)}, \]
  i.e., the value of \( \bigcirc t \) in \( \sigma = s_0, s_1, \ldots \) is given by the value of \( t \) in the 1-truncated suffix \( \sigma^{(1)} = s_1, s_2, \ldots \).

Consider now the evaluation of formulas:

- For a \( k \)-ary predicate \( p \) (including equality):
  \[ p(t_1, \ldots, t_k)|_\sigma^\alpha = I[p](t_1|_\sigma^\alpha, \ldots, t_k|_\sigma^\alpha). \]
  Here again, we first evaluate the arguments in the model and then test \( I[p] \) on them.

- For a disjunction:
  \[ (w_1 \lor w_2)|_\sigma^\alpha = \text{true} \text{ if and only if } w_1|_\sigma^\alpha = \text{true or } w_2|_\sigma^\alpha = \text{true}. \]
  And similarly for the other binary boolean connectives \( \land, \lor, \text{ and } \equiv \).
- For a negation:
  \((\sim w)\big|_\sigma^\sigma = true\) if and only if \(w\big|_\sigma^\sigma = false\).

- For a next-time application:
  \((\Box w)\big|_\sigma^\sigma = w|_{\sigma^{(1)}}^\sigma\).
  Thus \(\Box w\) means: \(w\) will be true in the next instant — read "next \(w\)."

- For an all-times application:
  \((\Diamond w)\big|_\sigma^\sigma = true\) if and only if for every \(k \geq 0\), \(w|_{\sigma^{(k)}}^\sigma = true\),
  i.e., \(w\) is true for all suffix sequences of \(\sigma\). Thus \(\Box w\) means: \(w\) is true for all future instants (including the present) — read "always \(w\)" or "henceforth \(w\)."

- For a some-time application:
  \((\Diamond w)\big|_\sigma^\sigma = true\) if and only if there exists a \(k \geq 0\) such that \(w|_{\sigma^{(k)}}^\sigma = true\),
  i.e., \(w\) is true on at least one suffix of \(\sigma\). Thus \(\Diamond w\) means: \(w\) will be true for some future instant (possibly the present) — read "sometime \(w\)" or "eventually \(w\)."

- For an until application:
  \(w_1 \bigcup \bigcup_{i=0}^{k-1} w_2|_{\sigma^{(i)}}^\sigma = true\) if and only if for some \(k \geq 0\), \(w_2|_{\sigma^{(k)}}^\sigma = true\) and for all \(i, 0 \leq i < k\), \(w_1|_{\sigma^{(i)}}^\sigma = true\).
  Thus \(w_1 \bigcup \bigcup_{i=0}^{k-1} w_2\) means: there is a future instant in which \(w_2\) holds, and such that until that instant \(w_1\) continuously holds — read "\(w_1\) until \(w_2\)" ([KAM], [GPSS]).

- For a universal quantification:
  \((\forall u. w)\big|_\sigma^\sigma = true\) if and only if for every \(d \in D\), \(w|_{\sigma^d}^\sigma = true\),
  where \(\sigma^d = \sigma \circ [u \leftarrow d]\) is the assignment obtained from \(\sigma\) by assigning \(d\) to \(u\).

- For an existential quantification:
  \((\exists u. w)\big|_\sigma^\sigma = true\) if and only if for some \(d \in D\), \(w|_{\sigma^d}^\sigma = true\),
  where \(\sigma^d = \sigma \circ [u \leftarrow d]\).

Following are some examples of temporal expressions and their intuitive interpretations:

- \(u \circ \Diamond v\) If \(u\) is presently true, \(v\) will eventually become true.
- \(\Box(u \circ \Diamond v)\) Whenever \(u\) becomes true it will eventually be followed by \(v\).
- \(\Diamond \Box w\) At some future instant \(w\) will become permanently true.
- \(\Diamond(w \land \Box \sim w)\) There will be a future instant such that \(w\) is true at that instant and false at the next.
- \(\Box \Diamond w\) Every future instant is followed by a later one in which \(w\) is true,
thus \( w \) is true infinitely often.

\[ \Box(v \supset \Box v) \]
If \( u \) ever becomes true, then \( v \) is true at that instant and ever after.

\[ \Box u \lor (u \lor u) \]
Either \( u \) holds continuously or it holds until an occurrence of \( v \).
This is the weak form of the until operator that states that \( u \) will hold
continuously until the first occurrence of \( v \) if \( v \) ever happens
or indefinitely otherwise.

\[ \Diamond v \supset ((\neg v) \lor u) \]
If \( v \) ever happens, its first occurrence is preceded by (or coincides with) \( u \).

If \( w \) is true under the model \((I, \alpha, \sigma)\), we say that \((I, \alpha, \sigma) \) satisfies \( w \) or that \((I, \alpha, \sigma) \) is a
(satisfying) model for \( w \). We denote this by
\[ (I, \alpha, \sigma) \models w. \]

A formula \( w \) is satisfiable if there exists a satisfying model for it.
A formula \( w \) is valid if it is true in every model; in this case we write
\[ \models w. \]

Sometimes we are interested in a restricted class of models \( C \). A formula \( w \) which is true for
every model in \( C \) is said to be \( C \)-valid, denoted by
\[ C \models w. \]

**Example:**

The formula \( \Diamond(w_1 \land w_2) \supset (\Box w_1 \land \Diamond w_2) \) is valid, i.e.,
\[ \models \Diamond(w_1 \land w_2) \supset (\Box w_1 \land \Diamond w_2). \]

It says that if there exists an instant in which both \( w_1 \) and \( w_2 \) are true then there exists an instant
in which \( w_1 \) is true and there exists an instant in which \( w_2 \) is true.

Reversing the implication does not yield a valid formula, i.e.,
\[ \not\models (\Diamond w_1 \land \Diamond w_2) \supset (\Box w_1 \land w_2). \]

For, consider an interpretation consisting of a sequence of states:
\[ \sigma: s_0, s_1, \ldots \]
such that \( w_1 \) is true on all odd numbered states and false elsewhere, and \( w_2 \) is true on all the even numbered states and false on the odd ones. Then certainly both \( \Diamond w_1 \) and \( \Diamond w_2 \) are true on \( \sigma \), hence \( \Diamond w_1 \land \Diamond w_2 \) is true. On the other hand, there is no state on which both \( w_1 \) and \( w_2 \) are true simultaneously. Hence \( \Diamond (w_1 \land w_2) \) is false. Consequently the implication is false under the interpretation \( \sigma \).

2. THE PROOF SYSTEM

Having defined valid formulas, we naturally look for a deductive system in which validity can be proved. In such a system we take some of the valid formulas as axioms and provide a set of sound inference rules by which we hope to be able to prove the other valid formulas as theorems. A formula \( w \) is a theorem of the system either if it is an axiom of the system or has a proof in which it is derived from the axioms using the inference rules of the system. We denote the fact that \( w \) is a theorem is provable within the system by \( \vdash w \).

Our interest in the temporal logic formalism is mainly motivated by the applicability of this logic to proving properties of concurrent programs. Therefore, apart from developing the general basic logical properties of the operators and their interrelations, we will mostly be interested in properties that are valid over computations of a given concurrent program \( P \). Thus, the notion of validity our system will try to capture is that of a formula being true for all possible computations of the given program, and not necessarily over an arbitrary model. This corresponds to the concept of \( \mathcal{A}(P) \)-validity where \( \mathcal{A}(P) \) is the class of all models corresponding to computations of \( P \).

We structure our proof system into three main layers dependent on the universal validity of the theorems that can be derived in each layer. In the first layer, called the general part, we deal with the general temporal properties of discrete linear sequences (arbitrary models). Theorems proved in that part are valid for all sequences over arbitrary domains. They universally hold for arbitrary computations of all programs over such domains, as well as for sequences which cannot even be derived as the computations of a program. In the next layer the domain part, we restrict our attention to a particular domain \( D \) and provide tools for proving validity over models all of which are interpreted over \( D \). The third, most restrictive layer is the program part. Here we restrict our attention to a particular program \( P \) and develop tools for proving validity only over models whose sequences are legal computations of \( P \).

In [MP5], an extended version of this paper, the program dependent part is proved to be complete relative to the general temporal theory over the data domain. We also show that its dependence on the particular computation model studied is modular, by presenting a similar system for proving properties of CSP programs.
B. GENERAL PART

We start the general part by describing first the axiomatic system for propositional temporal logic in which we do not admit predicates or quantification.

3. THE PROPOSITIONAL TEMPORAL SYSTEM (□, ◯, ○ AND □)

The proof system for the propositional part consists of the following axioms:

**AXIOMS:**

A1. \( \vdash \Box \Diamond \neg w \equiv \Box \neg w \)
A2. \( \vdash \Box(w_1 \supset w_2) \supset (\Box w_1 \supset \Box w_2) \)
A3. \( \vdash \Box w \supset w \)
A4. \( \vdash \Diamond \neg w \equiv \Diamond \neg w \)
A5. \( \vdash \Diamond(w_1 \supset w_2) \supset (\Diamond w_1 \supset \Diamond w_2) \)
A6. \( \vdash \Box w \supset \Diamond w \)
A7. \( \vdash \Box w \supset \Diamond \Box w \)
A8. \( \vdash \Box(w \supset \Diamond w) \supset (w \supset \Box w) \)
A9. \( \vdash (w_1 \lor w_2) \equiv [w_2 \lor (w_1 \land \Diamond(w_1 \lor w_2))] \)
A10. \( \vdash (w_1 \lor w_2) \supset \Diamond w_2 \).

Axiom A1 defines \( \Diamond \) as the dual of \( \Box \); it states that at all times \( w \) is false if and only if it is not the case that sometimes \( w \) holds. Axiom A2 states that if universally \( w_1 \) implies \( w_2 \) then if at all times \( w_1 \) is true then so is \( w_2 \). Axiom A3 establishes the present as part of the future by stating that if \( w \) is true at all future instants it must be true at the present. Axiom A4 establishes \( \Diamond \) as self-dual. Consequently it implies that the next instant exists and is unique, and restricts our models to linear sequences (no branching). Axiom A5 is the analogue of A2 for the \( \Diamond \) operator. Axiom A6 states that the next instant is one of the future states. Axiom A7 states that if \( w \) holds in all future instants it also holds in all instants which lie in the future of the next instant. Axiom A8 is the “computational induction” axiom; it states that if a property is inherited over one step transitions, it is invariant over any suffix sequence whose first state satisfies \( w \). Axiom A9 characterizes the until operator by distributing its effect into what is implied for the present and what is implied for the next instant. Axiom A10 simply states that “\( w_1 \) until \( w_2 \)” implies that \( w_2 \) will eventually happen.
INFERENCES RULES:

R1. Propositional Tautology — PT

If \( u \) is an instance of a propositional tautology then \( \vdash u \)

R2. Modus Ponens — MP

If \( \vdash u \supset v \) and \( \vdash u \) then \( \vdash v \)

R3. □ Insertion — □I

If \( \vdash u \) then \( \vdash □u \)

All these rules are sound. The soundness of R1 and R2 is obvious. Note that in R1 we also include temporal instances of tautologies; we may substitute an arbitrary temporal formula for a proposition letter in obtaining an instance. For example, the formula □w □ □w is a temporal instance of the tautology p □ p. To justify R3, we recall that validity of \( w \) means that \( w \) is true in all models, hence □w is also valid.

DERIVED RULES AND THEOREMS:

Before giving some theorems that can be proved in this system, we develop several useful derived rules:

\[
\text{Propositional Reasoning — PR}
\]

\[\vdash (u_1 \wedge u_2 \wedge \ldots \wedge u_n) \supset v\]
\[\vdash u_1, \vdash u_2, \ldots, \text{and } \vdash u_n\]
\[\vdash v\]

The notation above is used to describe inference rules. It has the general form

\[\vdash \varphi_1, \vdash \varphi_2, \ldots, \vdash \varphi_m\]
\[\vdash \psi\]

and means that if we have already proved \( \varphi_1, \ldots, \varphi_m \) (the assumptions or premises of the rule), we are allowed by this rule to infer \( \psi \) (the conclusion or consequent of the rule).

Proof:

The rule PR follows from the propositional tautology (Rule R1)

\[\vdash [(u_1 \wedge u_2 \wedge \ldots \wedge u_n) \supset v] \supset \{u_1 \supset (u_2 \supset \ldots (u_n \supset v) \ldots)\}\]

by applying MP (Rule R2) \( n + 1 \) times. □
Whenever we apply this derived rule without explicitly indicating the premise
\[ \vdash (u_1 \land u_2 \land \ldots \land u_n) \supset v, \]
it means that the premise is an instance of a propositional tautology.

\[
\begin{array}{c}
\text{\textit{O Insertion}} - \text{\textit{OI}} \\
\hdashline
\vdash u \\
\vdash \Box u
\end{array}
\]

Proof:
1. \( \vdash u \) \hspace{2cm} \text{given}
2. \( \vdash \Box u \) \hspace{2cm} \text{by \( \Box I \)}
3. \( \vdash \Box u \) \hspace{2cm} \text{by A6 and MP}

The first theorem that we derive in the system is:

T1. \( \vdash w \supset \Diamond w \)

Proof:
1. \( \vdash (\Box \neg w) \supset \neg w \) \hspace{2cm} \text{by A3}
2. \( \vdash w \supset (\neg \Box \neg w) \) \hspace{2cm} \text{by PR}
3. \( \vdash w \supset \Diamond w \) \hspace{2cm} \text{by A1 and PR}

The theorem implies (by MP) the derived rule

\[
\begin{array}{c}
\text{\textit{Diamond Insertion}} - \Diamond I \\
\hdashline
\vdash u \\
\vdash \Diamond u
\end{array}
\]

T2. \( \vdash \Box w \supset \Diamond w \)

Proof:
1. \( \vdash (\Box \neg w) \supset (\Diamond \neg w) \) \hspace{2cm} \text{by A6}
2. \( \vdash (\neg \circ \neg w) \supset (\neg \Box \neg w) \)
   by PR
3. \( \vdash \Box w \supset \Diamond w \)
   by A1, A4, and PR

The following three rules (and a similar rule for the \textit{until} operator presented later) show that all the temporal operators are monotonic in the sense that an argument may be replaced by a weaker statement yielding a weaker expression.

\[\begin{array}{c|c}
\Box \Box Rules \\
(a) & \dfrac{\vdash u \supset v}{\vdash \Box u \supset \Box v} \\
(b) & \dfrac{\vdash u \equiv v}{\vdash \Box u \equiv \Box v} \\
\end{array}\]

Proof of (a):

1. \( \vdash u \supset v \) given
2. \( \vdash \Box(u \supset v) \) by \( \Box I \)
3. \( \vdash \Box(u \supset v) \supset (\Box u \supset \Box v) \) by A2
4. \( \vdash \Box u \supset \Box v \) by 2, 3 and MP

Rule (b) then follows by propositional reasoning by using the tautology

\[ [(u \supset v) \land (v \supset u)] \equiv (u \equiv v). \]

\[\begin{array}{c|c}
\Diamond \Diamond Rules \\
(a) & \dfrac{\vdash u \supset v}{\vdash \Diamond u \supset \Diamond v} \\
(b) & \dfrac{\vdash u \equiv v}{\vdash \Diamond u \equiv \Diamond v} \\
\end{array}\]

Proof of (a):

1. \( \vdash u \supset v \) given
2. \( \vdash \neg v \supset \neg u \) by PR
3. \( \vdash \Box \neg v \supset \Box \neg u \) by \( \Box \Box \)
4. \( \vdash \neg \Diamond v \supset \neg \Diamond u \) by A1 and PR
5. \( \vdash \Diamond u \supset \Diamond v \) by PR

Rule (b) then follows by propositional reasoning.
\begin{equation*}
\begin{array}{c}
\text{Rules} \\
(a) \quad \frac{\Gamma u \lor v}{\Gamma \Box u \lor \Box v} \\
(b) \quad \frac{\Gamma u \equiv v}{\Gamma \Box u \equiv \Box v}
\end{array}
\end{equation*}

\textbf{Proof of (a):}

1. \(\Gamma u \lor v\) \hspace{2cm} \text{given}
2. \(\Gamma \Box(u \lor v)\) \hspace{2cm} \text{by OL}
3. \(\Gamma \Box u \lor \Box v\) \hspace{2cm} \text{by A5 and MP}

Rule (b) follows by propositional reasoning.

\begin{equation*}
\textit{Computational Induction Rule — CI}
\begin{array}{c}
\frac{\Gamma u \lor \Box u}{\Gamma u \lor \Box u}
\end{array}
\end{equation*}

\textbf{Proof:}

1. \(\Gamma u \lor \Box u\) \hspace{2cm} \text{given}
2. \(\Gamma \Box(u \lor \Box u)\) \hspace{2cm} \text{by \(\Box\)I}
3. \(\Gamma \Box(u \lor \Box u) \lor (u \lor \Box u)\) \hspace{2cm} \text{by A8}
4. \(\Gamma u \lor \Box u\) \hspace{2cm} \text{by 2, 3 and MP}

\begin{equation*}
\textit{Derived Computational Induction Rule — DCI}
\begin{array}{c}
\frac{\Gamma u \lor (v \land \Box u)}{\Gamma u \lor \Box v}
\end{array}
\end{equation*}

\textbf{Proof:}

1. \(\Gamma u \lor (v \land \Box u)\) \hspace{2cm} \text{given}
2. \(\Gamma u \lor \Box u\) \hspace{2cm} \text{by PR}
3. \(\Gamma u \lor \Box u\) \hspace{2cm} \text{by CI}
4. \(\Gamma u \lor v\) \hspace{2cm} \text{by 1 and PR}
5. \(\Gamma \Box u \lor \Box v\) \hspace{2cm} \text{by \(\Box\)I}
6. \( \vdash w \supset \lozenge w \) 

by 3, 5 and PR

The following two theorems show that the \( \square \) and \( \lozenge \) operators are both idempotent:

T3. \( \vdash \square w \equiv \square \square w \)

Proof:

1. \( \vdash \square \square w \supset \square w \) by A3
2. \( \vdash \square w \supset \lozenge \square w \) by A7
3. \( \vdash \square w \supset \square \square w \) by CI
4. \( \vdash \square w \equiv \square \square w \) by 1, 3 and PR

T4. \( \vdash \lozenge w \equiv \lozenge \lozenge w \)

Proof:

1. \( \vdash \lozenge w \equiv \square \lozenge w \) by A1
2. \( \vdash \square \lozenge w \equiv \square \square \lozenge w \) by T3
3. \( \vdash \square \square \square w \equiv \square \square \lozenge w \) by 1 and \( \square \square \)
4. \( \vdash \square \lozenge w \equiv \lozenge \lozenge \lozenge w \) by A1
5. \( \vdash \lozenge w \equiv \lozenge \lozenge w \) by 1, 2, 3, 4 and PR
6. \( \vdash \lozenge w \equiv \lozenge \lozenge w \) by PR

Because of these last two theorems we can collapse any string of consecutive identical modalities such as \( \square \ldots \square \) or \( \lozenge \ldots \lozenge \) into a single modality of the same type.

The following theorem establishes that \( \square \) is the dual of \( \lozenge \). Note that A1 states that \( \lozenge \) is the dual of \( \square \), i.e., \( \lozenge w \equiv \sim \square \sim w \).

T5. \( \vdash (\lozenge \sim w) \equiv (\sim \square w) \)

Proof:

1. \( \vdash (\sim \sim w) \equiv w \) by PT
2. \( \vdash (\Box \sim w) \equiv \Box w \) by \( \Box \Box \)

3. \( \vdash (\sim \Diamond \sim w) \equiv \Box w \) by A1 and PR

4. \( \vdash (\Diamond \sim w) \equiv (\sim \Box w) \) by PR

T6. \( \Box (w_1 \supset w_2) \supset (\Diamond w_1 \supset \Diamond w_2) \)

Proof:

1. \( \vdash (w_1 \supset w_2) \equiv (\sim w_2 \supset \sim w_1) \) by PT

2. \( \vdash \Box (w_1 \supset w_2) \equiv \Box (\sim w_2 \supset \sim w_1) \) by \( \Box \Box \)

3. \( \vdash \Box (\sim w_2 \supset \sim w_1) \equiv (\Box \sim w_2 \supset \Box \sim w_1) \) by A2

4. \( \vdash (\Box \sim w_2 \supset \Box \sim w_1) \equiv (\sim \Diamond w_2 \supset \sim \Diamond w_1) \) by A1 and PR

5. \( \vdash (\sim \Diamond w_2 \supset \sim \Diamond w_1) \equiv (\Diamond w_1 \supset \Diamond w_2) \) by PT

6. \( \vdash \Box (w_1 \supset w_2) \supset (\Diamond w_1 \supset \Diamond w_2) \) by 2, 3, 4, 5 and PR

The following theorems show the interaction between the temporal and the boolean operators.

T7. \( \vdash \Box (w_1 \land w_2) \equiv (\Box w_1 \land \Box w_2) \)

Proof:

1. \( \vdash (w_1 \land w_2) \supset w_1 \) by PT

2. \( \vdash \Box (w_1 \land w_2) \supset \Box w_1 \) by \( \Box \Box \)

3. \( \vdash (w_1 \land w_2) \supset w_2 \) by PT

4. \( \vdash \Box (w_1 \land w_2) \supset \Box w_2 \) by \( \Box \Box \)

5. \( \vdash \Box (w_1 \land w_2) \supset (\Box w_1 \land \Box w_2) \) by 2, 4 and PR

6. \( \vdash w_1 \supset (w_2 \supset (w_1 \land w_2)) \) by PT

7. \( \vdash \Box w_1 \supset \Box (w_2 \supset (w_1 \land w_2)) \) by \( \Box \Box \)

8. \( \vdash \Box (w_2 \supset (w_1 \land w_2)) \supset (\Box w_2 \supset \Box (w_1 \land w_2)) \) by A2

9. \( \vdash \Box w_1 \supset (\Box w_2 \supset \Box (w_1 \land w_2)) \) by 7, 8 and PR

10. \( \vdash (\Box w_1 \land \Box w_2) \supset \Box (w_1 \land w_2) \) by PR
11. \[ \vdash \Box (w_1 \land w_2) \equiv (\Box w_1 \land \Box w_2) \]

by 5, 10 and PR

T8. \[ \vdash \Diamond (w_1 \lor w_2) \equiv (\Diamond w_1 \lor \Diamond w_2) \]

Proof:

1. \[ \vdash \Box \sim (w_1 \lor w_2) \equiv \Box \sim (w_1 \land \sim w_2) \]
   by PT and \( \Box \Box \)

2. \[ \vdash \Box \sim (w_1 \land \sim w_2) \equiv (\Box \sim w_1 \land \Box \sim w_2) \]
   by T7

3. \[ \vdash (\Box \sim w_1 \land \Box \sim w_2) \equiv \sim (\Box \sim w_1 \lor \sim \Box \sim w_2) \]
   by PT

4. \[ \vdash \Box \sim (w_1 \lor w_2) \equiv \sim (\Diamond w_1 \lor \Diamond w_2) \]
   by 1, 2, 3 and PR

5. \[ \vdash \sim (\Diamond w_1 \lor \Diamond w_2) \equiv \Diamond (w_1 \lor w_2) \]
   by A1 and PR

6. \[ \vdash \Diamond (w_1 \lor w_2) \equiv (\Diamond w_1 \lor \Diamond w_2) \]
   by PR

Note that because of the universal character of \( \Box \) it can be distributed over \( \land \) (Theorem T7), while \( \Diamond \), which is of existential character can be distributed over \( \lor \) (Theorem T8). Next, we show that interchanging a temporal operator with a boolean operator of the opposite character yields an implication in one direction only; the implication is not necessarily true in the other direction.

T9. \[ \vdash (\Box w_1 \lor \Box w_2) \supset \Box (w_1 \lor w_2) \]

Proof:

1. \[ \vdash \Box w_1 \lor \Box w_2 \equiv \Box (w_1 \lor w_2) \]
   by PT and \( \Box \Box \)

2. \[ \vdash \Box w_1 \lor \Box w_2 \equiv \Box (w_1 \lor w_2) \]
   by PT

3. \[ \vdash (\Box w_1 \lor \Box w_2) \supset \Box (w_1 \lor w_2) \]
   by 1, 2 and PR

T10. \[ \vdash \Diamond (w_1 \land w_2) \supset (\Diamond w_1 \land \Diamond w_2) \]

Proof:

1. \[ \vdash \Diamond (w_1 \land w_2) \supset \Diamond w_1 \]
   by PT and \( \Diamond \Diamond \)

2. \[ \vdash \Diamond (w_1 \land w_2) \supset \Diamond w_2 \]
   by PT

3. \[ \vdash \Diamond (w_1 \land w_2) \supset (\Diamond w_1 \land \Diamond w_2) \]
   by 1, 2 and PR
T11. \( \vdash (\Box w_1 \land \Diamond w_2) \supset \Diamond (w_1 \land w_2) \).

**Proof:**

1. \( \vdash w_1 \supset (w_2 \supset (w_1 \land w_2)) \) by PT
2. \( \vdash \Box w_1 \supset \Box (w_2 \supset (w_1 \land w_2)) \) by \( \Box \Box \)
3. \( \vdash \Box w_1 \supset (\Diamond w_2 \supset \Diamond (w_1 \land w_2)) \) by T6
4. \( \vdash \Box w_1 \supset (\Diamond w_2 \supset \Diamond (w_1 \land w_2)) \) by 2, 3 and PR
5. \( \vdash (\Box w_1 \land \Diamond w_2) \supset \Diamond (w_1 \land w_2) \) by PR

Next we consider the commutativity properties of the next operator \( \Diamond \). In view of \( \Lambda 4 \), \( \Diamond \) is self-dual and can be considered to be of both existential and universal character. Indeed it commutes with every other boolean or temporal operator as well as with quantifiers.

T12. \( \vdash \Diamond (w_1 \land w_2) \equiv (\Diamond w_1 \land \Diamond w_2) \)

**Proof:**

1. \( \vdash w_1 \supset (w_2 \supset (w_1 \land w_2)) \) by PT
2. \( \vdash \Diamond w_1 \supset \Diamond (w_2 \supset (w_1 \land w_2)) \) by \( \Diamond \Diamond \)
3. \( \vdash \Diamond (w_2 \supset (w_1 \land w_2)) \supset (\Diamond w_2 \supset \Diamond (w_1 \land w_2)) \) by \( \Lambda 5 \)
4. \( \vdash \Diamond w_1 \supset (\Diamond w_2 \supset \Diamond (w_1 \land w_2)) \) by 2, 3 and PR
5. \( \vdash (\Diamond w_1 \land \Diamond w_2) \supset \Diamond (w_1 \land w_2) \) by PR

6. \( \vdash (w_1 \land w_2) \supset w_1 \) by PT
7. \( \vdash \Diamond (w_1 \land w_2) \supset \Diamond w_1 \) by \( \Diamond \Diamond \)
8. \( \vdash (w_1 \land w_2) \supset w_2 \) by PT
9. \( \vdash \Diamond (w_1 \land w_2) \supset \Diamond w_2 \) by \( \Diamond \Diamond \)
10. \( \vdash \Diamond (w_1 \land w_2) \supset (\Diamond w_1 \land \Diamond w_2) \) by 7, 9 and PR
11. \( \vdash \Diamond (w_1 \land w_2) \equiv (\Diamond w_1 \land \Diamond w_2) \) by 5, 10 and PR

T13. \( \vdash \Diamond (w_1 \lor w_2) \equiv (\Diamond w_1 \lor \Diamond w_2) \)
Proof:

1. \( \vdash O(w_1 \land \neg w_2) \equiv (O \neg w_1) \land (O \neg w_2) \) by T12
2. \( \vdash O(w_1 \land \neg w_2) \equiv (\neg O w_1) \land (\neg O w_2) \) by A4 and PR
3. \( \vdash O(w_1 \lor w_2) \equiv (\neg O \neg w_1) \land (\neg O \neg w_2) \) by OO and PR
4. \( \vdash \neg O(w_1 \lor w_2) \equiv \neg (O w_1 \lor O w_2) \) by A4 and PR
5. \( \vdash O(w_1 \lor w_2) \equiv (O w_1 \lor O w_2) \) by PR

T14. \( \vdash O(w_1 \supset w_2) \equiv (O w_1 \supset O w_2) \)

Proof:

1. \( \vdash O(\neg w_1 \lor w_2) \equiv (O \neg w_1) \lor (O w_2) \) by T13
2. \( \vdash O(\neg w_1 \lor w_2) \equiv (\neg O w_1) \lor (O w_2) \) by A4 and PR
3. \( \vdash O(w_1 \supset w_2) \equiv (O w_1 \supset O w_2) \) by OO and PR

T15. \( \vdash O(w_1 \equiv w_2) \equiv (O w_1 \equiv O w_2) \)

Proof:

1. \( \vdash [O(w_1 \supset w_2) \land O(w_2 \supset w_1)] \equiv [(O w_1 \supset O w_2) \land (O w_2 \supset O w_1)] \) by T14 and PR
2. \( \vdash [O(w_1 \supset w_2) \land (w_2 \supset w_1)] \equiv [(O w_1 \supset O w_2) \land (O w_2 \supset O w_1)] \) by T12 and PR
3. \( \vdash O(w_1 \equiv w_2) \equiv (O w_1 \equiv O w_2) \) by OO and PR

The previous theorems show that the next operator, O, commutes with each of the boolean operators. The following two theorems establish commutation of O with the temporal operators □ and ◻.

T16. \( \vdash O \square w \equiv \square O w \)

Proof:

1. \( \vdash O w \supset (w \supset O w) \) by PT
2. $\vdash \Box \Box w \equiv \Box (\Box w \equiv \Box \Box w)$ by $\Box \Box$
3. $\vdash \Box (\Box w \equiv \Box w) \equiv \Box \Box (\Box w \equiv \Box \Box w)$ by A7
4. $\vdash \Box \Box (\Box w \equiv \Box w) \equiv \Box (\Box w \equiv \Box \Box w)$ by A8 and $\Box \Box$
5. $\vdash \Box (\Box w \equiv \Box w) \equiv (\Box w \equiv \Box \Box w)$ by A5
6. $\vdash \Box \Box w \equiv (\Box w \equiv \Box \Box w)$ by 2, 3, 4, 5 and PR
7. $\vdash \Box \Box w \equiv \Box w$ by A3
8. $\vdash \Box \Box w \equiv \Box \Box w$ by 6, 7 and PR
9. $\vdash \Box \Box w \equiv \Box \Box \Box w$ by A7 and $\Box \Box$
10. $\vdash \Box \Box w \equiv \Box \Box \Box w$ by CI
11. $\vdash \Box \Box w \equiv \Box w$ by A3 and $\Box \Box$
12. $\vdash \Box \Box \Box w \equiv \Box \Box w$ by $\Box \Box$
13. $\vdash \Box \Box w \equiv \Box \Box w$ by 10, 12 and PR
14. $\vdash \Box \Box w \equiv \Box \Box w$ by 8, 13 and PR

T17. $\vdash \Box \Diamond w \equiv \Diamond \Diamond w$

Proof:

1. $\vdash \Box \Diamond \sim w \equiv \Box \Diamond \sim w$ by T16
2. $\vdash \sim \Diamond w \equiv \sim \Diamond \Diamond w$ by A1, A4, $\Box \Box$, $\Box \Box$ and PR
3. $\vdash \Diamond \Diamond w \equiv \Diamond \Diamond w$ by PR

T18. $\vdash \Box \Diamond \Box w \equiv \Diamond \Diamond w$

Proof:

1. $\vdash \Box \Diamond \Box w \equiv \Diamond \Diamond w$ by A3
2. $\vdash \Box \Box w \equiv \Diamond \Diamond w$ by A7
3. $\vdash \Box \Diamond \Box w \equiv \Diamond \Diamond \Box w$ by $\Diamond \Diamond$
4. $\vdash \Diamond \Diamond \Box w \equiv \Diamond \Diamond \Diamond w$ by T17 and PR
5. \( \vdash \Box \Box w \supset \Diamond \Diamond \Box w \)
   by 3, 4 and PR

6. \( \vdash \Diamond \Box w \supset \Box \Diamond \Box w \)
   by CI

7. \( \vdash \Box \Diamond \Box w \equiv \Diamond \Box w \)
   by 1, 6 and PR

T19. \( \vdash \Diamond \Diamond \Diamond w \equiv \Box \Diamond w \)

Proof: By duality from T18.

These last two theorems together with T3 and T4 (\( \Box \Box w \equiv \Box w \) and \( \Diamond \Diamond w \equiv \Diamond w \), respectively) give us a normal prefix form for a string of the form

\[ m_1 m_2 \ldots m_4(w) \]

where each \( m_i \) is either \( \Box \) or \( \Diamond \). We use first T2 and T3 to collapse any substring of the form \( \Box^n \) and \( \Diamond^n \) to a single \( \Box \) or \( \Diamond \). What remains must be a string of alternating \( \Box \) and \( \Diamond \). If it contains more than one operator then it is equivalent by T18 and T19 to a string with just two operators — the last two. Consequently any string such as the above must be equivalent to one of the following four possibilities:

\( \Box w, \Diamond w, \Box \Diamond w \) or \( \Diamond \Box w \).

In the more general case that the string also contains some occurrences of the next-time operator \( \Diamond \), we may use the commutation of \( \Diamond \) with both \( \Box \) and \( \Diamond \) to obtain the four normal forms:

\( \Diamond^k \Box w, \Diamond^k \Diamond w, \Diamond^k \Diamond \Box w \) and \( \Diamond^k \Diamond \Diamond w \)

for some \( k \geq 0 \).

T20. \( \vdash \Box w \equiv (w \land \Diamond \Box w) \)

Proof:

1. \( \vdash \Box w \supset w \) by A3
2. \( \vdash \Box w \supset \Diamond \Box w \) by A7
3. \( \vdash \Box w \supset (w \land \Diamond \Box w) \) by 1, 2 and PR
4. \( \vdash \Diamond \Box w \supset \Diamond (w \land \Diamond \Box w) \) by \( \Diamond \Diamond \)
5. \( \vdash (w \land \Diamond \Box w) \supset \Diamond (w \land \Diamond \Box w) \) by PR
6. \( \vdash (w \land \Box \Box w) \supset \Box (w \land \Box \Box w) \)  
   by CI
7. \( \vdash \Box (w \land \Box \Box w) \supset \Box w \)  
   by PT and \( \Box \Box \)
8. \( \vdash (w \land \Box \Box w) \supset \Box w \)  
   by 6, 7 and PR
9. \( \vdash \Box w \equiv (w \land \Box \Box w) \)  
   by 3, 8 and PR

T21. \( \vdash \Diamond w \equiv (w \lor \Box \Diamond w) \)

**Proof:**

1. \( \vdash \Box \sim w \equiv (\sim w \land \Box \Box \sim w) \)  
   by T20
2. \( \vdash \Diamond w \equiv \sim (w \lor \sim \Box \Box \sim w) \)  
   by A1 and PR
3. \( \vdash \sim \Box \Box \sim w \equiv \Box \Diamond w \)  
   by A4, A1, \( \Box \Box \) and PR
4. \( \vdash \Diamond w \equiv (w \lor \Box \Diamond w) \)  
   by 2, 3 and PR

Theorems T20 and T21 give a fixpoint characterization of the \( \Box \) and \( \Diamond \) operators respectively. They each give an equation using only boolean operators, the formula \( w \) and the operator \( \Diamond \). The solutions to these equations are \( \Box w \) and \( \Diamond w \) respectively. This shows that in some sense \( \Diamond \) is the most basic operator since the other operators may be defined by means of fixpoint equations using \( \Diamond \). Axiom A9 similarly characterizes the \( \lor \) operator by a fixpoint equation.

T22. \( \vdash (w \land \Diamond \sim w) \supset \Diamond (w \land \Box \sim w) \).

This is the dual of the "computational induction" axiom A8. It states that if \( w \) is true now and is false sometime in the future, then there exists some instant such that \( w \) is true at that instant and false at the next.

**Proof:**

1. \( \vdash \Box (w \supset \Box w) \supset (w \supset \Box w) \)  
   by A8
2. \( \vdash (w \supset \Box w) \supset \Box (w \supset \Box w) \)  
   by PR
3. \( \vdash (w \land \sim \Box w) \supset \Diamond (w \supset \Box w) \)  
   by T5 and PR
4. \( \vdash \Diamond \sim (w \supset \Box w) \equiv \Diamond (w \land \sim \Box w) \)  
   by PT and \( \Diamond \Diamond \)
5. \( \vdash (w \land \sim \Box w) \supset \Diamond (w \land \sim \Box w) \)  
   by 3, 4 and PR
6. \( \vdash (w \land \Diamond \sim w) \supset \Diamond (w \land \Box \sim w) \)  
   by T5, A4 and PR
The following derived rules correspond to proof rules existing in most axiomatic verification systems:

<table>
<thead>
<tr>
<th>Consequence Rules</th>
<th>(\Diamond Q) rule</th>
<th>(\Box Q) rule</th>
<th>(Q) rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\vdash u_1 \supset u_2)</td>
<td>(\vdash u_1 \supset u_2)</td>
<td>(\vdash u_1 \supset u_2)</td>
<td>(\vdash u_1 \supset u_2)</td>
</tr>
<tr>
<td>(\vdash u_2 \supset \Box v_1)</td>
<td>(\vdash u_2 \supset \Diamond v_1)</td>
<td>(\vdash u_2 \supset \Diamond v_1)</td>
<td>(\vdash u_2 \supset \Diamond v_1)</td>
</tr>
<tr>
<td>(\vdash v_1 \supset v_2)</td>
<td>(\vdash v_1 \supset v_2)</td>
<td>(\vdash v_1 \supset v_2)</td>
<td>(\vdash v_1 \supset v_2)</td>
</tr>
<tr>
<td>(\vdash u_1 \supset \Box v_2)</td>
<td>(\vdash u_1 \supset \Diamond v_2)</td>
<td>(\vdash u_1 \supset \Diamond v_2)</td>
<td>(\vdash u_1 \supset \Diamond v_2)</td>
</tr>
</tbody>
</table>

Proof of \(\Diamond Q\):
1. \(\vdash u_1 \supset u_2\) given
2. \(\vdash u_2 \supset \Diamond v_1\) given
3. \(\vdash v_1 \supset v_2\) given
4. \(\vdash \Diamond v_1 \supset \Diamond v_2\) by 3 and \(\Diamond \Diamond\)
5. \(\vdash u_1 \supset \Diamond v_2\) by 1, 2, 4 and PR

The \(\Box Q\) and \(Q\) rules are proved similarly by the \(\Box \Box\)-rule and \(Q Q\)-rule, respectively.

<table>
<thead>
<tr>
<th>Concatenation Rules</th>
<th>(\Box C) rule</th>
<th>(\Diamond C) rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\vdash u \supset \Box v)</td>
<td>(\vdash u \supset \Diamond v)</td>
<td>(\vdash u \supset \Diamond v)</td>
</tr>
<tr>
<td>(\vdash v \supset \Box w)</td>
<td>(\vdash v \supset \Diamond w)</td>
<td>(\vdash v \supset \Diamond w)</td>
</tr>
<tr>
<td>(\vdash u \supset \Box w)</td>
<td>(\vdash u \supset \Diamond w)</td>
<td>(\vdash u \supset \Diamond w)</td>
</tr>
</tbody>
</table>

Proof of \(\Box C\):
1. \(\vdash u \supset \Box v\) given
2. \(\vdash v \supset \Box w\) given
3. \(\vdash \Box v \supset \Box \Box w\) by 2 and \(\Box \Box\)
4. \(\vdash \Box v \supset \Box w\) by T3 and PR
5. \(\vdash u \supset \Box w\) by 1, 4 and PR

The \(\Diamond C\) rule is proved similarly by the \(\Diamond \Diamond\)-rule. Note that the corresponding \(Q C\) rule does not hold.
UNTIL DERIVED RULES AND THEOREMS:

\[ \text{Right Until Introduction} \rightarrow \text{RUI} \]
\[ \vdash w \supset \Diamond v \]
\[ \vdash w \supset [v \lor (u \land \Diamond w)] \]
\[ \vdash w \supset (u \Diamond v) \]

Proof:

1. \[ \vdash w \supset \Diamond v \] given
2. \[ \vdash w \supset [v \lor (u \land \Diamond w)] \] given
3. \[ \vdash [v \lor (u \land \Diamond (u \Diamond v))] \supset (u \Diamond v) \] by A0 and PR
4. \[ \vdash \neg(u \Diamond v) \supset [\neg v \land \neg v \lor \Diamond \neg(u \Diamond v)] \] by A4 and PR
5. \[ \vdash [w \land \neg(u \Diamond v)] \supset [\neg w \land \Diamond w \land \Diamond \neg(u \Diamond v)] \] by 2, 4 and PR
6. \[ \vdash [w \land \neg(u \Diamond v)] \supset [\neg v \land \Diamond (w \land \neg(u \Diamond v))] \] by T12 and PR
7. \[ \vdash [w \land \neg(u \Diamond v)] \supset \Box \neg v \] by DCI, taking \( u \) to be \( w \land \neg(u \Diamond v) \) and \( v \) to be \( \neg v \)
8. \[ \vdash [w \land \neg(u \Diamond v)] \supset \Box \neg v \] by 1, T5 and PR
9. \[ \vdash w \supset (u \Diamond v) \] by 7, 8 and PR

The RUI rule, together with axioms A9 and A10, can be viewed as a characterization of the \( u \Diamond v \) construct as a maximal solution of the two implications:

\[ (\ast) \begin{cases} z \supset [v \lor (u \land \Diamond z)] \\ z \supset \Diamond v \end{cases} \]

The ordering by which maximality is defined is the ordering induced by defining \textit{false} \( \sqsubseteq \text{true} \).

Axioms A9 and A10 imply that

\[ (u \Diamond v) \supset [v \lor (u \land \Diamond u \Diamond v)] \]
\[ (u \Diamond v) \supset \Diamond v \]

Thus they show \( z = u \Diamond v \) to be a solution of the implications \( (\ast) \). The rule RUI states that any other solution \( z = w \) must satisfy \( w \supset (u \Diamond v) \) which implies that whenever \( w \) is true so is \( u \Diamond v \). Interpreted in our ordering this is representable as \( w \sqsubseteq (u \Diamond v) \). Thus \( z = u \Diamond v \) is the maximal solution to \( (\ast) \).

An intuitive explanation as to why \( u \Diamond v \) is indeed the maximal solution of \( (\ast) \) can be given as follows:
Let \( w \) be any proposition satisfying (s) everywhere in a sequence \( s = s_0, s_1, \ldots \). We note that (s) may have many solutions. In particular \( x = \text{false} \) is a trivial solution. However, an obvious property of every solution \( w \) is that if \( w \) is true in some state \( s_i \), this state must satisfy \( w \) and the next state \( s_{i+1} \) must also satisfy \( w \) unless \( s_i \) satisfies \( w \). Thus once \( w \) is true it cannot be false only in a \( v \)-state. In view of the second implication such a \( v \)-state is guaranteed. Consequently whenever \( w \) is true in a state, \( u \cup v \) must also be true in that state.

**Left Until Introduction — LUI**

\[
\vdash [v \lor (u \land O \, w)] \supset w \\
\vdash (u \cup v) \subset w
\]

**Proof:**

1. \( \vdash [v \lor (u \land O \, w)] \supset w \) \hspace{2cm} \text{given}
2. \( \vdash u \cup v \supset [v \lor (u \land O(u \cup v))] \) \hspace{2cm} \text{by A9 and PR}
3. \( \vdash \neg w \supset [\neg v \land (\neg u \lor O \neg w)] \) \hspace{2cm} \text{by 1, A4 and PR}
4. \( \vdash [u \cup v \land \neg w] \supset [\neg v \land u \land O(u \cup v) \land O \neg w] \) \hspace{2cm} \text{by 2, 3 and PR}
5. \( \vdash [u \cup v \land \neg w] \supset [O(u \cup v) \land O \neg w] \) \hspace{2cm} \text{by PR}
6. \( \vdash [u \cup v \land \neg w] \supset O(u \cup v \land \neg w) \) \hspace{2cm} \text{by T12 and PR}
7. \( \vdash [u \cup v \land \neg w] \supset O(u \cup v \land \neg w) \) \hspace{2cm} \text{by CI}
8. \( \vdash [u \cup v \land \neg w] \supset [\neg v] \) \hspace{2cm} \text{by 3 and PR}
9. \( \vdash \Box(u \cup v \land \neg w) \supset \Box \neg v \) \hspace{2cm} \text{by \Box \Box}
10. \( \vdash [u \cup v \land \neg w] \supset [\neg \Box v] \) \hspace{2cm} \text{by 7, 9, A1 and PR}
11. \( \vdash [u \cup v \land \neg w] \supset [\Box \neg v] \) \hspace{2cm} \text{by A10 and PR}
12. \( \vdash u \cup v \supset w \) \hspace{2cm} \text{by 10, 11 and PR}

The LUI rule, together with axiom A9, can be viewed as a characterization of the \( u \cup v \) construct as the minimal solution of the implication:

\[ (**) \quad [v \lor (u \land O \, z)] \supset z \]

Axiom A9 implies that \( x = u \cup v \) is a solution of (**) . The LUI rule states that any other solution of (**) , \( x = w, \) is implied by \( u \cup v \). This means that whenever \( u \cup v \) is true so is \( w \), which is interpretable in our ordering as \( u \cup v \subset w \). Thus \( u \cup v \) is the minimal of all possible solutions.

Note that (**) possesses many solutions. In particular \( x = \text{true} \) is a trivial solution. However, the minimal solution is unique and is given by \( u \cup v \).
Proof of (a):

1. $\vdash u_1 \supset u_2$ \hspace{1cm} given
2. $\vdash v_1 \supset v_2$ \hspace{1cm} given
3. $\vdash [v_2 \lor (u_2 \land O(u_2 \lor v_2))] \supset u_2 \lor v_2$ \hspace{1cm} by A9
4. $\vdash [v_1 \lor (u_1 \land O(u_2 \lor v_2))] \supset u_2 \lor v_2$ \hspace{1cm} by 1, 2, 3 and PR
5. $\vdash u_1 \lor v_1 \supset u_2 \lor v_2$ \hspace{1cm} by LIU

The proof of part (b) follows from (a) by propositional reasoning and the symmetric application of (a).

This rule together with the $\square \square$, $\Diamond \Diamond$ and $\Box \Box$ rules show that all the temporal operators are monotonic in all their arguments.

T23. $\vdash (\neg w)\ul w \equiv \Diamond w$

Proof:

1. $\vdash (\neg w)\ul w \supset \Diamond w$ \hspace{1cm} by A10
2. $\vdash \Diamond w \supset [w \lor \Box \Diamond w]$ \hspace{1cm} by T21 and PR
3. $\vdash \Diamond w \supset [w \lor (\neg w \land \Box \Diamond w)]$ \hspace{1cm} by PR
4. $\vdash \Diamond w \supset \Diamond w$ \hspace{1cm} by PT
5. $\vdash \Diamond w \supset (\neg w)\ul w$ \hspace{1cm} by 3, 4 and RUI
6. $\vdash (\neg w)\ul w \equiv \Diamond w$ \hspace{1cm} by 1, 5 and PR

T24. $\vdash (\Box w_1 \land \Diamond w_2) \supset (w_1 \land w_2)$

Proof:

1. $\vdash [\Box w_1 \land \Diamond w_2] \supset \Diamond w_2$ \hspace{1cm} by PR
2. $\vdash [\Box w_1 \land \Diamond w_2] \supset [(w_1 \land \Diamond \Box w_1) \land (w_2 \lor \Diamond \Diamond w_2)]$ by PR, T20 and T21
3. $\vdash (\Box w_1 \land \Diamond w_2) \supset [w_2 \lor (w_1 \land \Box \Box w_1 \land \Diamond \Diamond w_2)]$ by PR
4. $\vdash (\Box w_1 \land \Diamond w_2) \supset [w_2 \lor (w_1 \land \Diamond (\Box w_1 \land \Diamond w_2))]$ by T12 and PR
5. $\vdash [\Box w_1 \land \Diamond w_2] \supset w_1 \land w_2$ by 1, 4 and RUI, taking $w$ to be $\Box w_1 \land \Diamond w_2$, $w$ to be $w_1$, and $v$ to be $w_2$

T25. $\vdash (w_1 \land w_2) \land w_2 \equiv w_1 \land w_2$

Proof:
1. $\vdash (w_1 \land w_2) \land w_2 \supset [w_2 \lor w_1 \land w_2]$ by A9 and PR
2. $\vdash w_2 \supset w_1 \land w_2$ by A9 and PR
3. $\vdash (w_1 \land w_2) \land w_2 \supset w_1 \land w_2$ by 1, 2 and PR
4. $\vdash w_1 \land w_2 \supset \Diamond w_2$ by A10
5. $\vdash w_1 \land w_2 \supset [w_2 \lor (w_1 \land \Diamond (w_1 \land w_2))]$ by A9 and PR
6. $\vdash w_1 \land w_2 \supset [w_2 \lor (w_1 \land \Diamond (w_1 \land w_2))]$ by PR
7. $\vdash w_1 \land w_2 \supset (w_1 \land w_2) \land w_2$ by 4, 6 and RUI
8. $\vdash (w_1 \land w_2) \land w_2 \equiv w_1 \land w_2$ by 3, 7 and PR

T26. $\vdash w_1 \land w_2 \equiv w_1 \land (w_1 \land w_2)$

Proof:
1. $\vdash w_2 \supset w_1 \land w_2$ by A9 and PR
2. $\vdash w_1 \land w_2 \supset w_1 \land (w_1 \land w_2)$ by $\land \land$
3. $\vdash w_1 \land (w_1 \land w_2) \supset [w_1 \land w_2 \lor (w_1 \land \Diamond (w_1 \land w_2)))]$ by A9 and PR
4. $\vdash w_1 \land (w_1 \land w_2) \supset \{w_2 \lor [w_1 \land \Diamond (w_1 \land w_2)) \lor [w_1 \land \Diamond (w_1 \land w_2)]\}$ by A9 and PR
5. $\vdash w_1 \land (w_1 \land w_2) \supset \{w_2 \lor [w_1 \land \Diamond (w_1 \land w_2)) \lor w_1 \land (w_1 \land w_2))\}$ by T13 and PR
6. $\vdash [w_1 \land w_2 \lor w_1 \land (w_1 \land w_2)] \supset w_1 \land (w_1 \land w_2)$ by 2 and PR
7. \( \vdash w_1 \uplus (w_1 \uplus w_2) \supset (w_2 \lor (w_1 \land \Box (w_1 \uplus w_2)))) \)
   by 6 with \( \Box \Box \), 5, and PR

8. \( \vdash w_1 \uplus (w_1 \uplus w_2) \supset \Box (w_1 \uplus w_2) \)
   by A10

9. \( \vdash w_1 \uplus w_2 \supset \Box w_2 \)
   by A10

10. \( \vdash \Box (w_1 \uplus w_2) \supset \Box \Box w_2 \)
    by \( \Box \Box \)

11. \( \vdash w_1 \uplus (w_1 \uplus w_2) \supset \Box w_2 \)
    by 8, 10, T4 and PR

12. \( \vdash w_1 \uplus (w_1 \uplus w_2) \supset w_1 \uplus w_2 \)
    by 11, 7 and RUI, taking \( w \) to be \( w_1 \uplus (w_1 \uplus w_2) \), \( u \) to be \( w_1 \), and \( v \) to be \( w_2 \)

15. \( \vdash w_1 \uplus w_2 \equiv w_1 \uplus (w_1 \uplus w_2) \)
   by 2, 12 and PR

\[\text{\underline{Insertion} -- \underline{UI}}\]

(a) \[\begin{array}{c}
\vdash v \\
\vdash u \uplus v \\
\vdash u \uplus v
\end{array}\]  
(b) \[\begin{array}{c}
\vdash u, \vdash \Box v \\
\vdash u \uplus v
\end{array}\]  
for an arbitrary \( u \)

**Proof:**

(a)
1. \( \vdash v \)
   given
2. \( \vdash v \supset u \uplus v \)
   by A9 and PR
3. \( \vdash u \uplus v \)
   by 1, 2 and PR

(b)
1. \( \vdash u \)
   given
2. \( \vdash \Box v \)
   given
3. \( \vdash \Box u \)
   by 1 and \( \Box \Box \)
4. \( \vdash (\Box u \land \Box v) \supset u \uplus v \)
   by T24
5. \( \vdash u \uplus v \)
   by 2, 3, 4 and PR

\[\text{\underline{Concatenation} -- \underline{UC}}\]

\[\begin{array}{c}
\vdash v_1 \supset u \uplus v_2 \\
\vdash v_2 \supset u \uplus v_3 \\
\vdash v_1 \supset u \uplus v_3
\end{array}\]
Proof:

1. \( \vdash v_1 \supset u \land v_2 \)  
   \( \vdash v_2 \supset u \land v_3 \)  
   \( \vdash u \land v_2 \supset u \land (u \land v_3) \)  
   \( \vdash v_1 \supset u \land (u \land v_3) \)  
   \( \vdash v_1 \supset u \land v_3 \)  
   \( \vdash [\Box w_1 \land w_2 \land w_3] \supset (w_1 \land w_2) \cup (w_1 \land w_3) \)

Proof:

1. \( \vdash w_3 \cup \Diamond w_3 \)  
   \( \vdash [\Box w_1 \land w_2 \land w_3] \supset (\Box w_1 \land \Diamond w_3) \)  
   \( \vdash [\Box w_1 \land w_2 \land w_3] \supset (\Diamond w_1 \land w_3) \)  
   \( \vdash w_2 \cup w_3 \cup (w_2 \cup O(w_2 \cup w_3)) \)  
   \( \vdash [\Box w_1 \land w_2 \land w_3] \supset [(\Box w_1 \land w_2) \cup (\Box w_1 \land w_2 \land O(w_2 \cup w_3))] \)  
   \( \vdash [\Box w_1 \land w_2 \land w_3] \supset (w_1 \land w_2 \land O(w_2 \cup w_3)) \)  
   \( \vdash [\Box w_1 \land w_2 \land w_3] \supset (w_1 \land w_3 \land O(w_2 \cup w_3)) \)  
   \( \vdash [\Box w_1 \land w_2 \land w_3] \supset (w_1 \land w_3 \land O(w_2 \cup w_3)) \)  

The next theorem displays the commutation relation between the \( O \) and the \( \cup \) operators.

T28. \( \vdash (O w_1) \cup (O w_2) \equiv O(w_1 \cup w_2) \)

Proof:

1. \( \vdash w_1 \cup w_2 \equiv [w_2 \cup (w_1 \land O(w_1 \cup w_2))] \)  
   \( \vdash w_1 \cup w_2 \equiv [w_2 \cup (w_1 \land O(w_1 \cup w_2))] \)

by A9
2. \(\vdash O(w_1 \sqcup w_2) \equiv [Ow_2 \vee (Ow_1 \land O(O(w_1 \sqcup w_2)))\) by T12, T13, \(O\ O\) and PR

3. \(\vdash [Ow_2 \vee (Ow_1 \land O(O(w_1 \sqcup w_2)))] \supset O(w_1 \sqcup w_2)\) by PR

4. \(\vdash (Ow_1)U(Ow_2) \supset O(w_1 \sqcup w_2)\) by \(\mathcal{L}U\), taking \(w\) to be \(w_1 \sqcup w_2\)

5. \(\vdash w_1 \sqcup w_2 \supset \Diamond w_3\) by A10

6. \(\vdash O(w_1 \sqcup w_2) \supset O \Diamond w_2\) by \(O\ O\)

7. \(\vdash O(w_1 \sqcup w_2) \supset \Diamond O w_2\) by T17 and PR

8. \(\vdash O(w_1 \sqcup w_2) \supset \{Ow_2 \vee [Ow_1 \land O(O(w_1 \sqcup w_2))]\}\) by 2 and PR

9. \(\vdash O(w_1 \sqcup w_2) \supset (Ow_1)U(Ow_2)\) taking \(w\) to be \(O(w_1 \sqcup w_2), u\) to be \(Ow_1\), and \(v\) to be \(Ow_2\)

10. \(\vdash (Ow_1)U(Ow_2) \equiv O(w_1 \sqcup w_2)\) by 4, 9 and PR.

Having classified \(\Box\) as a universal operator, \(\Diamond\) as an existential operator and \(O\) as being both universal and existential, we observe that \(\sqcup\) is universal with respect to its first argument and existential with respect to its second argument. This yields the commutation properties listed in T29 and T30.

**T29.** \(\vdash (w_1 \land w_2) \sqcup w_3 \equiv [w_1 \sqcup w_3 \land w_2 \sqcup w_3]\)

**Proof:**

1. \(\vdash (w_1 \land w_2) \supset w_1\) by PT

2. \(\vdash (w_1 \land w_2) \sqcup w_3 \supset w_1 \sqcup w_3\) by \(\sqcup\)

3. \(\vdash (w_1 \land w_2) \sqcup w_3 \supset w_2 \sqcup w_3\) similarly

4. \(\vdash (w_1 \land w_2) \sqcup w_3 \supset [w_1 \sqcup w_3 \land w_2 \sqcup w_3]\) by 2, 3 and PR

5. \(\vdash w_1 \sqcup w_3 \supset \Diamond w_3\) by A10

6. \(\vdash [w_1 \sqcup w_3 \land w_2 \sqcup w_3] \supset \Diamond w_3\) by PR

7. \(\vdash w_1 \sqcup w_3 \supset \{w_3 \vee [w_1 \land O(w_1 \sqcup w_3)]\}\) by A9 and PR

8. \(\vdash w_2 \sqcup w_3 \supset \{w_3 \vee [w_2 \land O(w_2 \sqcup w_3)]\}\) by A9 and PR

9. \(\vdash [w_1 \sqcup w_3 \land w_2 \sqcup w_3] \supset \{w_3 \vee [(w_1 \land w_2) \land O(w_1 \sqcup w_3 \land w_2 \sqcup w_3)]\}\) by 7, 8, T12 and PR

10. \(\vdash [w_1 \sqcup w_3 \land w_2 \sqcup w_3] \supset (w_1 \land w_2) \sqcup w_3\) by 6, 9 and \(\mathcal{L}U\), taking \(w\) to be \([w_1 \sqcup w_3] \land (w_2 \sqcup w_3)\), \(u\) to be \(w_1 \land w_2\), and \(v\) to be \(w_3\).
11. $\vdash (w_1 \land w_2) \cup w_3 \equiv [w_1 \cup w_3 \land w_2 \cup w_3]$ \hspace{1cm} by 4, 10 and PR

**T30.** $\vdash w_1 \cup (w_2 \lor w_3) \equiv [w_1 \cup w_2 \lor w_1 \cup w_3]$

**Proof:**

1. $\vdash w_2 \cup (w_2 \lor w_3)$ \hspace{1cm} by PT
2. $\vdash w_1 \cup w_2 \cup w_1 \cup (w_2 \lor w_3)$ \hspace{1cm} by $\cup \cup$
3. $\vdash w_1 \cup w_3 \cup w_1 \cup (w_2 \lor w_3)$ similarly
4. $\vdash [w_1 \cup w_2 \lor w_1 \cup w_3] \cup w_1 \cup (w_2 \lor w_3)$ \hspace{1cm} by 2, 3 and PR
5. $\vdash w_1 \cup (w_2 \lor w_3) \cup \{(w_2 \lor w_3) \lor [w_1 \land \circ (w_1 \cup (w_2 \lor w_3))]\}$ \hspace{1cm} by A9 and PR
6. $\vdash [w_2 \lor (w_1 \land \circ (w_1 \cup (w_2 \lor w_3)))] \cup w_1 \cup w_2$ \hspace{1cm} by A9 and PR
7. $\vdash \lnot (w_1 \cup w_2) \cup \{\lnot w_2 \land \lnot (w_1 \land \circ (w_1 \cup (w_2 \lor w_3)))\}$ \hspace{1cm} by A4 and PR
8. $\vdash \lnot (w_1 \cup w_3) \cup \{\lnot w_3 \land \lnot (w_1 \land \circ (w_1 \cup (w_2 \lor w_3)))\}$ similarly
9. $\vdash [w_1 \cup (w_2 \lor w_3) \land \lnot (w_1 \cup w_2) \land \lnot (w_1 \cup w_3)] \cup$ \hspace{1cm} by 5, 7, 8 and PR

$$\lnot w_2 \land \lnot w_3 \land w_1 \land \circ (w_1 \cup (w_2 \lor w_3)) \land \circ \lnot (w_1 \cup w_2) \land \circ \lnot (w_1 \cup w_3)$$

10. $\vdash [w_1 \cup (w_2 \lor w_3) \land \lnot (w_1 \cup w_2) \land \lnot (w_1 \cup w_3)] \cup$ \hspace{1cm} by T12 and PR

$$\lnot (w_2 \lor w_3) \land \circ [w_1 \cup (w_2 \lor w_3) \land \lnot (w_1 \cup w_2) \land \lnot (w_1 \cup w_3)]$$

11. $\vdash [w_1 \cup (w_2 \lor w_3) \land \lnot (w_1 \cup w_2) \land \lnot (w_1 \cup w_3)] \cup \Box \lnot (w_2 \lor w_3)$ \hspace{1cm} by DCI
12. $\vdash w_1 \cup (w_2 \lor w_3) \cup \Diamond (w_2 \lor w_3)$ \hspace{1cm} by A10
13. $\vdash w_1 \cup (w_2 \lor w_3) \cup \lnot (w_1 \cup (w_2 \lor w_3))$ \hspace{1cm} by 11, 12, A1 and PR
14. $\vdash w_1 \cup (w_2 \lor w_3) \cup [w_1 \cup w_2 \lor w_1 \cup w_3]$ \hspace{1cm} by PR
15. $\vdash w_1 \cup (w_2 \lor w_3) \equiv [w_1 \cup w_2 \lor w_1 \cup w_3]$ \hspace{1cm} by 4, 14 and PR

**T31.** $\vdash \Diamond w_1 \lor \Diamond w_2 \cup \Diamond (w_1 \cup w_2 \lor \Diamond (w_1 \cup w_2))$

**Proof:**

1. $\vdash \Diamond w_1 \lor \Diamond w_2 \cup \Diamond (w_1 \lor w_2)$ \hspace{1cm} by T8 and PR
2. \( \vdash \Diamond (w_1 \lor w_2) \supset (\neg (w_1 \lor w_2)) \cup (w_1 \lor w_2) \) by T23 and PR

3. \( \vdash \Diamond (w_1 \lor w_2) \supset (\neg w_1 \land \neg w_2) \cup (w_1 \lor w_2) \) by \( \lor \land \) and PR

4. \( \vdash \Diamond (w_1 \lor w_2) \supset [(\neg w_1 \land \neg w_2) \cup w_1 \lor (\neg w_1 \land \neg w_2) \cup w_2] \) by T30 and PR

5. \( \vdash (\neg w_1 \land \neg w_2) \cup w_1 \supset (\neg w_2) \cup w_1 \) by \( \lor \land \) and PR

6. \( \vdash (\neg w_1 \land \neg w_2) \cup w_2 \supset (\neg w_1) \cup w_2 \) by \( \lor \land \) and PR

7. \( \vdash \Diamond (w_1 \lor w_2) \supset [(\neg w_1) \cup w_2 \lor (\neg w_2) \cup w_1] \) by 4, 5, 6 and PR

8. \( \vdash \Diamond w_1 \lor \Diamond w_2 \supset [(\neg w_1) \cup w_2 \lor (\neg w_2) \cup w_1] \) by 1, 7 and PR

The following two theorems display the one way implication resulting from the interchange of the \( \cup \) with a boolean operator of the opposite character.

**T32. \( \vdash w_1 \cup (w_2 \land w_3) \supset (w_1 \cup w_2 \land w_1 \cup w_3) \)**

**Proof:**

1. \( \vdash (w_2 \land w_3) \supset w_2 \) by PT

2. \( \vdash w_1 \cup (w_2 \land w_3) \supset w_1 \cup w_2 \) by \( \lor \cup \) and PR

3. \( \vdash w_1 \cup (w_2 \land w_3) \supset w_1 \cup w_3 \) similarly

4. \( \vdash w_1 \cup (w_2 \land w_3) \supset [w_1 \cup w_2 \land w_1 \cup w_3] \) by 2, 3 and PR

**T33. \( \vdash [w_1 \cup w_2 \lor w_2 \cup w_3] \supset (w_1 \lor w_2) \cup w_3 \)**

**Proof:**

1. \( \vdash w_1 \supset (w_1 \lor w_2) \) by PT

2. \( \vdash w_1 \cup w_3 \supset (w_1 \lor w_2) \cup w_3 \) by \( \lor \cup \)

3. \( \vdash w_2 \supset (w_1 \lor w_2) \) by PT

4. \( \vdash w_2 \cup w_3 \supset (w_1 \lor w_2) \cup w_3 \) by \( \lor \cup \)

5. \( \vdash [w_1 \cup w_3 \lor w_2 \cup w_3] \supset (w_1 \lor w_2) \cup w_3 \) by 2, 4 and PR

**T34. \( \vdash (w_1 \lor w_2) \cup w_3 \supset [w_1 \cup w_2 \lor w_2 \cup w_3] \)**
Proof:

1. ⊢ (w_1 \lor w_2) \lor w_3 \lor \diamondsuit w_3 \quad \text{by A10}

2. ⊢ [(w_1 \lor w_2) \lor w_3 \lor w_1 \lor w_3] \lor
   \{w_3 \lor [(w_1 \lor w_2) \lor O((w_1 \lor w_2) \lor w_3) \lor w_1 \lor O(w_1 \lor w_3)]\}
   \quad \text{by A9 and PR}

3. ⊢ [(w_1 \lor w_2) \lor w_3 \lor w_1 \lor w_3] \lor
   \{w_3 \lor [w_2 \lor O((w_1 \lor w_2) \lor w_3) \lor O(w_1 \lor w_3)]\}
   \quad \text{by PR}

4. ⊢ [(w_1 \lor w_2) \lor w_3 \lor w_1 \lor w_3] \lor
   \{w_3 \lor [w_2 \lor O((w_1 \lor w_2) \lor w_3 \lor w_1 \lor w_3)]\}
   \quad \text{by T12 and PR}

5. ⊢ [(w_1 \lor w_2) \lor w_3 \lor w_1 \lor w_3] \lor w_2 \lor w_3
   \quad \text{by 1, 4 and RUI, taking w to be ((w_1 \lor w_2) \lor w_3) \land (w_1 \lor w_3), u to be w_2, and v to be w_3}

6. ⊢ (w_1 \lor w_2) \lor w_3 \lor [w_1 \lor w_3 \lor w_2 \lor w_3]
   \quad \text{by PR}

7. T35. ⊢ [w_1 \lor w_2 \land (\neg w_2) \lor w_3] \lor w_1 \lor w_3

Proof:

1. ⊢ (\neg w_2) \lor w_3 \lor \diamondsuit w_3 \quad \text{by A10}

2. ⊢ w_1 \lor w_2 \land (\neg w_2) \lor w_3 \lor \diamondsuit w_3
   \quad \text{by PR}

3. ⊢ w_1 \lor w_2 \lor \{w_2 \lor [w_1 \lor O(w_1 \lor w_3)]\}
   \quad \text{by A9 and PR}

4. ⊢ (\neg w_2) \lor w_3 \lor \{w_3 \lor [\neg w_2 \lor O((\neg w_2) \lor w_3)]\}
   \quad \text{by A9 and PR}

5. ⊢ [w_1 \lor w_2 \land (\neg w_2) \lor w_3] \lor
   \{w_3 \lor [w_1 \lor \neg w_2 \land O(w_1 \lor w_2) \land O((\neg w_2) \lor w_3)]\}
   \quad \text{by 3, 4 and PR}

6. ⊢ [w_1 \lor w_2 \lor (\neg w_2) \lor w_3] \lor
   \{w_3 \lor [w_1 \lor O(w_1 \lor w_2) \lor (\neg w_2) \lor w_3)]\}
   \quad \text{by T12 and PR}

7. ⊢ [w_1 \lor w_2 \land (\neg w_2) \lor w_3] \lor w_1 \lor w_3
   \quad \text{by 2, 6 and RUI}

8. T36. ⊢ w_1 \cup (w_2 \land w_3) \lor (w_1 \cup w_2) \lor w_3

Proof:

1. ⊢ w_1 \cup (w_2 \land w_3) \lor \diamondsuit (w_2 \land w_3)
   \quad \text{by A10}
2. \( \vdash (w_2 \land w_3) \supset w_3 \)  
   by PT
3. \( \vdash \Diamond (w_2 \land w_3) \supset \Diamond w_3 \)  
   by \( \Diamond \Diamond \)
4. \( \vdash w_1 \cup (w_2 \land w_3) \supset \Diamond w_3 \)  
   by 1, 3 and PR
5. \( \vdash w_1 \cup (w_2 \land w_3) \supset \{ [w_2 \land w_3] \lor [w_1 \land \Box (w_1 \cup (w_2 \land w_3))] \} \)  
   by A9 and PR
6. \( \vdash (w_2 \land w_3) \supset w_2 \)  
   by PT
7. \( \vdash w_1 \cup (w_2 \land w_3) \supset w_1 \cup w_2 \)  
   by \( \cup \cup \)
8. \( \vdash w_1 \cup (w_2 \land w_3) \supset \{ w_3 \lor \{ w_1 \cup w_2 \land \Box (w_1 \cup (w_2 \land w_3))] \} \)  
   by 5, 7 and PR
9. \( \vdash w_1 \cup (w_2 \land w_3) \supset (w_1 \cup w_2) \cup w_3 \)  
   by 4, 8 and RU1

The following two theorems are referred to as "collapsing" theorems, since they may be used to derive a consequence of smaller nesting depth from a nested until expression.

T37. \( \vdash (w_1 \cup w_2) \cup w_3 \supset (w_1 \lor w_2) \cup w_3 \)

**Proof:**

1. \( \vdash w_1 \cup w_2 \supset [w_2 \lor (w_1 \land \Box (w_1 \cup w_3))] \)  
   by A9 and PR
2. \( \vdash w_1 \cup w_2 \supset (w_1 \lor w_2) \)  
   by PR
3. \( \vdash (w_1 \cup w_2) \cup w_3 \supset (w_1 \lor w_2) \cup w_3 \)  
   by \( \cup \cup \)

T38. \( \vdash w_1 \cup (w_2 \cup w_3) \supset (w_1 \lor w_2) \cup w_3 \)

**Proof:**

1. \( \vdash w_1 \cup (w_2 \cup w_3) \supset \Diamond (w_2 \cup w_3) \)  
   by A10
2. \( \vdash w_2 \cup w_3 \supset \Diamond w_3 \)  
   by A10
3. \( \vdash w_1 \cup (w_2 \cup w_3) \supset \Diamond w_3 \)  
   by 1, 2 and \( \Diamond \Box \)
4. \( \vdash w_1 \cup (w_2 \cup w_3) \supset \{ w_2 \cup w_3 \lor [w_1 \land \Box (w_1 \cup (w_2 \cup w_3))] \} \)  
   by A9 and PR
5. \( \vdash w_1 \cup (w_2 \cup w_3) \supset \{ w_3 \lor [w_2 \land \Box (w_2 \cup w_3)] \lor [w_1 \land \Box (w_1 \cup (w_2 \cup w_3))] \} \)  
   by A9 and PR
6. \( \vdash w_2 \cup w_3 \supset w_1 \cup (w_2 \cup w_3) \)  
   by A9 and PR
7. \( \vdash [w_2 \land \Box (w_2 \cup w_3)] \lor [(w_1 \lor w_2) \land \Box (w_1 \cup (w_2 \cup w_3))] \)  
   by \( \Box \Box \) and PR
8. \( \vdash [w_1 \land O(w_1 \cup (w_2 \cup w_3))] \supset [([w_1 \lor w_2] \land O(w_1 \cup (w_2 \cup w_3)))] \) by PR

9. \( \vdash w_1 \cup (w_2 \cup w_3) \supset \{w_3 \lor ([w_1 \lor w_2] \land O(w_1 \cup (w_2 \cup w_3)))] \) by 5, 7, 8 and PR

10. \( \vdash w_1 \cup (w_2 \cup w_3) \supset (w_1 \lor w_2) \cup w_3 \) by 3, 9, and RI

A very useful derived operator is the *unless* operator \( u \cup v \) being defined by

\[ u \cup v \equiv [\Box u \lor (u \lor v)]. \]

The unless operator does not insist on the fact that \( v \) actually happens but it requires that \( u \) holds until such an occurrence. If \( u \) never happens \( u \) must hold forever. This operator is related to the binary "as long as" operator \( p \Box q \), reading "\( p \) as long as \( q \)," introduced by Lamport in \([L2]\). The meaning of this construct is that \( q \) holds continuously as long as \( p \) is continuously maintained. We may express \( p \Box q \) by:

\[ p \Box q \equiv q \cup (\neg p). \]

Following is a rule for establishing the unless operator.

\[
\textbf{Unless Introduction} - \cup \cup
\]

\[ \vdash u \cup O(u \lor v) \]

\[ \vdash u \cup (u \cup v) \]

**Proof:**

1. \( \vdash u \cup O(u \lor v) \) given
2. \( \vdash u \cup [O(u \lor v)] \) by T13
3. \( \vdash \neg(u \cup v) \supset \{\neg u \lor [\neg u \lor O(\neg(u \cup v))] \} \) by A9, T4 and PR
4. \( \vdash O(\neg(u \cup v)) \supset O(\neg u) \) by \( O \circ O \) and PR
5. \( \vdash [u \land \neg(u \cup v)] \supset [u \land O(\neg(u \cup v)) \land \neg O v] \) by 3 and PR
6. \( \vdash [u \land \neg(u \cup v)] \supset [u \land O(u \land O(\neg(u \cup v)))] \) by 4, 5, A4 and PR
7. \( \vdash [u \land \neg(u \cup v)] \supset [u \land O(u \land \neg(u \cup v))] \) by 2, 6 and PR
8. \( \vdash [u \land \neg(u \cup v)] \supset [u \land O(u \land \neg(u \cup v))] \) by T7 and PR
9. \( \vdash [u \land \neg(u \cup v)] \supset \Box u \) by DCI
10. \( \vdash u \cup (\Box u \lor (u \cup v)) \) by PR
11. \( \vdash u \supset (u \mathcal{U} v) \)

by definition of \( \mathcal{U} \)

This concludes the description of the propositional section of general temporal logic. The axiomatic system presented for this section of the logic is known to be complete, and the validity problem decidable ([PS]). Consequently, there exists a procedure that tests each formula in PTL (Propositional Temporal Logic) for validity, and constructs a proof in the presented system if the statement is valid. The procedure given in [PS] takes exponential time in the size of the tested formula.

4. QUANTIFIERS

Since we intend to use terms and predicates in our reasoning we have to extend our system to admit individual variables, terms and quantification. Let us consider additional axioms involving quantifiers and their interaction with the temporal operators.

AXIOMS:

A11. \( \vdash \exists z. w \equiv \forall z. \neg w \)
A12. \( \vdash (\forall z. w(z)) \supset w(t) \)
where \( t \) is any term globally free for \( z \) in \( w \)
A13. \( \vdash (\forall z. \mathcal{O} w) \supset (\mathcal{O} \forall z. w) \)

In these axioms, \( z \) is any global individual variable. Axioms A11 and A12 are the usual predicate calculus axioms: A11 defines \( \exists \) as the dual of \( \forall \) and A12 is the instantiation axiom. Axiom A13 is the Barcan formula for the \( \mathcal{O} \) operator; it states that since both operators \( \forall \) and \( \mathcal{O} \) have universal characteristics they commute. We use the substitution notation \( w(z) \) replaced by \( w(t) \) to denote the substitution of the term \( t \) for all free occurrences of \( z \) in \( w \).

A term \( t \) is said to be globally free for \( z \) in \( w \) if substitution of \( t \) for all free occurrences of \( z \) in \( w \): (a) does not create new bound occurrences of (global) variables, and (b) does not create new occurrences of local variables in the scope of a temporal operator. A trivial case: if \( t \) is \( z \) itself, then \( t \) is free for \( z \). Condition (a) is the one stipulated in classical predicate logic. Condition (b) is special to modal and temporal logics with quantification. Condition (b) is essential for A12, because without it we could derive the formula

\( (\forall z. \mathcal{O}(z < y)) \supset \mathcal{O}(y < y) \),

which is not valid for a local variable \( y \).

An additional rule of inference is:
INFERENECE RULE:

R4. \( \forall \) Insertion — \( \forall I \)

\[
\frac{\vdash u \subseteq v}{\vdash u \subseteq \forall z. v}
\]

where \( x \) is not free in \( u \).

DERIVED RULES AND THEOREMS:

From R4 we can obtain the derived rule

\( \text{Instantiation Rule — INST} \)

\[
\frac{\vdash w(x)}{\vdash w(t)}
\]

where \( t \) is any term globally free for \( x \) in \( w \).

Proof:

1. \( \vdash w(x) \) given
2. \( \vdash \forall z. w(z) \) by \( \forall I \) (taking \( u \) to be \texttt{true})
3. \( \vdash (\forall z. w(z)) \supset w(t) \) by A12
4. \( \vdash w(t) \) by 2, 3 and MP

The following are the duals of A12 and R4 for the existential quantifier \( \exists \):

T39. \( \vdash w(t) \supset \exists z. w(z) \)

where \( t \) is any term globally free for \( x \) in \( w \).

Proof:

1. \( \vdash (\forall z. \sim w(z)) \supset \sim w(t) \) by A12
2. \( \vdash (\sim \exists z. w(z)) \supset \sim w(t) \) by A11 and PR
3. \( \vdash w(t) \supset \exists z. w(z) \) by PR

Note again that we need here the additional condition (b) ensuring that the substitution of \( t \) for \( x \) in \( w \) does not create new occurrences of local variables in the scope of a modal operator.
\(\exists \text{ Insertion} \quad \exists \exists\)
\[
\frac{\Gamma \vdash \varphi}{\Gamma \vdash \exists x. u \vdash \varphi}
\]
where \(x\) is not free in \(\varphi\)

Proof:

1. \(\Gamma \vdash u \vdash v\) \hspace{1cm} \text{given}
2. \(\Gamma \vdash \neg v \vdash \neg u\) \hspace{1cm} \text{by PR}
3. \(\Gamma \vdash \neg v \vdash \forall x. \neg u\) \hspace{1cm} \text{by \(\forall I\)}
4. \(\Gamma \vdash \neg v \vdash \neg \exists x. u\) \hspace{1cm} \text{by \(\forall I\) and PR}
5. \(\Gamma \vdash \exists x. u \vdash v\) \hspace{1cm} \text{by PR}

\(\forall \text{ Rules}\)

\[
\begin{align*}
(a) & \quad \Gamma \vdash u \vdash v \\
(b) & \quad \Gamma \vdash \forall x. u \vdash \forall x. v
\end{align*}
\]

Proof of (a):

1. \(\Gamma \vdash \forall x. u \vdash u\) \hspace{1cm} \text{by \(\forall I\)}
2. \(\Gamma \vdash u \vdash v\) \hspace{1cm} \text{given}
3. \(\Gamma \vdash \forall x. u \vdash v\) \hspace{1cm} \text{by PR}
4. \(\Gamma \vdash \forall x. u \vdash \forall x. v\) \hspace{1cm} \text{by \(\forall I\), since \(\forall x. u\) contains no free occurrences of \(x\).}

Rule (b) then follows by propositional reasoning.

\(\exists \exists \text{ Rules}\)

\[
\begin{align*}
(a) & \quad \Gamma \vdash u \vdash v \\
(b) & \quad \Gamma \vdash \exists x. u \vdash \exists x. v
\end{align*}
\]

Proof of (a):

1. \(\Gamma \vdash u \vdash v\) \hspace{1cm} \text{given}
2. \(\Gamma \vdash (\neg v) \vdash (\neg u)\) \hspace{1cm} \text{by PR}
3. \(\Gamma \vdash (\forall x. \neg v) \vdash (\forall x. \neg u)\) \hspace{1cm} \text{by \(\forall I\)}
4. \(\Gamma \vdash (\neg \exists x. v) \vdash (\neg \exists x. u)\) \hspace{1cm} \text{by \(\forall I\) and PR}
5. \( \vdash \exists x. u \supset \exists x. w \) by PR

Rule (b) then follows by propositional reasoning.

From the axiom A1,

\( \vdash \sim \Box w \equiv \Box \sim w, \)

we can clearly deduce the formula

\( \vdash \sim (w \lor \Box \sim w) \equiv \sim (w \lor \sim \Box w) \)

by propositional reasoning (PR). However, we cannot deduce by PR the formula

\( \Box \Box \sim w \equiv \Box \sim \Diamond w \)

or

\( \forall z. \Box \sim w \equiv \forall z. \sim \Diamond w. \)

Here, the replacement of \( \Box \sim w \) by \( \sim \Diamond w \) is under the scope of the operator \( \Box \) and the quantifier \( \forall z \), respectively, and thus cannot be justified by propositional reasoning alone. For this reason we need the following equivalence rule.

**Equivalence Rule — ER**

Let \( w' \) be the result of replacing an occurrence of a subformula \( v_1 \) in \( w \) by \( v_2 \). Then

\[ \vdash v_1 \equiv v_2 \]

\[ \vdash w \equiv w'. \]

**Proof:**

By induction on the structure of \( w \).

**Case:** \( w \) is \( v_1 \). Then \( w' \) is \( v_2 \) and \( \vdash v_1 \equiv v_2 \) implies \( \vdash w \equiv w' \).

**Case:** \( w \) is of the form \( \sim u \). We assume that \( \vdash v_1 \equiv v_2 \) implies \( \vdash u \equiv u' \). Then by propositional reasoning \( \vdash \sim u \equiv \sim u' \), i.e., \( \vdash w \equiv w' \).

**Case:** \( w \) is of the form \( u_1 \lor u_2 \). We assume that if \( \vdash v_1 \equiv v_2 \), then \( \vdash u_1 \equiv u'_1 \) and \( \vdash u_2 \equiv u'_2 \). Then by propositional reasoning \( \vdash (u_1 \lor u_2) \equiv (u'_1 \lor u'_2) \), i.e., \( \vdash w \equiv w' \).

The cases where \( w \) is of forms \( u_1 \land u_2, u_1 \supset u_2 \), etc. are similar.

**Case:** \( w \) is of the form \( \Box u \). We assume that if \( \vdash v_1 \equiv v_2 \), then \( \vdash u \equiv u' \). By the \( \Box \Box \)-rule, \( \vdash \Box u \equiv \Box u' \), i.e., \( \vdash w \equiv w' \).
The cases in which \( w \) is of forms \( \Diamond u \), \( \Box u \), and \( u_1 \cup u_2 \) are treated similarly, using the \( \Diamond \Box \) rule, the \( \Box \Box \) rule, and the \( \Box \cup \) rule, respectively.

Case: \( w \) is of the form \( \forall x.u \). We assume that \( \vdash v_1 \equiv v_2 \), then \( \vdash u \equiv u' \). Then by the \( \forall \forall \) rule,
\[ \vdash \forall x.u \equiv \forall x.u', \text{i.e.,} \vdash \forall u \equiv \forall u' \].

The case where \( w \) is of form \( \exists x.u \) is proved similarly by the \( \exists \exists \) rule.

### Deduction Rule -- DED

\[
\begin{align*}
\frac{w_1 \vdash w_2}{\vdash (\Box w_1) \supset w_2}
\end{align*}
\]

where the \( \forall \) rule (Rule R4) is never applied to a free variable of \( w_1 \) in the derivation of \( w_1 \vdash w_2 \).

That is, if under the assumption \( w_1 \) we can derive \( \vdash w_2 \), where rule R4 is never applied to a free variable of \( w_1 \), then there exists a proof establishing \( \vdash (\Box w_1) \supset w_2 \). We clearly must also be careful in using any theorem or derived rule such as the \( \forall \forall \) or \( \exists \exists \) rule that was established using the \( \forall \) rule.

The additional \( \Box \) operator in the conclusion is obviously necessary since in general \( w_1 \vdash w_2 \) does not imply \( \vdash w_1 \supset w_2 \). For example, obviously \( w \vdash \Box w \) is true (an immediate application of rule R3: \( \vdash w \) by assumption and therefore \( \vdash \Box w \) by \( \Box \)I); but \( w \supset \Box w \) is not a theorem.

**Proof:**

The proof of the temporal Deduction Rule follows the same arguments used in the proof of the classical deduction theorem of Predicate Calculus. By the given \( w_1 \vdash w_2 \), there exists a proof of the form:

\[
\frac{
\begin{align*}
\vdash u_1 \\
\vdash u_2 \\
\vdots \\
\vdash u_m \\
\vdash w_2
\end{align*}
}{
\begin{align*}
\vdash (\Box w_1) \supset w_1 \\
\vdash (\Box w_1) \supset u_1 \\
\vdots \\
\vdash (\Box w_1) \supset w_2
\end{align*}
}
\]

such that \( u_1 = w_1 \) is the hypothesis on which the proof relies, and \( u_m = w_2 \) is the consequence of the proof. We replace each line \( \vdash u_i \) in the proof of \( w_1 \vdash w_2 \) by the line \( \vdash (\Box w_1) \supset u_i \), and show that this transformation preserves soundness. That is

\[
\begin{align*}
given \quad & \vdash u_1 \\
& \vdash (\Box w_1) \supset u_1 \\
& \vdash u_2 \\
& \vdash (\Box w_1) \supset u_2 \\
& \vdots \\
& \vdash \vdots
\end{align*}
\]
\[ \vdash u_i \quad \vdash (\Box w_1) \supset u_i \]
\[ \vdots \]
\[ \vdash u_m \quad \vdash (\Box w_1) \supset u_m \]
\[ \text{i.e., } \vdash w_2 \quad \text{i.e., } \vdash (\Box w_1) \supset w_2 \]

where each \( u_i \) is either the assumption \( w_1 \), an axiom, or derived from previous \( u_j \)'s by some rule of inference.

The proof is by a complete induction on \( i \). We assume that for all \( k < i \), \( \vdash (\Box w_1) \supset w_k \), and prove that \( \vdash (\Box w_1) \supset u_i \).

Case: \( u_i \) is an axiom.

1. \( \vdash u_i \)  \hspace{1cm} \text{axiom}
2. \( \vdash (\Box w_1) \supset u_i \)  \hspace{1cm} \text{by PR}

Note that \( \vdash w' \) implies \( \vdash w \supset w' \) for any \( w \), by propositional reasoning.

Case: \( u_i \) is \( w_1 \).

1. \( \vdash (\Box w_1) \supset w_1 \)  \hspace{1cm} \text{by A3}

Case: \( u_i \) is obtained by rule R1, i.e., \( u_i \) is an instance of a tautology.

1. \( \vdash u_i \)  \hspace{1cm} \text{by PT}
2. \( \vdash (\Box w_1) \supset u_i \)  \hspace{1cm} \text{by PR}

Case: \( u_i \) is obtained by rule R2 (using previous \( \vdash u_k \) and \( \vdash u_k \supset u_i \)).

1. \( \vdash (\Box w_1) \supset u_k \) \hspace{1cm} \text{induction hypothesis}
2. \( \vdash (\Box w_1) \supset (u_k \supset u_i) \) \hspace{1cm} \text{induction hypothesis}
3. \( \vdash (\Box w_1) \supset u_i \)  \hspace{1cm} \text{by 1, 2 and PR}

Case: \( u_i \) is obtained by rule R3 (using previous \( \vdash u_k \)), i.e., \( u_i \) is \( \Box u_k \).

1. \( \vdash (\Box w_1) \supset u_k \) \hspace{1cm} \text{induction hypothesis}
2. \( \vdash (\Box \Box w_1) \supset \Box u_k \)  \hspace{1cm} \text{by } \Box \Box
3. \( \vdash (\Box w_1) \supset \Box \Box w_1 \)  \hspace{1cm} \text{by T3 and PR}
4. \( \vdash (\Box w_1) \supset \Box u_k \)  \hspace{1cm} \text{by 2, 3 and PR}
Case: \( w_i \) is obtained by rule R4 (using previous \( \vdash u \supset v \), i.e. \( u_k \), to get \( \vdash u \supset \forall x.\, w \), i.e. \( u_i \), where \( x \) is not free in \( u \)).

By our deduction rule assumption, we know that \( x \) is also not free in \( w_1 \).

1. \( \vdash (\Box \, w_1) \supset (u \supset v) \) \hspace{1cm} \text{induction hypothesis}
2. \( \vdash ((\Box \, w_1) \land u) \supset v \) \hspace{1cm} \text{by PR}
3. \( \vdash ((\Box \, w_1) \land u) \supset \forall x.\, w \) \hspace{1cm} \text{by R4}
   (since \( x \) is not free in \( u \) or \( w_1 \))
4. \( \vdash (\Box \, w_1) \supset (u \supset \forall x.\, w) \) \hspace{1cm} \text{by PR}

A different approach to coping with the application of the \( \Box \) insertion rule (rule R3) is to forbid it altogether. We then get the following restricted deduction rule:

\[
\begin{array}{c}
\text{Restricted Deduction Rule -- RDED} \\
\hline
w_1 \vdash w_2 \\
\vdash w_1 \supset w_2 \\
\end{array}
\]

where \( \Box \) (rule R3) is never applied and \( \forall \) (rule R4) is never applied to a free variable of \( w_1 \) in the derivation of \( w_1 \vdash w_2 \).

Here, we are not allowed to use rule \( \Box \) or any theorem or derived rule in whose proof \( \Box \) was used.

The proof of RDED follows exactly that of DED except that the case in which rule R3 is applied does not arise.

**QUANTIFIER THEOREMS:**

**T40.** \( \vdash (\neg \forall x.\, w) \equiv (\exists x.\, \sim w) \)

**Proof:**

1. \( \vdash (\neg \sim w) \equiv w \) \hspace{1cm} \text{by PT}
2. \( \vdash (\forall x.\, \sim w) \equiv \forall x.\, w \) \hspace{1cm} \text{by \( \forall \)}
3. \( \vdash (\neg \exists x.\, \sim w) \equiv \exists x.\, w \) \hspace{1cm} \text{by A11 and PR}
4. \( \vdash \neg \forall x.\, w \equiv \exists x.\, \sim w \) \hspace{1cm} \text{by PR}
T41. \( \vdash \forall x.(w_1 \land w_2) \equiv (\forall x.w_1 \land \forall x.w_2) \)

Proof:

1. \( \vdash \forall x.w_1 \supset w_1 \)
2. \( \vdash \forall x.w_2 \supset w_2 \)
3. \( \vdash (\forall x.w_1 \land \forall x.w_2) \supset (w_1 \land w_2) \)
4. \( \vdash (\forall x.w_1 \land \forall x.w_2) \supset \forall x.(w_1 \land w_2) \)
5. \( \vdash (w_1 \land w_2) \supset w_1 \)
6. \( \vdash \forall x.(w_1 \land w_2) \supset \forall x.w_1 \)
7. \( \vdash (w_1 \land w_2) \supset w_2 \)
8. \( \vdash \forall x.(w_1 \land w_2) \supset \forall x.w_2 \)
9. \( \vdash \forall x.(w_1 \land w_2) \supset (\forall x.w_1 \land \forall x.w_2) \)
10. \( \vdash \forall x.(w_1 \land w_2) \equiv (\forall x.w_1 \land \forall x.w_2) \)

by A.12
by A.12
by 1, 2 and PR
by \( \forall \)
by PT
by \( \forall \forall \)
by PT
by \( \forall \forall \)
by 6, 8 and PR
by 4, 9 and PR

T42. \( \vdash \exists x.(w_1 \lor w_2) \equiv (\exists x.w_1 \lor \exists x.w_2) \)

Proof:

1. \( \vdash \forall x.(\sim w_1 \land \sim w_2) \equiv (\forall x.\sim w_1 \land \forall x.\sim w_2) \)
2. \( \vdash \forall x.\sim (w_1 \lor w_2) \equiv (\forall x.\sim w_1 \land \forall x.\sim w_2) \)
3. \( \vdash \sim \exists x.(w_1 \lor w_2) \equiv (\sim \exists x.w_1 \land \sim \exists x.w_2) \)
4. \( \vdash \exists x.(w_1 \lor w_2) \equiv (\exists x.w_1 \lor \exists x.w_2) \)

by T41
by ER
by A.11 and PR
by PR

T43. \( \vdash \forall x.(w_1 \lor w_2) \equiv [w_1 \lor \forall x.w_2] \) where \( x \) is not free in \( w_1 \).

Proof:

1. \( \vdash \forall x.(w_1 \lor w_2) \supset [w_1 \lor w_2] \)
2. \( \vdash \forall x.(w_1 \lor w_2) \land \sim w_1 \supset w_2 \)

by A.12
by PR
3. \( \vdash [\forall x. (w_1 \lor w_2) \land \neg w_1] \supseteq \forall x. w_2 \) by VI, since \( x \) is not free in \( \forall x. (w_1 \lor w_2) \land \neg w_1 \)

4. \( \vdash \forall x. (w_1 \lor w_2) \supseteq [w_1 \lor \forall x. w_2] \) by PR

5. \( \vdash w_1 \supseteq [w_1 \lor w_2] \) by PT

6. \( \vdash \forall x. w_2 \supseteq w_2 \) by A12

7. \( \vdash \forall x. w_2 \supseteq [w_1 \lor w_2] \) by PR

8. \( \vdash [w_1 \lor \forall x. w_2] \supseteq [w_1 \lor w_2] \) by 5, 7 and PR

9. \( \vdash [w_1 \lor \forall x. w_2] \supseteq \forall x. (w_1 \lor w_2) \) by VI

10. \( \vdash \forall x. (w_1 \lor w_2) \equiv [w_1 \lor \forall x. w_2] \) by 4, 9 and PR

T44. \( \vdash \exists x. (w_1 \land w_2) \equiv [w_1 \land \exists x. w_2] \) where \( x \) is not free in \( w_1 \)

**Proof:** By duality on the previous theorem.

The following two theorems show that the \( \circ \) operator also commutes with the quantifiers.

T45. \( \vdash (\forall x. \circ w) \equiv (\circ \forall x. w) \)

**Proof:**

1. \( \vdash (\forall x. \circ w) \supseteq (\circ \forall x. w) \) by A13

2. \( \vdash \forall x. w \supseteq w \) by A12

3. \( \vdash (\circ \forall x. w) \supseteq \circ w \) by \( \circ \circ \)

4. \( \vdash (\circ \forall x. w) \supseteq (\forall x. \circ w) \) by \( \forall \)

5. \( \vdash (\forall x. \circ w) \equiv (\circ \forall x. w) \) by 1, 4 and PR

T46. \( \vdash (\exists x. \circ w) \equiv (\circ \exists x. w) \)

**Proof:**

1. \( \vdash (\forall x. \circ \neg w) \equiv (\circ \forall x. \neg w) \) by T45
2. \( \vdash (\forall x. \neg \circ w) \equiv (\circ \neg \exists x. w) \) by A4, A11 and ER
3. \( \vdash (\neg \exists x. \circ w) \equiv (\neg \circ \exists x. w) \) by A4, A11 and PR
4. \( \vdash (\exists x. \circ w) \equiv (\circ \exists x. w) \) by PR

The following two theorems show that each temporal operator commutes with the quantifier that has similar character (universal, or existential).

T47. \( \vdash (\forall x. \square w) \equiv (\square \forall x. w) \)

Proof:
1. \( \vdash \square w \supset [w \land \square \circ w] \) by T20 and PR
2. \( \vdash (\forall x. \square w) \supset \forall x. (w \land \square \circ w) \) by \( \forall \forall \)
3. \( \vdash (\forall x. \square w) \supset [(\forall x. w) \land (\forall x. \circ \square w)] \) by T41 and PR
4. \( \vdash (\forall x. \square w) \supset [(\forall x. w) \land (\circ \forall x. \square w)] \) by T45 and PR
5. \( \vdash (\forall x. \square w) \supset (\circ \forall x. w) \) by DCI, taking \( u \) to be \( \forall x. \square w \) and \( v \) to be \( \forall x. w \)
6. \( \vdash (\forall x. w) \supset w \) by A12
7. \( \vdash (\circ \forall x. w) \supset \circ w \) by \( \square \square \)
8. \( \vdash (\circ \forall x. w) \supset (\forall x. \circ w) \) by \( \forall \forall \)
9. \( \vdash (\forall x. \circ w) \equiv (\circ \forall x. w) \) by 5, 8 and PR

T48. \( \vdash (\exists x. \circ w) \equiv (\circ \exists x. w) \)

Proof:
1. \( \vdash (\exists x. \circ w) \equiv (\circ \exists x. \neg \circ w) \) by T47
2. \( \vdash (\exists x. \neg \circ w) \equiv (\circ \exists x. w) \) by A1, A11 and ER (twice)
3. \( \vdash (\neg \exists x. \circ w) \equiv (\neg \circ \exists x. w) \) by A1, A11 and PR
4. \( \vdash (\exists x. \circ w) \equiv (\circ \exists x. w) \) by PR

Theorem T47 implies the commutativity of \( \forall \) with \( \square \): Both have a universal character, with one quantifying over individuals and the other quantifying over states. Similarly, theorem T48...
implies the commutativity of $\exists$ with $\circ$. The first two theorems (T45 and T46) imply the commutativity of $\forall$ and $\exists$ with $\circ$.

The next two theorems are consistent with the interpretation that the $\cup$ operator is universal with respect to its first argument and existential with respect to the second.

T49. $\vdash \forall x.(w_1 \cup w_2) \equiv (\forall x.w_1) \cup w_2$ where $x$ is not free in $w_2$

Proof:

1. $\vdash w_1 \cup w_2 \supset [w_2 \lor (w_1 \land O(w_1 \cup w_2))]$ by A9 and PR
2. $\vdash \forall x.(w_1 \cup w_2) \supset \forall x.[w_2 \lor (w_1 \land O(w_1 \cup w_2))]$ by $\forall \forall$
3. $\vdash \forall x.(w_1 \cup w_2) \supset [w_2 \lor \forall x.(w_1 \land O(w_1 \cup w_2))]$ by VI and PR, since $x$ is not free in $w_2$
4. $\vdash \forall x.(w_1 \cup w_2) \supset [w_2 \lor (\forall x.w_1 \land \forall x.O(w_1 \cup w_2))]$ by T41 and PR
5. $\vdash \forall x.(w_1 \cup w_2) \supset [w_2 \lor (\forall x.w_1 \land O\forall x.(w_1 \cup w_2))]$ by T46 and PR
6. $\vdash \forall x.(w_1 \cup w_2) \supset \diamondsuit w_2$ by A12, A10 and PR
7. $\vdash \forall x.(w_1 \cup w_2) \supset (\forall x.w_1) \cup w_2$ by 5, 6 and RUI, taking $w$ to be $\forall x.(w_1 \cup w_2)$, $u$ to be $\forall x.w_1$, and $v$ to be $w_2$
8. $\vdash (\forall x.w_1) \supset c w_1$ by A12
9. $\vdash (\forall x.w_1) \cup w_2 \supset w_1 \cup w_2$ by $\forall \cup$
10. $\vdash (\forall x.w_1) \cup w_2 \supset \forall x.(w_1 \cup w_2)$ by VI, since $x$ is not free in $w_2$
11. $\vdash \forall x.(w_1 \cup w_2) \equiv (\forall x.w_1) \cup w_2$ by 7, 10 and PR

T50. $\vdash \exists x.(w_1 \cup w_2) \equiv w_1 \cup (\exists x.w_2)$ where $x$ is not free in $w_1$

Proof:

1. $\vdash w_1 \cup w_2 \supset \diamondsuit w_2$ by A10
2. $\vdash \exists x.(w_1 \cup w_2) \supset (\exists x.\diamondsuit w_2)$ by $\exists \exists$
3. $\vdash \exists x.(w_1 \cup w_2) \supset (\diamondsuit \exists x.w_2)$ by T48 and PR
4. $\vdash w_1 \cup w_2 \supset [w_2 \lor (w_1 \land O(w_1 \cup w_2))]$ by A9 and PR
5. $\vdash \exists x.(w_1 \cup w_2) \supset [(\exists x.w_2) \lor \exists x.(w_1 \land O(w_1 \cup w_2))]$ by T42, $\exists \exists$ and PR
6. \( \vdash \exists x.(w_1 \cup w_2) \supset (\exists x.w_2) \vee (w_1 \land \exists x.O(w_1 \cup w_2)) \) 
   by T44 and PR, since \( x \) is not free in \( w_1 \)

7. \( \vdash \exists x.(w_1 \cup w_2) \supset \{ (\exists x.w_2) \vee [w_1 \land O \exists x.(w_1 \cup w_2)] \} \)
   by T46 and PR

8. \( \vdash \exists x.(w_1 \cup w_2) \supset w_1 \cup (\exists x.w_2) \)
   by 3, 7, RUI and PR

9. \( \vdash [w_2 \vee (w_1 \land O(w_1 \cup w_2))] \supset w_1 \cup w_2 \)
   by A9 and PR

10. \( \vdash \exists x.[w_2 \vee (w_1 \land O(w_1 \cup w_2))] \supset \exists x.(w_1 \cup w_2) \)
    by \( \exists \exists \)

11. \( \vdash [(\exists x.w_2) \vee \exists x.(w_1 \land O(w_1 \cup w_2))] \supset \exists x.(w_1 \cup w_2) \)
    by T42 and PR

12. \( \vdash [(\exists x.w_2) \vee (w_1 \land \exists x.O(w_1 \cup w_2))] \supset \exists x.(w_1 \cup w_2) \)
    by T44 and PR, since \( x \) is not free in \( w_1 \)

13. \( \vdash [(\exists x.w_2) \vee (w_1 \land \exists x.(w_1 \cup w_2))] \supset \exists x.(w_1 \cup w_2) \)
    by T46 and PR

14. \( \vdash w_1 \cup (\exists x.w_2) \supset \exists x.(w_1 \cup w_2) \)
    by LUI, taking \( u \) to be \( w_1 \), \( v \) to be \( \exists x.w_2 \) and \( w \) to be \( \exists x.(w_1 \cup w_2) \)

15. \( \vdash \exists x.(w_1 \cup w_2) \equiv w_1 \cup (\exists x.w_2) \)
    by 8, 14 and PR.

While operators of similar character, i.e., both universal or both existential, commute to yield equivalent formulas, operators of opposite character usually admit implication in one direction only. Thus we have:

TS1. \( \vdash \exists x.\Box w \supset \Box \exists x.w \)

TS2. \( \vdash \Box \forall x.w \supset \forall x.\Box w \)

TS3(a). \( \vdash \exists x.(w_1 \cup w_2) \supset (\exists x.w_1) \cup w_2 \) where \( x \) is not free in \( w_2 \)

(b). \( \vdash w_1 \cup (\forall x.w_2) \supset \forall x.(w_1 \cup w_2) \) where \( x \) is not free in \( w_1 \)

Theorems of similar character are:

TS4(a). \( \vdash \exists x.(u \cup u) \supset (\exists x.u) \cup (\exists x.u) \)

(b). \( \vdash (\forall x.u) \cup (\forall x.u) \supset \forall x.(u \cup u) \)

THE NEXT OPERATOR APPLIED TO TERMS:

The use of the next operator \( O \) applied to terms is governed by the axioms:
A14. \( \vdash \bigcirc f(t_1, \ldots, t_n) = f(\bigcirc t_1, \ldots, \bigcirc t_n) \)
for any function \( f \) and terms \( t_1, \ldots, t_n \)

A15. \( \vdash \bigcirc p(t_1, \ldots, t_n) \equiv p(\bigcirc t_1, \ldots, \bigcirc t_n) \)
for any predicate \( p \) and terms \( t_1, \ldots, t_n \)

These axioms are consistent with the evaluation rules that we gave which stated that in order to evaluate an expression \( \bigcirc \mathcal{E}(t_1, \ldots, t_n) \), we can evaluate \( \mathcal{E}(\bigcirc t_1, \ldots, \bigcirc t_n) \) whether \( \mathcal{E} \) is a function or a predicate.

5. EQUALITY

Equality is handled by the following axioms:

AXIOMS:

A16. Reflexivity of Equality
\( \vdash t = t \) for any term \( t \)

A17. Substitutivity of Equality
\( \vdash (t_1 = t_2) \supset [w(t_1, t_1) \equiv w(t_1, t_2)] \)
where \( t_2 \) is any term globally free for \( t_1 \) in \( w \)
and where \( w \) does not contain temporal operators

A18. \( \vdash \bigcirc(t_1 = t_2) \equiv (\bigcirc t_1 = \bigcirc t_2) \)

We use \( w(t_1, t_2) \) to indicate that \( t_2 \) replaces some of the occurrences of \( t_1 \) in \( w \).

The axiom A18 is a special case of A15 when the predicate \( p \) is the equality predicate.

Recall that a term \( t_2 \) is said to be globally free for \( t_1 \) in \( w \) if substitution of \( t_2 \) for all free occurrences of \( t_1 \) in \( w \): (a) does not create new bound occurrences of (global) variables, (i.e., \( t_2 \) is free for \( t_1 \) in \( w \)), and (b) does not create new occurrences of local variables in the scope of a modal operator.

Note that the classical axiom for substitutivity of equality A17

\( \vdash (t_1 = t_2) \supset [w(t_1, t_1) \equiv w(t_1, t_2)] \)

(where \( t_2 \) is free for \( t_1 \) in \( w \)) is not correct if \( w \) contains temporal operators. We could take \( w(t_1, t_2) \) to be \( \bigcirc(t_1 = t_2) \) and deduce from A17

\( \vdash (t_1 = t_2) \supset [\bigcirc(t_1 = t_1) \equiv \bigcirc(t_1 = t_2)] \),
i.e.,

\[ \vdash (t_1 = t_2) \supset (t_1 = t_2), \]

which is not a valid statement (since \( t_1 = t_2 \) may contain local variables).

TS6. *Commutativity of Equality*

\[ \vdash (t_1 = t_2) \supset (t_2 = t_1) \]

**Proof:**

1. \( \vdash (t_1 = t_2) \supset [(t_1 = t_2) \equiv (t_2 = t_1)] \) by A17
2. \( \vdash t_1 = t_1 \) by A16
3. \( \vdash (t_1 = t_2) \supset (t_2 = t_1) \) by 1, 2 and PR

TS7. *Transitivity of Equality*

\[ \vdash [(t_1 = t_2) \land (t_2 = t_3)] \supset (t_1 = t_3) \]

**Proof:**

1. \( \vdash (t_1 = t_2) \supset [(t_1 = t_2) \equiv (t_2 = t_3)] \) by A17
2. \( \vdash [(t_1 = t_2) \land (t_2 = t_3)] \supset (t_1 = t_3) \) by PR

TS7. *Term Equality*

(a) \( \vdash \square(t_1 = t_2) \supset [\tau(t_1, t_1) = \tau(t_1, t_2)] \)

(b) \( \vdash (t_1 = t_2) \supset [\tau(t_1, t_1) = \tau(t_1, t_2)] \)

for any term \( \tau \)

provided \( \tau \) does not contain the next operator.

**Proof of (a):**

By induction on the structure of \( \tau \).

**Case:** \( \tau(t_1, t_1) = t_1 \) and \( \tau(t_1, t_2) = t_1 \). Then

1. \( \vdash t_1 = t_1 \) by A16
2. \( \vdash \square(t_1 = t_2) \supset [\tau(t_1, t_1) = \tau(t_1, t_2)] \)

by PR and definition of \( \tau(t_1, t_1) \) and \( \tau(t_1, t_2) \).
Case: \( \tau(t_1, t_1) = t_1 \) and \( \tau(t_1, t_2) = t_2 \). Then

1. \( \vdash \Box(t_1 = t_2) \vdash (t_1 = t_2) \) by A3

2. \( \vdash \Box(t_1 = t_2) \vdash [\tau(t_1, t_1) = \tau(t_1, t_2)] \) by the definition of \( \tau(t_1, t_1) \) and \( \tau(t_1, t_2) \)

Case: \( \tau(t_1, t_1) = f(\tau_1(t_1, t_1), \ldots, \tau_k(t_1, t_1)) \) and \( \tau(t_1, t_2) = f(\tau_1(t_1, t_2), \ldots, \tau_k(t_1, t_2)) \). Then

1. \( \vdash \Box(t_1 = t_2) \vdash [\tau_i(t_1, t_1) = \tau_i(t_1, t_2)], \) for \( i = 1, \ldots, k \) by the induction assumption.

2. \( \vdash \bigwedge_{i=1}^k [\tau_i(t_1, t_1) = \tau_i(t_1, t_2)] \vdash \\
\quad [f(\tau_1(t_1, t_1), \ldots, \tau_k(t_1, t_1)) = f(\tau_1(t_1, t_2), \ldots, \tau_k(t_1, t_2))] \\
\quad \text{by repeated application of A17 and using T58 for transitivity of equality.}
\)

A typical step in this repeated application is:

\( \vdash [\tau_i(t_1, t_1) = \tau_i(t_1, t_2)] \vdash \\
\quad [f(\tau_1(t_1, t_2), \ldots, \tau_{i-1}(t_1, t_2), \tau_i(t_1, t_1), \ldots, \tau_k(t_1, t_1)) = \\
\quad f(\tau_1(t_1, t_2), \ldots, \tau_{i-1}(t_1, t_2), \tau_i(t_1, t_2), \tau_{i+1}(t_1, t_1), \ldots, \tau_k(t_1, t_1))] \\
\quad \text{justified by A17 and the fact that } \tau_i(t_1, t_2) \text{ is free for } \tau_i(t_1, t_1) \text{ in } f(...), \text{ since } f \text{ does not contain any temporal operators.}
\)

3. \( \vdash \Box(t_1 = t_2) \vdash [\tau(t_1, t_1) = \tau(t_1, t_2)] \)
\quad \text{by 1, 2, PR and the definition of } \tau(t_1, t_1) \text{ and } \tau(t_1, t_2).
\)

Case: \( \tau(t_1, t_1) = \Box \tau'(t_1, t_1) \) and \( \tau(t_1, t_2) = \Box \tau'(t_1, t_2) \). Then

1. \( \vdash \Box(t_1 = t_2) \vdash [\Box \tau'(t_1, t_1) = \tau'(t_1, t_2)] \) by the induction hypothesis

2. \( \vdash \Box \Box(t_1 = t_2) \vdash \Box [\tau'(t_1, t_1) = \tau'(t_1, t_2)] \) by \( \Box \Box \)

3. \( \vdash \Box \Box(t_1 = t_2) \vdash \Box [\Box \tau'(t_1, t_1) = \Box \tau'(t_1, t_2)] \) by A18 and PR

4. \( \vdash \Box(t_1 = t_2) \vdash \Box \Box(t_1 = t_2) \) by A7

5. \( \vdash \Box(t_1 = t_2) \vdash (\Box \Box(t_1 = t_1) = \Box \tau'(t_1, t_2)) \) by 4, 2, 3 and PR

6. \( \vdash \Box(t_1 = t_2) \vdash [\tau(t_1, t_1) = \tau(t_1, t_2)] \) by the definition of \( \tau(t_1, t_1) \), \( \tau(t_1, t_2) \).

Proof of (b):

1. \( \vdash (t_1 = t_2) \vdash [(\tau(t_1) = \tau(t_2)) \equiv (\tau(t_2) = \tau(t_2))] \) by A17 (no \( \Box \) in \( \tau \))

2. \( \vdash \tau(t_2) = \tau(t_2) \) by A16
3. $\vdash (t_1 = t_2) \supset (\tau(t_1) = \tau(t_2))$ by 1, 2 and PR

The following theorem generalizes A17 to arbitrary formulas.

**T58. Substitutivity of Equality**

$\vdash \Box(t_1 = t_2) \supset [w(t_1, t_1) \equiv w(t_1, t_2)]$ where $t_2$ is free for $t_1$ in $w$.

**Proof:**

By induction on the structure of $w$.

**Case:** $w$ contains no temporal operators. Then

1. $\vdash (t_1 = t_2) \supset [w(t_1, t_1) \equiv w(t_1, t_2)]$ by A17
2. $\vdash \Box(t_1 = t_2) \supset (t_1 = t_2)$ by A3
3. $\vdash \Box(t_1 = t_2) \supset [w(t_1, t_1) \equiv w(t_1, t_2)]$ by MP

**Case:** $w(t_1, t_2)$ is of the form $\tau_1(t_1, t_2) = \tau_2(t_1, t_2)$. Then

1. $\vdash \Box(t_1 = t_2) \supset [\tau_1(t_1, t_1) = \tau_1(t_1, t_2)]$ by T57
2. $\vdash \Box(t_1 = t_2) \supset [\tau_2(t_1, t_1) = \tau_2(t_1, t_2)]$ by T57
3. $\vdash [\tau_1(t_1, t_1) = \tau_1(t_1, t_2)] \supset [(\tau_1(t_1, t_1) = \tau_2(t_1, t_1)) \equiv (\tau_1(t_1, t_2) = \tau_2(t_1, t_1))]$

by A17 of the form $(\theta_1 = \theta_2) \supset [(\theta_1 = \tau_2(t_1, t_1)) \equiv (\theta_2 = \tau_2(t_1, t_1))]$ with $\theta_1 = \tau_1(t_1, t_1)$ and $\theta_2 = \tau_1(t_1, t_2)$

4. $\vdash \Box(t_1 = t_2) \supset [(\tau_1(t_1, t_1) = \tau_2(t_1, t_1)) \equiv (\tau_1(t_1, t_2) = \tau_2(t_1, t_1))]$ by 1, 3 and PR
5. $\vdash \Box(t_1 = t_2) \supset [(\tau_1(t_1, t_2) = \tau_2(t_1, t_1)) \equiv (\tau_1(t_1, t_2) = \tau_2(t_1, t_2))]$

similarly by A17, using 2
6. $\vdash \Box(t_1 = t_2) \supset [(\tau_1(t_1, t_1) = \tau_2(t_1, t_1)) \equiv (\tau_1(t_1, t_2) = \tau_2(t_1, t_2))]$

by 4, 5 and PR
7. $\vdash \Box(t_1 = t_2) \supset [w(t_1, t_1) \equiv w(t_1, t_2)]$ by the definition of $w(t_1, t_2)$

**Case:** $w$ is of the form $\Box u$. Then

1. $\vdash \Box(t_1 = t_2) \supset [u(t_1, t_1) \equiv u(t_1, t_2)]$ induction hypothesis
2. $\vdash \Box(t_1 = t_2)$ assumption
3. \( \vdash u(t_1, t_1) \equiv u(t_1, t_2) \) by MP
4. \( \vdash \Box u(t_1, t_1) \equiv \Box u(t_1, t_2) \) by \( \Box \Box \)

Thus, \( \Box (t_1 = t_2) \vdash [\Box u(t_1, t_1) \equiv \Box u(t_1, t_2)] \)

5. \( \vdash \Box \Box (t_1 = t_2) \supset [\Box u(t_1, t_1) \equiv \Box u(t_1, t_2)] \) by DED
6. \( \vdash \Box (t_1 = t_2) \supset [\Box u(t_1, t_1) \equiv \Box u(t_1, t_2)] \) by T3 and PR

The cases in which \( w \) is of the form \( \Diamond u, \Box u, \forall x.u \) and \( \exists x.u \) are treated similarly, using the \( \Diamond \Box \)-rule, the \( \Box \Box \)-rule, the \( \forall \forall \)-rule and the \( \exists \exists \)-rule, respectively.

Case: \( w \) is of the form \( u \cup v \).

1. \( \vdash \Box (t_1 = t_2) \supset [u(t_1, t_1) \equiv u(t_1, t_2)] \) induction hypothesis
2. \( \vdash \Box (t_1 = t_2) \supset [v(t_1, t_1) \equiv v(t_1, t_2)] \) induction hypothesis
3. \( \vdash \Box (t_1 = t_2) \) assumption
4. \( \vdash u(t_1, t_1) \equiv u(t_1, t_2) \) by 1, 3 and MP
5. \( \vdash v(t_1, t_1) \equiv v(t_1, t_2) \) by 2, 3 and MP
6. \( \vdash (u(t_1, t_1) \cup v(t_1, t_1)) \equiv (u(t_1, t_2) \cup v(t_1, t_2)) \) by 4, 5 and ER

Thus, \( \Box (t_1 = t_2) \vdash [(u(t_1, t_1) \cup v(t_1, t_1)) \equiv (u(t_1, t_2) \cup v(t_1, t_2)) ] \)

7. \( \vdash \Box \Box (t_1 = t_2) \supset [(u(t_1, t_1) \cup v(t_1, t_1)) \equiv (u(t_1, t_2) \cup v(t_1, t_2)) ] \) by DED
8. \( \vdash \Box (t_1 = t_2) \supset [(u(t_1, t_1) \cup v(t_1, t_1)) \equiv (u(t_1, t_2) \cup v(t_1, t_2)) ] \) by T3 and PR

6. FRAME AXIOMS AND RULES

In this section we consider the consequences of the partition of the set of all variables into local and global variables. By the semantic definition, global variables are given their value by the global assignment \( \alpha \), and these values do not vary from state to state. Consequently, for a global variable \( u \) it must be universally true that \( u = \Box u \), i.e., the value of \( u \) at any state is identical to its value in the next state (see A19 below). The following axioms are called frame axioms in reference to the "frame axiom" in Hoare's deductive system for program verification ([Hil]).

Recall that we split the set of our symbols into two subsets: global and local symbols. The logical consequence of this convention is the following frame axiom:

A19. Frame Axiom

\( \vdash z = \Box z \) for every global variable \( z \)
We can therefore prove by induction on the structure of the term \( t \) and the formula \( w \) the following frame theorems:

T59. For a term \( t \) and formula \( w \)

(a) \( \vdash t = \neg t \)  
where \( t \) is global, i.e., does not contain local symbols

(b) \( \vdash w \equiv \Box w \)  
where \( w \) is global, i.e., does not contain local symbols.

(c) \( \vdash w(y_1, \ldots, y_n) \equiv \Box w(y_1, \ldots, y_n) \)  
where \( y_1, \ldots, y_n \) are all the local variables in \( w \).

We present several frame theorems that facilitate moving global formulas in and out of the scope of temporal operators.

T60. \( \vdash \Box(w_1 \lor w_2) \equiv (w_1 \lor \Box w_2) \)  
where \( w_1 \) is global, i.e., contains no local symbols.

Proof:

1. \( \vdash \neg w_1 \lor \Box \neg w_1 \)  
   by T59b
2. \( \vdash \Box(w_1 \lor w_2) \lor \Box \neg w_1 \lor \Box((w_1 \lor w_2) \land \neg w_1) \)  
   by T7 and PR
3. \( \vdash [(w_1 \lor w_2) \land \neg w_1] \lor w_2 \)  
   by PT
4. \( \vdash \Box(w_1 \lor w_2) \land \Box \neg w_1 \lor \Box w_2 \)  
   by 2, 3, \( \Box \Box \) and PR
5. \( \vdash \Box(w_1 \lor w_2) \land \Box \neg w_1 \lor \Box w_2 \)  
   by 1, 4 and PR
6. \( \vdash \Box(w_1 \lor w_2) \lor (w_1 \lor \Box w_2) \)  
   by PR
7. \( \vdash w_1 \lor \Box w_1 \)  
   by T59b
8. \( \vdash (w_1 \lor \Box w_2) \lor (w_1 \lor \Box w_2) \)  
   by PR
9. \( \vdash (\Box w_1 \lor \Box w_2) \lor (w_1 \lor \Box w_2) \)  
   by T9
10. \( \vdash (w_1 \lor \Box w_2) \lor (w_1 \lor \Box w_2) \)  
    by 8, 9 and PR
11. \( \vdash \Box(w_1 \lor w_2) \equiv (w_1 \lor \Box w_2) \)  
    by 6, 10 and PR

T61. \( \vdash \Diamond (w_1 \land w_2) \equiv (w_1 \land \Diamond w_2) \)  
where \( w_1 \) is global.

Proof: The proof follows from T60 by duality.
A derived frame rule that we will be using is:

**Frame Rule — FR**

\[
\begin{align*}
\vdash u & \supset \lozenge v \\
\frac{}{\vdash (w \land u) \supset \lozenge (w \land v)}
\end{align*}
\]

where \(w\) is global.

**Proof:**

1. \(\vdash u \supset \lozenge v\)  
   \(\text{given}\)
2. \(\vdash (w \land u) \supset (w \land \lozenge v)\)  
   \(\text{by PR}\)
3. \(\vdash (w \land \lozenge v) \supset \lozenge (w \land v)\)  
   \(\text{by T61 and PR}\)
4. \(\vdash (w \land u) \supset \lozenge (w \land v)\)  
   \(\text{by 2, 3 and PR}\)
C. DOMAIN PART

The next part of the system contains domain axioms that specify the necessary properties of the domain of interest. Thus, to reason about programs manipulating natural numbers, we need the set of Peano Axioms, and to reason about trees we need a set of axioms giving the basic properties of trees and the basic operations defined on them.

7. INDUCTION AXIOMS AND RULES

An essential axiom schema for many domains is the induction axiom schema. This (and all other schemas) should be formulated to admit temporal instances as subformulas. Thus the induction principle for natural numbers can be stated as follows:

A20. Induction Axiom

\[ \vdash \{ R(0) \land \forall n[R(n) \supset R(n+1)] \} \supset R(k) \]

for any statement \( R \).

One instance of this axiom, which will be used later, is obtained by taking \( R(n) \) to be \( \Box(Q(n) \supset \Diamond \psi) \):

Γ62. Induction Theorem:

\[ \vdash \{ \Box(Q(0) \supset \Diamond \psi) \land \forall n[\Box(Q(n) \supset \Diamond \psi) \supset \Box(Q(n+1) \supset \Diamond \psi)] \} \supset \Box(Q(k) \supset \Diamond \psi). \]

Using this induction theorem we can derive the following useful induction rule:

\[ \Diamond \text{ Induction Rule} \quad \Diamond \text{IND} \]

\[ \vdash Q(0) \supset \Diamond \psi \]

\[ \vdash Q(n+1) \supset [\Diamond \psi \lor \Diamond Q(n)] \]

\[ \vdash Q(k) \supset \Diamond \psi \]

\( \Diamond \text{IND} \) is useful for proving convergence of a loop: show that \( Q(0) \) guarantees \( \Diamond \psi \) and that for each \( n \), either \( Q(n+1) \) implies \( Q(n) \) across the loop or it already establishes \( \Diamond \psi \) and no further execution is necessary. Then for any \( k \), \( Q(k) \) ensures that \( \Diamond \psi \) is established.

Proof:

1. \( \vdash Q(0) \supset \Diamond \psi \)

2. \( \vdash \Box(Q(0) \supset \Diamond \psi) \)

\text{given}

\text{by } \Box I
3. $\vdash Q(n + 1) \supset (\Diamond \psi \lor \Diamond Q(n))$  
   \quad \text{given} 

4. $\vdash \Box Q(n) \supset \Diamond \psi$  
   \quad $\vdash (\Diamond Q(n) \supset \Diamond \psi)$  
   \quad \text{by } T6, T4 \text{ and } P\text{r} 

5. $\vdash [Q(n + 1) \land \Box(\Box Q(n) \supset \Diamond \psi)] \supset \Diamond \psi$  
   \quad \text{by } 3, 4 \text{ and } P\text{r} 

6. $\vdash \Box(\Box Q(n) \supset \Diamond \psi) \supset (Q(n + 1) \supset \Diamond \psi)$  
   \quad \text{by } P\text{r} 

7. $\vdash \Box \Box(\Box Q(n) \supset \Diamond \psi) \supset \Box(\Box Q(n + 1) \supset \Diamond \psi)$  
   \quad \text{by } \Box \Box 

8. $\vdash \Box(\Box Q(n) \supset \Diamond \psi) \supset \Box(\Box Q(n + 1) \supset \Diamond \psi)$  
   \quad \text{by } T3 \text{ and } P\text{r} 

9. $\vdash \forall n[\Box(\Box Q(n) \supset \Diamond \psi) \supset \Box(\Box Q(n + 1) \supset \Diamond \psi)]$  
   \quad \text{by } \forall \text{I} 

10. $\vdash \Box(\Box Q(k) \supset \Diamond \psi)$  
    \quad \text{by } 2, 9 \text{ and } T62 

11. $\vdash Q(k) \supset \Diamond \psi$  
    \quad \text{by } A3 \text{ and } M\text{P} 

While induction over the natural numbers is usually sufficient in order to prove properties of sequential programs, we need induction over more general orderings in order to reason about concurrent programs ([LPS]). Thus we have to formulate a more general induction principle over arbitrary well-founded orderings.

Let $(A, \prec)$ be a partially ordered set. We call the ordering $\prec$ a well-founded ordering if there exists no infinitely decreasing sequence of elements in $A$:

$\alpha_1 \succ \alpha_2 \succ \alpha_3 \succ \ldots$

For each well-founded ordering $(A, \prec)$, the following is a valid induction rule:

\[ \text{R5. Well-Founded Induction Rule — WIND} \]

\[ \vdash \forall[\beta \prec \alpha \supset w(\beta) \supset w(\alpha)] \]

\[ \vdash w(\alpha) \]

This rule should hold for an arbitrary temporal formula $w(\alpha)$ dependent on a global variable $\alpha \in A$, and we adopt it as a primitive inference rule.

To justify the rule semantically we may argue as follows:

Assume that the premise to the rule is true but the conclusion is not. Then there must exist a model $\mathcal{M}$ and an $\alpha_1$ such that $w(\alpha_1)$ is false under $\mathcal{M}$. By the premise there must exist some $\alpha_2$ such that $\alpha_2 \prec \alpha_1$ and $w(\alpha_2)$ is false under $\mathcal{M}$. Arguing in a similar way we obtain an infinitely decreasing sequence:

$\alpha_1 \succ \alpha_2 \succ \alpha_3 \succ \ldots$

such that for each $i$, $w(\alpha_i)$ is false under $\mathcal{M}$. This of course contradicts the well-foundedness of $(A, \prec)$.

Note that the induction axiom and rules can be derived from WIND by taking $(A, \prec)$ to be $(\mathbb{N}, \prec)$. 
In order to use the WIND rule, one has to establish that the ordering \(<\) is indeed a well-founded ordering. Several specific orderings are known to be well-founded (such as lexicographic ordering over tuples of integers, multisets, etc.), and may be freely used. However, the general statement that an ordering ‘\(<\)’ is well-founded is a second order statement which may require second order reasoning for its establishment.

By substitution of a special form of a temporal formula we can obtain the following induction principle for \(\Diamond\) formulas:

\[
\text{Well-Founded } \Diamond \text{ Induction Rule — WIND}
\]

\[
\frac{\vdash w(\alpha) \supset \Diamond (\psi \lor \exists \beta[(\beta < \alpha) \land w(\beta)])}{\vdash w(\alpha) \supset \Diamond \psi}
\]

We show that \(\Diamond \text{WIND}\) follows from WIND.

**Proof:**

1. \(\vdash w(\alpha) \supset \Diamond (\psi \lor \exists \beta[(\beta < \alpha) \land w(\beta)])\) given
2. \(\vdash w(\alpha) \supset (\Diamond \psi \lor \Diamond \exists \beta[(\beta < \alpha) \land w(\beta)])\) by T8 and PR
3. \(\vdash \Box(\exists \beta[(\beta < \alpha) \land w(\beta)]) \supset \Diamond \psi\) by T6, T4 and PR
4. \(\vdash \{w(\alpha) \land \Box(\exists \beta[(\beta < \alpha) \land w(\beta)]) \supset \Diamond \psi\} \supset \Diamond \psi\) by 2, 3 and PR
5. \(\vdash \Box(\exists \beta[(\beta < \alpha) \land w(\beta)]) \supset \Diamond \psi\) by PR
6. \(\vdash (\exists \beta[(\beta < \alpha) \land w(\beta)]) \supset \Diamond \psi \equiv (\neg \exists \beta[(\beta < \alpha) \land w(\beta)] \lor \Diamond \psi)\) by PT
7. \(\vdash (\neg \exists \beta[(\beta < \alpha) \land w(\beta)] \lor \Diamond \psi) \equiv (\forall \beta[\neg(\beta < \alpha) \lor \neg w(\beta)] \lor \Diamond \psi)\) by A11, ER and PR
8. \(\vdash (\forall \beta[\neg(\beta < \alpha) \lor \neg w(\beta)] \lor \Diamond \psi) \equiv \forall \beta[(\beta < \alpha) \lor (w(\beta) \lor \Diamond \psi)]\) by T43, PR and ER, since \(\Diamond \psi\) does not depend on \(\beta\)
9. \(\vdash (\exists \beta[(\beta < \alpha) \land w(\beta)]) \supset \Diamond \psi \equiv \forall \beta[(\beta < \alpha) \lor (w(\beta) \lor \Diamond \psi)]\) by 6, 7, 8 and PR
10. \(\vdash \Box \forall \beta[(\beta < \alpha) \lor (w(\beta) \lor \Diamond \psi)] \supset (w(\alpha) \lor \Diamond \psi)\) by 9, 5 and ER
11. \(\vdash \Box \forall \beta[(\beta < \alpha) \lor (w(\beta) \lor \Diamond \psi)] \supset \Box (w(\alpha) \lor \Diamond \psi)\) by T3, ER and PR
12. \(\vdash \forall \beta \Box[(\beta < \alpha) \lor (w(\beta) \lor \Diamond \psi)] \supset \Box (w(\alpha) \lor \Diamond \psi)\) by T47 and PR
13. \(\forall \beta[(\beta < \alpha) \lor \Box (w(\beta) \lor \Diamond \psi)] \supset \Box (w(\alpha) \lor \Diamond \psi)\) by T60, ER and PR, since \((\beta < \alpha)\) is global
14. \(\vdash \Box (w(\alpha) \lor \Diamond \psi)\) by WIND, taking \(w(\alpha)\) to be \(\Box (w(\alpha) \lor \Diamond \psi)\)
15. \(\vdash w(\alpha) \supset \Diamond \psi\) by A3 and PR
D. PROGRAM PART

Our proof system must be augmented by additional axioms that reflect the structure of the program under consideration. The additional axioms constrain the state sequences to be exactly the set of execution sequences of the program under study. This relieves us from the need to include program text explicitly in the system; all the necessary information is captured by the additional axioms.

8. PROGRAMS AND COMPUTATIONS

In our model a concurrent program consists of \( m \) parallel processes:

\[ P : \ y := g(y); [P_1 \parallel \ldots \parallel P_m]. \]

Each process \( P_i \) is represented as a transition graph with locations (nodes) \( L_i = \{ l_0, \ldots, l_i \} \). The edges in the graph are labelled by guarded commands of the form \( c(y) \rightarrow [y := f(y)] \) whose meaning is that if \( c(y) \) is true the edge may be traversed while replacing \( y \) by \( f(y) \).

Let \( \ell, \ell_1, \ell_2, \ldots, \ell_k \in L_i \) be locations in process \( P_i \):

\[ c_1(y) \rightarrow [y := f_1(y)] \]

\[ \ell_1 \]

\[ \alpha_1 \]

\[ \ell \]

\[ c_k(y) \rightarrow [y := f_k(y)] \]

\[ \ell_k \]

\[ \alpha_k \]

The variables \( y = (y_1, \ldots, y_n) \) are shared by all processes. We define \( E_i(y) = c_1(y) \lor \ldots \lor c_k(y) \) to be the exit condition at node \( \ell \). We do not require that the conditions \( c_i \) be either exclusive or exhaustive.

The advantage of the transition graph representation is that programs are represented in a uniform way and that we have only to deal with one type of instruction. We show first that programs represented in a linear text form can easily be translated into graph form.

Assume that a linear text program allows the following types of instructions:

Assignment: \[ y := f(y) \]
Conditional Branch: \( \text{if } p(y) \text{ then go to } \ell_1 \text{ else go to } \ell_2 \)

Halt: \( \text{halt} \)

Waiting loop: \( \text{loop until } p(y) \)

\( \text{loop while } p(y) \)

and the semaphore instructions

Request: \( \text{request}(y) \)

Release: \( \text{release}(y) \)

A linear text program for each of the processes has the following form:

\[ \ell_0 : I_0 \]
\[ \ell_1 : I_1 \]
\[ \vdots \]
\[ \ell_k : \text{halt or go to } \ell_j \]

where \( \ell_0, \ell_1, \ldots, \ell_k \) are labels and \( I_0, I_1, \ldots \) are instructions from the list above.

The graph representation of such a program for process \( P_i \) will be a labelled graph with \( L_i = \{ \ell_0, \ldots, \ell_k \} \) as the set of nodes. For each instruction \( I \) at label \( \ell \in L_i \) we construct edges as follows:

- for the instruction \( \ell : y := f(y) \)
  \( \ell' : \)
  construct
  \[ \ell \rightarrow \text{true } \rightarrow [y := f(y)] \rightarrow \ell' \]

- for the instruction \( \ell : \text{if } p(y) \text{ then go to } \ell' \text{ else go to } \ell'' \)
  \( \ell' : \)
  \( \ell'' : \)
  construct
  \[ t \rightarrow p(y) \rightarrow \left[ \right] \rightarrow \ell' \]
  \[ \sim p(y) \rightarrow \left[ \right] \rightarrow \ell'' \]
> for the instruction
\( \ell : \text{ if } p(\overline{y}) \text{ then go to } \ell' \)
\( \ell'' : \)

**construct**

\[
\begin{array}{c}
\ell \\
\downarrow \\
\sim p(\overline{y}) \rightarrow [ ] \\
\downarrow \\
\ell''
\end{array}
\]

\[ p(\overline{y}) \rightarrow [ ] \]

> for the instruction
\( \ell : \text{ if } p(\overline{y}) \text{ then } \overline{y} := f(\overline{y}) \)
\( \ell' : \)

**construct**

\[
\begin{array}{c}
\ell \\
\downarrow \\
\sim p(\overline{y}) \rightarrow [ ] \\
\downarrow \\
\ell'
\end{array}
\]

\[ p(\overline{y}) \rightarrow [ \overline{y} := f(\overline{y}) ] \]

> for the instruction
\( \ell : \text{ loop until } p(\overline{y}) \)
\( \ell' : \)

**construct**

\[
\begin{array}{c}
\ell \\
\downarrow \\
\sim p(\overline{y}) \rightarrow [ ] \\
\downarrow \\
\ell'
\end{array}
\]

\[ p(\overline{y}) \rightarrow [ ] \]

> for the instruction
\( \ell : \text{ loop while } p(\overline{y}) \)
\( \ell' : \)

**construct**

\[
\begin{array}{c}
\ell \\
\downarrow \\
\sim p(\overline{y}) \rightarrow [ ] \\
\downarrow \\
\ell'
\end{array}
\]

\[ p(\overline{y}) \rightarrow [ ] \]

> for the instruction
\( \ell : \text{request}(y) \)
\( \ell' : \)

construct

\[
\begin{array}{c}
\ell & \quad y > 0 \rightarrow [y := y - 1] & \rightarrow \ell' \\
\end{array}
\]

for the instruction

\( \ell : \text{release}(y) \)
\( \ell' : \)

construct

\[
\begin{array}{c}
\ell & \quad \text{true} \rightarrow [y := y + 1] & \rightarrow \ell' \\
\end{array}
\]

For \textit{halt} at label \( \ell \) we construct no edges out of \( \ell \).

The actual translation into graph form need not be carried out explicitly. Rather, the general axiomatational description of transition diagrams can be easily translated to axioms for each of the types of instructions in the linear text form.

A state of the program \( P \) is a tuple of the form \( s = (\vec{l}; \vec{y}) \) with \( \vec{l} \in L_1 \times \ldots \times L_m \) and \( \vec{y} \in D^n \), where \( D \) is the domain over which the program variables \( y_1, \ldots, y_n \) range. The vector \( \vec{l} = (l_1^{i_1}, \ldots, l_m) \) is the set of current locations which are next to be executed in each of the processes. The vector \( \vec{y} \) is the set of current values assumed by the program variables \( \vec{y} \) at state \( s \).

Let \( s = (l_1^{i_1}, \ldots, l_m^{i_m}; \vec{y}) \) be a state. We say that process \( P_i \) is enabled on \( s \) if \( E_{P_i}(\vec{y}) = \text{true} \). This implies that if we let \( P_i \) run at this point, there is at least one condition \( c_j \) among the edges departing from \( \ell' \) that is true. Otherwise, we say that \( P_i \) is disabled on \( s \). An example of a disabled process is the case where \( \ell' \) labels an instruction \( \text{request}(y) \) and \( y = 0 \). Another example is that of \( \ell' \) labeling a \textit{halt} statement. A state is defined to be \textit{terminal} if no \( P_i \) is enabled on it.

Given a program \( P \) we define the notion of a \textit{computation step} of \( P \).

Let \( s = (l_1^{i_1}, \ldots, l_m^{i_m}; \vec{y}) \) and \( \tilde{s} = (l_1^{i_1}, \ldots, l_m^{i_m}; \vec{y}) \) be two states of \( P \). Let \( \tau \) be a transition in \( P_i \) of the form:

\[
\begin{array}{c}
\ell' & \quad c(\vec{y}) \rightarrow [y := f(\vec{y})] & \rightarrow \ell'' \\
\end{array}
\]

such that \( c(\vec{y}) \equiv \text{true} \), \( \vec{y} = f(\vec{y}) \), and for every \( j \neq i \), \( \vec{y}' = \vec{y} \). Then we say that \( \tilde{s} \) can be obtained from \( s \) by a \( P_i \)-step (a single computation step), and write

\[
\sigma : s_0 \rightarrow s_1 \rightarrow s_2 \rightarrow s_3 \rightarrow \ldots
\]

An \textit{initialized admissible computation} of a program \( P \) for an input \( \vec{x} = \vec{c} \) is a labelled maximal sequence of states of \( P \):
which satisfies the following three conditions. (The sequence \( \sigma \) is considered maximal if it cannot be extended, i.e., it is either infinite or ends with a state \( s_k \) which is terminal.)

A. Initialization:

The first state \( s_0 \) has the form:

\[
\sigma_0 = (\vec{\ell}_0; \vec{g}(\vec{\xi}))
\]

where \( \vec{\ell}_0 = (\ell_{01}, \ldots, \ell_{0n}) \) is the vector of initial locations. The values \( \vec{g}(\vec{\xi}) \) are the initial values assigned to the \( \vec{y} \) variables for the input \( \vec{\xi} \).

B. State to State Sequencing:

Every step in the computation \( s \xrightarrow{P_i} s_i \) is justified by a \( P_i \)-step.

C. Fairness:

Every \( P_i \) which is enabled on infinitely many states in \( \sigma \) must be activated infinitely many times in \( \sigma \), i.e., there must be an infinite number of \( P_i \)-steps in \( \sigma \).

We define an admissible computation of \( P \) for input \( \vec{\xi} \) to be either an initialized admissible computation or a suffix of an initialized admissible computation.

Thus the class of admissible computations is closed under the operation of taking the suffix. This is needed in order to ensure soundness of the inference rule \( \Box \) (I13). We denote the class of all \( \vec{\xi} \)-admissible computations of a program \( P \) by \( \mathcal{A}(P, \vec{\xi}) \).

An admissible computation is said to be convergent if it is finite:

\[
\sigma : s_0 \xrightarrow{P_{i_1}} s_1 \xrightarrow{} \cdots \xrightarrow{P_{i_f}} s_f .
\]

If the terminal state \( s_f \) in a convergent computation is of the form \( s_f = (\ell_1^f, \ldots, \ell_n^f; \vec{\eta}) \), where each \( \ell_j^f \) labels a halt instruction, we say that the computation has terminated. Otherwise, we say that the computation has blocked or is deadlocked.

In order to describe properties of states we introduce a vector of location variables \( \vec{\pi} = (\pi_1, \ldots, \pi_m) \). Each \( \pi_i \) ranges over \( L_i \), and assumes the location value \( \ell^\prime \) in a state

\[
s = (\ell^1, \ldots, \ell^i, \ldots, \ell^m; \vec{\eta}).
\]

Thus we may describe a state \( s = (\vec{\ell}; \vec{\eta}) \) by saying that in this state \( \vec{\pi} = \vec{\ell} \) and \( \vec{y} = \vec{\eta} \).

A state formula \( Q = Q(\vec{\pi}; \vec{y}) \) is any formula which contains no temporal operators. It is built up of terms and predicates over the location and program variables \( (\vec{\pi}; \vec{y}) \) and may also refer to global variables.

We frequently abbreviate the statement \( \pi_i = \ell \) to \( \text{at} \ell \). Since the \( L_i \)'s are disjoint, there is no difficulty in identifying the particular \( \pi_i \) which assumes the value \( \ell \).
Let us consider a program $P$ over a domain $D$ with fixed interpretation $I$ for all the predicate, function and individual constant symbols. A model $M$ is said to be admissible for $P$ if it has the form:

$$M = (I, \alpha, \delta)$$

where $\alpha$ and $\delta$ satisfy the following condition:

There exists an $\alpha[\exists]-$admissible computation $\sigma \in \mathcal{A}(P, \alpha[\exists])$ such that

either

$$\sigma \text{ is infinite: } \sigma = s_0 \xrightarrow{P_{s_1}} s_1 \xrightarrow{P_{s_2}} s_2 \rightarrow s_3 \ldots$$

and

$$\hat{\delta} = s_0, s_1, s_2, \ldots$$

or

$$\sigma \text{ is finite: } \sigma = s_0 \xrightarrow{P_{s_1}} s_1 \xrightarrow{P_{s_2}} s_2 \rightarrow \ldots \xrightarrow{P_{s_f}} s_f$$

and then

$$\hat{\delta} = s_0, s_1, s_2, \ldots, s_f, s_f, \ldots$$

Thus we force $\hat{\delta}$ to be always infinite by indefinitely repeating the last state of $\sigma$ if it is finite. This corresponds to our intuition that while the computation may have terminated, time still marches on, but no further change in the program will ever occur.

Let us denote the class of all admissible models for a program $P$ by $C(P)$. Note that this class, differently from $\mathcal{A}(P, \xi)$, contains computations corresponding to different inputs.

We define the state formula stating that a process $P_i$ is enabled as follows:

$$\text{Enabled}(P_i; \overline{x}; \overline{y}) = \bigwedge_{\xi \in \mathcal{L}_i} [(\xi_i = \xi) \supset E_\xi(\overline{y})].$$

For the complete program $P$ we defined

$$\text{Enabled}(P; \overline{x}; \overline{y}) = \bigvee_{i=1}^{m} \text{Enabled}(P_i; \overline{x}; \overline{y}).$$

Thus a state $s = (\overline{x}, \overline{y})$ is terminal iff

$$\text{Enabled}(P; \overline{x}; \overline{y}) = false$$

and we may define

$$\text{Terminal}(\overline{x}; \overline{y}) \equiv \neg \text{Enabled}(P; \overline{x}; \overline{y}).$$
Let the following be a transition $\tau$ in process $P_i$:

$$
\begin{array}{c}
\circ \xrightarrow{c(\bar{y}) \rightarrow [\bar{y} := f(\bar{y})]} \circ' \\
\tau
\end{array}
$$

We define the transformation associated with the transition $\tau$ by:

$$
r_\tau(\bar{x}; \bar{y}) = (\bar{x}[\ell' / \pi_i]; f(\bar{y})).
$$

The transformation is obtained by replacing the current value $\ell$ of $\pi_i$ by $\ell'$ and the values of $\bar{y}$ by $f(\bar{y})$.

Let $\varphi(\bar{x}; \bar{y})$ and $\psi(\bar{x}; \bar{y})$ be two state formulas. We say:

- The transition $\tau$ leads from $\varphi$ to $\psi$ if the following implication is valid:
  $$
  [\varphi(\bar{x}; \bar{y}) \land at \ell' \land c(\bar{y})] \supset \psi(r_\tau(\bar{x}; \bar{y})).
  $$

- The process $P_i$ leads from $\varphi$ to $\psi$ if every transition $\tau$ in $P_i$ leads from $\varphi$ to $\psi$.

- The program $P$ leads from $\varphi$ to $\psi$ if every $P_i$ leads from $\varphi$ to $\psi$.

We are ready now to give a temporal axiomatization for the notion of computation under the program $P$.

9. Axioms and Rules for Concurrent Programs

The first axiom states that the location variable $\pi_i$ may only assume values in $L_i$.

A21. Location Axiom — LOC

$$
\vdash \pi_i \in L_i \text{ for } i = 1, \ldots, m.
$$

This is an abbreviation for:

$$
\vdash (\pi_i = \ell_0^i) \lor (\pi_i = \ell_1^i) \lor \ldots \lor (\pi_i = \ell_k^i).
$$

Since all the locations are disjoint, it also follows from the equality axioms that $\pi_i$ may be equal to at most one $\ell_k^i$ at a time.

For each of the three requirements defining an admissible computation we have a corresponding inference rule scheme:

R6. Initialization — INIT

For an arbitrary temporal formula $w$:

$$
\vdash [at \ell_0 \land \bar{y} = g(\bar{x})] \supset \square w
$$

$$
\vdash \square w
$$
For let us assume that the premise to this rule holds. This implies that \( \square w \) is true for all initialized computations. By the semantic definition of \( \square \), this implies that \( w \) is true for every suffix of an initialized computation, i.e., for every admissible computation. Thus, \( w \) is \( C(P) \)-valid, and by generalization (\( \Box \)) so is \( \square w \).

R7. Transition — TRNS

Let \( \varphi(\vec{x};\vec{y}) \) and \( \psi(\vec{x};\vec{y}) \) be two state formulas.

\[
\frac{\vdash P \text{ leads from } \varphi \text{ to } \psi}{\vdash [\varphi(\vec{x};\vec{y}) \land \text{Terminal}(\vec{x};\vec{y})] \supset \psi(\vec{x};\vec{y})}
\]

Indeed let \( s \) be a state in the sequence \( \sigma \) corresponding to an admissible computation \( \sigma \), and let \( s' \) be its successor in \( \sigma \). Assume that \( \varphi(s) \) is true. There are two cases to be considered. In the first case, \( s' \) is derived from \( s \) by a \( P_i \)-step for some \( i = 1, \ldots, m \). But then, by the first premise, \( P_i \) leads from \( \varphi \) to \( \psi \) and therefore \( \psi \) must be true for \( s' \). In the other case, \( s \) is terminal and \( s' = s \) the repetition of the terminal state of a finite computation. But then \( s \) is terminal and satisfies the antecedent of the second premise, leading to \( \psi(s) = \psi(s') = \text{true} \). Hence, in both cases \( \psi(s') \) must hold and the conclusion of the rule follows.

Note that the first premise to this rule requires establishing many conditions involving the individual transitions of each of the processes. However, by examining the definitions of "leading from \( \varphi \) to \( \psi \)" we see that they are all expressible as classical statements involving no temporal operators. Therefore this premise should be provable from the domain axioms plus the usual predicate calculus proof system. The second premise is also classical, and ensures the consequence after the sequence has reached a terminal state.

R8. Fairness — FAIR

Let \( \varphi(\vec{x};\vec{y}) \) and \( \psi(\vec{x};\vec{y}) \) be two state formulas and \( P_k \) be one of the processes.

A. \( \vdash P \text{ leads from } \varphi \text{ to } \varphi \lor \psi \)

B. \( \vdash P_k \text{ leads from } \varphi \text{ to } \psi \)

\[
\frac{\vdash [\varphi \land \square \diamond \text{Enabled}(P_k)] \supset \varphi \lor \psi}{\vdash \varphi \lor \psi}
\]

To give a semantic justification of this rule, consider a computation such that \( \varphi \) is true initially. By A, \( \varphi \) will hold until \( \psi \) is realized, if ever. By B, once \( P_k \) will be activated in a state satisfying \( \varphi \) it will achieve \( \psi \) in one step. Consider now a sequence \( \sigma \) such that \( \varphi \land \square \diamond \text{Enabled}(P_k) \) is true on \( \sigma \). This means that \( \varphi \) is initially true and \( P_k \) is enabled infinitely many times in \( \sigma \). By fairness, \( P_k \) will eventually be activated, which, if \( \psi \) has not been realized before, will achieve \( \psi \) in one step.

Since \( [\varphi \lor \psi] \supset \diamond \psi \), we often use the FAIR rule in order to derive the consequence

\[
[\varphi \land \square \diamond \text{Enabled}(P_k)] \supset \diamond \psi.
\]

There are several derived rules that can be obtained from the above axiomatization.
\textbf{Invariance Rule — INV}

\[ \vdash P \text{ leads from } \varphi \text{ to } \varphi \]

\[ \vdash \varphi \supset \Box \varphi \]

\textbf{Proof:}

1. \[ \vdash P \text{ leads from } \varphi \text{ to } \varphi \]

2. \[ \vdash [\varphi \land \text{Terminal}] \supset \varphi \]

3. \[ \vdash \varphi \supset \Box \varphi \]

4. \[ \vdash \varphi \supset \Box \varphi \]

\textbf{Initialized Invariance Rule — IINV}

Let \( \varphi \) be a state formula

\[ \vdash [at \ell_0 \land \bar{y} = g(x)] \supset \varphi \]

\[ \vdash P \text{ leads from } \varphi \text{ to } \varphi \]

\[ \vdash \Box \varphi \]

\textbf{Proof:}

1. \[ \vdash [at \ell_0 \land \bar{y} = g(x)] \supset \varphi \]

2. \[ \vdash P \text{ leads from } \varphi \text{ to } \varphi \]

3. \[ \vdash \varphi \supset \Box \varphi \]

4. \[ \vdash [at \ell_0 \land \bar{y} = g(x)] \supset \Box \varphi \]

5. \[ \vdash \Box \varphi \]

The IINV rule is the rule most often used in order to establish invariance properties of programs.

\textbf{Unless Establishment Rule — IER}

Let \( \varphi \) be a state formula

\[ \vdash P \text{ leads from } \varphi \text{ to } \varphi \lor \psi \]

\[ \vdash \varphi \supset (\varphi \lor \psi) \]

\textbf{Proof:}

1. \[ \vdash P \text{ leads from } \varphi \text{ to } \varphi \lor \psi \]

given
2. \( \vdash \varphi \vdash (\varphi \lor \psi) \)  
   by PT
3. \( \vdash [\varphi \land \text{Terminal}] \vdash (\varphi \lor \psi) \)  
   by PR
4. \( \vdash \varphi \vdash O(\varphi \lor \psi) \)  
   by 1, 3 and TRNS
5. \( \vdash \varphi \vdash (\varphi \cup \psi) \)  
   by 11

The following rule is a consequence of the FAIR rule.

\[
\text{Eventuality Rule -- EVNT}
\]

Let \( \varphi(x;y) \) and \( \psi(x;y) \) be two state formulas and \( P_k \) one of the processes.

A. \( \vdash P \) leads from \( \varphi \) to \( \varphi \lor \psi \)
B. \( \vdash P_k \) leads from \( \varphi \) to \( \psi \)
C. \( \vdash \varphi \vdash (\psi \lor \text{Enabled}(P_k)) \)

\[ \vdash \varphi \vdash \varphi \cup \psi \]

Proof:

1. \( \vdash P \) leads from \( \varphi \) to \( \varphi \lor \psi \)  
   given
2. \( \vdash P_k \) leads from \( \varphi \) to \( \psi \)  
   given
3. \( \vdash \varphi \vdash (\psi \lor \text{Enabled}(P_k)) \)  
   given
4. \( \vdash \varphi \vdash \exists \psi \lor \text{Enabled}(P_k) \)  
   by 1 and CINV
5. \( \vdash \psi \lor \text{Enabled}(P_k) \)  
   by 3, T8, A1 and PR
6. \( \vdash [\psi \land \square \psi \lor \text{Enabled}(P_k)] \lor \varphi \lor \psi \)  
   by \( \Box \Box \)
7. \( \vdash [\square \psi \land \square \psi \lor \text{Enabled}(P_k)] \lor \varphi \lor \psi \)  
   by T3, T7 and PR
8. \( \vdash [\psi \land \square \psi \lor \text{Enabled}(P_k)] \lor \varphi \lor \psi \)  
   by A1 and PR
9. \( \vdash [\square \psi \land \square \psi \lor \text{Enabled}(P_k)] \lor \varphi \lor \psi \)  
   by 4, 9, A3, A10 and PR
10. \( \vdash \varphi \lor \psi \lor \psi \)  
    by 10, T24 and PR
11. \( \vdash \varphi \lor \psi \lor \psi \)  
    by 5, 11 and PR

In contrast with earlier rules, premise C of EVNT is not purely classical since it contains the temporal operator \( \Box \). Since C has a form similar to the conclusion of the EVNT rule, it is to be expected that its derivation will require once more the application of the EVNT rule. This seems
to imply circular reasoning. However, note that at each nested application of the EVNT rule, another \( P_k \) is taken out of consideration. This is because in trying to establish \( \Diamond \) \textit{Enabled}(P_k) we need not consider any \( P_k \)-steps at all, since when they are possible, \( P_k \) is already enabled.

A useful special case of \( C \) that frequently suffices for the application of the EVNT rule is:

\[
C' : \quad \vdash \varphi \supset [\psi \lor \text{Enabled}(P_k)].
\]

Note that the EVNT rule can also be used to establish properties of the form

\[
\varphi \supset \Diamond \psi,
\]

since \( \varphi \lor \psi \supset \Diamond \psi \).

The EVNT rule is the one most often used in order to establish both eventuality (liveness) properties and precedence properties.
E. EXAMPLES

In this section we present several examples of proofs of properties of programs using the proof system described above.

10. EXAMPLE 1: DISTRIBUTED GCD

Let us consider the following example of a program computing the greatest common divisor of two positive integers in a distributed manner.

\[
(y_1, y_2) := (x_1, x_2)
\]

\[
\ell_0 : \text{if } y_1 > y_2 \text{ then } y_1 := y_1 - y_2
\]

\[
\ell_1 : \text{if } y_1 \neq y_2 \text{ then go to } \ell_0
\]

\[
\ell_2 : \text{halt}
\]

\[
m_0 : \text{if } y_1 < y_2 \text{ then } y_2 := y_2 - y_1
\]

\[
m_1 : \text{if } y_1 \neq y_2 \text{ then go to } m_0
\]

\[
m_2 : \text{halt}
\]

We wish to prove total correctness for this program, i.e.,

**Theorem:**

\[\vdash [af(\ell_0, m_0) \land (y_1, y_2) = (x_1, x_2)] \supset [af(\ell_2, m_2) \land y_1 = gcd(x_1, x_2)]\]

We will split the proof into two parts, proving separately invariance and termination.

**Lemma A:**

\[\vdash \Box [gcd(y_1, y_2) = gcd(x_1, x_2)]\]

**Proof of Lemma A:**

Let us denote \(gcd(y_1, y_2) = gcd(x_1, x_2)\) by \(\bar{\varphi}(x_1, x_2, y_1, y_2)\).

It is easy to check that every transition in \(P\) leads from \(\bar{\varphi}\) to \(\bar{\varphi}\). Also

\[\vdash [(y_1, y_2) = (x_1, x_2)] \supset \bar{\varphi}(x_1, x_2, y_1, y_2)\].
Thus we have the two premises to the HNV rule, which yields the desired result.

**Lemma B:**

$$
\vdash \left[ \text{at} \ell_0,1 \land \neg \text{at} \ell_1,1 \land (y_1, y_2) > 0 \land (y_1 + y_2) \leq n + 1 \land y_1 \neq y_2 \right]
\Rightarrow
\bigcirc \left[ \text{at} \ell_0,1 \land \neg \text{at} \ell_1,1 \land (y_1, y_2) > 0 \land (y_1 + y_2) \leq n \right]
$$

Here we use \( \text{at} \ell_{0,1} \) as an abbreviation for \( \text{at} \ell_0 \lor \text{at} \ell_1 \), \( \neg \text{at} \ell_{0,1} \) for \( \neg \text{at} \ell_0 \lor \neg \text{at} \ell_1 \), and \( (y_1, y_2) > 0 \) for \( (y_1 > 0) \land (y_2 > 0) \).

**Proof of Lemma B:**

Let us define

$$
\varphi(y_1, y_2, n) : \text{at} \ell_{0,1} \land \neg \text{at} \ell_{0,1} \land (y_1, y_2) > 0 \land (y_1 + y_2) \leq n.
$$

Thus we have to prove:

$$
\vdash [\varphi(y_1, y_2, n + 1) \land (y_1 \neq y_2)] \Rightarrow \bigcirc \varphi(y_1, y_2, n).
$$

We will split the proof into two cases:

**B1.**

$$
\vdash [\varphi(y_1, y_2, n + 1) \land (y_1 > y_2)] \Rightarrow \bigcirc \varphi(y_1, y_2, n)
$$

**B2.**

$$
\vdash [\varphi(y_1, y_2, n + 1) \land (y_1 < y_2)] \Rightarrow \bigcirc \varphi(y_1, y_2, n)
$$

The lemma obviously follows from these two statements.

To prove B1 we first observe that by PR:

1. \( \vdash \varphi(y_1, y_2, n + 1) \Rightarrow \bigcirc \left( \text{at} \ell_0 \lor \text{at} \ell_1 \right) \)

Consider therefore first the case that \( P_1 \) is at \( \ell_0 \). We take

\( \varphi' : \varphi(y_1, y_2, n + 1) \land (y_1 > y_2) \land \text{at} \ell_0 \)

\( \psi' : \varphi(y_1, y_2, n) \).

We claim that \( \varphi' \) and \( \psi' \) satisfy the premises of EVNT with \( P_k = P_1 \).

To see this, consider requirement \( A \) of EVNT that states that every transition in \( P \) leads from \( \varphi' \) to \( \varphi' \lor \psi' \).

Consider transitions in \( P_2 \). The only relevant ones are \( m_0 \rightarrow m_1 \) and transitions leading out of \( m_1 \). The transition \( m_0 \rightarrow m_1 \) under \( y_1 > y_2 \) leaves \( \varphi' \) invariant. Again, under \( y_1 > y_2 \) the only transition out of \( m_1 \) goes to \( m_0 \) leaving \( \varphi' \) invariant.
The only transition enabled in \( P_1 \) is \( \ell_0 \rightarrow \ell_1 \) which replaces \((y_1, y_2)\) by \((y_1 - y_2, y_2)\). If \( y_1 + y_2 \leq n + 1 \) and \( y_1 > 0, y_2 > 0 \) then certainly \((y_1 - y_2) + y_2 \leq n \) and \((y_1 - y_2) > 0, y_2 > 0 \). Thus \( \ell_0 \rightarrow \ell_1 \) leads from \( \psi' \) to \( \psi' \). This also establishes requirement \( B \) with \( P_k = P_1 \).

Since \( R_k = \text{true} \), condition \( C \) is trivially fulfilled. Consequently we conclude by the EVNT rule that \( \vdash \psi' \triangleright \bigcirc \psi' \), i.e.,

2. \( \vdash [\varphi(y_1, y_2, n + 1) \land (y_1 > y_2) \land a \ell_0] \triangleright \bigcirc \varphi(y_1, y_2, n). \)

Consider next the case where \( P_1 \) is at \( \ell_1 \). By taking

\[
\varphi'' : \quad \varphi(y_1, y_2, n + 1) \land (y_1 > y_2) \land a \ell_1 \\
\psi'' = \psi' : \quad \varphi(y_1, y_2, n + 1) \land (y_1 > y_2) \land a \ell_0.
\]

We can show that the premises of the EVNT rule are satisfied with respect to \( \varphi'', \psi'' \). Consequently we have \( \vdash \varphi'' \triangleright \bigcirc \psi'' \), i.e.,

3. \( \vdash [\varphi(y_1, y_2, n + 1) \land (y_1 > y_2) \land a \ell_1] \triangleright \bigcirc \varphi(y_1, y_2, n + 1) \land (y_1 > y_2) \land a \ell_0 \)
4. \( \vdash [\varphi(y_1, y_2, n + 1) \land (y_1 > y_2) \land a \ell_1] \triangleright \bigcirc \varphi(y_1, y_2, n) \)
5. \( \vdash [\varphi(y_1, y_2, n + 1) \land (y_1 > y_2)] \triangleright \bigcirc \varphi(y_1, y_2, n) \)

by 2, 3 and \( \bigcirc C \)

by 1, 2, 4 and \( \text{PR} \)

This establishes \( B_1 \).

By a symmetric argument we can establish \( B_2 \). By propositional reasoning \( B_1 \) and \( B_2 \) lead to Lemma \( \text{B} \).

Proof of theorem:

We will now proceed with the proof of the main theorem.

6. \( \vdash [\varphi(y_1, y_2, n + 1) \land (y_1 \neq y_2)] \triangleright \bigcirc \varphi(y_1, y_2, n) \)

by Lemma \( \text{B} \)

7. \( \vdash \varphi(y_1, y_2, n + 1) \triangleright [(y_1 = y_2) \lor \bigcirc \varphi(y_1, y_2, n)] \)

by \( \text{PR} \)

8. \( \vdash \varphi(y_1, y_2, n + 1) \triangleright [\bigcirc (y_1 = y_2) \lor \bigcirc \varphi(y_1, y_2, n)] \)

by \( T_1 \) and \( \text{PR} \)

9. \( \vdash \neg \varphi(y_1, y_2, 0) \)

by \( \text{PR} \),

using the domain property that the conjunction
\((y_1 > 0) \land (y_2 > 0) \land (y_1 + y_2 \leq 0)\) is impossible

by \( \text{PR} \)

10. \( \vdash \varphi(y_1, y_2, 0) \triangleright \bigcirc (y_1 = y_2) \)

by \( \text{PR} \)

11. \( \vdash \varphi(y_1, y_2, n) \triangleright \bigcirc (y_1 = y_2) \)

by 8, 10 and \( \bigcirc \text{IND} \)

12. \( \vdash \exists n. \varphi(y_1, y_2, n) \triangleright \bigcirc (y_1 = y_2) \)

by \( \exists \text{I} \)

13. \( \vdash [a \ell_0, m_0] \land (y_1, y_2) = (x_1, x_2) > 0 \) \( \triangleright \exists n. \varphi(y_1, y_2, n) \)

by \( \exists \text{I} \)
by taking \( n = x_1 + x_2 > 0 \).

By considering the different locations of \( P_1 \) and \( P_2 \) under the assumption that \( y_1 = y_2 \) it is easy (though long if carried out in full detail) to establish

14. \( \vdash (y_1 = y_2) \supset \Diamond [at(\ell_2, m_2) \land (y_1 = y_2)] \).

By combining 12, 13 and 14 using \( \Diamond C \) we obtain:

15. \( \vdash [at(\ell_0, m_0) \land (y_1, y_2) = (x_1, x_2) > 0] \supset \Diamond [at(\ell_2, m_2) \land (y_1 = y_2)] \).

Together with lemma \( A \) and T10 this gives

16. \( \vdash [at(\ell_0, m_0) \land (y_1, y_2) = (x_1, x_2) > 0] \supset \Diamond [at(\ell_2, m_2) \land y_1 = \gcd(x_1, x_2)] \)

since \( y_1 = y_2 \supset y_1 = \gcd(y_1, y_2) \)

Note that theorem T10 enables us to infer from a previously established invariant \( \vdash \Box \bar{\varphi} \) and an implication \( \vdash w_1 \supset \Diamond w_2 \) the implication \( \vdash w_1 \supset \Box (w_2 \land \bar{\varphi}) \).

11. EXAMPLE 2: SEMAPHORES

For our next example we will present a very simple program with semaphores:

\[
\begin{array}{c}
y := 1 \\
\ell_0 : request(y) & m_0 : request(y) \\
\ell_1 : release(y) & m_1 : release(y) \\
\ell_2 : go to \ell_0 & m_2 : go to m_0 \\
- P_1 - & - P_2 -
\end{array}
\]

This example models a solution to the mutual exclusion problem using semaphores.

There are two properties that we wish to prove for this program. The first is that of mutual exclusion, namely:

Lemma A:

\( \vdash \Box[\neg at(\ell_1) \lor \neg at(m_1)] \)

Proof:

Take

\( \varphi(x_1, x_2; y) : (at(\ell_1) + atm_1 + y = 1) \land (y \geq 0) \).
In expressions such as the above we interpret propositions as having the numerical value 1 when true and 0 otherwise.

We can easily show that \( \varphi \) is preserved under every transition. For example, consider the transition \( t_0 \rightarrow t_1 \). When it is enabled, we have \( y > 0 \), and the transition assigns to the variable \( y \) the value \( y - 1 \) which is nonnegative. Considering the value of the sum

\[ a t_{t_1} + a t_{m_1} + y, \]

\( a t_{t_1} \) changes from 0 to 1 on this transition but \( y \) is decremented by 1. Consequently the value of the sum remains invariant.

Initially, \( a t_{t_1} + a t_{m_1} + y = 0 + 0 + 1 = 1 \) and \( y = 1 \geq 0 \).

Hence \( \varphi \) satisfies the two premises of the \( \text{INV} \) rule, from which we conclude

\[ l_1 : \models [a t_{t_1} + a t_{m_1} + y = 1] \land (y \geq 0). \]

This implies

\[ \models \square [a t_{t_1} + a t_{m_1} \leq 1] \]

which is equivalent to Lemma A.

The second property is that of accessibility. It states that each process will eventually be admitted to its critical section. This is established by:

**Lemma B:**

\[ \models a t_{t_0} \supset \Diamond a t_{t_1} \]

and

\[ \models a t_{m_0} \supset \Diamond a t_{m_1} \]

**Proof:**

Let us define

\[ \varphi_1 : a t_{t_0} \land a t_{m_1} \land y = 0 \]

\[ \psi_1 : y > 0 \]

We show that \( \varphi_1 \) and \( \psi_1 \) satisfy the conditions of the \( \text{EVNT} \) rule with \( k = 2 \).

In fact the only enabled transition is \( m_1 \rightarrow m_2 \) which does lead from \( \varphi_1 \) to \( \psi_1 \). While \( a t_{m_1} \), \( P_2 \) is always enabled. Thus we conclude:

1. \[ \models [a t_{t_0} \land a t_{m_1} \land y = 0] \supset \Diamond (y > 0) \]

by \( \text{EVNT} \) with \( k = 2 \).
2. $\vdash [\text{at} \ell_0 \land \text{atm}_1] \supset \Diamond (y > 0)$  
   by $l_1$ above, 1 and PR
3. $\vdash [\text{at} \ell_0 \land \text{atm}_{2,3}] \supset (y > 0)$  
   also by $l_1$ and PR
4. $\vdash \text{at} \ell_0 \supset \Diamond (y > 0)$  
   by $T1, 2, 3, \text{LOC and PR}$

Take now

$\varphi_2 : \text{at} \ell_0$

$\psi_2 : \text{at} \ell_1$

We check premises A to C in the EVNT rule with respect to the pair $\{\varphi_2, \psi_2\}$ taking $k = 1$. Clearly $P$ always leads from $\varphi_2$ to $\varphi_2 \lor \psi_2$. The process $P_1$ always leads (when enabled) from $\varphi_2$ to $\psi_2$. Condition C is guaranteed by 4 above. We therefore conclude

5. $\vdash \text{at} \ell_0 \supset \Diamond \text{at} \ell_1$.

By a completely symmetric argument we can show that:

$\vdash \text{atm}_0 \supset \Diamond \text{atm}_1$.  

12. EXAMPLE 3: MUTUAL EXCLUSION

As a third example we consider a program that solves the mutual exclusion problem without semaphores:

$$(y_1, y_2, t) := (\text{false, false, 1})$$

| $\ell_0$ | Noncritical Section |
| $\ell_1$ | $y_1 := \text{true}$ |
| $\ell_2$ | $t := 1$ |
| $\ell_3$ | if $y_2 = \text{false}$ then go to $\ell_5$ |
| $\ell_4$ | if $t = 1$ then go to $\ell_3$ |
| $\ell_5$ | Critical Section |
| $\ell_6$ | $y_1 := \text{false}$ |
| $\ell_7$ | go to $\ell_0$ |

| $m_0$ | Noncritical Section |
| $m_1$ | $y_2 := \text{true}$ |
| $m_2$ | $t := 2$ |
| $m_3$ | if $y_1 = \text{false}$ then go to $m_5$ |
| $m_4$ | if $t = 2$ then go to $m_3$ |
| $m_5$ | Critical Section |
| $m_6$ | $y_2 := \text{false}$ |
| $m_7$ | go to $m_0$ |

For convenience we will abbreviate formulas at $\ell_i$ to $\ell_i$. 
The principle of operation of this program is that each process \( P_i \) has a variable \( y_i, i = 1, 2 \), which expresses the process's wish to enter its critical section. The variable \( y_i \) is set to \( \text{true} \) at \( \ell_1 \) and \( m_1 \) and reset to \( \text{false} \) at \( \ell_0 \) and \( m_0 \), respectively. In addition, each process leaves a signature in the common variable \( t \). The process \( P_i \) sets it to \( t \) at \( \ell_0 \) and \( P_2 \) sets it to \( 2 \) at \( m_2 \). A process \( P_i \) may enter its critical section only if either \( y_i = \text{false} \) (meaning that the other process is not interested) or if \( t = j, \) for \( j \neq i \). The latter case corresponds to both processes being interested in entering the critical section but \( P_j \) being the last to pass through the signing instructions at \( (\ell_2, m_2) \).

To formally prove that this program is correct we first prove several invariance properties.

**Lemma A:**

\[ \vdash y_1 \equiv \ell_{2,6} \]

Here \( \ell_{2,6} \) stands for \( \text{at} \ell_{2,6} \). Thus the lemma states that

\[ \text{if and only if } \pi_1 \in \{\ell_2, \ell_3, \ell_4, \ell_5, \ell_6\} \]

**Proof:**

To prove the Lemma we take

\[ \varphi_1 : (y_1 \equiv \ell_{2,6}) \]

and show that it is invariant under every transition, i.e., every transition leads from \( \varphi_1 \) to \( \varphi_1 \).

The only transitions that can affect the truth of \( \varphi_1 \) are \( \ell_1 \rightarrow \ell_2 \) and \( \ell_6 \rightarrow \ell_7 \).

In \( \ell_1 \rightarrow \ell_2 \) both \( y_1 \) and \( \text{at} \ell_{2,6} \) become simultaneously \text{true}. Similarly in \( \ell_6 \rightarrow \ell_7 \) both \( y_1 \) and \( \text{at} \ell_{2,6} \) become simultaneously false. Thus

1. \( \vdash (y_1 \equiv \ell_{2,6}) \supset (y_1 \equiv \ell_{2,6}) \) by TRNS
2. \( \vdash (\text{at} (\ell_0, m_0) \land \{(y_1, y_2, t) = (\text{false}, \text{false}, 1)\}) \supset (y_1 \equiv \ell_{2,6}) \) by 1, 2 and IINV
3. \( \vdash (y_1 \equiv \ell_{2,6}) \)

**Lemma B:**

\[ \vdash y_2 \equiv m_{2,6} \]

The lemma is proved by a symmetric argument.

**Lemma C:**

\[ \vdash (t = 1) \lor (t = 2) \]
This lemma states that the only possible values of the variable $t$ are 1 or 2.

**Proof:**

The Lemma is clearly provable by the IINV principle. Obviously, it is true initially since $t = 1$. The only transitions that modify the value of $t$ set it either to 1 or to 2. Thus $P$ always leads to a state satisfying $(t = 1) \lor (t = 2)$.

**Lemma D:**

$$\vdash \ell_{5,6} \supset [(\neg y_2) \lor (t = 2) \lor m_2]$$

**Proof:**

Let $\varphi_2$ stand for $\ell_{5,6} \supset [(\neg y_2) \lor (t = 2) \lor m_2]$.

It is clearly true initially since $\vdash \ell_0 \supset \neg \ell_{5,6}$. To show that every transition leads from $\varphi_2$ to $\varphi_2$, consider the only transitions that may falsify $\varphi_2$, i.e., that may possibly lead from $\varphi_2$ to $\neg \varphi_2$. Potentially they are:

- $\ell_3 \rightarrow \ell_5$. This transition is possible only under $\neg y_2$ which makes $(\neg y_2) \lor (t = 2) \lor m_2$ true.

- $\ell_4 \rightarrow \ell_5$. This is possible only when $t \neq 1$ which by Lemma C makes $(\neg y_2) \lor (t = 2) \lor m_2$ again true.

The other transitions we should consider are transitions of $P_2$ while $P_1$ is already at $\ell_{5,6}$. The only ones to be considered are those which affect any of the variables in $\neg y_2 \lor (t = 2) \lor m_2$.

- $m_1 \rightarrow m_2$. Causes $m_2$ to become true.

- $m_2 \rightarrow m_3$. Causes $t$ to be set to 2.

- $m_6 \rightarrow m_7$. Sets $y_2$ to false, making $\neg y_2$ true.

The lemma follows by the IINV principle.

**Lemma E:**

$$\vdash m_{5,6} \supset [(\neg y_1) \lor (t = 1) \lor \ell_2]$$

The lemma is proved by a completely symmetric argument.
Theorem:

\[ \vdash (\neg \ell_{5,6}) \lor (\neg m_{5,6}) \]

This theorem proves the mutual exclusion of the processes.

Proof:

1. \[ \vdash (\ell_{5,6} \land m_{5,6}) \supseta [(\neg y_2) \lor (t = 2) \lor m_2] \land (\neg y_1) \lor (t = 1) \lor \ell_2] \]
   by lemmas C, D and PR

2. \[ \vdash (\ell_{5,6} \land m_{5,6}) \supseta [y_1 \land y_2 \land \neg \ell_2 \land \neg m_2] \]
   by lemmas A, B, LOC and PR

3. \[ \vdash (\ell_{5,6} \land m_{5,6}) \supseta [(t = 1) \land (t = 2)] \]
   by 1, 2 and PR

4. \[ \vdash (\neg \ell_{5,6} \land m_{5,6}) \]
   by the equality axioms and PR,
   using the domain fact that \( 1 \neq 2 \)
   by PR

5. \[ \vdash (\neg \ell_{5,6}) \lor (\neg m_{5,6}) \]

Next we will prove accessibility. We will only prove:

Theorem:

\[ \vdash at\ell_1 \supseta \diamond at\ell_5 \]

The result for \( P_3 \) is completely symmetric.

Proof:

The proof will proceed by a sequence of statements most of which are proved by the EVNT rule
in the version whose conclusion is \( \varphi \supseta \diamond \psi \). Simple passages justified by propositional temporal
reasoning will not be fully presented and their omission is denoted by mentioning PTR in the
justification clause.

1. \[ \vdash (\ell_4 \land m_{3,4} \land t = 2) \supseta \diamond \ell_5 \]
   by EVNT with \( k = 1 \),
   using lemma A

2. \[ \vdash (\ell_3 \land m_{3,4} \land t = 2) \supseta \diamond (\ell_4 \land m_{3,4} \land t = 2) \]
   by EVNT with \( k = 2 \),
   using lemmas A, B

3. \[ \vdash (\ell_3 \land m_{3,4} \land t = 2) \supseta \diamond \ell_5 \]
   by 2, 1 and \( \diamond C \)

4. \[ \vdash (\ell_{4,4} \land m_{3,4} \land t = 2) \supseta \diamond \ell_5 \]
   by 1, 3 and PR

5. \[ \vdash (\ell_{4,4} \land m_2) \supseta \diamond [\ell_5 \lor (\ell_{3,4} \land m_{3,4} \land t = 2)] \]
   by EVNT with \( k = 2 \)
6. \( \vdash (\ell_{3,4} \land m_4) \supset \lozenge \ell_5 \) 
by 4, 5 and PTR

7. \( \vdash (\ell_{3,4} \land m_1) \supset \lozenge (\ell_5 \lor (\ell_{3,4} \land m_4)) \) 
by EVNT with \( k = 2 \)

8. \( \vdash (\ell_{3,4} \land m_1) \supset \lozenge \ell_5 \) 
by 7, 6 and PTR

9. \( \vdash (\ell_3 \land m_0) \supset \lozenge (\ell_5 \lor (\ell_{3,4} \land m_1)) \) 
by EVNT with \( k = 1 \)

10. \( \vdash (\ell_3 \land m_0) \supset \lozenge \ell_5 \) 
by 9, 8 and PTR

11. \( \vdash (\ell_4 \land m_0) \supset \lozenge (\ell_5 \lor (\ell_{3,4} \land m_1) \lor (\ell_3 \land m_0)) \) 
by EVNT with \( k = 1 \)

12. \( \vdash (\ell_4 \land m_0) \supset \lozenge \ell_5 \) 
by 11, 8, 10 and PTR

13. \( \vdash (\ell_{3,4} \land m_0) \supset \lozenge \ell_5 \) 
by 10, 12 and PR

14. \( \vdash (\ell_{3,4} \land m_7) \supset \lozenge (\ell_5 \lor (\ell_{3,4} \land m_0)) \) 
by EVNT with \( k = 2 \)

15. \( \vdash (\ell_{3,4} \land m_7) \supset \lozenge \ell_5 \) 
by 14, 13 and PTR

16. \( \vdash (\ell_{3,4} \land m_6) \supset \lozenge (\ell_{3,4} \land m_7) \) 
by EVNT with \( k = 2 \) and lemma E

17. \( \vdash (\ell_{3,4} \land m_6) \supset \lozenge \ell_5 \) 
by 16, 15 and PTR

18. \( \vdash (\ell_{3,4} \land m_5) \supset \lozenge (\ell_{3,4} \land m_6) \) 
by EVNT with \( k = 2 \) and lemma E

19. \( \vdash (\ell_{3,4} \land m_5) \supset \lozenge \ell_5 \) 
by 18, 17 and PTR

20. \( \vdash (\ell_{3,4} \land m_4 \land t = 1) \supset \lozenge (\ell_{3,4} \land m_5) \) 
by EVNT with \( k = 2 \) and lemma A

21. \( \vdash (\ell_{3,4} \land m_4 \land t = 1) \supset \lozenge \ell_5 \) 
by 20, 19 and PTR

22. \( \vdash (\ell_{3,4} \land m_3 \land t = 1) \supset \lozenge (\ell_{3,4} \land m_4 \land t = 1) \) 
by EVNT with \( k = 2 \) and lemma A

23. \( \vdash (\ell_{3,4} \land m_3 \land t = 1) \supset \lozenge \ell_5 \) 
by 22, 21 and PTR

24. \( \vdash (\ell_{3,4} \land m_3 \land t = 1) \supset \lozenge \ell_5 \) 
by 21, 23 and PR

25. \( \vdash (\ell_{3,4} \land m_{3,4}) \supset \lozenge \ell_5 \) 
by 4, 24, lemma C and PR

We may summarize now as follows:

26. \( \vdash \ell_{3,4} \supset [\ell_{3,4} \land (m_0 \lor m_1 \lor m_2 \lor m_3 \lor m_4 \lor m_5 \lor m_6 \lor m_7)] \) 
by LOC

27. \( \vdash \ell_{3,4} \supset \lozenge \ell_5 \) 
by 26, 13, 8, 6, 25, 19, 17, 15 and PTR

28. \( \vdash \ell_2 \supset \lozenge \ell_{3,4} \) 
by EVNT with \( k = 1 \)

29. \( \vdash \ell_2 \supset \lozenge \ell_5 \) 
by 27, 28 and \( \lozenge \)

30. \( \vdash \ell_1 \supset \lozenge \ell_2 \) 
by EVNT with \( k = 1 \)

31. \( \vdash \ell_1 \supset \lozenge \ell_5 \) 
by 29, 30 and \( \lozenge \)
F. COMPACT PROOF PRINCIPLES

In the preceding sections we introduced a comprehensive proof system for proving arbitrary temporal properties of concurrent programs. However, as demonstrated in the last examples a fully formal proof tends to be rather lengthy and sometimes tedious to follow. Consequently we will next discuss shorter and more compact representations of proofs and corresponding compact proof principles. All these principles can be derived in the basic proof system presented above. Consequently, a proof according to these principles can always be mechanically expanded into a more detailed proof using just the basic axioms. We will discuss the three main classes of properties one may wish to prove about programs, namely: invariance, liveness and precedence properties.

13. THE INVARIANCE PRINCIPLE

The IINV principle does not significantly simplify formal proofs. Most of the needed work in applying the IINV principle is in establishing the premise that the program $P$ leads from $\varphi$ to $\psi$. Several heuristics or meta-rules can be suggested in order to reduce the number of transitions that have to be checked, which in the worst case is proportional to the size of the program. For example:

a) Only transitions that modify variables on which $\varphi$ depends should be checked.

b) Assume that $\varphi$ has the form $\varphi = \varphi_1 \lor \varphi_2$ (similarly for implication), and that some variables $y_1, \ldots, y_n$ appear only in $\varphi_1$. Then, in checking transitions that only modify these variables, it is sufficient to check transitions that may falsify $\varphi_1$ and one may assume in checking them that $\varphi_2 = \text{false}$. 

c) Assume that an invariance $\chi$ has already been established before. Let 

$$[\varphi \land \chi] \supset (\sim \text{at } \ell)$$

for some location $\ell$. Then no transitions of the form $\ell \rightarrow \ell'$ need ever be considered in showing that $P$ leads from $\varphi$ to $\psi$.

A simple generalisation of the IINV rule is given by:

**Generalized Invariance Rule — GINV**

A. $\vdash \varphi \supset \psi$

B. $\vdash [\text{at } \ell_0 \land \overline{y} = g(\overline{x})] \supset \varphi$

C. $\vdash P$ leads from $\varphi$ to $\varphi$

$$\vdash \square \psi$$

Certainly premises B and C establish $\vdash \square \varphi$ according to IINV, from which by premise A and the $\square \square$ rule, $\vdash \square \psi$ follows.
The advantage of the GINV principle is that no additional temporal reasoning is required and the rule can be proved complete by itself. By this we mean that, given a program $P$, any state property $\psi$ which is invariant for all executions of $P$ can be proven invariant by a single application of the GINV rule and no additional temporal reasoning.

**Theorem:**

The GINV rule is complete for proving invariance properties.

**Proof:**

Let $\psi = \psi(\bar{x}; \bar{z}; \bar{y})$ be a state property, possibly dependent on the input variables $\bar{x}$. We define a state $s = (\bar{z}; \bar{y})$ to be $\bar{z}$-accessible in $P$ if there exists a segment of some computation initialized with $\bar{z} = \bar{z}$ that reaches $s$, i.e.,

$$(\bar{z}_0; g(\bar{z})) \to \ldots \to (\bar{z}; \bar{y}).$$

Define the predicate $\varphi = \varphi(\bar{x}; \bar{z}; \bar{y})$ by:

$$\varphi(\bar{x}; \bar{z}; \bar{y}) = \text{true} \iff (\bar{z}; \bar{y}) \text{ is } \bar{z}\text{-accessible}.$$

Thus, $\varphi$ characterizes all the states that are $\bar{z}$-accessible. We will show that the predicate $\varphi$ so defined satisfies, together with $\psi$, all the premises required by the rule GINV.

Consider premise A. Since $\psi$ is invariantly true in all computations of $P$ it must be true for every accessible state $(\bar{z}; \bar{y})$. Consequently

$$\varphi(\bar{x}; \bar{z}; \bar{y}) \supset \psi(\bar{x}; \bar{z}; \bar{y});$$

when generalized to arbitrary $\bar{x}, \bar{z}$ and $\bar{y}$ this implies

$$\vdash \varphi \supset \psi.$$

Since we assume that the underlying domain theory is adequate for proving all classically sound formulas this implies

$$\vdash \varphi \supset \psi.$$

Consider now premise B. Since every initial state is by definition accessible we certainly have

$$\vdash \varphi(\bar{x}; \bar{z}_0; g(\bar{z})).$$

Again by completeness of our domain part with respect to classical formulas, this leads to

$$\vdash [afz_0 \land y = g(\bar{z})] \supset \varphi(\bar{x}; \bar{z}; \bar{y}).$$

Finally, consider premise C. Clearly every transition in $P$ leads from an $\bar{z}$-accessible state to another $\bar{z}$-accessible state. Consequently

$$\vdash P \text{ leads from } \psi \text{ to } \varphi.$$
From this premise C follows by completeness of the domain part.

In the preceding theorem we have only shown the existence of an appropriate state predicate $\varphi$. We have not discussed the question of the exact formal language in which such a predicate can be expressed. However, assuming that our domain contains the integers or some isomorphic structure, and using a first-order language, it is not difficult to show that the statement:

"There exists a finite computation of $P$ leading from $(\xi_0; g(\xi))$ to $(\xi_i; \eta)$"

can be Gödel-encoded into a first-order statement over the integers.

14. LIVENESS PRINCIPLES

As a typical example of a detailed proof of liveness properties we may reexamine the proof of accessibility for the mutual exclusion program (Example 3). The structure of such a proof proceeds through a chain of events characterized by state assertions. Let the eventuality to be proved be $\varphi \supset \diamond \psi$ where both $\varphi$ and $\psi$ are state properties. We may regard $\psi = \varphi_0$ as being the last assertion in the chain. Then we identify an assertion $\varphi_1$ such that by a single application of the EVNT principle we can prove

$$\vdash \varphi_1 \supset \diamond \psi.$$  

In the example considered we have

$$\psi : t_3$$

$$\varphi_1 : t_4 \land m_{3,4} \land (t = 2).$$

Next, we identify an assertion $\varphi_2$ such that by a single application of the EVNT principle we can prove

$$\vdash \varphi_2 \supset \diamond (\varphi_1 \lor \psi).$$

In the general step, we identify an assertion $\varphi_i$ such that by a single application of the EVNT principle we can prove

$$\vdash \varphi_i \supset \diamond \left( \bigvee_{j<i} \varphi_j \right).$$

Finally we have to prove $\varphi \supset (\bigvee_{i=0}^{r} \varphi_i)$ where $\varphi_0, \varphi_1, \ldots, \varphi_r$ is the chain of assertions constructed. We may summarize this proof pattern by the following proof principle:
The Hain Reasoning Proof Principle — CHAIN

Let \( \varphi_0, \varphi_1, \ldots, \varphi_r \) be a sequence of state properties satisfying the following requirements:

A. \( \vdash P \) leads from \( \varphi_i \) to \( \bigvee_{j \leq i} \varphi_j \) for \( i = 1, \ldots, r \).

B. For every \( i > 0 \) there exists a \( k = k_i \) such that:
   \( \vdash P_k \) leads from \( \varphi_i \) to \( \bigvee_{j < i} \varphi_j \).

C. For \( i > 0 \) and \( k = k_i \) as above:
   \( \vdash \varphi_i \supset \Box[(\bigvee_{j < i} \varphi_j) \lor \text{Enabled}(P_k)] \)

\[ \vdash (\bigvee_{i=0}^r \varphi_i) \supset (\bigvee_{i=1}^r \varphi_i) \cup \varphi_0 \]

Proof:

To justify this principle we will prove by induction on \( n, n = 0, 1, \ldots, r \), that

\[ \vdash (\bigvee_{i=0}^n \varphi_i) \supset (\bigvee_{i=1}^n \varphi_i) \cup \varphi_0. \]

For \( n = 0 \) we have \( \vdash \varphi_0 \supset \varphi_0 \) from which trivially follows by axiom A9

\[ \vdash \varphi_0 \supset (\text{false} \cup \varphi_0). \]

Note that we interpret an empty disjunction as false.

We assume that the statement above has been proved for certain \( n \) and we attempt to prove it for \( n + 1 \).

Consider the EVNT rule with \( \varphi = \varphi_{n+1} \), \( \psi = (\bigvee_{i=0}^n \varphi_i) \). By premise A of CHAIN we obtain that \( P \) leads from \( \varphi_{n+1} = \varphi \) to

\[ (\bigvee_{j \leq n+1} \varphi_j) = (\varphi_{n+1} \lor (\bigvee_{j \leq n} \varphi_j)) = (\varphi \lor \psi). \]

This provides premise A of EVNT. Let \( k = k_{n+1} \). Then by premise B of CHAIN, \( P_k \) leads from \( \varphi_{n+1} = \varphi \) to \( (\bigvee_{j < n+1} \varphi_j) = \psi \). Similarly, premise C of CHAIN yields that

1. \( \vdash \varphi \supset \Box(\psi \lor \text{Enabled}(P_k)). \)
By the EVNT rule it follows that

2. $\vdash \phi \cup \psi$

or

3. $\vdash \phi_{n+1} \cup \phi_{n+1} \cup \left( \bigvee_{i=0}^{n} \phi_i \right)$.

By the induction hypothesis and the $\cup \cup$ rule this yields

4. $\vdash \phi_{n+1} \cup \phi_{n+1} \cup \left( \bigvee_{i=1}^{n} \phi_i \cup \phi_0 \right)$.

Again by the induction hypothesis using part of A9, $w_2 \supset w_1 \cup w_2$, we can obtain

5. $\vdash \left( \bigvee_{i=0}^{n} \phi_i \right) \cup \phi_{n+1} \cup \left( \bigvee_{i=1}^{n} \phi_i \cup \phi_0 \right)$.

Combining this with 4 above yields

6. $\vdash \left( \bigvee_{i=0}^{n+1} \phi_i \right) \cup \left( \bigvee_{i=1}^{n} \phi_i \cup \phi_0 \right)$.

By T38, $p \cup (q \cup r) \supset (p \lor q) \cup r$, we can reduce the nesting depth of the $\cup$ operator to get:

7. $\vdash \left( \bigvee_{i=0}^{n+1} \phi_i \right) \supset \left( \bigvee_{i=1}^{n+1} \phi_i \right) \cup \phi_0$

as needed.

Taking $n = r$ concludes the proof of the principle.

In presenting a proof according to the chain-reasoning principle it is usually sufficient to identify $\phi_0, \phi_1, \ldots, \phi_r$ and for each $i$ to point out the "helpful" process $P_k = P_{k_i}$. It can be left to the reader to verify that premises A to C are satisfied for each $i = 1, 2, \ldots, r$.

We prefer to present such proofs in the form of a diagram. Consider a diagram consisting of nodes that correspond to the assertions $\phi_0, \phi_1, \ldots, \phi_r$. For each transition affected by some process $P_j$, that leads from a state $s$ satisfying $\phi_i$ to a state $s'$ satisfying $\phi_{\ell}$, $\ell < i$, we draw an edge from the node $\phi_i$ to the node $\phi_{\ell}$ and label it by $P_j$, the name of the responsible process. All edges corresponding to the helpful process $P_k = P_{k_i}$ are drawn as double arrows. We do not explicitly draw edges corresponding to transitions from $\phi_i$ back to itself. However it is assumed that such edges may exist for all but the helpful process for $\phi_i$.

As an example we present a diagram form of the proof of accessibility for the Mutual Exclusion program. It is given in Fig. 1. In constructing such a proof we may freely use any invariants previously derived.
Fig. 1. Proof Diagram for the Mutual Exclusion Program
In this program, and typically in all non-terminating programs that have no semaphore instructions, we do not have to check premise $C$ of the CHAIN or EVNT rule. This is because in non-terminating programs without semaphores every process is continuously enabled and therefore condition $C$ is automatically satisfied.

In contrast let us consider the proof of accessibility for example 2 – a program with semaphores. Here we want to prove $t_0 \supset \Diamond t_1$. The main diagram here is very simple:

\[
\begin{array}{c}
 t_0 \xrightarrow{P_1} t_1 \\
\end{array}
\]

It denotes a single application of the EVNT rule with $\varphi : at t_0$ and $\psi : at t_1$ with $P_k = P_1$ being the helpful process.

However, in order to justify premise $C$, which is not trivial in this case, we have to prove

\[
\vdash t_0 \supset \Diamond (t_1 \lor y > 0).
\]

For this we have to consider $P_2$'s position. If $P_2$ is at $m_0$ or $m_2$ then $y = 1$ by the invariant $J_1$ proved above. The only other case is when $P_2$ is at $m_1$ where by a single application of the EVNT rule it will eventually move to $m_3$ producing a positive value of $y$. This may be represented by a secondary diagram:

\[
\begin{array}{c}
 t_{0,m_1} \xrightarrow{P_2} t_{0,y > 0} \\
\end{array}
\]

The design representation of a proof according to the CHAIN principle is very similar to the proof lattices introduced in [OL] as a concise presentation of a proof of a liveness property. A superficial difference is that they choose to represent as edges the consequences of the EVNT rule, while in our representation edges stand for the premises of the EVNT rule which are also the premises to the CHAIN rule. To illustrate this difference, consider the following trivial program:

\[
\begin{align*}
 t_0 & : y := y \\
 m_0 & : go to m_0 \\
 t_1 & : \\
 & - P_1 - \\
 & - P_2 -
\end{align*}
\]

The liveness property to be proved is $t_0 \supset \Diamond t_1$. Below are diagram representations of the CHAIN principle and a proof lattice according to [OL].

![CHAIN Diagram](image1)

![Proof Lattice](image2)

As we see, the CHAIN diagram contains a self-edge, labelled by $P_2$ (this time drawn explicitly), and a helpful edge labelled by $P_1$. The process $P_1$ is guaranteed to get us to $t_1$. As a consequence
of this, by the EVNT rule, \( \xi_0 \supset \Diamond \xi_1 \). This conclusion is represented in the proof lattice by a single edge from \( \xi_0 \) to \( \xi_1 \). Thus, the different choices of representation lead to the following minor syntactical differences between CHAIN diagrams and proof lattices:

(a) Proof lattices are acyclic, whereas CHAIN diagrams are only weakly acyclic, i.e., may contain self-loops.

(b) In CHAIN diagrams, edges are labelled by the processes responsible for the transition. Special identification is provided for edges traversed by the helpful process. In proof lattices, we no longer care about the identities of the processes since progress along the lattice has already been established.

However these differences are minor and a simple procedure for translation between CHAIN diagrams and proof lattices exists. The important part in both is the identification of the intermediate assertions that are represented as nodes. In constructing a proof, this is usually the creative and most demanding process. Both graph presentations provide a natural and intuitive representation of these assertions and the precedence relations between them.

The chain-reasoning principle assumed a finite number of links in the chain. It is quite adequate for finite-state programs, i.e., programs whose variables range over finite domains. However, once we consider programs over the integers it is no longer sufficient to consider only finitely many assertions. In fact, sets of assertions of quite high cardinality are needed. The obvious generalization of a finite set of assertions \( \{ \phi_i \mid i = 0, \ldots , r \} \) is to consider a single assertion \( \phi(\alpha) \), parametrized by a parameter \( \alpha \) taken from a well-founded ordered set \( (A, <) \). Obviously, the most important property of our chain of assertion is that program transitions eventually lead from \( \phi_i \) to \( \phi_j \) with \( j < i \). This property can also be stated for an arbitrary well-founded ordering. Thus a natural generalization of the chain reasoning rule is the following:

**The Well Founded Liveness Principle — WELL**

Let \((A, <)\) be a well-founded set. Let \( \phi(\alpha) = \varphi(\alpha; \xi; \psi; \gamma) \) be a parametrized state formula. Let \( h : A \rightarrow [1 \ldots k] \) be a helpfulness function identifying for each \( \alpha \in A \) the helpful process \( P_{h(\alpha)} \) for states in \( \phi(\alpha) \).

A. \( \vdash P \) leads from \( \phi(\alpha) \) to \( \psi \lor (\exists \beta < \alpha . \phi(\beta)) \)
B. \( \vdash P_{h(\alpha)} \) leads from \( \phi(\alpha) \) to \( \psi \lor (\exists \beta < \alpha . \phi(\beta)) \)
C. \( \vdash \phi(\alpha) \supset \Diamond \psi \lor (\exists \beta < \alpha . \phi(\beta)) \lor \text{Enabled}(P_{h(\alpha)}) \)

\( \vdash (\exists \alpha . \phi(\alpha)) \supset (\exists \alpha . \phi(\alpha)) \cup \psi \)

A justification of this rule can again be conducted, based on induction. Now, however, induction over arbitrary well-founded sets is required.
15. EXAMPLE 4: BINOMIAL COEFFICIENT

As an example for the application of the WELL principle, we consider the following program that computes the binomial coefficient \( \binom{n}{k} \) for inputs \( 0 \leq k \leq n \).

\[
(y_1, y_2, y_3, y_4) := (n, 0, 1, 1)
\]

\[
\ell_7 : \text{if } y_1 = (n - k) \text{ then go to } \ell_1
\]
\[
\ell_6 : \text{request}(y_4)
\]
\[
\ell_5 : \ell_1 := y_3 \cdot y_1
\]
\[
\ell_4 : y_2 := \ell_1
\]
\[
\ell_3 : \text{release}(y_4)
\]
\[
\ell_2 : y_1 := y_1 - 1
\]
\[
\ell_8 : \text{go to } \ell_7
\]
\[
\ell_1 : \text{halt}
\]

- \( P_1 \) -

\[
m_3 : \text{if } y_2 = k \text{ then go to } m_1
\]
\[
m_2 : y_2 := y_2 + 1
\]
\[
m_9 : \text{loop until } y_1 + y_2 \leq n
\]
\[
m_8 : \text{request}(y_4)
\]
\[
m_7 : \ell_2 := y_3/y_2
\]
\[
m_4 : y_3 := \ell_2
\]
\[
m_5 : \text{release}(y_4)
\]
\[
m_4 : \text{go to } m_3
\]
\[
m_1 : \text{halt}
\]

- \( P_2 \) -

The labelling scheme of the program has been constructed in a way that simplifies the expression of the assertion \( \varphi(\alpha) \).

The computation of this program is based on the formula:

\[
\binom{n}{k} = \frac{n \cdot (n - 1) \cdots (n - k + 1)}{1 \cdot 2 \cdots k}.
\]

The values of \( y_1 \), i.e., \( n, n - 1, \ldots, n - k + 1 \), are used to compute the numerator in \( P_1 \), and the values of \( y_2 \), i.e., \( 1, 2, \ldots, k \), are used to compute the denominator. The process \( P_1 \) multiplies \( n \cdot (n - 1) \cdots (n - k + 1) \) into \( y_3 \) while \( P_2 \) divides \( y_3 \) by \( 1 \cdot 2 \cdots k \).

The instruction

\[
m_9 : \text{loop until } y_1 + y_2 \leq n
\]

guarantees even divisibility of \( y_3 \) by \( y_2 \). It synchronizes \( P_2 \)'s operation with that of \( P_1 \) to ensure that \( y_3 \) is divided by \( i \) only after \( (n - i + 1) \) has already been multiplied into it. We rely here on the mathematical theorem that the product of \( i \) consecutive integers \( n \cdot (n - 1) \cdots (n - i + 1) \) is always divisible by \( i! \) (the quotient actually being the integer \( \binom{n}{i} \)).

The critical sections \( \ell_{3,5} \) and \( m_{5,7} \) are mutually protected by the semaphore variable \( y_4 \). This protection ensures that \( y_3 \) is not updated by \( P_2 \) between, say, the computation of \( y_3 \cdot y_1 \) and the assignment of this value to \( y_3 \). Without this protection, the updated value might have been overwritten by \( P_1 \).
We start by establishing some invariant properties of this program.

\[ I_1: \quad \vdash (at\ell_{3,5} + atm_{5,7} + y_4 = 1) \land (y_4 \geq 0). \]

This is the usual semaphore invariant. It can be proven by observing that initially this sum equals 1, and then by considering all possible transitions. For example, the \( \ell_6 \rightarrow \ell_5 \) transition changes \( at\ell_{3,5} \) from 0 (false) to 1 (true), and also decrements \( y_4 \) by 1, leaving however the sum constant. From \( I_1 \) we can deduce mutual exclusion of the critical sections, i.e.,

\[ \vdash (\sim \ell_{3,5}) \lor (\sim atm_{5,7}). \]

As a consequence of this we can establish:

\[ I_2: \quad \vdash (\ell_4 \supset \ell_1 = y_3 \cdot y_1) \land (m_6 \supset \ell_2 = y_3/y_2). \]

This holds due to the impossibility of interference by \( P_2 \) while \( P_1 \) is at \( \ell_4 \).

\[ I_3: \quad \vdash (n - k + at\ell_{2,6}) \leq y_1 \leq n. \]

This invariance states that \( y_1 \) always lies between \( n - k \) and \( n \). When \( P_1 \) is at \( \ell_{2,6} \), \( y_1 > n - k \), whereas \( P_1 \) is at other locations, \( y_1 \geq n - k \). To verify \( I_3 \) we need only consider the transitions:

- \( \ell_7 \rightarrow \ell_8 \) which maintains \( n - k < y_1 \leq n \), assuming it was previously known that \( n - k \leq y_1 \leq n \).
- \( \ell_2 \rightarrow \ell_8 \) which results in \( n - k \leq y_1 - 1 \leq n \) from \( n - k < y_1 \leq n \).

\[ I_4: \quad \vdash 0 \leq y_2 \leq (k - atm_2). \]

This invariance bounds the range of \( y_2 \). We need consider the transitions \( m_3 \rightarrow m_2 \) and \( m_2 \rightarrow m_4 \) which can be shown to maintain \( I_4 \).

\[ I_5: \quad \vdash atm_{7,8} \supset (y_1 + y_2) \leq n. \]

Here we should consider two transitions:

- \( m_9 \rightarrow m_8 \) which is possible only if currently \( y_1 + y_2 \leq n \).
- \( \ell_2 \rightarrow \ell_5 \) is the only transition modifying \( y_1 \); however since it decrements \( y_1 \) it certainly preserves \( y_1 + y_2 \leq n \).

Let us define the following virtual variables:

\[ y_1^* = \text{if } at\ell_{2,3} \text{ then } y_1 - 1 \text{ else } y_1 \]
\[ y_2^* = \text{if } atm_{6,9} \text{ then } y_2 - 1 \text{ else } y_2 \]
These variables are roughly equal to \( y_1 \) and \( y_2 \) respectively and differ from them by 1 in certain ranges.

\[ I_6 : \quad \vdash y_3 = \lceil n \cdot (n - 1) \cdots (y_1 + 1) \rceil / \lfloor 1 \cdot 2 \cdots y_2 \rfloor. \]

To verify this invariant we have to check the transitions \( \ell_4 \to \ell_3, m_6 \to m_5 \). Making use of \( I_2 \), they can be shown to maintain \( I_6 \).

\[ I_7 : \quad \vdash [(at \ell_1 \supset y_1 = (n - k)] \land [at m_1 \supset (y_2 = k)]. \]

Using \( I_6, I_7 \) and the definition of \( y_1^*, y_2^* \) we obtain partial correctness of this program, namely

\[ \vdash (at \ell_1 \land at m_1) \supset [y_2 = \binom{y_2}{i}]. \]

To prove termination we will use the WELL rule in order to establish \( \vdash \Diamond (at \ell_1 \land at m_1) \). As the well-founded domain we take

\[ (\mathbb{A}, \prec) = (\mathbb{N} \times \mathbb{N} \times \mathbb{N}, \prec_{lex}). \]

That is, the set of triplets of nonnegative integers ordered by lexicographic ordering. This ordering defines \((m_1, m_2, m_3) < (n_1, n_2, n_3)\) if for the lowest \( i \), \( i = 1, 2, 3 \) such that \( m_i \neq n_i \), \( m_i < n_i \).

For our goal assertion we take \( \psi : at \ell_1 \land at m_1 \). The parameterized assertion is given by:

\[ \psi(\alpha; \ell_i, m_j; y_1, y_2) : (y_1 + k - y_2, j, i) = \alpha. \]

The helpfulness function is given by:

\[ h(\alpha) = h(\tau, j, i) = (\text{if } i = 1 \text{ then } 2 \text{ else } 1). \]

Thus as long as the first process \( P_1 \) has not terminated we rely on \( P_1 \) to be the helpful process. Once it has terminated, we take \( P_2 \) to be the helpful process.

We have to show that all the three premises of the WELL rule are satisfied.

Consider first premise A. We have to show that every transition of \( P \) leads to \( \psi(\beta) \) with \( \beta \leq \alpha \) if \( \psi \) is not already satisfied. By simple inspection of all the possible transitions we find that they all lead from \((\ell_i, m_j)\) to \((\ell_i', m_j')\) such that either \( i' < i \) or \( j' < j \) except for the following transitions:

- \( \ell_2 \to \ell_6 \). But this transition decrements \( y_1 \) producing a strict decrease in \( y_1 + k - y_2 \).
- \( m_2 \to m_9 \). In a similar way this transition increments \( y_2 \), leading to a decrease in \( y_1 + k - y_2 \).
- \( m_9 \to m_9 \). This transition leaves \( \alpha \) at the same value.

Consider now premise B. As we have shown above, all transitions provide a strict decrease in \( \alpha \). The only exception is \( m_9 \to m_9 \). However this is a \( P_2 \)-transition which is considered helpful only when \( P_1 \) is at \( \ell_1 \). By \( I_7 \), at this point \( y_1 = (n - k) \) so that in view of \( I_6 \), \( y_1 + y_2 \leq k \) and hence the only transition possible from \( m_9 \) is \( m_9 \to m_8 \).
To show premise C we have to prove that $P_h$ is always eventually enabled. Consider first the case that $h = 1$. The only location in which it is not immediately enabled is when $P'_1$ is at $e_6$ while $P_2$ is at $m_{5,7}$ (in view of $I_1$). However by simple chain reasoning it is obvious that in such a case, $P_2$ will certainly reach $m_4$ in which $y_4$ becomes positive and $P'_1$ enabled.

The case $h = 2$ is even simpler because it is only considered when $P'_1$ is at $e_1$. Consequently, even when $P_2$ is at $m_5$, which may potentially raise some problems, we have in view of $I_1$ and at $e_1$ that $y_4 > 0$ and $P_2$ is enabled.

Thus we conclude that $\psi : at\ell_1 \land atm_1$ must eventually be realized and therefore the program must terminate.

16. PRECEDENCE PROPERTIES

The next class of properties we will consider and provide proof principles for is that of precedence properties. These are properties, usually needing the $\cup$ operator for their expression, which ensure that some event precedes another event, or that a certain event will not happen until another event happens first. In view of the fact that the basic FAIR and EVNT rules did actually provide a conclusion containing the $\cup$ operator, they may be naturally utilized to form precedence proof principles which are generalizations of the corresponding liveness principles.

In the following we will often consider nested $\text{until}$ expressions in which the nesting always occurs in the second argument. We therefore adopt the convention of representing the nested formula:

$$\varphi_n \cup (\varphi_{n-1} \cup (\ldots (\varphi_1 \cup \varphi_0)\ldots))$$

by:

$$\varphi_n \cup \varphi_{n-1} \cup \ldots \varphi_1 \cup \varphi_0.$$ 

The semantic meaning of this formula is that, starting from the present there is going to be a period in which $\varphi_n$ continuously holds, followed by another period in which $\varphi_{n-1}$ continuously holds, ..., followed by a period in which $\varphi_1$ continuously holds, until finally $\varphi_0$ occurs. Any of these periods may be empty, but the occurrence of $\varphi_0$ is guaranteed.

Let us consider first the proper generalization of the CHAIN rule in which we assume a finite chain of assertions $\varphi_r, \varphi_{r-1}, \ldots, \varphi_1$ leading to the goal $\psi = \varphi_0$.

Let $0 < p_1 < p_2 < \ldots < p_s = r$ be a partition of the index range into $s$ contiguous segments. Then we may formulate the following chain principle for precedence properties:
The Chain Rule for Precedence Properties -- P-CHAIN

Let $\varphi_0, \varphi_1, \ldots, \varphi_r$ be a sequence of state assertions, and $0 = p_0 < p_1 < p_2 < \ldots < p_r = r$ a partition of $[1 \ldots r]$.

A. $\vdash P$ leads from $\varphi_i$ to $\left( \bigvee_{j < i} \varphi_j \right)$ for $i = 1, \ldots, r$.

B. For every $i > 0$ there exists a $k = k_i$ such that:
   
   $\vdash P_k$ leads from $\varphi_i$ to $\left( \bigvee_{j < i} \varphi_j \right)$

C. For $i > 0$ and $k = k_i$ as above:
   
   $\vdash \varphi \supset \bigcirc \left[ \left( \bigvee_{j < i} \varphi_j \right) \lor \text{Enabled}(P_k) \right]$

---

$\vdash \left( \bigvee_{i=0}^r \varphi_i \right) \supset \left( \psi_0 \cup \psi_{r-1} \cup \ldots \psi_1 \cup \varphi_0 \right)$

where

$\psi_\ell$ is $\bigvee_{p_{\ell-1} < j \leq p_\ell} \varphi_j$ for $\ell = 1, \ldots, r$.

The conclusion states that starting at a state that satisfies one of the $\varphi_i$, $i = 0, \ldots, r$, we are guaranteed to have a period in which $\left( \bigvee_{i=p_{\ell-1}+1}^{p_\ell} \varphi_j \right)$ continuously holds, followed by a period in which $\left( \bigvee_{j=p_{\ell-1}+1}^{p_\ell} \varphi_j \right)$ continuously holds, etc., until $\varphi_0$ is finally realized. Any of these periods may be empty.

**Proof:**

To justify the soundness of this conclusion we will first prove it for the most refined partition possible, namely:

$\left( \bigvee_{i=0}^r \varphi_i \right) \supset (\varphi_r \cup \varphi_{r-1} \cup \varphi_{r-2} \cup \ldots \varphi_1 \cup \varphi_0)$.

This is proved in a way similar to the justification of the corresponding liveness principle. We show, by induction on $n$, $n = 0, 1, \ldots, r$, that

$\vdash \left( \bigvee_{i=0}^n \varphi_i \right) \supset (\varphi_n \cup \varphi_{n-1} \cup \ldots \varphi_1 \cup \varphi_0)$.

For $n = 0$ we have $\vdash \varphi_0 \supset \varphi_0$ which is the induction statement for $n = 0$. 
Assume that the statement above has been proved for a certain $n$ and consider its proof for $n + 1$.

Consider the EVNT rule with $\varphi = \varphi_{n+1}$, $\psi = (\bigvee_{i=0}^{n} \varphi_i)$. As shown in the proof of the liveness case, all the premises of the EVNT rule are satisfied. Consequently we may conclude:

$$\vdash \varphi_{n+1} \supset \varphi_{n+1} \cup (\bigvee_{i=0}^{n} \varphi_i).$$

By the induction hypothesis and the $\cup \cup$ rule this yields

$$\vdash \varphi_{n+1} \supset \varphi_{n+1} \cup (\varphi_n \cup ... \varphi_1 \cup \varphi_0).$$

Due to $\vdash \psi \supset (\psi \cup \psi)$ which is a consequence of axiom A9, the induction hypothesis can also be written as

$$\vdash (\bigvee_{i=0}^{n} \varphi_i) \supset \varphi_{n+1} \cup (\varphi_n \cup ... \varphi_1 \cup \varphi_0).$$

Taking the disjunction of the last two gives

$$\vdash (\bigvee_{i=0}^{n+1} \varphi_i) \supset \varphi_{n+1} \cup (\varphi_n \cup ... \varphi_1 \cup \varphi_0),$$

which is the required statement for $n + 1$.

Consider now a coarser partition:

$$0 = p_0 < p_1 < p_2 < ... < p_s = r.$$  

By consecutively merging any two contiguous assertions that fall into the same partition cell, using theorem T38:

$$\vdash (\varphi_{i+1} \cup (\varphi_i \cup \varphi)) \supset ((\varphi_{i+1} \lor \varphi_i) \cup \varphi),$$

we obtain the coarser conclusion:

$$\vdash (\bigvee_{i=0}^{n+1} \varphi_i) \supset ((\bigvee_{p_{s-1} < j < p_s} \varphi_j) \cup (\bigvee_{p_{s-3} < j < p_{s-1}} \varphi_j) \cup ... (\bigvee_{0 < j < p_1} \varphi_j) \cup \varphi_0).$$

Examples:

As our first example, let us consider the Mutual Exclusion program analyzed above. We have already proven that mutual exclusion is maintained by this program. We have also proven the liveness property that if $P_i$ wishes to enter its critical section it will eventually gain access to it. A more discriminating question is that of how fair is our algorithm. That is, if $P_i$ wishes to enter
its critical section, how many times will $P_2$ be able to enter its own critical section before $P_1$? Is that number bounded? We refer to this question as the problem of bounded overtaking. Namely, how many times can $P_2$ overtake $P_1$ before $P_1$ enters his critical section.

Our first analysis makes use of Fig. 1 without any modifications. We only read from it the stronger conclusion according to the stronger P-CHAIN rule. As a partition we choose $p_1 = 7$, $p_2 = 9$, $p_3 = r = 11$. Consequently, from the diagram of Fig. 1 we conclude by the P-CHAIN rule:

\[ \vdash \left( \bigvee_{i=1}^{11} \varphi_i \right) \supset \left( \left( \bigvee_{i=10}^{11} \varphi_i \right) \cup \left( \bigvee_{i=8}^{9} \varphi_i \right) \cup \left( \bigvee_{i=1}^{7} \varphi_i \right) \cup \varphi_0 \right). \]

Replacing each of the right hand side disjunctions by a weaker property and the left hand side disjunction by a stronger statement we obtain:

\[ \vdash \ell_{3,4} \supset \left( \neg m_{5,6} \right) \cup m_{5,6} \cup \left( \neg m_{5,6} \right) \cup \ell_{5}. \]

This implies that if $P_1$ is at the waiting loop in $\ell_{3,4}$, there will be a period in which $P_2$ is not in the critical section $m_{5,6}$, followed by a period in which $P_2$ is inside the critical section $m_{5,6}$ followed by a period in which $P_2$ is outside the critical section which terminates by $P_1$ entering his critical section. Since any of these periods may be empty this is a worst-case analysis. But it certainly assures 1-bounded overtaking, i.e., once $P_1$ is in $\ell_{3,4}$, $P_2$ may overtake it at most once.

Having successfully analyzed the situation from $\ell_{3,4}$ on we may attempt to obtain a similar analysis from the moment that $P_1$ enters $\ell_2$.

This analysis calls for a refinement of the diagram of Fig. 1. The following is a subdiagram that should replace the node corresponding to $\varphi_{12}$ in Fig. 1. It consists of three nodes labelled respectively $\varphi_{7.5}$, $\varphi_{9.5}$ and $\varphi_{11.5}$. The fractional indexing indicates that $\varphi_{7.5}$ should be inserted between $\varphi_7$ and $\varphi_9$ in Fig. 1. The edges out of $\varphi_{12}$ should enter one of these three nodes. Edges out of $\varphi_{7.5}$ lead to some of $\varphi_{11}, \ldots, \varphi_7$.

Similarly for edges out of $\varphi_{9.5}$ and $\varphi_{11.5}$. Considering the updated diagram composed of Fig. 1 and the above subdiagram we obtain the following conclusion:

\[ \vdash \ell_{2,4} \supset \left( \bigvee_{i=10}^{11.5} \varphi_i \right) \cup \left( \bigvee_{i=8}^{9.5} \varphi_i \right) \cup \left( \bigvee_{i=1}^{7.5} \varphi_i \right) \cup \varphi_0 \right). \]
This again leads to

\[ \vdash \ell_2 \cup (\sim m_5, s) \cup m_5, s \cup (\sim m_8, s) \cup \ell_3, \]

which ensures 1-bounded overtaking even from \( \ell_2 \). Encouraged by this, we may next ask whether a similar result can be obtained from \( \ell_1 \). Unfortunately this is not the case. \( P_2 \) may enter its critical section an arbitrary number of times while \( P_1 \) is at \( \ell_1 \). This is obvious since while being at \( \ell_1 \), \( P_1 \) has not yet modified any variable in a way that will show that it is not still in \( \ell_0 \). And naturally while \( P_1 \) is at \( \ell_0 \), \( P_2 \) may enter the critical section any number of times if the algorithm is correct.

**THE WELL-FOUNDED PRINCIPLE FOR PRECEDENCE PROPERTIES**

A natural extension of the P-CHAIN rule to programs that require infinite chains of assertions again uses well founded ordered sets.

Let \((A, <)\) be a well founded ordered set. We require however that the ordering is total (or linear). That is, for every two distinct elements \( \alpha_1, \alpha_2 \in A \) either \( \alpha_1 < \alpha_2 \) or \( \alpha_2 < \alpha_1 \).

<table>
<thead>
<tr>
<th>Well Founded Precedence Rule — P-WELL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Let ( \phi(\alpha) = \phi(\alpha; \exists \beta \psi(\beta)) ) be a parametrized state assertion with ( \alpha \in A ).</td>
</tr>
<tr>
<td>Let ( h : A \rightarrow [1 \ldots k] ) be a helpfulness function.</td>
</tr>
<tr>
<td>Let ( \alpha_1 &lt; \alpha_2 &lt; \ldots &lt; \alpha_s ) be a sequence of elements of ( A ).</td>
</tr>
<tr>
<td>( \vdash P ) leads from ( \phi(\alpha) ) to ( \psi \lor (\exists \beta \leq \alpha \cdot \phi(\beta)) )</td>
</tr>
<tr>
<td>( \vdash P_{h(\alpha)} ) leads from ( \phi(\alpha) ) to ( \psi \lor (\exists \beta &lt; \alpha \cdot \phi(\beta)) )</td>
</tr>
<tr>
<td>( \vdash \phi(\alpha) \lor \Diamond [\psi \lor (\exists \beta &lt; \alpha \cdot \phi(\beta)) \lor \text{Enabled}(P_{h(\alpha)})] )</td>
</tr>
<tr>
<td>( \vdash (\exists \alpha \leq \alpha_s \cdot \phi(\alpha)) \lor (\psi_s \cup \psi_{s-1} \cup \ldots \psi_1 \cup \psi) )</td>
</tr>
</tbody>
</table>

where

\[ \psi_\ell \text{ is } \exists \beta (\alpha_{\ell-1} < \beta \leq \alpha_\ell) \cdot \phi(\beta) \text{ for } \ell = 2, \ldots, s, \text{ and } \]

\[ \psi_1 \text{ is } \exists \beta (\beta \leq \alpha_1) \cdot \phi(\beta) \]

Note that while the range of the parameter in the assertions is infinite, the partition is still finite.
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