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This talk deals with implicit linear multistep methods in the numerical solution of
nonlinear initial value problems
 The e�ect of stopping Newton�type iterations	
in the actual application of linear multistep methods	 is analysed and related to
the stepsize of the methods
 The accumulated e�ect of all local stopping errors
is shown to be of an order which is greater �by one� than the order which one
would expect in view of known estimates


�� Linear multistep methods in the stiff situation

In this talk we deal with the numerical solution of the initial value problem

U ��t� � f�t� U�t�� for � � t � T� U��� � u�� ���

Here u� � R
s is given� and U�t� � Rs is unknown� Further� f 	 
�� T ��D� R

s

is a given nonlinear mapping� where D � R
s �

Consider the linear multistep method

��vn � ��vn�� � � � �� �kvn�k � h
��fn � ��fn�� � � � �� �kfn�k�� ��

Here h � � is the stepsize� and vn approximates U�t� at the gridpoint tn � nh�
We assume

k � �� �� � �� � � � �� �k � �� �� � �� �� � ��

In the application of �� one �rst calculates starting vectors vn � U�tn�
�� � n � k 	 ��� Next� for n � k� the approximations vn are de�ned by ���

���



with fn�i � f�tn�i� vn�i�� Since �� 
� � and fn � f�tn� vn�� one is faced with
the problem of solving a nonlinear equation in order to determine vn from ���

In general this nonlinear equation cannot be solved exactly� Accordingly� in
practice the linear multistep method only produces approximations to vn� which
will be denoted by un� These un are obtained as numerical approximations to
the solution x� of

F �x� � ��

where�
F �x� � 	x� h��f�tn� x� � y�

y � 	���un�� � � � �� �kun�k� � h���fn�� � � � �� �kfn�k��

In the following we deal with the so�called sti� situation �i�e� the product of
h and the Jacobian matrix �

�x
f�t� x� has entries some of which have very large

absolute values � see e�g� Spijker �������� For obtaining approximations to
x�� in the sti� situation� one usually applies an appropriate version of Newton�s
method� We consider

F ��x���xj 	 xj��� � 	F �xj��� forj � �� � �� � � � ���

Here F ��x�� denotes the Jacobian matrix of F at x�� and xj are approximations
to x��

In the following the e�ect will be explored of the stopping of the iterations
���� after j steps� The errors vn 	 un� which are due to this stopping� will be
analysed in terms of the stepsize h� We shall measure these errors with an
�arbitrary� norm j � j on Rs �

�� The Newton stopping error

First we assess the norm jx�	xj j of the Newton stopping error x�	xj � Assume
that the initial guess x� satis�es

jx� 	 x�j � O�hq� ��a�

�with an O�constant of moderate size� and q � ���
Dorsselaer � Spijker ������ formulated conditions on f under which

the Newton stopping error satis�es

jx� 	 xj j � O�hr�� with r � �j � ��q� ��b�

Here j � �� and the O�constant is of moderate size� not a�ected by sti�ness�

�� The global and local stopping errors

LetNh � T � and consider the global stopping errorDN � vN	uN � In analysing
this error it is convenient to introduce local stopping errors dn � x�	xj � Here
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dn may be de�ned to be the Newton stopping error which would be present at
tn under the localizing assumption

un�i � U�tn�i�� fn�i � U ��tn�i� for� � i � k�

The global stopping error amounts to the accumulated e�ect of Newton
stopping errors at the points tk� tk��� � � � � tN � For stable linear multistep meth�
ods the global stopping error DN may thus be expected to satisfy

jDN j � O�jdkj� jdk��j� � � �� jdN j��

Further� the local stopping errors can be estimated by ��b��

jdnj � O�hr�� r � �j � ��q �k � n � N�� ���

Hence jDN j � O�Nhr� � O�Thr���� so that we expect

jDN j � O�hr���� ���

�� A numerical experiment pertinent to the global stopping

error

In order to check ��� we consider the problem���
��

U �

�� 	���
U� 	 �U� 	 ��� � ��U� 	 ��� U���� � 	��

U �

� ����
U� 	 �U� 	 ��� � �� U���� � ��

� � t � T � ���

The true solution is
U��t� � �t	 ��� U��t� � t�

We consider the numerical solution of the above problem by the backward
Euler method� that is

k � �� �� � �� �� � 	�� �� � �� �� � ��

Further� we consider the situation where there is only � iteration step of ����
with

x� � un��� un � x� at t � tn �n � �� � � � � � N��

We deal with the sum�norm in R� � It is easily veri�ed that the conditions
of Dorsselaer � Spijker ������� under which ��b�� ��� hold� are ful�lled
here� In fact� we have ��� with moderate O�constant and

r � �j � ��q� j � �� q � �� so that r � �

Hence ��� amounts to
jDN j � O�hr��� � O�h��
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Some actual ratios jDN j�h are listed in Table ��

h jDN j�h jDN j�h
�

���� ������ ����
����� ������ ����
����� ������� ����

Table �

From the table it is clear that ��� is too pessimistic in this example� The actual
order is greater by � than the order in ����

The question arises of whether the high order of DN in this example is an
exception just due to some coincidence� We shall see that it is no exception
but an illustration of the interesting fact that

jDN j � O�hr�� ���

instead of ���� can be expected� in general situations�

�� Hundsdorfer�s device

Relation ��� can be shown to be plausible by a general device used in Hunds�
dorfer ������ Hundsdorfer � Steiniger ������� Below we formulate this device
for k � ��

Theorem �version of Hundsdorfer�s device�� Let yn� Yn � R
s satisfy

Yn � SnYn�� � yn �� � n � N�� Y� � ��

Here Sn are s� s matrices� with induced matrix norm kSN � � � � � Sjk � � �� �
j � N�� Suppose the structure of yn is as follows�

yn � �Sn 	 I�hrg�tn��

jg�t�j � c� jg�t�	 g�t	 h�j � c � h �for h � t � T ��

Then
jYN j � C � hr� with C � �� � � � T�� � c�

In the applications of this device yn� Yn stand for local and global errors� re�
spectively� It essentially states that local errors which are O�hr� yield a global
error which is of the same order � if the recurrence is stable and the local errors
have the above structure�

It is possible to show that� if the linear multistep method is su�ciently
stable�

Yn � Dn and yn � dn

satisfy relations which are essentially as required for applying the general device
of Hundsdorfer� see Spijker ������� This yields ��� in general situations� and
explains the ratios we found in Table �� Hence the reason for the high order of
the global stopping error lies in the special structure of the local errors dn�
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	� Discretization errors

We stress that the high order in ��� is not due to a strong damping at the point
T � tN of all preceeding local stopping errors dn �with n 	 N�� In this context
it is instructive to consider the discretization errors in the application of the
linear multistep method ���

Let EN � U�tN �	vN denote the global discretization error� and en the local
discretization error �i�e� the error U�tn�	 vn under the localizing assumption
that vn�i � U�tn�i�� fn�i � U ��tn�i� for � � i � k�� If a strong error damping
mechanism would be present� we would expect the global error EN to be of the
same order as the local errors en�

In Table  we have listed actual ratios jEN j�h for our above example �Sec�
tion ���

h jEN j�h

���� ����
����� ���
����� ���

Table 

We clearly see that actually jEN j � O�h�� Since in our example jenj � O�h���
there is no strong damping � the global error is � order lower than the local
error�

The phenomenon that DN has the same order as dn is not due to a damping
mechanism pertinent to any local errors� It is due to the special structure of
the local stopping errors�


� Concluding remarks

�� Theoretical results similar to ��� are available for general linear multistep
methods and variants to ���� see Spijker �������

� Estimates of the form ��� are believed to be relevant to the question of how
many Newton�type iterations should be carried out in order that the stopping
error does not interfere with the intrinsic accuracy of the linear multistep
method� In the above example� just � iteration step of ���� with x� � un���
yields jvN 	uN j � O�h��� whereas jU�tN �	vN j � O�h�� According to these
estimates it certainly does not pay to perform more than � iteration step�

�� Many other numerical experiments were performed� supporting formula ���
in general situations �k � �� � �� j � �� � ���
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