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Abstract

The term *social software* refers to the project of analyzing social procedures and processes using the formal methods of computer science. Examples of the social procedures we have in mind are cake-cutting algorithms and voting procedures. What distinguishes these procedures is that there are a number of agents who interact strategically in a well-defined manner. We are interested in developing logical tools for proving the correctness and efficiency of such social software. For a cake-cutting algorithm, this may mean showing that the algorithm can guarantee a fair piece to everyone with only a few cuts. For a voting procedure, we would want a fair distribution of political power while reducing the number of votes which need to be taken to a minimum.

Two logics will be developed and studied for that purpose. Coalition Logic, introduced in chapter 3, allows one to reason about the power of coalitions in various kinds of extensive games. The formula $[C]\varphi$ expresses that at the present state of the game/process, the group of agents $C$ has a joint strategy for bringing about a next state where $\varphi$ holds. We provide complete axiomatizations of this logic for extensive games with and without simultaneous moves, as well as complexity results for model checking and the satisfiability problem. Chapter 4 extends Coalition Logic with an extra modality, adding formula $[C^*]\varphi$ which expresses that the group of agents $C$ has a joint strategy for bringing about $\varphi$ at some time in the future.

The metatheoretic results obtained for Coalition Logic also allow us to compare reasoning about individuals to reasoning about groups: For certain classes of social processes, reasoning about individuals is less complex than reasoning about groups, assuming that NP $\neq$ PSPACE. Similarly, we can compare different classes of processes in terms of their complexity, asking, e.g., whether reasoning about situations where agents can act simultaneously is more or less complex than reasoning about situations where agents can only act one after the other.

Chapter 5 provides some examples of how Coalition Logic can be applied in the analysis and synthesis of social processes. Most of the examples are essen-
tially voting procedures, including also the Bonn vs. Berlin debate of the German parliament. The verification of properties of a social process can be done via model checking in Coalition Logic. Generating a process which satisfies a certain specification on the other hand can be formulated as a satisfiability problem.

Game Logic is the second logic for social software we study (chapters 6 and 7). In contrast to Coalition Logic, here the social process is an explicit part of the logical language, where the formula $(\gamma)\varphi$ expresses that player 1 has a strategy in process/game $\gamma$ for achieving an outcome which satisfies $\varphi$. The language of Game Logic allows one to reason about determined 2-player games. It also contains game operations such as sequential composition, choice, and role interchange for constructing complex games which have internal structure.

We compare Game Logic to a number of well-known logics which have been proposed for reasoning about programs (i.e., 1-player games). By looking at the complexity and expressive power of the different logics, we are able to compare how reasoning about programs differs from reasoning about games. As may be expected, games can be more complex than programs, and more generally, verifying properties of a game becomes more complex the more players alternate in taking turns.

This thesis tries to build a bridge between computer science on the one hand and game theory and social choice theory on the other hand. The logics discussed in this thesis are extensions of modal logics used in computer science for reasoning about computational processes. More precisely, Coalition Logic is closely related to Alternating Temporal Logic whereas Game Logic is a cousin of Propositional Dynamic Logic and the modal $\mu$-calculus. On the other hand, we make use of notions and results from game theory and the theory of social choice, in particular in chapter 2 which develops a general semantic model underlying both Coalition Logic and Game Logic. At the core of this model lies the notion of an effectivity function which has been studied extensively in social choice theory.
Samenvatting

De term sociale software verwijst naar het project, dat probeert om met behulp van formele methoden uit de informatica, sociale procedures en processen te analyseren. Voorbeelden van zulke processen zijn algoritmen voor het verdelen van een koek en verkiezingsprocedures. Kenmerkend voor dit soort procedures is dat een aantal agenten betrokken zijn in een wel-geënteümairde strategische interactie. Wij zijn geïnteresseerd in het ontwikkelen van logische hulpmiddelen om de correctheid en efficiëntie van zulke sociale software te kunnen bewijzen. Voor het koek-verdeel algoritme betekent dit aan te tonen dat iedere persoon met zo min mogelijk sneden een voldoende groot stuk krijgt. Voor een verkiezingsprocedure zouden wij willen aantonen dat de politieke macht op een juiste manier is verdeeld en dat het aantal stemmingen tot een minimum wordt beperkt.

Wij behandelden twee logica’s voor deze taak. Coalition Logic, geïntroduceerd in hoofdstuk 3, is geschikt voor het redeneren over de macht van coalities in verschillende soorten extensieve spelen. De formule $[C]^\varphi$ beweert dat op dit moment van het spel de groep C een gemeenschappelijke strategie heeft om in één stap een situatie te bereiken die aan $\varphi$ voldoet. Wij geven volledige axiomatiseringen van deze logica voor extensieve spelen met en zonder simultane zetten, en geven verder resultaten over de complexiteit van model checking en het vervalsbaarheidsprobleem. Hoofdstuk 4 breidt Coalition Logic uit met een extra modaliteit. De nieuwe formule $[C^*]^\varphi$ beweert dat groep C een gemeenschappelijke strategie heeft om $\varphi$ in een willekeurig aantal stappen te bereiken.

De metafheoretische resultaten voor Coalition Logic staan ons ook toe een vergelijking te maken tussen het redeneren over individuen en het redeneren over groepen: Voor sommige klassen van sociale processen is redeneren over individuen makkelijker dan redeneren over groepen, terwijl onderscheid dat NP ≠ PSPACE. Op dezelfde manier vergelijken wij de complexiteit van verschillende soorten processen, bijv. door te vragen of het redeneren over situaties waar agenten simultaan handelingen verrichten minder of meer complex is dan het redeneren over situaties waar agenten alleen achter elkaar acties kunnen uitvoeren.
Hoofdstuk 5 geeft voorbeelden die laten zien hoe Coalition Logica kan worden gebruikt in de analyse en synthese van sociale processen. De meeste voorbeelden zijn in essentie verkiezingsprocedures zoals het debat over het Bomm-Berlijn vraagstuk in de Duitse Bondsdag. De verificatie van eigenschappen van een sociaal proces gebeurt via model checking in Coalition Logica. De generatie van een sociaal proces dat voldoet aan een bepaalde specificatie aan de andere kant wordt beschreven in termen van een vervulbaarheidsprobleem.

Game Logic is de tweede logica voor sociale software die wij bestuderen (hoofdstukken 6 en 7). In tegenstelling tot Coalition Logic is het sociale proces in Game Logic een expliciet onderdeel van de logische taal, waarbij de formule $\langle \gamma \rangle \varphi$ weergeeft dat speler 1 in spel $\gamma$ een strategie heeft voor het bereiken van een situatie die aan $\varphi$ voldoet. De taal van Game Logic is geschikt om te redeneren over gedetermineerde spelen voor 2 spelers. In deze taal kunnen ook speloperaties uitgedrukt worden zoals sequentiële compositie, keuze en rolverwisseling.

Wij vergelijken Game Logic met een aantal bekende logica's voor het redeneren over programma's (i.e., spelen voor 1 speler) door te kijken naar de complexiteit en de uitdrukkingenkracht van de verschillende logica's. Op die manier kunnen wij redeneren over programma's vergelijken met redeneren over spelen. Zoals te verwachten is, zijn spelen vaak complexer dan programma's, en algemene geldt dat het verifiëren van eigenschappen in spelen complexer wordt naarmate de beurten van de spelers waker alterneren.

Dit proefschrift probeert een brug te slaan tussen informatie aan de ene kant en speltheorie en sociale keuze theorie aan de andere kant. De logica's die in dit proefschrift worden besproken zijn uitbreidingen van de module logica's die in de informatica worden gebruikt om over computationele processen te redeneren. Zo is Coalition Logic nauw gerelateerd aan Alternating Temporal Logic en Game Logic heeft veel verband met Propositional Dynamic Logic en de module $\mu$-calculus. Aan de andere kant maken wij nogal wat gebruik van noties en resultaten uit de speltheorie en de sociale keuze theorie, met name in hoofdstuk 2 waar wij een algemeen semantisch model ontwikkelen voor zowel Coalition Logic als ook Game Logic. Het model is gebaseerd op de notie van een effectiviteitsfunctie, een notie waar veel onderzoek naar is gedaan in de sociale keuze theorie.
Chapter 1

Let the Games Begin

_It is an old idea that thinking to the bottom of our knowledge, all human activity seems merely play. Those who are willing to content themselves with a metaphysical conclusion of this kind should not read this book._

Johan Huizinga

1.1 Logic and Games

Logicians like to play games. In fact, not only logicians like to play games, for _homo sapiens_ seems to be quite a close relative of _homo ludens_ [69]. For the logician, however, playing games can be very useful besides being entertaining. As a consequence, the professional logician comes close to fulfilling one of his childhood dreams: getting paid to play games. In this respect then, he can be compared to professional tennis players, which explains the occasional complaint of a logician about being underpaid. One may even argue that such a complaint gains additional weight by the fact that the logician often manages to come up with winning strategies (i.e., strategies which will be successful against any opponent), something that even the best tennis players can only dream of.

Games have been useful in logic in a variety of ways, some of the most prominent ones being the following (see [12] for a more extensive survey):

**Game-Theoretic Semantics:** For First-Order Logic, truth in a model can be defined using game-theoretic semantics (see, e.g., [66]). A game-theoretically natural extension of this semantics has led to Independence-Friendly Logic [65, 109]. Likewise, game-theoretic semantics have been proposed for Linear Logic [21, 2].

**Dialogue Games:** The relation of logical consequence has been viewed as a dialogue game in [83], where the precise rules of the game determine whether
one obtains intuitionistic or classical logical consequence. Extensions of this work have yielded dialogue games for various modal logics and Linear Logic [110, 111].

Model-Comparison Games: In recent expositions of model theory (see, e.g., [41, 67]), Ehrenfeucht-Fraïssé games "operationalize" elementary equivalence between models. The number of pebbles used in these games corresponds to the number of variables needed to express a particular property.

Like logic, theoretical computer science also has its share of playfulness, on the most fundamental level through models of computation which are essentially 2-player games [31]. We will have more to say on this issue in section 1.2.

Instead of using games for the purposes of logic, a second line of investigation tries to use logic for the purposes of game theory. And although it seems natural that the study of games and how players should behave in games takes into account players' reasoning and rationality (the domain of logic, it would seem), formal logical approaches to games are of a rather recent origin. The work in this area can be categorized as follows:

Epistemic Logic: Solution concepts such as the Nash equilibrium or the subgame-perfect equilibrium can be investigated concerning their epistemic presuppositions, asking, e.g., which assumptions about rationality and players' belief/knowledge of rationality are necessary to guarantee a Nash-equilibrium outcome. Modal logics have been used to obtain formal epistemic axiomatizations of various solution concepts, both on the propositional [123, 34, 30] and on the first-order level [74].

Dynamic Epistemic Logic: Epistemic logics have also been extended with action modalities in order to express knowledge and belief change. These dynamic epistemic logics can not only express statements like "player 2 knows that player 1 holds the queen of hearts" but also statements like "player 1 knows that after showing his card to player 3, player 2 will know that player 1 holds the queen of hearts" [9, 22]. This approach has been used to formally model the board game Clue or Cluedo in [40].

Others: Besides epistemic logic, temporal logic has been extended with a prediction relation which captures the backward induction solution of a game [23], and similarly an extension of dynamic logic can be used to axiomatize backward induction [62]. Maybe surprisingly, even simple propositional logic can be used as a description language for extensive games of perfect information which also allows one to formulate axioms of rationality [24]. The role of language in economic decision making has been investigated in [112] using formal logical languages. The work in this thesis also falls into the non-epistemic category.
1.2 Linking Two Fields of Research

Below we discuss more concretely how logic and game theory come together in this thesis. Additionally, we comment on the general virtues of interdisciplinary research.

1.2.1 Logic in Computer Science

Computers do not always work the way they should (some people would use the more radical scoping: computers always do not work the way they should). Since there may be applications, however, where it is extremely important that computers do work as intended (think, e.g., of air traffic control and other safety-critical tasks), it would be useful to be able to prove that a program works as intended by the programmer, or at least that the program satisfies some crucial properties. Formal logics are used in various branches of computer science as tools for reasoning about programs and software systems more generally. We shall briefly discuss two of these branches below.

The theory of program correctness as it has been understood traditionally [82, 73, 91] is concerned with verifying the correctness of software written in imperative programming languages such as PASCAL, C, and so on. As an example, consider the following program $\gamma_1$ which is known as Euclid’s algorithm:

\[
\begin{align*}
x, y : & \text{Nat} \\
\text{while } & x \neq y \text{ do} \\
\quad \text{if } & x > y \text{ then } x := x - y \\
\quad & \text{else } y := y - x \\
\text{end}
\end{align*}
\]

The program is written in a commonly used pseudo-code which is almost self-explanatory: Two variables $x$ and $y$ with the value of natural numbers are compared. If they are equal, the program ends. Otherwise, if $x$ is greater than $y$, $y$ is subtracted from $x$, and if $y$ is greater than $x$, $x$ is subtracted from $y$. This test and action are repeated until $x = y$. 
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It is by no means obvious that this program $\gamma_1$ in fact calculates the greatest common divisor (gcd) of two natural numbers $a$ and $b$. If initially $x = a$ and $y = b$, then the program will terminate with $x = y = \text{gcd}(a, b)$. Proving the correctness of this program thus would entail a proof of the following statement:

If $\gamma_1$ is started in a state where $x = a$ and $y = b$, then $\gamma_1$ will terminate and upon termination $x = y = \text{gcd}(a, b)$.

One natural way to represent programs semantically is by way of a state transformer, i.e., a relation $R_\gamma \subseteq S \times S$ over the set of states $S$. We interpret $sR_\gamma t$ as "starting at state $s$, there is an execution of program $\gamma$ which terminates in state $t". Our program $\gamma_1$ has the further property of being deterministic, for every state $s$ there is at most one state $t$ such that $sR_\gamma t$ holds. In general, we allow for programs being nondeterministic. In the case at hand, we can think of $S$ as the set of variable assignments for $x$ and $y$, that is $S = \{s \mid s : \{x, y\} \rightarrow \mathbb{N}\}$. Proving the above claim then would amount to showing that $sR_\gamma t$ holds if and only if $t(x) = t(y) = \text{gcd}(s(x), s(y))$.

A second way to think about programs is in terms of a predicate transformer $F_\gamma : \mathcal{P}(S) \rightarrow \mathcal{P}(S)$ which maps a set of states $X$ to the set of states $F_\gamma(X)$ at which some execution of program $\gamma$ will terminate in a state in $X$. (Usually one wants all executions to terminate in a state in $X$, but for our present purposes the existential reading is more natural, and for $\gamma_1$ the two coincide anyhow.) This approach to program semantics advocated by Dijkstra in [38, 39] is very well-suited for the kind of backward-reasoning one often does when studying the correctness of a program: If the program should bring about a particular state of affairs after termination, which initial condition has to be satisfied for the program to succeed in doing that? To give an example, assume that we want our program $\gamma_1$ to end in a state where the value of both $x$ and $y$ equals 3, then under what condition will the program succeed in doing that? Let $t$ be the state where $t(x) = t(y) = 3$. Then $F_\gamma(t) = \{s \mid \text{gcd}(s(x), s(y)) = 3\}$, i.e., initially the greatest common divisor of $x$ and $y$ must be 3. A general proof of correctness would then amount to showing that if we start in a state where $x = a$ and $y = b$, the program is guaranteed to end in a state where both variables are set to the greatest common divisor of $a$ and $b$. Formally, for all states $t$ with $t(x) = t(y) = \text{gcd}(a, b)$ we have

$$\{s \in S \mid s(x) = a \land s(y) = b\} \subseteq F_\gamma(t).$$

While our exposition of predicate transformers was semantic, reasoning about the correctness of programs will usually be done syntactically using axioms and inference rules. Propositional Dynamic Logic [59, 77] can serve as a very simple formalism which links the syntactic and the semantic perspective on predicate transformers on the propositional level. The formula $\langle \gamma \rangle \varphi$ expresses that there is an execution of program $\gamma$ which terminates in a state satisfying $\varphi$. Thus,
the modality $\langle \gamma \rangle$ is the syntactic analogue of the predicate transformer $F_\gamma$. Logical axioms and rules then syntactically describe the behavior of the predicate transformers, for instance the inference rule

$$
\varphi \rightarrow \langle \gamma_1 \rangle \psi \\
\neg \varphi \rightarrow \langle \gamma_2 \rangle \psi \\
\langle \text{if } \varphi \text{ then } \gamma_1 \text{ else } \gamma_2 \rangle \psi
$$

says that if the truth of $\varphi$ implies a terminating $\gamma_1$-execution satisfying $\psi$ and the falsity of $\varphi$ implies a terminating $\gamma_2$-execution satisfying $\psi$, then there is a terminating execution of if $\varphi$ then $\gamma_1$ else $\gamma_2$ which satisfies $\psi$.

The two main disadvantages of the traditional approach to program verification are its restricted domain of application and its infeasibility in practice. On the one hand, the kinds of systems which can be analyzed using Dijkstra's approach are programs which can be specified compositionally by means of a fixed number of programming constructs. Furthermore, when started in some initial state, these programs are supposed to terminate in some final state whose properties are then examined. This means that software systems which are intended to run without ever terminating (such as operating systems) as well as systems which have not arisen from a compositional specification cannot be analyzed and verified using a Dijkstra-style approach. On the other hand, even for systems which are amenable to this approach, real-life systems usually turn out to be too complicated to make automatic verification feasible, since such a verification entails theorem proving in a very complex logical formalism.

Because of these drawbacks, another approach to software verification has been investigated more recently which makes use of temporal logics [43, 70]. Here, programs are not part of the logical language but rather the semantic models over which expressions of temporal logic are evaluated. More specifically, process algebras [8, 49] and other tools can be used to describe and generate a process graph which serves as the semantic model of the software system. Temporal logics such as CTL can then express safety and liveness properties of the system which are verified via model checking. This approach allows for the verification of non-terminating systems, and verification is generally more feasible, since it is based on model checking rather than theorem proving. We shall have more to say about the relative merits of the two approaches in section 8.1.

1.2.2 Game Theory and Social Choice

Computer programs of the kind we discussed represent processes of a very special kind: They are formally specified and they do not contain any interaction. Social processes on the other hand are usually much harder to analyze because they are interactive by nature and because it is often extremely difficult to model them mathematically. The latter problem can be simplified by abstraction and by studying those social processes which are more regulated to begin with, examples
being elections, auctions, and the process of obtaining a doctorate degree. Social choice theory [75, 86] studies collective decision making: given the preferences of the individuals of some society, how should the society as a whole choose between the different options? To these considerations game theory [19, 93] adds a strategic component, asking, e.g., how such methods of collective decision making can be manipulated by individuals or groups of individuals.

To model the ability of a group of individuals $N$, social choice theory has developed the notion of an effectivity function [86, 1]. Given a set of alternatives $S$ between which the individuals must choose, an effectivity function $E : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S))$ maps groups of individuals to a collection of subsets of alternatives. We interpret $X \in E(C)$ as “coalition $C$ is effective for $X$”, or as “coalition $C$ is able to achieve an outcome in $X$”. This interpretation is deliberately noncommittal about how exactly “effectivity” is to be interpreted. In this thesis, we will interpret it as having a strategy which is successful no matter what. Hence, $X \in E(C)$ holds iff coalition $C$ has a joint strategy to achieve an outcome in $X$ no matter what the other players do.

Consider the following example from [52]: Angelina has to decide whether she wants to marry Edwin, the (male) judge, or stay single. Edwin and the judge each can similarly decide whether they want to stay single or marry Angelina. If we assume that the three individuals live in a society where nobody can be forced to marry against his/her will, this situation can be modeled using effectivity functions as follows: The set of players is $N = \{a, c, j\}$ and the set of alternatives is $S = \{s_a, s_c, s_j\}$, where $s_a$ denotes the situation where Angelina remains single, $s_c$ where she marries Edwin, and $s_j$ where she marries the judge. Angelina (a) has the right to remain single, so $\{s_a\} \in E(\{a\})$, whereas Edwin can only guarantee that he does not marry Angelina; whether she marries the judge or remains single is not up to him. Consequently, we have $\{s_a, s_j\} \in E(\{e\})$ and there is no proper subset $X$ of $\{s_a, s_j\}$ such that $X \in E(\{e\})$. Analogously for the judge, we have $\{s_a, s_c\} \in E(\{j\})$. Angelina and Edwin together can achieve any situation except the one where Angelina marries the judge (since this alternative would require the judge’s consent), and hence $\{s_a\}, \{s_c\} \in E(\{a, e\})$. Again, the situation is similar for the judge: $\{s_a\}, \{s_j\} \in E(\{a, j\})$.

Another way to think about this marriage constellation is in terms of games. We already suggested that Angelina has three strategies, she can decide to remain single, or go for either the judge or Edwin. (Note that we ignore the temporal/dynamic character of more realistic strategies, where Angelina might propose to the judge and, if he does not accept within 3 days, go for Edwin.) The two men on the other hand only have two options each, either to decide to remain single or to go for marriage. The strategic game below pictures this situation: Angelina chooses one of the three tables, Edwin chooses the upper or lower row, and the judge chooses the left or right column. For each such strategy triple we have given the resulting alternative. As an example, consider the soap opera situation where Angelina wants to marry Edwin (middle table), Edwin wants to remain
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single (upper row), but the judge wants to marry Angelina (right column). The result is that everyone remains single (alternative $s_a$).

\[
\begin{array}{c|c|c}
 s & m & s \\
 \hline
 s_1 & s_2 & s_a \\
 m & s_3 & s_3 \\
\end{array}
\]

Depending on the kind of social process under consideration, the effectivity function will satisfy certain properties. Note, e.g., that the effectivity function of the example is monotonic, i.e., if a group of individuals is effective for a set $X$ then it is also effective for any superset of $X$. Another important property which is satisfied is the property of superadditivity: If $X_1 \in E(C_1)$ and $X_2 \in E(C_2)$ then $X_1 \cap X_2 \in E(C_1 \cup C_2)$, provided $C_1 \cap C_2 = \emptyset$. Intuitively, if one group of players is able to achieve an outcome in $X_1$ and another disjoint group is able to achieve an outcome in $X_2$, then they can join their strategies to achieve an outcome in $X_1 \cap X_2$. This and other properties of effectivity functions have been studied in the literature to characterize certain classes of social processes, and we shall see examples of this in chapter 2.

In this thesis, we shall have nothing to say about the preferences which players might have over the set of alternatives. In other words, we only concern ourselves with what players can do, not with what they should or will do. If one does consider players’ preferences, various solution concepts can be investigated. For effectivity functions, a prominent solution concept is the core, the set of all undominated alternatives. An alternative $s$ is dominated by a set of alternatives $X$ if there is some coalition $C$ which is effective for $X$ and every member of $C$ prefers every alternative in $X$ to $s$. It is reasonable to assume that such an alternative $s$ will never be realized, since coalition $C$ will see to it that $X$ is realized instead. An effectivity function is called stable in case its core is nonempty no matter what preferences the players have. Conditions under which an effectivity function is stable have been investigated extensively, and it has been shown in [85] that the problem of checking stability of an effectivity function is NP-complete.

### 1.2.3 Dijkstra meets von Neumann

Programs can be viewed as 1-player games. If the program is deterministic like the $gcd$-algorithm above, the game is of a particularly boring sort since it does not involve any choice points where the player can choose between two or more different possible actions. Nondeterministic programs, however, do involve choices, as the program $γ_2$ below illustrates:

```plaintext
x, y : Nat
case x ≥ y → y := y + 1
ty ≥ x → x := x + 1
end
```
In case \( x > y \), 1 is added to \( y \), and in case \( y > x \), 1 is added to \( x \), but in case \( x = y \), a nondeterministic choice is made between the two increments. In case we have a state \( s \) with \( s(x) = s(y) = 0 \), we thus have \( sR_{\gamma_2} t_1 \) and \( sR_{\gamma_2} t_2 \), where \( t_1(x) = t_2(y) = 0 \) and \( t_1(y) = t_2(x) = 1 \).

\[
x = 0, y = 0 \\
x = 1, y = 0 \\
x = 0, y = 1
\]

In words, there is an execution of \( \gamma_2 \) which starts in a state with \( x = y = 0 \) and ends in a state with \( x = 0 \), but not all executions have that property. This program thus presents a more interesting 1-player game, in the sense that the player (which we usually assume to be Nature) can choose which transition to make in case \( x = y \).

Predicate transformers can thus be given a game-theoretic interpretation: \( s \in F_{\gamma_2}(X) \) holds in case at state \( s \), Nature has a strategy in program/game \( \gamma_2 \) for achieving a state in \( X \). Note that this interpretation is in no way dependent on the fact that \( \gamma_2 \) was a 1-player game, for the notion of “strategy” applies to games generally, independent of the number of players. This move from programs to games has also been carried out in the area of temporal logic [3], and we shall have more to say about this in section 4.4.

The two traditions outlined in the previous section apply a similar mathematical model to capture similar ideas. For an effectivity function \( E \), \( X \in E(C) \) provided that coalition \( C \) has a joint strategy to achieve an outcome in \( X \). For a predicate transformer \( F \) and a state \( s \), \( s \in F(X) \) provided that Nature has a strategy to achieve an outcome in \( X \). Given this similarity, it may not be surprising that one can discover analogies in the issues investigated in both traditions: The characterization result of social choice theory which isolates the effectivity functions which correspond to strategic games (theorem 2.27) is the multi-agent coalitional analogue of the computer science result which characterizes the predicate transformers which correspond to state transformers (theorem 2.16). Similarly, questions of mechanism design can be related to questions of program synthesis (see chapter 5).

The first difference between the notions of an effectivity function and a predicate transformer is that predicate transformers only capture the abilities of a single player (Nature) whereas effectivity functions model the abilities of many agents and even of groups of agents. The second difference is that effectivity functions are static while predicate transformers are dynamic. An effectivity function describes the social process as a simple one-shot event, the players’ abilities do not depend on the current state. Predicate transformers on the other hand link the player’s powers to the current state, and these powers may change as the state itself changes. We shall try to take the best from both traditions, the multi-agent perspective of effectivity functions and the dynamic approach of predicate
transformers. The result will be a new dynamic multi-agent model of power for which we will develop logical formalisms which can express properties of this type of model.

1.2.4 Praise of FoLLI

The question of why the two traditions mentioned should be brought together can also be viewed as an instance of the more general question regarding the motivation of interdisciplinary research. In the list below, we discuss some general qualities of interdisciplinary study, also referring to some specific results in this thesis which can serve as examples for the case of logic and game theory at hand.

(1.) Answering Old Questions: Probably the most immediate hope one might have is that an open question in one field can be solved using techniques or results from the other field. This hope is also verbalized when the game theorist asks the logician how the logician’s research on logic and games will contribute to solving game-theoretic problems. The logician in turn will be tempted to quote John F. Kennedy’s “ask not what your country can do for you, ask what you can do for your country.”

A concrete example of a result from social choice theory which has been used to solve an open problem in logic will be discussed in section 4.4: Using a characterization result (theorem 2.27) which extends a similar result from the social choice theory literature, we are able to obtain an axiomatization (theorem 3.14) which has been used in [56] to provide a complete axiomatization of Alternating Temporal Logic [3].

(2.) Raising New Questions: More than answering old questions, interdisciplinary research will generate new questions (and answers) in both fields involved. One of the two main topics of this thesis, comparing reasoning about individual ability to reasoning about coalitional ability in various kinds of social processes, seems to exemplify a new type of investigation which could be relevant to social choice theory. Logic has a number of tools and techniques which allow one to carry out such a comparison in terms of expressiveness, complexity, and so on.

An example of a new question for logic will be discussed in section 7.2.2: It turns out that Game Logic can be translated into the propositional modal μ-calculus [76]. This translation has a particular syntactic property, for it uses at most two set variables. This raises the question whether there is a strict finite-variable hierarchy for the μ-calculus, i.e., whether one can show that formulas with $n$ variables can express less than formulas with $n+1$ variables. For the alternation hierarchy, it has been shown that the hierarchy does not collapse [25, 81], whereas the finite-variable hierarchy apparently has not been investigated so far.

(3.) Unification: Obtaining a general framework which describes a wide variety of situations arising in different disciplines is desirable even if no old questions can be answered and no new questions arise. Unification creates links between phenomena and notions which had not been connected before, reducing the num-
ber of basic notions or axioms needed to understand (at least a small part of) the world, increasing order in the mind and creating a pleasant feeling in the stomach.

The coalition models introduced in chapter 2 are general enough to capture ability in extensive games with and without simultaneous moves as well as Kripke models. Interpreting the modality $\Diamond \varphi$ as the existence of a strategy in a game leads to a general coalition logic of which both normal and non-normal modal logics are particular instances (section 3.5).

(4.) Diversification: As the dual of unification, where, e.g., two notions are unified into one, diversification refers to the opposite process, providing new perspectives on old friends. While physics seems to strive for the theory of everything [57], finding such a theory may only be the beginning of discovering different “equivalent” theories of everything or different interpretations of the theory. In computer science, the various equivalent formalizations of the most central notion, computation, are a paradigm example (see, e.g., [72]).

In the field of logic, modal logic provides an example of a formal system which is open to a wealth of interpretations, and this diversity also testifies to the importance of modal logic. In section 3.5 we shall add yet another view to these multiple perspectives, characterizing normal modal logic as the logic of 1-player games (theorem 3.22) and monotonic non-normal modal logic as the logic of determined 2-player games (theorem 3.24).

1.3 Objectives

Linking the two fields of research discussed above is a natural project to consider, given that the conceptual and mathematical notions involved are very similar. More importantly, however, it will allow us to construct logics which can be used to reason about social software, and to investigate how reasoning about social software differs from reasoning about standard computer software.

1.3.1 Logics for Social Software

In [95], Parikh introduced the term “social software” to refer to the project of analyzing social procedures and processes using the formal methods of computer science. One of his example concerns the well-known problem of dividing a cake fairly among a number of people. For two people, the algorithm “I cut, you choose” is a well-known method to ensure that both people can guarantee themselves at least half of the cake according to their own perception. For more than 2 people, there are extensions of this cut-and-choose algorithm which can yield fair solutions for all the participants [27]. An algorithm which does offer everyone a strategy to guarantee himself a fair share of the cake can be considered
correct, and Parikh calls for the development of logical tools to be able to prove the correctness and efficiency of such an algorithm.

A further example of a social process amenable to formal analysis are voting procedures as studied in social choice theory [84]. The number of alternatives, the order of voting and the different electoral bodies involved can all influence the final outcome. Proving the correctness of a voting procedure would mean to show that it satisfies certain desirable properties (e.g., that there is no dictator, i.e., no individual has the power to determine the outcome by himself), and establishing that it is efficient would entail a proof that there is no simpler procedure with the same properties.

The first thesis of this study is that the logics developed and studied here, Coalition Logic and Game Logic, provide the means to analyze social processes like the ones given. Chapter 5 will provide arguments for this claim by applying Coalition Logic to a number of examples. Since these examples lie well in the domain of game theory (and social choice theory), the question arises how the perspective of social software differs from the perspective of game theory. On the one hand, the social software approach strives for a formal axiomatic theory of social processes which is very explicit. As a consequence, arguments can be formulated in a logical language which lends itself to automated verification, the advantage being a greater degree of confidence in as well as the possible automation of game-theoretic argumentation. On the other hand, the social software perspective provides new theoretical questions and insights about social processes which broaden the scope of game theory. These questions can be grouped into two comparisons which we shall discuss subsequently.

1.3.2 Programs vs. Games

The first comparison we shall engage in relates programs to games. As we have seen, programs can be viewed as 1-player games, so the question arises in what respect reasoning about 1-player games differs from reasoning about 2-player games. Does the addition of a second player make an essential difference, and if so, in what respect? To use a marginally related example from a different domain, it appears that the addition of a second character complicates the automatic generation of humorous film sequences significantly [88].

One way in which we will investigate this question is using Game Logic. This logic uses the formula $(\gamma)\varphi$ to express that Player 1 has a strategy to achieve $\varphi$ in game $\gamma$. The game $\gamma$ here is an expression denoting a complex game which is constructed by means of a number of operations, like the programming operation \textit{if}...\textit{then}...\textit{else}... we have seen earlier. As an example, consider $\gamma_1 = (a \cup b); (c \cap d)$, denoting the game where first player 1 chooses between doing $a$ or $b$ and then player 2 chooses between doing $c$ or $d$. To compare games to programs, we compare Game Logic with its program fragment, the formulas containing only those modalities $(\gamma)\varphi$ where $\gamma$ is a 1-player game, i.e., where
player 1 makes all the choices. The game $\gamma_1$ is not in the program fragment, but, e.g., $\gamma_2 = (a \cup b); (c \cup d)$ is, where the second choice is also made by player 1. The program fragment can then be compared to full Game Logic in terms of expressive power (are there properties which cannot be expressed using only programs?), axiomatization (what are the basic principles of reasoning about games and programs?) and complexity (is reasoning about games more complex than reasoning about programs?).

Besides this syntactic component of the comparison between programs and games, there is also a semantic component having to do with the basic building blocks from which complex games like $\gamma_1$ are constructed. Two cases can be investigated: First, one can assume that all interaction is introduced through the game operations, and that the atomic games are simple 1-player games where the same player makes all the choices (chapter 7). Second, one can allow interaction in the atomic games as well, yielding a more general system which is studied first in chapter 6.

1.3.3 Individuals vs. Coalitions

Once we have moved from programs to games with 2 or more players, we can reason about what the different players can achieve in the game. But there is still another issue here, namely how reasoning about these individual agents may differ from reasoning about groups of agents. It may seem for instance that reasoning about what single agents can bring about in a complex multi-agent process should be simpler than reasoning about what groups of agents can bring about.

In chapters 3 and 4 we will look at this issue using the semantic models developed in chapter 2. The coalition models developed there will allow us to capture various kinds of multi-agent processes or games (including 1-player games), and for each of these games we will investigate the differences between reasoning about individuals and reasoning about coalitions. We will do this first using Coalition Logic (chapter 3), a logical language which contains expressions of the form $[C]_C \varphi$ where $C$ is a group of agents. The formula expresses that coalition $C$ is able to achieve $\varphi$ in one move, i.e., $C$ has a strategy for $\varphi$. To compare individuals to coalitions, we compare the full language of Coalition Logic with its individual fragment, the restricted language which can only talk about single-agent coalitions, i.e., which only contains formulas $[i]_C \varphi$ expressing that agent $i$ has a $\varphi$-strategy.

While basic Coalition Logic only contains modalities to talk about what groups of agents can achieve in one move of the game, chapter 4 introduces Extended Coalition Logic which can also express long-term ability. The formula $[C^n]_C \varphi$ expresses that coalition $C$ has a strategy to bring about $\varphi$ at some point in the future. As with basic Coalition Logic, one can compare individuals to coalitions in this richer language.
1.4 Overview

In section 1.2.1, we briefly discussed 2 approaches to program verification, an internal approach based on temporal logic and an external approach based on programming logics like PDL. Both of these approaches shall be lifted from programs to games, and hence this thesis naturally falls into two parts, chapters 3 to 5 which focus on the internal approach using the logical framework of Coalition Logic, and chapters 6 and 7 which deal with the external approach using the framework of Game Logic. Chapter 2 will introduce a semantic framework which unifies both the internal and the external approach. We shall now proceed to describe the content of the different chapters in some more detail.

Chapter 2 develops a very general dynamic ability model based on the notion of an effectivity function. This model serves to capture group ability in programs and extensive games with and without simultaneous moves among 2 or more players. Quite some time will be spent on characterizing the precise class of ability models which corresponds to each of these processes. We illustrate how these ability models are open to two different interpretations, either as internal descriptions of a single game or as external descriptions of a collection of games. We also consider models of individual ability, asking again which conditions on individual ability characterize ability in various classes of games, and in which situations individual ability completely determines group ability. Finally, we extend the notion of bisimulation to serve as an equivalence notion for the ability models defined.

Chapter 3 introduces Coalition Logic, a modal logic which contains formulas $[C]\varphi$ expressing that the group of agents $C$ is able to achieve $\varphi$ in one move an outcome where $\varphi$ is true. The formulas are evaluated over the ability models defined in chapter 2 and interpreted as an internal description of a social process. To compare reasoning about individuals to reasoning about coalitions, we isolate the individual fragment of Coalition Logic and compare some of its properties (complexity and expressiveness) to those of full Coalition Logic. Finally, we show how normal and non-normal modal logics can be viewed as instances of this more general Coalition Logic.

Chapter 4 extends basic coalition logic with an additional modality $[C']\varphi$ asserting that coalition $C$ can achieve $\varphi$ at some point in the future. This additional modality opens the door to a variety of different applications of Coalition Logic in the analysis of social processes. We also consider two meta-theoretic questions concerning the complexity of Extended Coalition Logic and its expressive power. Related formalisms such as Alternating Temporal Logic and the multi-agent logics developed in distributed artificial intelligence are compared to (extended) Coalition Logic.

Chapter 5 applies Coalition Logic and Extended Coalition Logic to problems mainly from the area of social choice theory. Put succinctly, we show how Coalition Logic can be used to guarantee personal liberties, avoid excessive or obscure
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legislative procedures and reduce telephone costs.

Chapter 6 changes from the internal to the external view of games. Ability models are viewed as a collection of interlinked games and the formal language of Game Logic is used to describe what players can bring about in complex games. Here, the modal expression \( (\gamma) \varphi \) states the existence of a strategy for player 1 in game \( \gamma \) which achieves \( \varphi \). We define a generalized version of the \( \mu \)-calculus of which Game Logic is a fragment. This perspective allows us to locate an interesting difference between programs and games which will lead to different complexity results for model checking. Finally, we also consider the complexity of the satisfiability problem.

Chapter 7 continues the study of Game Logic, now focusing on Game Logic when interpreted over the restricted class of Kripke models. Over these models, Game Logic can be compared to Propositional Dynamic Logic (PDL) on the one hand and the standard modal \( \mu \)-calculus on the other hand in terms of expressiveness and complexity. In particular the comparison with PDL will yield some interesting differences between programs and games, one of them being that games allow for two different kinds of iteration. Using bisimulation, we also obtain a characterization of the set of game operations needed to construct all first-order definable games. This result can then be compared to an analogous result obtained for programs.

Chapter 8 summarizes the main results of this thesis, addressing again the relationship between Game Logic and Coalition Logic, and also discussing the algebraic counterpart of Game Logic and its application in the development of social software.

Since chapters 4 and 6 make use of fixpoint constructions to define long-term ability and iteration, we have summarized some (mostly well-known) results concerning fixpoints in appendix A which will be appealed to in these chapters.
Chapter 2

Multi-Agent Models of Power

We introduce the notion of an individual effectivity function to model what individual agents can bring about in a situation of interaction. Such an individual effectivity function maps each agent to the sets of outcomes which he is able to achieve. We show that this model is general enough to cover ability in various kinds of games as well as programs: Results are proved which characterize the classes of effectivity functions which correspond to ability in strategic games and 1-player games.

After emphasizing individual ability in section 2.2, groups and their ability are the focus of the third section, where individual effectivity functions are generalized to coalitional effectivity functions. Analogous to the previous section, we look for conditions on group effectivity which can guarantee that it represents group effectivity in various kinds of games. Furthermore, we ask under what circumstances knowledge of a group's ability is more informative than knowledge of the ability of its individual members. In other words, for the different classes of effectivity functions introduced, we investigate whether individual ability completely determines group ability.

In the fourth section, we switch from the static model of effectivity functions to the dynamic model of effectivity frames. These contain a set of possible worlds each of which is associated with a coalitional or individual effectivity function where the outcomes are states of the world again. Suitable restrictions of these effectivity frames will form the basis of both Coalition Logic and Game Logic, to be discussed in chapters 3 and 6, respectively.

In section 2.5 finally, we introduce the notion of bisimulation for dynamic effectivity models. Bisimulation is an equivalence notion for models which will play an important role in later chapters of this thesis.
2.1 Types of Interaction

The dynamic models of interaction which we shall define in section 2.4 will associate particular types of interaction to each state. One of the most general types of interaction is a strategic game where all players simultaneously decide on a strategy, and the strategies chosen together determine the new state of the system. The system as a whole then corresponds to an extensive game with simultaneous moves [93], or an extensive game of almost perfect information [113].

Alternatively, each state knows a particular player, the local dictator, who decides the new state. If the local dictator is the same at every state, we are dealing with a 1-player extensive game, otherwise with a multi-player extensive game of perfect information.

Finally, we will discuss empty games where no interaction happens but instead the players are labeled as winners and losers. In the dynamic models to be defined in section 2.4, these empty games will be used to model terminal states of an extensive game.

2.1.1 Strategic Games

Depending on the situation in which different agents interact, their abilities will be related in a particular way. One of the most general models for situations of strategic interaction is that of a strategic game. Because of its generality, strategic games form the standard model in game theory. In a strategic game, the different players choose one of their available alternative actions/strategies, and taken together, these actions determine the outcome of the game.

\begin{definition}[Strategic Game] A \textit{strategic game} \(G = (N, \{\Sigma_i| i \in N\}, o, S)\) consists of a nonempty finite set of agents \(N\), a nonempty set of strategies or actions \(\Sigma_i\) for every player \(i \in N\), the nonempty set of states \(S\) and an outcome function \(o : \Pi_{i \in N} \Sigma_i \rightarrow S\) which associates with every tuple of strategies of the players (strategy profile) an outcome state in \(S\).
\end{definition}

In game theory, strategic games also come equipped with a preference relation \(\succeq_i \subseteq S \times S\) for every player \(i \in N\) which indicates which outcomes a player prefers. Strictly speaking, our strategic games are only \textit{game forms} which can be turned into a game by adding these preference relations.

For notational convenience, let \(\sigma_C := (\sigma_i)_{i \in C}\) denote the strategy tuple for coalition \(C \subseteq N\) which consists of player \(i\) choosing strategy \(\sigma_i \in \Sigma_i\). Then given two strategy tuples \(\sigma_C\) and \(\sigma_{\overline{C}}\) (where \(\overline{C} := N \setminus C\)), \(o(\sigma_C, \sigma_{\overline{C}})\) denotes the outcome state associated with the strategy profile induced by \(\sigma_C\) and \(\sigma_{\overline{C}}\). We shall also write \(-i\) for \(N \setminus \{i\}\).

Figure 2.1 below provides an example of strategic game among three players in the usual matrix depiction. Unless noted otherwise, we will assume that player
1 chooses the row, player 2 the column, and the third player chooses between the left and the right table.

\[
\begin{array}{c|ccc}
  & l & m & r \\
\hline
l & s_1 & s_2 & s_1 \\
\hline
r & s_2 & s_2 & s_3 \\
\end{array}
\quad
\begin{array}{c|ccc}
  & l & m & r \\
\hline
l & s_3 & s_2 & s_1 \\
\hline
r & s_2 & s_3 & s_3 \\
\end{array}
\]

Figure 2.1: A strategic game for three players.

In this game, for every joint strategy of players 1 and 3, player 2 has a strategy which yields outcome \( s_2 \). Note, however, that this strategy depends on the strategies chosen by players 1 and 3, i.e., player 2 has no strategy which will guarantee outcome \( s_2 \) independent of the strategies of players 1 and 3. The coalition consisting of players 1 and 2 on the other hand does have a joint strategy \((r,l)\) which guarantees \( s_2 \) independent of player 3's strategy. In section 2.2, we shall introduce terminology to distinguish these different kinds of effectivity.

### 2.1.2 Dictatorships

On the one hand, it seems that not much needs to be said about 1-player games: If the set of players \( N \) is a singleton, the strategic games will only contain choices for this one player who can freely choose an outcome. On the other hand, there may also be multi-player games which are essentially 1-player games. Consider, e.g., the following 2-player game:

\[
\begin{array}{c|cc}
  & l & r \\
\hline
l & s & s \\
\hline
m & s & t \\
\hline
r & t & t \\
\end{array}
\]

Clearly, it is player 1 (the row player) who has complete freedom in choosing the outcome of the game, and hence, although formally a 2-player game, this game is in essence a 1-player game. The notion of dictatorship makes precise what we mean by "in essence".

**Definition 2.2 (Dictatorship).** A strategic game \( G = (N, \{\Sigma_i \mid i \in N\}, o, S) \) is a \( d \)-dictatorship iff \( \forall s \in ran(o) \exists \sigma_d \forall \sigma_{-d} \quad o(\sigma) = s \).

In such a dictatorship, there is an individual \( d \) (the dictator) whose choices completely determine the outcome, independent of what the others do. Note that in case there is more than one dictator, the outcome function is constant (i.e., \( \exists s \forall \sigma \quad o(\sigma) = s \)) and hence every player is a dictator. Furthermore, every 1-player strategic game is trivially a dictatorship. More generally, note that any strategic
game can also be viewed as a dictatorship of the masses: for every outcome state, the set of all players has a strategy to achieve it.

For our purposes, we lose nothing by modeling a dictatorship by a 1-player 1-move game where the dictator \( d \in N \) can choose the successor state independent of what actions the other players choose to take. The example above would thus be modeled as follows:

\[
\begin{array}{c}
1 \\
\uparrow \\
\downarrow \\
\downarrow \\
s \\
t
\end{array}
\]

In such a game, 1 is effective for any possible outcome, whereas all other players cannot guarantee anything more than the set of all outcomes among which 1 chooses. Note, however, that it is not the case that the dictator can necessarily achieve any outcome from \( S \), for it may be the case that \( \text{ran}(o) \neq S \). Hence there may be states of the world which even a dictator cannot achieve.

### 2.1.3 Empty Games

Later in this chapter we shall combine static models of ability in order to obtain a dynamic model. For this we need the following notion.

**Definition 2.3 (Empty Game).** An *empty strategic game* is any \( G \subseteq N \), i.e., any subset of players other than \( N \) itself.

Depending on the context, we shall also refer to an empty strategic game as an *empty dictatorship*. Note that, formally speaking, an empty strategic game is not a strategic game, but the terminology chosen will simplify the formulation of some results later.

Game-theoretically, an empty strategic game simply models a payoff vector where we interpret \( G \) as the set of players who win the game and, e.g., obtain payoff 1 whereas the others obtain payoff -1. In the extensive games we shall discuss in section 2.4, empty games shall model endpoints of the game, where, for example, an endpoint

\[ \{1, 4, 5\} \]

in a 5-player extensive game will denote the payoff vector \((1, -1, -1, 1, 1)\).

To use a different metaphor, an empty strategic game can be viewed as an interaction failure. Depending on the situation, there may be many reasons for such a failure: two agents may attempt to communicate by simultaneously performing \text{send}(a) and \text{read}(b) resulting in deadlock and a failure of communication (process algebra), not yielding any new state.

A further interpretation can be given in terms of contracts (as is done in [7]): The rules of a game formalize the contractual obligations of the players. One or
more agents may violate these rules, thereby resulting in an immediate loss for them and a win for the other players. For example, an agent may commit himself to the truth of a certain formula which fails to be true after all, in which case he has violated his contractual obligation resulting in an immediate loss for that player (see the test game in Game Logic, chapter 6).

Note that we assume that someone has to lose, i.e., there are no empty games where all players win. This rather pessimistic restriction carries some intuitive appeal: If all players play according to the rules, the result will be a particular outcome state rather than a win for all of them. As shown in [98], for the purposes of basic Coalition Logic we can easily do without empty games, and except for section 3.5, the results of chapter 3 do not depend on having empty games. But while the presence of empty games makes the proofs of some results a bit more complicated, they are needed in order to provide a unified semantic model for both the internal (Coalition Logic) and the external (Game Logic) approach to games.

### 2.2 A Static Model of Individual Ability

Throughout this thesis, we assume that a nonempty finite set \( N \) of agents or players is given, as well as a nonempty set of states \( S \).

**Definition 2.4 (Individual Effectivity Function).** An *individual effectivity function* is any function \( E : N \to \mathcal{P}(\mathcal{P}(S)) \) which is (outcome-)monotonic: For every individual \( i \in N \), \( X \in E(i) \) implies \( Y \in E(i) \) whenever \( X \subseteq Y \subseteq S \).

The function \( E \) associates to every player the sets of outcomes for which he is effective. In most situations we will consider, “effectivity” can be interpreted as follows: For a player \( i \in N \), \( X \in E(i) \) will hold iff player \( i \) has a strategy for bringing about an outcome in \( X \). Given this interpretation, outcome-monotonicity is a natural requirement: if a player has a strategy to bring about an outcome in \( X \), that strategy will also bring about an outcome in any superset of \( X \).

In most circumstances, we will want to impose certain additional restrictions on individual effectivity functions besides monotonicity. For instance, if \( N = \{1, 2\} \) and \( X \in E(1) \) we would want \( \bar{X} \notin E(2) \) to be the case, for otherwise player 1 would have a strategy to achieve an outcome in \( X \) and player 2 would have a strategy to achieve an outcome in \( \bar{X} \), so if both of them utilize their strategies, the resulting outcome would have to be both in \( X \) and not in \( X \). We will consider various conditions on effectivity functions below. The precise conditions which one wants to assume will depend on the nature of the interaction one wants to study.
2.2.1 Individual Ability in Empty Games

Recall that we interpreted an empty strategic game $G \subseteq N$ as the set of players who win the game. In this situation, we will stipulate that a player who loses will not be effective for anything, not even for the set of all states. If he is a winner on the other hand, we stipulate that he can bring about any set of states, even the empty set. Recall that in a regular strategic game, every player can bring about something (e.g., the set of all states) but not everything (e.g., the empty set). Thus, it makes sense to use the two extreme cases to identify empty games, one for winners and the other for losers.

► Definition 2.5 (α-Effectivity in Empty Games). Given an empty game $G \subseteq N$, its individual α-effectivity function $E^G_{\alpha} : N \rightarrow \mathcal{P}(\mathcal{P}(S))$ is defined as follows: $X \in E^G_{\alpha}(i)$ iff $i \in G$.

In words, a player is effective for everything if he is a winner; otherwise, he is effective for nothing. Hence, in empty games we can simply talk about effective and ineffective players.

We say that an individual effectivity function $E : N \rightarrow \mathcal{P}(\mathcal{P}(S))$ α-corresponds to an empty strategic game $G$ iff $E = E^G_{\alpha}$. If we are given some effectivity function $E$, we may want to know under what conditions $E$ is the α-effectivity function of some empty game. The following result characterizes the properties of individual effectivity in empty strategic games.

► Theorem 2.6. An individual effectivity function $E$ α-corresponds to an empty strategic game if (1) $\forall i \forall X. Y : X \in E(i) \Rightarrow Y \in E(i)$, and (2) $\exists i \forall X : X \not\in E(i)$.

Proof. For any empty strategic game $G$, $E^G_{\alpha}$ satisfies the two conditions; conversely, if $E$ satisfies the two conditions then for $G = \{ i \in N | \exists X : X \in E(i) \}$ we have $E = E^G_{\alpha}$.

2.2.2 Individual Ability in Strategic Games

Given a game $G$, a player $i \in N$ will be α-effective for a set $X \subseteq S$ iff he has a strategy which will result in an outcome in $X$ no matter what strategies the other players choose.

► Definition 2.7 (α-Effectivity in Strategic Games). For a nonempty strategic game $G$, its individual α-effectivity function $E^G_{\alpha} : N \rightarrow \mathcal{P}(\mathcal{P}(S))$ is defined as follows: $X \in E^G_{\alpha}(i)$ iff $\exists \sigma \forall \sigma_{-i} o(\sigma, \sigma_{-i}) \in X$.

A related weaker notion of effectivity is β-effectivity. For a given game $G$, the β-effectivity function is defined as $X \in E^G_{\beta}(i)$ iff $\forall \sigma_{-i} \exists \sigma_i o(\sigma, \sigma_{-i}) \in X$. Clearly, β-effectivity is weaker than α-effectivity, as the example of figure 2.1
has illustrated, for in that game player 2 is $\beta$-effective for $\{s_2\}$ without being $\alpha$-effective for it.

As for empty strategic games, we say that an individual effectiveness function $E : N \to \mathcal{P} ( \mathcal{P} (S))$ $\alpha$-corresponds to a nonempty strategic game $G$ iff $E = E^o_G$. The question to be examined now is which effectiveness functions $\alpha$-correspond to some strategic game. An answer to this question will provide a complete characterization of the properties of individual ability in strategic games. Note that the following result is limited to situations where there are at least 2 players; we shall consider the case where $|N| = 1$ later.

**Definition 2.8 (Strong Amusement).** An individual effectiveness function $E : N \to \mathcal{P} ( \mathcal{P} (S))$ is strongly amusing iff (1) $\bigcap_{i \in N} X_i \neq \emptyset$ whenever $\forall i \in N : X_i \in E(i)$, and (2) $\forall i \in N : E(i) \neq \emptyset$.

**Theorem 2.9.** If $|N| > 1$, an individual effectiveness function $E$ $\alpha$-corresponds to a nonempty strategic game iff $E$ is strongly amusing.

**Proof.** One can easily check that the $\alpha$-effectiveness function of any strategic game is strongly amusing. As for the other direction, let $E$ be a strongly amusing effectiveness function. We shall construct a game $G$ such that $E = E^o_G$. To simplify our definitions, assume that $N = \{1, \ldots, n\}$.

Let $H = \{h : \mathcal{P} (S) \setminus \{\emptyset\} \to S \mid h(X) \in X\}$ contain all functions which pick an element from a nonempty set. We then define the strategic game $G = (N, \{\Sigma_i \mid i \in N\}, \alpha, S)$ as follows: Let

$$\Sigma_i = E(i) \times N \times H$$

and $o(\sigma_X) = h_{i_0}(\bigcap_{i \in N} c_i)$.

where $\sigma_X = (c_i, t_i, h_i)_{i \in N}$ is a strategy profile and $i_0 = ((t_1 + \cdots + t_n) \mod n) + 1$. The idea here is that a strategy specifies the set a player chooses to force $(e_i)$ and a function which chooses an outcome from every possible nonempty set $(h_i)$. Given a strategy profile, the outcome of the game will be in the intersection of the sets forced, and the precise outcome which is forced is then determined by $i_0$ which indicates the player who has the power to determine the outcome. Note that the condition we put on $E$ guarantees that $o(\sigma_X)$ is well-defined.

To check that $E^o_G = E$, suppose that $X \in E(i)$. Then player $i$ can play a strategy $(e_i, t_i, h_i)$ with $e_i = X$ which will guarantee the outcome to lie in $X$, and hence $X \in E^o_G(i)$. Conversely, suppose that $X \notin E(i)$ and consider any strategy $(e_i, t_i, h_i)$ of player $i$, where there is some $c \in e_i \cap X$. Since $|N| > 1$, for all players $j \neq i$ we can define $(e_j, t_j, h_j)$ so that $e_j = s_j, h_j(e_i) = c$ and the $t_j$ are chosen so that $((t_1 + \cdots + t_n) \mod n) + 1 \neq i$. Then $o(\sigma_X) = c$, and hence $X \notin E^o_G(i)$. □

If we also want to allow for empty games, we get a corollary to the preceding result using the notion of weak amusement.
DEFINITION 2.10 (Weak Amusement). An individual effectivity function $E : N \rightarrow \mathcal{P}(\mathcal{P}(S))$ is weakly amusing iff (1) $\bigcap_{i \in N} X_i \neq \emptyset$ whenever $\forall i \in N : X_i \in E(i)$, and (2) if there is some $j \in N$ such that $E(j) = \emptyset$, then for all $i \in N$, if $X \in E(i)$ and $Y \subseteq X$ then $Y \in E(i)$.

Note that if $E$ $\alpha$-corresponds to an empty game, condition (1) of the definition is vacuous since by theorem 2.6 it cannot be the case that $\forall i \in N : X_i \in E(i)$.

COROLLARY 2.11. If $|N| > 1$, an individual effectivity function $E$ $\alpha$-corresponds to a possibly empty strategic game iff it is weakly amusing.

PROOF. In case there is some $j \in N$ such that $E(j) = \emptyset$, let $G$ be the empty strategic game defined as $G = \{i \in N|S \in E(i)\}$. One can easily check that for all $i \in N$, $E(i) = E_G(i)$.

A special case which shall become important later are determined 2-player games. The notion can be defined uniformly for empty as well as nonempty strategic games. We call a possibly empty 2-player game $G$ determined iff for all $X, X \not\in E_G(1)$ implies $\bar{X} \in E_G(2)$, where we assume $N = \{1, 2\}$. Note that in case $G$ is empty, determinacy ensures that there is exactly one winner. As it turns out, possibly empty determined 2-player games allow for a rather elegant characterization result:

THEOREM 2.12. For $N = \{1, 2\}$, an individual effectivity function $E$ $\alpha$-corresponds to a possibly empty determined strategic game iff for all $X, X \in E(1)$ iff $\bar{X} \not\in E(2)$.

PROOF. In case $E(1) = \emptyset, G$ is the empty game where player 1 loses, i.e., $G = \{2\}$. In case $\emptyset \not\in E(1)$, player 1 wins, i.e., $G = \{1\}$. Otherwise, we define $G = \{(1, 2), (\Sigma_1, \Sigma_2), o, S\}$ as follows: $\Sigma_1 = \{X \subseteq S|X \in E(1)\}$, $\Sigma_2 = \{f : \Sigma_1 \rightarrow S|f(X) \in X\}$ and $o(X, f) = f(X)$. In words, player 1 chooses any set he is able to force whereas player 2 chooses a function selecting an element from every nonempty subset of $S$. it is easily checked that $E_G = E$.

Note that $G$ is in fact the strategic normal form of the following extensive game form: First, player 1 chooses a set $X \in E(1)$, and after that, player 2 chooses an element $x \in X$. The $x$ chosen will be the outcome state of the game.
2.2. A Static Model of Individual Ability

Note that the proof of the theorem demonstrates that for \( N = \{1, 2\} \), any individual effectivity function satisfying \( X \in E(1) \) if \( \overline{X} \notin E(2) \) \( \alpha \)-corresponds to a determined strategic game of special kind, namely to the strategic normal form of a a 2-move extensive game of perfect information.

As a consequence of this theorem, individual effectivity in a determined 2-player game can simply be modeled by a superset-closed set \( E \subseteq \mathcal{P}(S) \) which we interpret as the ability of player 1. As the theorem states, every such \( E \) can be linked to a possibly empty determined strategic game.

\[ \blacktriangleright \text{Corollary 2.13.} \] Every individual effectivity function \( E_1 : \{1\} \to \mathcal{P}(\mathcal{P}(S)) \) can be extended to an individual effectivity function \( E_2 : \{1, 2\} \to \mathcal{P}(\mathcal{P}(S)) \) which \( \alpha \)-corresponds to a possibly empty determined strategic game.

2.2.3 Individual Ability in Dictatorships

As with strategic games, we would like to characterize the class of individual effectivity functions which \( \alpha \)-correspond to a dictatorship. The crucial property needed here is a distribution property:

\[ \blacktriangleright \text{Definition 2.14 (Disjunctivity).} \] A set \( E \subseteq \mathcal{P}(S) \) is disjunctive iff for all \( V \subseteq \mathcal{P}(S) \) we have \( \bigcup_{X \in V} X \in E \) iff there is some \( X \in V \) such that \( X \in E \). (In case \( V = \emptyset \), we define \( \bigcup_{X \in V} X \) to be \( \emptyset \).)

Note that disjunctivity implies monotonicity, and that if \( E \) is disjunctive then \( \emptyset \notin E \).

\[ \blacktriangleright \text{Theorem 2.15.} \] An individual effectivity function \( E \) \( \alpha \)-corresponds to a possibly empty \( d \)-dictatorship iff \( E(d) \) is disjunctive and for all \( i \neq d \), \( X \in E(i) \) iff \( \overline{X} \notin E(d) \).

\textbf{Proof.} In case \( E(d) = \emptyset \), we define \( G \) to be the empty strategic game where player \( d \) loses and everyone else wins. Otherwise, define \( G = (N, \{\Sigma_i | i \in \mathbb{N}\}, o, S) \) where \( \Sigma_d = \{s \in S | \{s\} \in E(d)\} \), and for all \( i \neq d \), \( \Sigma_i \) is a singleton. The outcome of the game is defined by setting \( o(\sigma) = \sigma_d \). Then for all \( i \in \mathbb{N} \), \( E(i) = E^i_G(i) \).

Consider first the case where \( i = d \). Clearly, \( E^d_G(d) \subseteq E(d) \) by monotonicity. For the opposite inclusion, we make use of disjunctivity: If \( X \in E(d) \) we know that \( X \neq \emptyset \) and that \( X = \bigcup_{s \in X} \{s\} \). Then for some \( s \in X \) we have \( \{s\} \in E(d) \) and hence the player can choose outcome \( s \) in \( G \) and hence also bring about \( X \). In case \( i \neq d \),

\[ X \in E(i) \text{ iff } \overline{X} \notin E(d) \text{ iff } \overline{X} \notin E^i_G(d) \text{ iff } X \in E^i_G(i). \]
Note that in case $|N| = 1$, every strategic game is automatically a dictatorship, and hence as a corollary to the previous theorem, we obtain the missing case of theorem 2.11. The following result has been well-known in the literature on program semantics, stating that the condition of disjunctivity is sufficient for a predicate transformer to correspond to a state transformer \( [5, 99] \).

\begin{itemize}
  \item \textbf{Corollary 2.16.} If \( N = \{1\} \), an individual effectivity function \( E \) α-corresponds to a possibly empty strategic game (= dictatorship) iff \( E(1) \) is disjunctive.
\end{itemize}

\section{A Static Model of Group Ability}

\begin{itemize}
  \item \textbf{Definition 2.17 (Coalitional Effectivity Function).} A coalitional effectivity function is any function \( E : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S)) \) which is monotonic: For every coalition \( C \subseteq N \), \( X \in E(C) \) implies \( Y \in E(C) \) whenever \( X \subseteq Y \subseteq S \).
\end{itemize}

The function \( E \) associates to every group of players the sets of outcomes for which the group is effective; as before, we usually interpret \( X \in E(C) \) as “the players in \( C \) have a joint strategy for bringing about an outcome in \( X \).” Whenever we shall speak of effectivity functions in the future, it shall be clear from the context whether we refer to individual or coalitional effectivity functions.

As with individual effectivity functions, in most situations we will want coalitional effectivity functions to satisfy some additional properties besides monotonicity. The following ones will play a central role later on:

\begin{itemize}
  \item \textbf{Coalition-Monotonicity:} In many circumstances one will want to assume that a group which becomes larger has possibly more power but certainly not less.
  
  In that case, \( E \) is \textit{coalition-monotonic}, i.e., for \( C \subseteq C' \subseteq N \), \( E(C) \subseteq E(C') \).

  \item \textbf{Regularity:} As a basic consistency requirement, we usually want to exclude cases where complementary coalitions are effective for complementary things. For in that case, both coalitions could use their power and end up in an inconsistent situation. The notion of regularity captures this concern: \( E \) is \( C \)-\textit{regular} if for all \( X \), if \( X \in E(C) \) then \( \overline{X} \not\in E(C) \). \( E \) is \textit{regular} iff for all coalitions \( C \) it is \( C \)-regular.

  \item \textbf{Maximality:} As a converse to regularity, call \( E \) \( C \)-\textit{maximal} if for all \( X \), if \( \overline{X} \not\in E(C) \) then \( X \in E(C) \). \( E \) is \textit{maximal} iff for all coalitions \( C \) it is \( C \)-maximal.

  \item \textbf{Superadditivity:} The most interesting principle governs the formation of coalitions. It states that coalitions can combine their strategies to (possibly) achieve more: \( E \) is \textit{superadditive} if for all \( X_1, X_2, C_1, C_2 \) such that \( C_1 \cap C_2 = \emptyset \), \( X_1 \in E(C_1) \) and \( X_2 \in E(C_2) \), imply that \( X_1 \cap X_2 \in E(C_1 \cup C_2) \).
\end{itemize}
2.3. A Static Model of Group Ability

As natural as these conditions may seem, one can imagine situations in which they are violated. For an example violating coalition-monotonicity, think of RoboCup, where a team of robots playing soccer may lose its ability to win if the team is joined by a completely malfunctioning robot which always blocks the goal of the opposing team. We have seen earlier that in the case of 2-player games, maximality expresses some kind of determinacy condition which is violated by many games, for example the well-known matching pennies game where player 1 wins in case both pennies come up with the same face, and player 2 wins in case the faces of the two pennies differ.

\[
\begin{array}{c|c|c}
H & T \\
\hline
H & win_1 & win_2 \\
T & win_2 & win_1 \\
\end{array}
\]

Neither of the two players has a winning strategy, for player 1 is not effective for \( win_1 \) and player 2 is not effective for \( win_2 \), and hence maximality is violated. As a counterpart to maximality, regularity expresses that a game is strictly competitive (zero-sum): If player 1 has a winning strategy (she is effective for \( win_1 \)) then player 2 cannot have a winning strategy as well (2 is not effective for \( win_2 \)). For an example violating both regularity and superadditivity, we refer the reader to section 5.1. Note, however, that while the examples given are prima facie violations of the respective conditions, a different modeling of the example may very well avoid the violation.

> **Definition 2.18 (Dual Effectivity Function).** Given a coalitional effectivity function \( E : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S)) \), its dual effectivity function \( \bar{E} \) is defined as follows: \( X \in \bar{E}(C) \) if \( \bar{X} \notin E(\bar{C}) \).

Using the notion of duality, we can elegantly rephrase regularity and maximality as:

\[
\begin{align*}
E(C) &\subseteq E(C) \quad \text{(regularity)} \\
\bar{E}(C) &\subseteq \bar{E}(C) \quad \text{(maximality)}
\end{align*}
\]

In some of the definitions used in the completeness and complexity arguments of the following chapters, we will define effectivity functions \( E \) with two separate clauses, one for all coalitions \( C \neq N \), and another one for \( C = N \). Verifying that an effectivity function defined in such a way is superadditive is facilitated by the following lemma which is extremely simple yet often useful.

> **Lemma 2.19.** An effectivity function which is regular, \( N \)-maximal and superadditive for \( C_1 \cup C_2 \neq N \) is superadditive.

**Proof.** Assume \( X_1 \in E(C_1) \) and \( X_2 \in E(C_2) \) where \( C_1 \cap C_2 = \emptyset \), \( C_1 \cup C_2 = N \) and hence \( C_1 = \overline{C_2} \). We assume w.l.o.g. that \( C_2 \neq N \). Assume by reductio that \( X_1 \cap X_2 \notin E(C_1 \cup C_2) \). By \( N \)-maximality, \( \overline{X_1} \cap \overline{X_2} \in E(\emptyset) \) and by superadditivity (since \( \emptyset \cup C_2 \neq N \)), \( \overline{X_1} \cap \overline{X_2} \in E(C_2) \). By monotonicity, \( \overline{X_1} \in E(C_2) \) and by regularity, \( \overline{X_1} \notin E(C_1) \), a contradiction. □
2.3.1 Group Ability in Empty Games

In extending \( \alpha \)-effectivity from individuals to coalitions, we will call a coalition \( \alpha \)-effective for some set if all of its members are winners.

**Definition 2.20 (\( \alpha \)-Effectivity in Empty Games).** For an empty game \( G \subseteq N \), its coalitional \( \alpha \)-effectivity function \( E_G^\alpha : N \rightarrow \mathcal{P}(\mathcal{P}(S)) \) is defined as follows: \( X \in E_G^\alpha(C) \) iff \( C \subseteq G \).

The notion of \( \alpha \)-correspondence can easily be extended to the coalitional case: We say that a coalitional effectivity function \( E : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S)) \) \( \alpha \)-corresponds to an empty strategic game \( G \) iff \( E = E_G^\alpha \).

**Definition 2.21 (Terminal Effectivity Function).** An effectivity function \( E : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S)) \) is terminal if (1) it is superadditive, (2) \( C \subseteq D \) implies \( E(D) \subseteq E(C) \), (3) \( \forall X, Y : X \in E(C) \) implies \( Y \in E(C) \), (4) \( \emptyset \not\in E(N) \), and (5) \( S \in E(\emptyset) \).

**Theorem 2.22.** A coalitional effectivity function \( E \) \( \alpha \)-corresponds to an empty strategic game iff \( E \) is terminal.

**Proof.** The 5 terminality conditions are easily verified for \( \alpha \)-effectivity functions of empty games. Conversely, if \( E \) is a terminal effectivity function, let \( G = \{ i \in N | \emptyset \in E(\{i\}) \} \). Note that \( G \neq N \), for otherwise we would have \( \emptyset \in E(N) \) by superadditivity. To show that \( E = E_G^\alpha \), one shows that \( X \in E(C) \) iff \( C \subseteq G \). From left to right, if \( X \in E(C) \) then for all \( i \in C \) we have \( X \in E(\{i\}) \) and hence \( \emptyset \in E(\{i\}) \), so \( C \subseteq G \). Conversely, if \( C \subseteq G \), \( \forall i \in C \) we have \( \emptyset \in E(\{i\}) \). In case \( C = \emptyset \), the conclusion easily follows. Otherwise, superadditivity gives us \( \emptyset \in E(C) \) and hence by monotonicity \( X \in E(C) \).

Note that terminal effectivity functions are downward monotonic when it comes to coalitions, i.e., any subset of an effective coalition is also effective. An alternative would have been to call a coalition effective in case at least one of its members is a winner, yielding upwards coalition-monotonicity. The problem with this alternative definition is on the one hand that it does not match our proposed interpretation as well: a coalition can only be effective in case none of its members has violated the rules of the game, the fact that some of its members have played according to the rules is not sufficient. On the other hand, the alternative definition would not allow us to establish the link with modal logic so easily (see section 3.5): in order to establish this link, the coalition of all players must be ineffective in empty games and the empty coalition must be effective.
2.3.2 Group Ability in Strategic Games

The notion of α-effectivity which we defined for individual effectivity functions can easily be generalized to coalitional effectivity functions. In fact, the study of effectivity functions has concentrated on this coalitional setting. Given a game \( G \), a coalition \( C \subseteq N \) will be α-effective for a set \( X \subseteq S \) iff the coalition has a joint strategy which will result in an outcome in \( X \) no matter what strategies the other players choose.

\[ \text{DEFINITION 2.23 (α-EFFECTIVITY IN STRATEGIC GAMES). For a nonempty strategic game } G, \text{ its coalitional } α\text{-effectivity function } E^α_G : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S)) \text{ is defined as follows: } X \in E^α_G(C) \text{ iff } \exists σ_C \exists σ_C^C \ o(σ_C, σ_C^C) \in X. \]

We say that a coalitional effectivity function \( E : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S)) \) α-corresponds to a nonempty strategic game \( G \) iff \( E = E^α_G \).

Also, in the coalitional case, we can define the β-effectivity function as

\[ X \in E^β_G(C) \text{ iff } \forall σ_C \exists σ_C^C \ o(σ_C, σ_C^C) \in X. \]

Recall that in figure 2.1, player 2 was β-effective for \( \{s_2\} \) without being α-effective for it. The coalition consisting of players 1 and 2 on the other hand is α-effective for \( \{s_2\} \).

For 2-player games, we have already defined the notion of determinacy in section 2.2.2. Using coalitional α-effectivity, we can now generalize this definition to \( n \)-player games: Note that an empty strategic game is determined iff \( |G| = |N| - 1 \), i.e., iff there is exactly one loser.

\[ \text{DEFINITION 2.24 (DETERMINACY). We call a possibly empty game } G \text{ determined iff } E^0_G \text{ is maximal.} \]

As we characterized the class of individual effectivity functions which α-correspond to a strategic game in theorem 2.9, below we obtain an analogous characterization result for coalitional effectivity functions.

\[ \text{DEFINITION 2.25 (STRONG PLAYABILITY). A coalitional effectivity function } E : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S)) \text{ is strongly playable if it satisfies the following four conditions: (1) } \forall C \subseteq N : \emptyset \not\in E(C), \text{ (2) } \forall C \subseteq N : S \in E(C), \text{ (3) } E \text{ is } N\text{-maximal, and (4) } E \text{ is superadditive.} \]

\[ \text{LEMMA 2.26. Every strongly playable effectivity function is regular and also coalition-monotonic.} \]

\[ \text{PROOF. For regularity, let } X \in E(C) \text{ and assume by reductio that } \overline{X} \in E(C). \text{ By superadditivity, } \emptyset \in E(N), \text{ contradicting condition (1) of strong playability.} \]

For coalition monotonicity, let \( X \in E(C) \) and \( C \subseteq C' \). For \( C'' := C' \setminus C \), condition (2) of strong playability gives us \( S \in E(C'') \) and so by superadditivity, \( X \in E(C \cup C'') = E(C') \).
The proof of the next result follows the same general pattern as the proof of theorem 2.9.

\textbf{Theorem 2.27.} A coalitional effectivity function $E$ α-corresponds to a non-empty strategic game iff $E$ is strongly playable.

\textbf{Proof.} One can easily check that the α-effectivity function of any strategic game satisfies the four properties of strong playability. As for the other direction, let $E$ be an effectivity function satisfying the four properties. We shall construct a game $G$ such that $E = E^G_0$. To simplify our definitions, assume that $N = \{1, \ldots, n\}$.

To guide the reader through the following technical proof, we first provide a more informal sketch of the main argument: Given the playable effectivity function $E$, we construct a strategic game $G = (N, \{\Sigma_i | i \in N\}, \alpha, S)$. A strategy $\sigma_i$ for player $i$ will be a triple $(f_i, t_i, h_i)$: For every coalition $C_i$ of which $i$ is a member, the function $f_i$ picks a set which $C_i$ can force, and for every nonempty set $X$, the function $h_i$ picks an element of $X$. Thus, if player $i$ ends up as a member of coalition $C_i$, he will force $f_i(C_i)$, and if the choice is up to her, she will pick the outcome using $h_i$. Since all players will force certain sets as part of their strategy $\sigma_i$, we use the $t_i$s to determine which player will get the power to determine the outcome state. The outcome of the game will be determined by the outcome function $\alpha$ roughly as follows: Given $(f_1, \ldots, f_n)$. $N$ is partitioned into coalitions (as big as possible) such that all members of a coalition choose to force the same set. The outcome set will then be the result of each coalition forcing its set, i.e., the intersection of all the sets forced. The player who chooses which state in this set will be realized is then determined by adding up (modulo $n$) all the indices chosen as $t_i$. The effectivity function of this game is just $E$.

Formally, for $i \in N$, let $C_i = \{C \subseteq N | i \in C\}$ be the set of coalitions of which $i$ is a member. Let

$$F_i = \{f_i : C_i \rightarrow \mathcal{P}(S) | \forall C : f_i(C) \in E(C)\},$$

so $F_i$ consist of all functions $f_i$ which associate to every coalition $C$ in which $i$ participates a set of outcomes for which $C$ is effective. Note that since for all coalitions $C$, $S \in E(C)$, $F_i$ will be nonempty for every player $i$.

Given $f \in \prod_{i \in N} F_i = F_N$ and a coalition $C$, let $P(f, C)$ be the coarsest partition $\langle C_1, \ldots, C_m \rangle$ of $C$ such that

$$\forall l \leq m \forall i, j \in C_i : f_i(C) = f_j(C).$$

Then given $f$, let

$$P_0(f) = \langle N \rangle$$
$$P_1(f) = P(f, N) = \langle C_1^1, \ldots, C_{k_i}^1 \rangle$$
$$P_2(f) = \langle P(f, C_1^1), \ldots, P(f, C_{k_i}^1) \rangle = \langle C_1^2, \ldots, C_{k_i}^2 \rangle$$
$$\vdots$$
$$P_{i-1}(f) = \langle C_{k_i}^{i-1}, \ldots, C_{k_i}^{i} \rangle.$$
Since there are only finitely many players, this partitioning process will eventually stop at some state $r$ where $P_r(f) = P_{r+1}(f)$, and we let $P_N(f) = P_r(f) = \langle C_1, \ldots, C_k \rangle$. Since for all $l \leq k$ and $i, j \in C_l$ we have $f_i(C_l) = f_j(C_l)$ we will simply write $f(C_l)$ for it. Now let

$$G(f) = \bigcap_{l=1}^{k} f(C_l).$$

Claim: $G(f) \neq \emptyset$. Proof: Since $C_l$ is effective for $f(C_l)$, i.e., $f(C_l) \in E(C_l)$ for all $l \leq k$, $\bigcap_{l=1}^{k} f(C_l) = G(f) \in E(N)$ by superadditivity, and hence since $\emptyset \notin E(N)$, $G(f)$ cannot be empty.

Now we can define the strategic game $G = (N, \{\Sigma_i | i \in N\}, \sigma, S)$ as follows: Let $H = \{h: \mathcal{P}(S) \setminus \{\emptyset\} \to S | h(X) \in X\}$. Then we define

$$\Sigma_i = F_i \times N \times H \text{ and } o(\sigma_N) = h_{i_0}(G(f)),$$

where $\sigma_N = (f_i, t_i, h_i)_{i \in N}$ is a strategy profile and $i_0 = ((t_1 + \cdots + t_n) \mod n) + 1$ indicates the player who has the power to determine the outcome. It remains to show that for all $C \subseteq N$, $E(C) = E_C^o(G(C))$.

For the inclusion from left to right, assume that $X \in E(C)$. Choose any $C$-strategy $\sigma_C = (f_i, t_i, h_i)_{i \in C}$ such that for all $i \in C$ and for all $C' \supseteq C$ we have $f_i(C') = X$. By coalition-monotonicity, such $f_i$ exist. Take any $C$-strategy $\sigma_{\overline{C}} = (f_i, t_i, h_i)_{i \in \overline{C}}$. We need to show that $o(\sigma_C, \sigma_{\overline{C}}) \in X$. To see this, note that $C$ must be a subset of one of the partitions $C_l$ in $P_N(f)$. Hence,

$$o(\sigma_N) = o(\sigma_C, \sigma_{\overline{C}}) = h_{i_0}(G(f)) \in G(f) \subseteq f(C_l) = X.$$

For the inclusion from right to left, assume that $X \notin E(C)$. Suppose first that $C = N$. Then by $N$-maximality, $X \in E(\emptyset)$, and by the previous part of the proof, $X \in E_C^o(\emptyset)$. Since $E_C^o(\emptyset)$ is strongly playable, it is regular (by the previous lemma) and so $X \notin E_C^o(N)$, and we established the result.

So assume from now on that $C \neq N$, and let $j_0 \in N \setminus C$. Let $\sigma_C$ be any strategy for coalition $C$. We must show that there is a strategy $\sigma_{\overline{C}}$ such that $o(\sigma_C, \sigma_{\overline{C}}) \notin X$. Define $\sigma_{\overline{C}} = (f_i, t_i, h_i)_{i \in \overline{C}}$ such that for all $i \in C$ and for all $C' \supseteq \overline{C}$ we have $f_i(C') = S$. Then choose a $t_{j_0}$ such that $((t_1 + \cdots + t_n) \mod n) + 1 = j_0$.

Note that $C$ must be a subset of one of the partitions $C_l$ in $P_N(f)$. For the other partitions, superadditivity implies that there is some $C_0 \subseteq C$ such that $G(f) \in E(C_0)$, and hence by coalition-monotonicity, $G(f) \in E(C)$. Since $X \notin E(C), G(f) \not\subseteq X$ by outcome-monotonicity, so there is some $s_0 \in G(f) \cap \overline{X}$. Now we define $h_{j_0}(G(f)) = s_0$. Then

$$o(\sigma_C, \sigma_{\overline{C}}) = h_{j_0}(G(f)) = s_0 \notin X.$$
The following theorem extends the previous result to possibly empty strategic games. The collection of properties needed to characterize possibly empty strategic games is called weak playability:

**Definition 2.28 (Weak Playability).** A coalitional effectivity function $E : \mathcal{P}(N) \to \mathcal{P}(\mathcal{P}(S))$ is weakly playable if it satisfies the following five conditions:

1. $\emptyset \notin E(N)$.
2. If $\emptyset \in E(C)$ and $C' \subseteq C$ then $\emptyset \in E(C')$.
3. If $\emptyset \notin E(\emptyset)$ then $S \in E(C)$ for all $C \subseteq N$.
4. $E$ is $N$-maximal.
5. $E$ is superadditive.

It is easy to check that the terminology is justified in the sense that strong playability implies weak playability but not vice versa. The following result shows that terminality distinguishes weak from strong playability.

**Theorem 2.29.** A coalitional effectivity function is weakly playable iff it is strongly playable or terminal.

**Proof.** Strongly playable as well as terminal effectivity functions are easily seen to be weakly playable. For the converse, assume that $E$ is weakly playable and not strongly playable. Then there are two possible cases:

(i) There is some $C$ such that $S \notin E(C)$. Then $\emptyset \in E(\emptyset)$, and whenever $X \in E(D)$, using superadditivity we have $\emptyset \in E(D)$ and so using monotonicity we also have $Y \in E(D)$ for every $Y \subseteq S$ and $X \in E(D')$ for every $D' \subseteq D$.

(ii) There is some $C$ such that $\emptyset \in E(C)$. Then again we have $\emptyset \in E(\emptyset)$ and we can proceed as before.

**Corollary 2.30.** A coalitional effectivity function $E$ α-corresponds to a possibly empty strategic game iff $E$ is weakly playable.

**Proof.** An easy consequence of theorems 2.22, 2.27 and 2.29.

### 2.3.3 Group Ability in Dictatorships

**Definition 2.31 (Individualism).** A coalitional effectivity function $E$ is strongly (weakly) individualistic iff it is strongly (weakly) playable and $E(N) \subseteq \bigcup_{i \in N} E(\{i\})$.

The condition ensures that everything which can be forced at all can be forced already by some individual. Since every strongly playable effectivity function is coalition-monotonic by lemma 2.26, the converse inclusion $\bigcup_{i \in N} E(\{i\}) \subseteq E(N)$ holds for all strongly playable effectivity functions.

The following result shows that individualism is an extremely strong assumption: While it seems to say only that the whole is equal to the sum of its parts, due to superadditivity, it actually says that the whole is equal to one particular part.
2.3. A Static Model of Group Ability

\textbf{Theorem 2.32.} A coalitional effectivity function $E$ $\alpha$-corresponds to a non-empty dictatorship iff $E$ is strongly individualistic.

\textbf{Proof.} First, if $E$ is the effectivity function of a dictatorship with dictator $d$, $E$ is easily seen to be strongly individualistic since $E(N) \subseteq E(\{d\})$.

Second, assume $E$ is strongly individualistic, and so there is a strategic game $G$ such that $E = E_G^\alpha$. We can assume that $G$ has at least two distinct outcomes $t_1$ and $t_2$, for otherwise $G$ is trivially a dictatorship. For every outcome $t_i$ we know that $\{t_i\} \in E_G^\alpha(N) = E(N)$, and hence we know that some individual must be able to guarantee that outcome. Suppose by reductio that there are two individuals $i \neq j \in N$ such that $\{t_1\} \in E(\{i\})$ and $\{t_2\} \in E(\{j\})$. Then by superadditivity, $\emptyset \in E(\{i,j\})$, a contradiction. Hence, there is a player who can force any outcome, so $G$ is a dictatorship.

Put positively, unless we have a dictatorship, coalitions of agents can sometimes achieve more than their members individually, cooperation is thus advantageous.

\textbf{Corollary 2.33.} A coalitional effectivity function $E$ $\alpha$-corresponds to a possibly empty dictatorship iff $E$ is weakly individualistic.

\textbf{Proof.} The result follows from theorems 2.22, 2.29 and 2.32.

\section{2.3.4 Individual vs. Group Ability}

Clearly, the ability of coalitions is to some extent determined by the ability of its members. To take the simplest example, we know that in any coalition-monotonic effectivity function, a 2-player coalition can achieve at least as much as its two members individually. However, the 2-player coalition may be able to achieve more than we can determine from the individual powers of its members.

We say that a coalitional effectivity function $E : \mathcal{P}(N) \to \mathcal{P}(\mathcal{P}(S))$ extends an individual effectivity function $E' : N \to \mathcal{P}(\mathcal{P}(S))$ iff for all $i \in N$, $E(\{i\}) = E'(i)$. In the most general case, an individual effectivity function can be extended in an arbitrary way to a coalitional effectivity function as long as monotonicity is satisfied. In the case where we want to extend an individual effectivity function to a coalitional $\alpha$-effectivity function of a strategic game, it seems that there will be less flexibility, however, and one might even wonder whether in that case individual effectivity completely determines group effectivity.

\textbf{Definition 2.34 (Individually Determined).} A class of coalitional effectivity functions $K$ is \textit{individually determined} if for any two effectivity functions $E_1, E_2 \in K$, if $E_1(\{i\}) = E_2(\{i\})$ for all agents $i \in N$, then $E_1 = E_2$.

The class of coalitional effectivity functions which $\alpha$-correspond to an empty strategic game are easily seen to be individually determined: If $E_G^G_1$ and $E_G^G_2$ agree on singleton coalitions, $G_1 = G_2$. Since empty games only formalize the individual payoffs, they contain no further coalitional information.
Theorem 2.35. For $|N| > 1$, individualistic effectivity functions are individually determined, playable effectivity functions are not.

Proof. For $N = \{1, 2\}$ and $S = \{s, t\}$, consider the coalitional $\alpha$-effectivity functions associated with the two strategic games of figure 2.2, where $E_l$ corresponds to the left game and $E_r$ to the right one.

\[
\begin{array}{cc}
    l & r \\
    l & s & s \\
    r & s & t \\
\end{array} \quad \begin{array}{cc}
    l & r \\
    l & s & s \\
    r & s & s \\
\end{array}
\]

Figure 2.2: Two strategic games which differ only in coalitional ability.

One can easily verify that $E_l(\{1\}) = E_r(\{1\})$ and $E_l(\{2\}) = E_r(\{2\})$, while $E_l(\{1, 2\}) \neq E_r(\{1, 2\})$. As a consequence, both strongly and weakly playable effectivity functions are not individually determined.

As for strongly individualistic effectivity functions and dictatorships, coalitions do not add anything to individual agents. If $E$ is strongly individualistic, $E(C) = \bigcup_{i \in C} E(\{i\})$ for every nonempty coalition $C$. Since $X \in E(\emptyset)$ iff $X \not\in E(N)$, $E$ is individually determined. Due to the fact that empty strategic games are individually determined as well, both strongly and weakly individualistic effectivity functions are individually determined.

It follows from the theorem that no class of effectivity functions which includes the strongly playable ones is individually determined. Note also that the strategic games which were given as examples in the proof are in fact determined, thereby demonstrating the stronger claim that even the class of maximal strongly playable effectivity functions is not individually determined.

While these results are neither surprising nor difficult to prove, they are nonetheless important to keep in mind for two reasons: First, when we consider dynamic models of ability with rich languages for describing them, it will turn out that even in models based on individualistic effectivity functions, long-term ability of groups need not be individually determined (see section 4.3.3). Second, the fact that even determined 2-player games are not individually determined shows that ignoring coalitional ability even in such simple games does mean a loss of information.

### 2.4 Dynamic Models of Ability

#### 2.4.1 Dynamic Effectivity Frames

Definition 2.36 (Dynamic Effectivity Frame). Given the set of agents $N$ and a set of atomic games $\Gamma_0$, a dynamic effectivity frame $\mathcal{F} = (S, \{E_C|C \subseteq N\}$
N and \( g \in \Gamma_0 \) \} consists of a nonempty set of states \( S \) and monotonic functions \( E_{C,g} : S \rightarrow \mathcal{P}(\mathcal{P}(S)) \), i.e., \( X \in E_{C,g}(s) \) and \( X \subseteq Y \) imply \( Y \in E_{C,g}(s) \).

Intuitively, \( E_{C,g} \) associates to every state \( s \in S \) the sets of states for which coalition \( C \) is effective in game \( g \). We assume that at every state there are a number of possible interactions or games \( \Gamma_0 \) which can occur. In each such interaction, different coalitions may be effective for different sets of states at which new interactions may happen. We assume that for every \( g \in \Gamma_0 \) and state \( s \in S \), the function \( E_{g,s} = \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S)) \) defined by \( E_{g,s}(C) = E_{C,g}(s) \) is an effectivity function (i.e., it is monotonic). For easier readability, we shall often write \( sE_{C,g}X \) instead of \( X \in E_{C,g}(s) \), and we let \( E_{C,g}(X) = \{ s \in S | sE_{C,g}X \} \).

Conceptually, dynamic effectivity frames can be interpreted in two different ways. In case \( \Gamma_0 \) is a singleton, every state is associated with only one game (at most), and we can view the whole model itself as a complex game where the states of the world are associated to game positions. The interaction which may take place at each state is then a move in the game (where possibly players move simultaneously). We call this view the internal view, since the model describes the internal structure of a certain type of game. According to the external view, a dynamic effectivity frame describes interactions from the outside. The model itself is not viewed as a game, rather, the interactions which can take place at each state are complex games themselves, and we are interested in how one can move through this state space by combining different interactions by means of certain game operations. We will have more to say about these two views in sections 2.4.2 and 2.4.3. For now it is sufficient to realize that these two views are two conceptual sides of the same (technical) coin, for both views can be captured using the dynamic effectivity frames just defined. The situation is thus parallel to the situation with processes, where Kripke frames can also be used both as a model of the internal structure of a single process and as a model of the external structure of multiple processes.

Call a dynamic effectivity frame uniformly finitary iff there are a finite number of finite sets \( X_1, \ldots, X_k \subseteq S \) such that if \( sE_{C,g}X \) then there exists some \( i \leq k \) such that \( sE_{C,g}X_i \) and \( X_i \subseteq X \). Clearly, all frames where \( S \) is finite will be uniformly finitary.

All of the properties of effectivity functions which we introduced previously can be lifted to dynamic effectivity frames: A dynamic effectivity frame \( \mathcal{F} = (S, \{ E_{C,g} \mid C \subseteq N \text{ and } g \in \Gamma_0 \}) \) has a given property (e.g. maximality) iff for every state \( s \in S \) and every game \( g \in \Gamma_0 \), \( E_{g,s} \) has the property. Similarly, the notion of \( \alpha \)-correspondence can be lifted to frames in this way.

**Definition 2.37 (Kripke Frame).** Given the set of atomic games \( \Gamma_0 \), a Kripke frame \( K = (S, \{ R_g \mid g \in \Gamma_0 \}) \) consists of a nonempty set of states \( S \) and relations \( R_g \subseteq S \times S \).
In many cases |Γ₀| = 1, so that a Kripke frame can simply be written as \( K = (S, R) \).

While frames provide information about how different states are linked among each other by way of coalitional effectivity, they do not contain any information about the properties of those states themselves. In order to add this type of information, we assume a set \( \Phi_0 \) of atomic propositions which can describe properties of states. Elements of \( \Phi_0 \) are typically denoted by \( p, q, r, \ldots \), and given the set of states \( S \), a valuation function \( V : \Phi_0 \to \mathcal{P}(S) \) assigns to every proposition \( p \in \Phi_0 \) the set of states where \( p \) is true. Adding a valuation function to a dynamic effectivity frame \( \mathcal{F} \), we obtain a dynamic effectivity model \( \mathcal{M} = (\mathcal{F}, V) \).

The subsequent chapters will deal with restricted kinds of dynamic effectivity frames, coalition frames and game frames. These restricted frames are simpler and more suitable to investigate the differences between individual and coalitional effectivity on the one hand, and programs and games on the other hand. Nonetheless, the generality of dynamic effectivity frames is sometimes useful, for it allows us to formulate notions such as bisimulation (see section 2.5) in a fully general setting.

2.4.2 The Internal View: Coalition Frames

Chapters 3 and 4 will use coalition frames which ignore the possibility of multiple interactions and assume that at every state there is only one possible interaction which can occur.

\begin{definition}[Coalition Frame] A coalition frame is a pair \( \mathcal{F} = (S, \{E_C | C \subseteq N\}) \) where \( E_C : S \to \mathcal{P}(\mathcal{P}(S)) \) is monotonic, i.e., \( X \in E_C(s) \) and \( X \subseteq Y \) imply \( Y \in E_C(s) \).
\end{definition}

Call a state \( s \in S \) terminal in case \( E(s) \) is a terminal effectivity function. Terminal states thus mark the end of an interaction and assign payoffs to the players.

Certain coalition frames represent the ability of agents in well-known forms of strategic interaction:

**Playable Frames: Extensive Games of Almost Perfect Information**

Weakly playable coalition frames \( \alpha \)-correspond to extensive games with simultaneous moves, i.e., extensive games of almost perfect information. Every state of the frame is either linked to a strategic game (i.e., a simultaneous move by all players) or to a payoff vector represented by an empty strategic game. The only difference with the standard notion of an extensive game is that the payoffs we associate to terminal states are of a restricted form: Players either win or lose (i.e., the payoffs are either 1 or \(-1\)) and at least one player must lose. This restriction, however, is not intrinsic to our framework but is mainly caused by the
link we want to establish with modal logic in section 3.5. Note also that weakly playable coalition frames allow for infinite runs/plays as well as cycles.

The following example of an extensive 2-player game with simultaneous moves contains two states $s_0$ and $s_2$ where the associated strategic games are dictatorships with different local dictators. At states $s_1$ and $s_5$, non-dictatorial strategic games are played. Finally, states $s_3$ and $s_4$ are terminal states which are linked to empty strategic games. Both players lose at state $s_4$ whereas only player 1 loses at state $s_3$.

Because of the correspondence between weakly playable coalition frames and extensive games of almost perfect information we shall usually not be very careful to distinguish them. Note also that by disregarding the effectivity information at terminal states of weakly playable coalition frames, these frames can be used to model effectivity in extensive game forms which do not contain any information about the players' payoffs.

**Individualistic Frames: Extensive Games of Perfect Information**

Weakly individualistic coalition frames α-correspond to extensive games without simultaneous moves, i.e., extensive games of perfect information. Every state is either a dictatorship, the dictator being the player whose turn it is at that state, or it is an empty strategic game and hence a payoff vector. The following game tree gives a visual example.
At state $s_0$, player 1 is the local dictator who has the local power to decide between states $s_1$ and $s_2$. Similarly at state $s_2$, player 2 has the power to decide between states $s_4$ and $s_5$, whereas at state $s_1$, player 1 can only choose state $s_3$. The states $s_3$, $s_4$ and $s_5$ are states linked to an empty strategic game which only consists of the sets of players who win, e.g., player 1 at state $s_5$.

**Individualistic 1-Player Frames: Extensive 1-Player Games**

Weakly individualistic/playable 1-player coalition frames $\alpha$-correspond to extensive 1-player games, i.e., programs. Either player 1 can choose a successor state or she loses. We will see later how Coalition Logic over this class of frames is nothing but normal modal logic.

As the following example demonstrates, weakly playable 1-player frames are similar to weakly individualistic frames, except that the dictator is the same at every state and that payoffs are only given to one player. Since the same player chooses at every state, we do not need to label states with players anymore.

Note also that an empty game associated to a state must be a loss for the player which is why we leave the terminal states unmarked: they are all losses for the player.

In case $|N| = 1$, every weakly playable coalition frame $\mathcal{F} = (S, \{E_{\{1\}}, E_{\emptyset}\})$ $\alpha$-corresponds to a Kripke frame $\mathcal{K} = (S, R)$, where

$$sE_{\{1\}} X \text{ iff } \exists t \in X : sRt. \quad (2.1)$$

Note that this essentially instantiates the definition of $\alpha$-effectivity for 1-player strategic games. As a consequence, $sRt$ holds iff $sE_{\{1\}} \{t\}$. $R$ denotes the strategic game as an accessibility relation: At state $s \in S$, the strategic game associated with $s$ lets player 1 choose among all states $t$ such that $sRt$. Consequently, we associate the empty strategic game with $s$ if there is no $t \in S$ such that $sRt$.

**Coalition Models**

A coalition model $\mathcal{M} = ((S, E), V)$ consists of a coalition frame $(S, E)$ and a valuation function $V : \Phi_0 \rightarrow \mathcal{P}(S)$. The restricted classes of frames we have considered can then easily be lifted to models, so that we can talk, e.g., about the class of weakly playable coalition models, referring to coalition models with a weakly playable effectivity frame. We will investigate a number of specific classes
of coalition models in the following chapter, where the following notation will be used:

<table>
<thead>
<tr>
<th>Mon</th>
<th>all coalition models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Play</td>
<td>weakly playable coalition models</td>
</tr>
<tr>
<td>MaxPlay</td>
<td>maximal weakly playable coalition models</td>
</tr>
<tr>
<td>Ind</td>
<td>weakly individualistic coalition models</td>
</tr>
<tr>
<td>n−X</td>
<td>coalition models of class X for</td>
</tr>
</tbody>
</table>

Thanks to the characterization results of section 2.3, the classes Play and Ind capture precisely the ability structures which \( \alpha \)-correspond to extensive games with and without simultaneous moves. 1–Play captures the ability associated with processes, and besides being interesting as a limiting case, it will be used together with 2–MaxPlay when making the connection with standard modal logic. Note that since every 1-player strategic game is automatically a dictatorship, 1–Play = 1–Ind.

### 2.4.3 The External View: Game Frames

Where coalition frames are dynamic effectivity frames which allow for only one interaction per state, game frames allow for multiple interactions but only model the ability of a single player.

**Definition 2.39 (Game Frame).** A game frame is a pair \( \mathcal{F} = (S, \{E_y | y \in \Gamma_0 \}) \) where \( E_y : S \rightarrow \mathcal{P}(\mathcal{P}(S)) \) is monotonic, i.e., \( X \in E_y(s) \) and \( X \subseteq Y \) imply \( Y \in E_y(s) \).

Intuitively, \( E_y : S \rightarrow \mathcal{P}(\mathcal{P}(S)) \) models the ability of player 1 in game \( y \). As has been shown in corollary 2.13, such an \( E_y(s) \) always corresponds to the ability of a player in a determined 2-player strategic game. Note that game frames do not contain any information about coalitional ability such as the effectivity of both players together. It follows from theorem 2.35 that this coalitional effectivity information cannot be recovered from the individual effectivity information. A game model \( \mathcal{M} = ((S, E), V) \) consists of a game frame \( (S, E) \) and a valuation function \( V : \Phi_0 \rightarrow \mathcal{P}(S) \).

Using theorem 2.16, we can isolate the class of game frames which \( \alpha \)-correspond to Kripke frames. Call an operation \( F : \mathcal{P}(S) \rightarrow \mathcal{P}(S) \) disjunctive iff for all \( V \subseteq \mathcal{P}(S) \) we have

\[
F(\bigcup_{X \in V} X) = \bigcup_{X \in V} F(X).
\]

Note that disjunctivity implies monotonicity and that \( F(\emptyset) = \emptyset \). Recall that in section 2.2.3 we already defined what it means for a set \( E \subseteq \mathcal{P}(S) \) to be disjunctive. Making use of this earlier definition, we can also say that an operation
$F$ is disjunctive iff for all $s \in S$, the set $\{X \subseteq S | s \in F(X)\}$ is disjunctive. By theorem 2.16, every disjunctive game frame $F = (S, \{E_{sg} | g \in \Gamma_0\}) \alpha$-corresponds to a Kripke frame $K = (S, \{R_{sg} | g \in \Gamma_0\})$, where

$$sE_{sg}X \iff \exists t \in X : sR_{ght}. \quad (2.2)$$

When we considered coalition frames, we assumed the internal view of frames, interpreting, e.g., a playable coalition frame as an extensive game with simultaneous moves, each state of the frame being associated with a strategic game. Thus, the frame as a whole represented a game of some sort and the local effectivity function modeled the kind of move which could be taken at that particular game position by one or many players.

Game frames on the other hand are most naturally interpreted as external models of many games. Each state is associated to a number of complex determined 2-player games. By corollary 2.13, the ability of the two players in such a game can be modeled by a collection of subsets of $S$, all the sets of states which player 1 can bring about. Hence every state allows for a number of different possible interactions in which the players can engage in. The result of such an interaction will again be a new state where further interactions may be possible. The interactions are not modeled in any detail, but only in terms of what the players can bring about at the end of the interaction.

As an example of how the internal and external view can be related, consider the following extensive game form of perfect information $G_{ext}$ on the left:

```
    s0
     /\  \
    /   \
   /     \
 s1  s2
     |    |
    v    v
  s3  s4  s5
```

As discussed earlier, this extensive game form can be modeled by a weakly individualistic coalition model. Furthermore, we can consider the strategic normal form $G_{snf}$ of this game which is depicted to the right of the extensive game $G_{ext}$. Every complex strategy of player 1 in the extensive game (such as $ul$ where player 1 chooses the left move at both choice points) is a strategy in the normal form, and similarly for player 2. Note that the strategic game $G_{snf}$ is determined.

$G_{ext}$ can be modeled by a coalition frame where at state $s_0$, player 1 is effective for $\{s_1\}$, i.e., $s_0E_{\{1\}}\{s_1\}$ holds. When $G_{ext}$ is condensed to its strategic normal form $G_{snf}$, it can be associated to a state in a game frame, in which case player 1 would be effective for $\{s_3\}$, i.e., $s_0E_{G_{snf}}\{s_3\}$ since he has a global strategy in $G_{ext}$ which brings about state $s_3$. 
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In case \( G_{e, f} \) is a game rather than a game form, the terminal states \( s_3, s_4 \) and \( s_5 \) will be marked either as a win for player 1 or as a win for player 2 (they cannot both lose since we are dealing with determined games only). Consequently, one of the two players \( i \) will have a winning strategy in \( G_{e, f} \) by Zermelo's theorem [127, 19], and the strategic game \( G_{s, f} \) which captures this information will simply be the empty strategic game \( G = \{ i \} \).

In terms of programs, the relationship between an extensive game and its strategic normal form is analogous to the relationship between the tree of execution sequences of a terminating nondeterministic program and its input-output relation. As the example below demonstrates, a Kripke frame can be used to model both of these perspectives: if the left Kripke frame models the execution sequences of a nondeterministic program, the right Kripke frame shows its input-output relation for input state \( s_0 \).

\[ \begin{array}{c}
S_0 \\
\downarrow \\
S_1 \\
\downarrow \\
S_3 \\
\downarrow \\
S_4 \\
\downarrow \\
S_5 \\
\end{array} \quad \begin{array}{c}
S_0 \\
\downarrow \\
S_3 \\
\downarrow \\
S_4 \\
\downarrow \\
S_5 \\
\end{array} \]

2.5 Identity Politics

When are two dynamic effectivity models the same? We consider isomorphism too strong, since we are primarily interested in the observable properties (as, e.g., specified by the valuation function) which a given state has. The notion of bisimulation expresses that two states \( s \) and \( s' \) are equivalent if they do not differ in the atomic properties which they have, and if whenever some agent or group is able to achieve \( X \) from \( s \), then there should be some set \( Y \) such that that agent/group can achieve \( Y \) from \( s' \), and for every outcome in \( Y \) there is an equivalent outcome in \( X \). Loosely speaking, if a group of agents can achieve something from one state, they can achieve at least as much from the other state, and vice versa. We first present the concept of bisimulation in its most general form, namely in its formulation for dynamic effectivity models.

\[ \textbf{Definition 2.40 (Bisimulation).} \text{ Let } \mathcal{M} = ((S, \{ E_{C,g} | C \subseteq N \text{ and } g \in \Gamma_0 \}), V) \text{ and } \mathcal{M'} = ((S', \{ E'_{C,g} | C \subseteq N \text{ and } g \in \Gamma_0 \}), V') \text{ be two dynamic effectivity models. Then } \models_0 S \times S' \text{ is a bisimulation between } \mathcal{M} \text{ and } \mathcal{M'} \text{ iff for any } s \models s' \text{ we have} \]

1. \( s \in V(p) \text{ iff } s' \in V'(p) \text{ for all } p \in \Phi_0. \)
2. For all \( C \subseteq N, g \in \Gamma_0 \text{ and } X \subseteq S \): If \( s E_{C,g} X \) then \( \exists X' \subseteq S' \) such that \( s' E'_{C,g} X' \) and \( \forall x' \in X' \exists x \in X : x \models x'. \)
3. For all $C \subseteq N$, $g \in \Gamma_0$ and $X' \subseteq S'$: If $s'_E C g, X'$ then $\exists X \subseteq S$ such that $s E C g X$ and $\forall x \in X \exists x' \in X': x \equiv x'$.

Two states are *bisimilar* iff there is a bisimulation $\equiv$ such that $s \equiv s'$. If we want to make the underlying models explicit, we also write $M, s \equiv M', s'$ instead of $s \equiv s'$.

It is easy to see how bisimulation can be instantiated for coalition models and game models, by leaving out the game component in the first case and the coalition component in the second case. Note that depending on whether one assumes the internal or the external view of a model, the interpretation of a bisimulation will be different. On the internal view of, e.g., an individualistic coalition model, a bisimulation establishes local similarity: If two positions of an extensive game without simultaneous moves are bisimilar, it means that at the present position and every future position of the game, the players have the same powers to force the game into a new position. On the external view of, e.g., a game model, bisimilarity establishes global similarity: A state may be linked to multiple complex games represented by their effectivity function, and whatever a player can achieve through playing a particular game at one state, she can achieve through playing the same game at the other state. Thus, what bisimilarity means will depend on the concrete interpretation of the model one has in mind. Note also that for terminal states, bisimilarity guarantees that the set of winning players is the same at both states.

One special instance of bisimulation is worth a few more remarks. Consider dynamic effectivity models which are weakly playable and where $N$ contains only one player, say $N = \{1\}$. As pointed out before, such models $a$-correspond to Kripke models, and it turns out that for Kripke models, bisimulation reduces to the standard notion of bisimulation:

**Definition 2.41 (Kripke-Bisimulation).** Let $M_K = ((S, \{R_g | g \in \Gamma_0\}), V)$ and $M'_K = ((S', \{R'_g | g \in \Gamma_0\}), V')$ be two Kripke models. Then $\equiv \subseteq S \times S'$ is a Kripke-bisimulation between $M_K$ and $M'_K$ iff for any $s \equiv s'$ we have

1. $s \in V(p)$ iff $s' \in V'(p)$ for all $p \in \Phi_0$.

2. For all $g \in \Gamma_0$: If $s R_g t$, then there is a $t' \in S'$ such that $s' R'_g t'$ and $t \equiv t'$.

3. For all $g \in \Gamma_0$: If $s' R'_g t'$, then there is a $t \in S$ such that $s R_g t$ and $t \equiv t'$.

**Theorem 2.42.** For Kripke models, every bisimulation is a Kripke-bisimulation and vice versa. More precisely: Kripke models are Kripke-bisimilar iff their $a$-corresponding game/coalition models are bisimilar.
2.6. Summary

The main concern of this chapter has been to characterize individual and group ability in strategic and extensive games. To give one example, on the static level, we characterized the coalitional effectiveness functions which correspond to strategic games as the strongly playable ones. Similar results have been obtained for individual effectiveness functions as well as for dictatorships. Figure 2.3 summarizes the results. Note that (with one exception) we have shown these results in two versions, depending on whether we allow for empty games or not. These results thus provide a complete characterization of individual and group ability in strategic games and dictatorships. Dynamically, they yield a full characterization of local ability in extensive games with and without simultaneous moves.

In one particular case (theorem 2.12), the result obtained yielded a particularly interesting characterization, showing not only that an effectiveness function of a certain kind α-corresponds to a determined strategic game, but also that this
<table>
<thead>
<tr>
<th>static/dynamic game</th>
<th>individual ability</th>
<th>coalitional ability</th>
</tr>
</thead>
<tbody>
<tr>
<td>strategic game/extensive game with</td>
<td>amusing</td>
<td>playable</td>
</tr>
<tr>
<td>simultaneous moves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>dictatorship/extensive game without</td>
<td>disjunctive</td>
<td>individualistic</td>
</tr>
<tr>
<td>simultaneous moves</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.3: A summary of the characterization results.

strategic game is in fact the strategic normal form of an extensive game of perfect information where every player moves exactly once. This suggests a direction in which the results obtained may be extended: characterizing the effectivity functions which α-correspond to the normal form of an extensive game of a particular form, or in other words, characterizing the global effectivity functions of various classes of extensive games.

As theorem 2.35 has shown, if we want a model of group ability in extensive games with simultaneous moves, we need to employ coalitional effectivity functions. In extensive games without simultaneous moves on the other hand, all information about (local) group ability can be recovered from the individual effectivity function, the whole (ability of a group) being simply the sum of its parts (abilities of its members).

Finally, the generalized version of bisimulation introduced in section 2.5 is an extremely general notion of game equivalences. Besides generalizing Kripke-bisimulation, it also has a particularly simple instantiation for extensive games of perfect information. Furthermore, we shall see in chapters 3 and 6 that it is an appropriate equivalence notion for Coalition Logic and Game Logic.

2.7 Bibliographic Notes

Some of the characterization results of section 2.3 have originally been published in [98], more specifically theorems 2.27 and 2.32. Theorem 2.27 extends characterization results obtained in [86, 105, 94]. The result differs from the literature in that the outcome function of a strategic game is not assumed to be surjective, a central property for dynamic effectivity frames.

For textbooks on game theory, see [93, 19, 113]. Coalitional effectivity functions and the notion of α-effectivity (for nonempty strategic games) have been studied in [87, 86, 1, 105].

While we consider any outcome-monotonic function $E : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S))$ to be an effectivity function, most of the literature has taken a more restrictive view, requiring $E$ to satisfy various basic properties (e.g., coalition-monotonicity).
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The choice of these basic properties, however, is somewhat arbitrary, and this opinion is supported by the fact that authors differ in which basic properties they require. Here, we decided to be as general as possible regarding the notion of an effectivity function, applying restrictions only when these are actually needed to characterize a certain kind of ability or when technically unavoidable (as in the case of outcome-monotonicity).

For processes, a large variety of different equivalence notions has been studied, see, e.g., [53, 16]. For games this question has received relatively little attention [29, 13, 93]. In [17], the notion of bisimulation proposed in section 2.5 has been considered as an equivalence notion for concurrent processes in CPDL.
In this chapter we introduce Coalition Logic (CL), a very general modal logic to reason about the coalition frames studied in the previous chapter. After defining the syntax and semantics of Coalition Logic, we first show that bisimilar coalition models cannot be distinguished by Coalition Logic formulas, and that over finite models, the converse holds as well. The rest of this chapter then consists of addressing a number of technical questions, namely the complexity of the model-checking problem, axiomatization and the complexity of the satisfiability problem.

As there are many different modal logics depending on the frame conditions which are imposed, there are different Coalition Logics depending on which class of frames is considered. We shall consider essentially three different classes of coalition frames, all of which have been introduced in the previous chapter: the class of all coalition frames and the classes of frames corresponding to extensive games with and without simultaneous moves. We investigate the technical questions just mentioned for all these frame classes, yielding a comparative analysis of how, e.g., extensive games with simultaneous moves differ from extensive games without simultaneous moves.

Besides comparing different classes of coalition frames, we also compare the language of full Coalition Logic to its fragment which can only express the ability of individuals. We examine for which classes of frames coalitional formulas add expressive power, and whether there is any difference in complexity between reasoning about coalitions and reasoning about individuals.

Finally, as one upshot of all this work, we present a coalitional game-theoretic view of modal logic. Normal modal logic, the logic of Kripke frames, is identical to Coalition Logic for one player when interpreted over extensive games. Non-normal modal logic on the other hand corresponds to the individual fragment of Coalition Logic over determined 2-player games. Hence, normal and non-normal modal logics are fragments of Coalition Logic, and viewing them as such we can gain new insights into some properties of these logics such as their complexity.
3.1 Syntax and Semantics

**Definition 3.1 (Coalition Logic Syntax).** Given a finite nonempty set of agents/players $N$ and a set of atomic propositions $\Phi_0$, formulas $\varphi$ of Coalition Logic can have the following syntactic form:

$$\varphi ::= \bot \mid p \mid \neg \varphi \mid \varphi \lor \varphi \mid [C] \varphi$$

where $p \in \Phi_0$ and $C \subseteq N$.

As usual, we define $\top ::= \neg \bot$, $\varphi \land \psi ::= \neg(\neg \varphi \lor \neg \psi)$, $\varphi \to \psi ::= \neg \varphi \lor \psi$ and $\varphi \leftrightarrow \psi ::= (\varphi \to \psi) \land (\psi \to \varphi)$ as abbreviations. In case $C = \{i\}$, we write $[i] \varphi$ instead of $\{\{i\}\} \varphi$, and we use $[C]^k$ to denote a sequence of $k$ $[C]$-modalities; inductively, $[C]^0 \varphi = \varphi$ and $[C]^{k+1} \varphi = [C][C]^k \varphi$.

A further important shorthand notation concerns $[\bot]$ which shall abbreviate $\forall_{i \in N} \neg [i] \top$ and which will be true in playable coalition models at terminal states.

Recall from the previous chapter that a coalition model is a pair $\mathcal{M} = (\mathcal{F}, V)$ where $\mathcal{F}$ is a coalition frame $(S, \{E_C | C \subseteq N\})$ and $V : \Phi_0 \to \mathcal{P}(S)$ is the usual valuation function for the propositional letters.

**Definition 3.2 (Coalition Logic Semantics).** Given a coalition model $\mathcal{M} = ((S, \{E_C | C \subseteq N\}), V)$, the truth of a formula $\varphi$ in a model $\mathcal{M}$ at a state $s$, denoted as $\mathcal{M}, s \models \varphi$, is defined as follows:

- $\mathcal{M}, s \not\models \bot$
- $\mathcal{M}, s \models p$ iff $p \in \Phi_0$ and $s \in V(p)$
- $\mathcal{M}, s \models \neg \varphi$ iff $\mathcal{M}, s \not\models \varphi$
- $\mathcal{M}, s \models \varphi \lor \psi$ iff $\mathcal{M}, s \models \varphi$ or $\mathcal{M}, s \models \psi$
- $\mathcal{M}, s \models [C] \varphi$ iff $sE_C \mathcal{M} = \{s \in S | \mathcal{M}, s \models \varphi\}$

Hence, a formula $[C] \varphi$ holds at a state $s$ iff coalition $C$ is effective for $\varphi^M$ at $s$.

The notions of validity, satisfiability and logical consequence can be defined in the standard way: A formula $\varphi$ is *valid* in a model $\mathcal{M}$ with universe $S$, denoted as $\mathcal{M} \models \varphi$, iff $\varphi^M = S$, and $\varphi$ is valid in a class of models $\mathcal{K}$ (denoted as $\models_{\mathcal{K}} \varphi$, or $\models \varphi$ if $\mathcal{K}$ is the class of all models $\text{Mon}$) iff for all models $\mathcal{M} \in \mathcal{K}$ we have $\mathcal{M} \models \varphi$. Formula $\varphi$ is *satisfiable* in a model $\mathcal{M}$ iff $\varphi^M \neq \emptyset$, and $\varphi$ is satisfiable in a class of models $\mathcal{K}$ iff there is some model $\mathcal{M} \in \mathcal{K}$ in which $\varphi$ is satisfiable.

We write $\Sigma \models_{\mathcal{K}} \varphi$ (or again $\Sigma \models \varphi$ in case $\mathcal{K}$ includes all models) to denote that $\varphi$ is a *(local) logical consequence* of $\Sigma$: For all models $\mathcal{M} \in \mathcal{K}$ and every state $s$ of the universe of $\mathcal{M}$, if $\mathcal{M}, s \models \Sigma$ (i.e., all formulas of $\Sigma$ are true at $s$) then $\mathcal{M}, s \models \varphi$. We will also on a few occasions make use of the global consequence relation: $\Sigma \models^g \varphi$ denotes that $\varphi$ is a *global logical consequence* of $\Sigma$: For all
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models $\mathcal{M}$ (of a given class $\mathcal{K}$ of models), if $\mathcal{M} \models \Sigma$ then $\mathcal{M} \models \varphi$. For global consequence, the relevant class $\mathcal{K}$ is not part of the mathematical notation but will be clear from the context.

While we shall usually assume that the set of agents $N$ is a fixed parameter, it is worth considering what role this parameter plays for the satisfiability of a formula. Considering a formula $\varphi$ of Coalition Logic, let $N(\varphi)$ be the set of agents which occur in $\varphi$ in some coalition, e.g. $N([2]p \vee [\{3, 5\}]q) = \{2, 3, 5\}$. Any model satisfying $\varphi$ will have to be for a set of agents $N$ which at least includes $N(\varphi)$. But is it possible that $\varphi$ is satisfiable for $N = N(\varphi)$ but not satisfiable for some strict superset of $N(\varphi)$? Similarly, can a formula $\varphi$ which is not satisfiable for $N(\varphi)$ become satisfiable by adding a new agent which does not occur in $\varphi$? At least the latter question has a (possibly) surprising answer: Over playable coalition models, the formula $\neg[1]p \land \neg[1]q \land [1](p \lor q)$ is not satisfiable for $N = \{1\}$ while it is satisfiable, e.g., for $N = \{1, 2\}$. The following result captures how adding agents can influence satisfiability.

**Theorem 3.3.** (1) For every class of models $\mathcal{K} \in \{\text{Mon}, \text{Play}, \text{MaxPlay}, \text{Ind}\}$ and any formula $\varphi$: If $\varphi$ is $\mathcal{K}$-satisfiable for $N = N(\varphi)$, then it is $\mathcal{K}$-satisfiable for every $N \supseteq N(\varphi)$. (2) For any formula $\varphi$: If $\varphi$ is not $\text{Mon}$-satisfiable for $N = N(\varphi)$, then it is not $\text{Mon}$-satisfiable for any $N \supseteq N(\varphi)$. (3) For every class of models $\mathcal{K} \in \{\text{Play}, \text{MaxPlay}, \text{Ind}\}$ and any formula $\varphi$: If $\varphi$ is not $\mathcal{K}$-satisfiable for $N = N(\varphi)$ and for some $N \supseteq N(\varphi)$, then it is not $\mathcal{K}$-satisfiable for any $N \supseteq N(\varphi)$.

**Proof.** (1) For Mon, it is easy to extend a model satisfying $\varphi$ by one agent so that monotonicity holds. Note also that for empty games, adding an additional player will not cause a problem, no matter whether we add the additional player to the set of winners or not. For Play, consider a model for agents $N(\varphi)$ satisfying $\varphi$. We already saw that terminal states can easily be extended by an additional player. For non-terminal states, a nonempty $N(\varphi)$-player strategic game $G$ can be extended by an additional player who only has a single strategy yielding a game $G'$, thus leaving the effectiveness of the other players unchanged. In case we are dealing with a determined game $G$, $G'$ will also be determined and the same holds for empty games if we add the new player to the set of winners. Finally for Ind, adding a new player causes no problem at all, the individualistic coalition frame can even formally remain unchanged.

(2) For Mon, if $\varphi$ is satisfiable for $N \supseteq N(\varphi)$, then the restriction of this satisfying model to agents $N(\varphi)$ will be monotonic and also satisfy $\varphi$.

(3) Assume that $\varphi$ is neither $\mathcal{K}$-satisfiable for $N(\varphi)$ nor for $M \supseteq N(\varphi)$. Assume by reductio that $\varphi$ is $\mathcal{K}$-satisfiable for some $N \supseteq N(\varphi)$. Note that since the names of the new players added to $N(\varphi)$ do not matter (they do not occur in $\varphi$), we can assume that $M \subseteq N$, for otherwise $N \subseteq M$ which would contradict (1). Hence, we have $N(\varphi) \subseteq M \subseteq N$. 


Consider first the case of \textit{Ind}. Assume that \( i \in M \cap N(\varphi) \). Then given a model \( \mathcal{M}_N \) for \( N \) which satisfies \( \varphi \), at every non-terminal state with local dictator \( d \not\in N(\varphi) \), we can replace \( d \) by \( i \). At a terminal state \( s \) with set of winners \( G(s) \subseteq N \), we define the new empty strategic game \( G'(s) = G(s) \cap M \) in case \( G(s) \neq M \), otherwise we let \( G'(s) = M \setminus \{i\} \). This definition guarantees that \( G'(s) \neq M \). As a consequence, we obtain an extensive game for players \( M \) which leaves the effectivity of the players in \( N(\varphi) \) in tact and hence satisfies \( \varphi \).

Consider next the case of \textit{Play}, where we assume w.l.o.g. that \( N(\varphi) = \{1\}, M = \{1.2\} \) and \( N = \{1.2.3.4\} \). Let \( \mathcal{M}_N \) be the model satisfying \( \varphi \), and consider an arbitrary state \( s \) and its associated strategic game \( G(s) = (N, \{\Sigma_i | i \in N\}, o, S) \). We construct a model \( \mathcal{M}_M \) for agents \( M \) by associating to state \( s \) game \( G'(s) = (M, \{\Sigma_i | i \in M\}, o', S) \) as follows: \( \Sigma'_1 = \Sigma_1 \) and \( \Sigma'_2 = \Sigma_2 \times \Sigma_3 \times \Sigma_4 \) and \( o'(\sigma_1, (\sigma_2, \sigma_3, \sigma_4)) = o(\sigma_1, \sigma_2, \sigma_3, \sigma_4) \). Note that the \( o \)-effectivity of player \( 1 \) is the same in both games, since we only collapsed three of his opponents into one with the same abilities. We deal with terminal states as in the case of \textit{Ind}. The model \( \mathcal{M}_M \) defined in this way is playable and will satisfy \( \varphi \) since the effectivity of players \( N(\varphi) \) has not been changed, a contradiction. Furthermore, if \( \mathcal{M}_N \) is maximal, \( \mathcal{M}_M \) will be maximal as well, which takes care of the claim for \textit{MaxPlay}.

For \textit{Mon}, adding agents does not influence satisfiability. As a consequence, if we want to know whether \( \varphi \) is satisfiable for some set of agents, it is sufficient to check satisfiability for \( N = N(\varphi) \). For \textit{Play}, \textit{MaxPlay} and \textit{Ind} on the other hand, if we want to know whether \( \varphi \) is satisfiable for some set of agents, we need to check for satisfiability twice, once for \( N = N(\varphi) \) and once for some \( N \supseteq N(\varphi) \).

### 3.2 Bisimulation Invariance

Once we have defined a logical language for describing certain mathematical structures, we automatically obtain an equivalence notion based upon that language. In the case of Coalition Logic, we say that two states \( s \) and \( s' \) are \textit{CL-equivalent} iff they satisfy the same Coalition Logic formulas. Since we have come across another equivalence notion before, it is worthwhile considering how these two equivalence notions relate. A formula whose truth-value does not differ at bisimilar states is called \textit{bisimulation invariant}. The following result shows that all CL-formulas are bisimulation invariant.

\begin{theorema}
Bisimilarity implies CL-equivalence.
\end{theorema}

**Proof.** The proof is by induction on CL-formulas. Assume that \( \mathcal{M}, s \models \varphi \), \( \mathcal{M}', s' \). For the only non-trivial case, assume that \( \mathcal{M}, s \models [C]\varphi \), i.e., \( sE_C^M\varphi^M \). By bisimilarity, there is some \( X' \) such that \( s'E_{X'}X' \) and for all \( x' \in X' \) there is some \( t \) such that \( \mathcal{M}, t \models \varphi \) and \( t \models x' \). By induction hypothesis, \( X' \subseteq \varphi^M \), and hence by monotonicity, \( s'E_{X'}^M\varphi^M \).
The converse of this result does not hold in all cases: Since normal modal logic forms a fragment of Coalition Logic, the Kripke models below which are modally equivalent but not bisimilar at the root (see, e.g., [20]) also form a counterexample to the converse of theorem 3.4. Both models contain branches of every finite length, but the right Kripke model also contains an infinite branch.

But as in the case of modal logic where image-finiteness is sufficient to establish the converse, for Coalition Logic, the converse holds for uniformly finitary models.

**Theorem 3.5.** For uniformly finitary coalition models, CL-equivalence implies bisimilarity.

**Proof.** Consider two coalition models $\mathcal{M}$ and $\mathcal{M}'$ with respective universes $S$ and $S'$. Let $\equiv \subseteq S \times S'$ be defined as the set of pairs of states which are CL-equivalent. We show that $\equiv$ is a bisimulation.

Assume that $sE_X X'$ and since $\mathcal{M}$ is uniformly finitary, there is some finite $X_0 \subseteq X$ such that $sE_X X_0$. Suppose by reductio that for all $X'$ such that $s'E_X X'$ there is some $x' \in X'$ such that for all $x \in X_0$: $x \not= x'$. Since the models are uniformly finitary, there are $X'_1, \ldots, X'_n \subseteq S'$ such that whenever $s'E_{X'_i} X'$, there is some $X'_i \subseteq X'$ such that $s'E_{X'_i} X'_i$. Hence whenever $s'E_X X'$ there is some $x' \in X'_1$ such that for all $x \in X_0$: $x \not= x'$. Let the finite set of these $x'$ be denoted by $\Delta$.

So given some $X'_i$, there is some state $x' \in X'_i$ and some formula $\varphi' = \bigvee_{x \in X_0} \psi_x$ such that $\psi_x$ is true at $x$ but false at $x'$. Consequently, $\varphi'$ is false at $x'$ and true at all $x \in X_0$.

Now note that $\mathcal{M}, s \models [C] \bigwedge_{x' \in \Delta} \varphi_{x'}$ since any state in $X_0$ makes $\bigwedge_{x' \in \Delta} \varphi_{x'}$ true. On the other hand, $\mathcal{M}', s' \not\models [C] \bigwedge_{x' \in \Delta} \varphi_{x'}$, a contradiction.

### 3.3 Complexity I: Model Checking

The complexity of a logic can be measured in terms of two main decision problems, satisfiability and model checking. The complexity of the satisfiability problem will be discussed in section 3.6. The global model-checking problem is to find the set of states at which a given formula is true in a given finite model.
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Model checking can be used to answer various questions of a game-theoretic nature using Coalition Logic. To give one example (further examples will be given in chapter 5), for any extensive game with simultaneous moves, finding out whether a player or a group of players has a winning strategy in the game (i.e., a strategy leading to an empty game where the player(s) win) can be formulated as a model checking problem in Coalition Logic. We simply represent the extensive game as a weakly playable coalition model where the terminal states are linked to payoffs via empty games. If the extensive game has length \( n \) (i.e., at most \( n \) moves can be made before reaching a terminal state), coalition \( C \) has a winning strategy iff the formula \([C]^{n+1} \perp\) is true at the initial state of the coalition model. The formula is true in case coalition \( C \) has a strategy to reach an empty game where \( C \) wins after at most \( n \) moves. Consequently, a model-checking algorithm also provides us with an algorithm to determine who has a winning strategy in an extensive game. Furthermore, an analysis of the complexity of the model-checking algorithm will yield an upper bound for the complexity of determining whether a player has a winning strategy. In order to analyze model checking, however, we first need to agree on how to measure the size of a formula and the representation and size of a model.

### 3.3.1 Representation of Coalition Models

Since we assume our coalition models to satisfy outcome-monotonicity, a lot of the information they contain is in fact redundant since it follows automatically by monotonicity. A consequence for the representation of a model is that coalition models can be represented more succinctly than by giving the full effectivity functions: We simply encode only the effectivity information which is not implied by monotonicity. As it turns out, however, the gain in succinctness may not be very big. To see this, consider a coalition model \( \mathcal{M} = ((S,E),V) \). For every state \( s \in S \) and coalition \( C \subseteq N \), we know that \( |\{X \subseteq S|sE_C X\}| \leq 2^{|S|} \).

Suppose now we represent \( E \) by its non-monotonic core \( E^c \), where \( sE_C^c X \) holds iff \( sE_C X \) and there is no \( X_0 \subseteq X \) such that \( sE_C X_0 \). By Sperner’s theorem [114], \( |\{X \subseteq S|sE_C^c X\}| \leq \binom{|S|}{|S|/2} \), since this binomial coefficient gives the size of the greatest antichain of subsets of a set \( S \). This bound is the best possible since one can define \( sE_C^c X \) iff \(|X| \geq |S|/2\) for which \( sE_C^c X \) iff \(|X| = |S|/2\). Unfortunately, \( \binom{|S|}{|S|/2} \) is still exponential, so in general, representing a coalition model by its non-monotonic core does not essentially reduce the representation size.

As it turns out, however, there is at least one important class of coalition models where \( E^c \) is exponentially more succinct than \( E \). As a consequence, we shall define the size of a coalition model in terms of its non-monotonic core.

> **Definition 3.6 (Model Size).** The size \(|\mathcal{M}|\) of a finite coalition model \( \mathcal{M} = \)
3.3. Complexity I: Model Checking

$((S, E), V)$ is defined as

$$|\mathcal{M}| = |S| + \sum_{s \in S} \sum_{C \subseteq N} \sum_{X | s \in E^s_C X} |X|.$$  

In words, we add to the number of states the cardinality of $X$ for every state $s$ and every coalition $C$ such that $sE^s_C X$ holds. Note that the size of the model is independent of its valuation, hence we can equally well speak of the size of a frame.

As can easily be seen, $|\mathcal{M}|$ can be very big, exponential in the number of states. For some classes of coalition models, however, the additional structure put upon the effectivity functions can yield a substantially smaller representation. The most important case is the class of coalition models which correspond to Kripke models. To see this, we compare the size of a coalition model to the size of its corresponding Kripke model. Consider a particular state $s_0$ of a Kripke model with successors $s_1, \ldots, s_k$.

In general, the size of a Kripke model $|\mathcal{M}_K|$ is defined to be the number of states plus the size of its accessibility relation, i.e., $|\mathcal{M}_K| = |S| + |\{(s, t) | sRt\}|$. Since the set of states is the same in a Kripke model and its corresponding coalition model, it is sufficient to compare for the given state $s_0$ the number of successors $k$ with

$$\sum_{s \in E^s_{[1]} X} |X| + \sum_{s \in E^s_{[2]} X} |X| = k + k = 2k.$$  

This illustrates that the representation of a Kripke model is about half the size of the corresponding coalition model core due to the complete redundancy of $E^s_{[1]}$, when given $E^s_{[1]}$.

For games with more than one player, the redundancy in representation will usually be somewhat greater for coalition models, since, for example, even the non-monotonic core of a coalition model does allow for redundancy regarding coalition-monotonicity. Still, in many cases the simple structure of the effectivity function will allow for a representation which is much more succinct than the worst-case exponential upper bound suggested by $|\mathcal{M}|$. Furthermore, the generality of coalition models is a great conceptual asset, for it allows for a uniform treatment of effectivity in very different kinds of models. The algorithm provided in the next subsection will provide a uniform method for checking the truth of a formula in all these different models, and while there might be algorithms tailor-made for a particular model class which work with somewhat more efficient representations, the arguments presented suggest that such a gain in space efficiency will often not be dramatic enough to justify switching to a more restrictive model of ability.
3.3.2 Time Complexity of Model Checking

Let the size or length of a formula $\varphi$ be the number of its subformulas, i.e., we define $|\varphi| = |sf(\varphi)|$. As in normal modal logic, verifying the truth of a formula at a given state of a model can be done very efficiently, essentially in time linear in the size of the model times the size of the formula. Furthermore, as in normal modal logic, the algorithm is uniform for all models, i.e., the complexity is independent of the model class.

> **Theorem 3.7.** Given a Coalition Logic formula $\varphi$ and a coalition model $\mathcal{M}$, there is an algorithm for calculating $\varphi^\mathcal{M}$ which runs in time $O(|\mathcal{M}| \times |\varphi|)$.

**Proof.** Let $\mathcal{M} = ((S,E), V)$ and let $\varphi_1, \ldots, \varphi_n$ be the subformulas of $\varphi$ ordered according to length where $\varphi_n = \varphi$. So if $\varphi_i$ is a subformula of $\varphi_j$ we have $i < j$.

We show by induction on $k \leq n$ that we can determine all $\varphi_i^\mathcal{M}$ for $i \leq k$ in time $O(k \times |\mathcal{M}|)$. For $k = 1$, $\varphi$ must be an atom and $\varphi^\mathcal{M}$ is already part of the description of the model. For $k + 1$, we proceed by cases based on the structure of $\varphi_{k+1}$. The case for $\varphi_{k+1} = \neg \psi$ is immediate, so consider $\varphi_{k+1} = \alpha \lor \beta$ where we assume w.l.o.g. that $\alpha = \varphi_{k-1}$ and $\beta = \varphi_k$. Then the truth values of both $\alpha$ and $\beta$ can be determined globally in time $O(k \times |\mathcal{M}|)$ and hence the truth value of $\alpha \lor \beta$ can be determined in time $O(|S| + k \times |\mathcal{M}|)$. In case $\varphi_{k+1} = [C]\varphi_k$, after determining all the $\varphi_i^\mathcal{M}$ for $i \leq k$ in time $O(k \times |\mathcal{M}|)$, we check for every $sE_i^j, X$ whether $X \subseteq \varphi_k^\mathcal{M}$ which can be done in $O(|\mathcal{M}|)$. \qed

Note that contrary to what is suggested by the definition of $|\mathcal{M}|$, the time-complexity of model checking does not depend on the number of players in $N$. While adding an additional player will usually greatly increase $|\mathcal{M}|$ given that all subsets of players are considered, for model-checking we only need to investigate one subset per modality, not all of them. In other words, rather than considering all coalitions, it is sufficient to consider the worst-case coalition. This is analogous to Kripke models and standard normal modal logic: In case there are multiple accessibility relations for different agents, the time-complexity of model checking depends only on the worst-case accessibility relation.

3.4 Axiomatization

In this section, we shall axiomatize the validities of all the model classes introduced previously. Axiomatizations can be obtained by translating the appropriate effectivity function conditions into the language of Coalition Logic.

> **Definition 3.8 (Coalition Logic Axiomatics).** Given the set of players $N$, a *coalition logic for* $N$ is a set of formulas $\mathcal{A}$ which contains all propositional tautologies and which is closed under the rules of Modus Ponens and Monotonicity shown in figure 3.1 below.
3.4. Axiomatization

\[
\frac{\varphi \rightarrow \psi}{\psi} \quad \frac{\varphi \rightarrow \psi}{[C]\varphi \rightarrow [C]\psi}
\]

Figure 3.1: The two inference rules of Coalition Logic: Modus Ponens and Monotonicity

Which additional axioms need to be adopted will depend on the class of models under consideration. Given a coalition logic \( \Lambda \), we write \( \vdash_{\Lambda} \varphi \) for \( \varphi \in \Lambda \) and \( \Sigma \vdash_{\Lambda} \varphi \) if there exist \( \sigma_1, \ldots, \sigma_n \in \Sigma \) such that \( (\sigma_1 \land \ldots \land \sigma_n) \rightarrow \varphi \in \Lambda \). When the subscript \( \Lambda \) is omitted and we talk about \( \vdash \varphi \) and \( \Sigma \vdash \varphi \), we take \( \Lambda \) to be the smallest coalition logic. Finally, a set of formulas \( \Sigma \) is \( \Lambda \)-inconsistent iff \( \Sigma \vdash_{\Lambda} \bot \).

Call a coalition logic \( \Lambda \) sound with respect to a class of coalition models \( K \) if \( \Sigma \vdash_{\Lambda} \varphi \) implies \( \Sigma \models_{K} \varphi \), and complete if the converse holds.

Let \( \Lambda \) be any coalition logic. Via the standard argument of Lindenbaum's lemma (see e.g. [20]), every \( \Lambda \)-consistent set of formulas \( \Sigma \) can be extended to a maximally \( \Lambda \)-consistent set \( \Sigma' \supseteq \Sigma \) with the usual properties: (1) for every formula \( \varphi \), \( \varphi \in \Sigma' \) or \( \neg \varphi \in \Sigma' \), (2) \( \varphi \lor \psi \in \Sigma' \) iff \( \varphi \in \Sigma' \) or \( \psi \in \Sigma' \), and (3) if \( \Sigma' \vdash_{\Lambda} \varphi \) then \( \varphi \in \Sigma' \).

3.4.1 General Coalition Frames

As might be expected, ability in general coalition frames needs only the axioms of propositional logic. Let \( \Lambda \) be any coalition logic, let \( S^\Lambda \) be the set of all maximally \( \Lambda \)-consistent sets of formulas, and let \( \widehat{\varphi} := \{ s \in S^\Lambda | \varphi \in s \} \). Define the canonical \( \Lambda \)-model \( C^\Lambda = ((S^\Lambda, E^\Lambda), V^\Lambda) \) as follows:

\[
s \in V^\Lambda(p) \text{ if and only if } p \in s \quad s E^\Lambda_X \text{ if and only if } \exists \widehat{\varphi} \subseteq X : [C]\varphi \in s
\]

To see that \( E^\Lambda \) is well-defined, note first that \( E^\Lambda \) is outcome-monotonic. Furthermore, if \( \widehat{\varphi}_1 = \widehat{\varphi}_2 \), \( \vdash_{\Lambda} \varphi_1 \rightarrow \varphi_2 \) and so \( \vdash_{\Lambda} [C]\varphi_1 \rightarrow [C]\varphi_2 \) which implies that for all \( s \in S^\Lambda \), \( [C]\varphi_1 \in s \) iff \( [C]\varphi_2 \in s \). From our definition, one can easily prove the following truth lemma by induction.

\[\blacktriangledown \text{ Lemma 3.9.} \text{ For any maximally } \Lambda \text{-consistent set } s \in S^\Lambda \text{ and any formula } \varphi: C^\Lambda, s \models \varphi \text{ if and only if } \varphi \in s. \text{ Equivalently, } \varphi_{\Lambda} = \widehat{\varphi}.\]

\[\text{Proof.} \text{ For atomic formulas and for the boolean inductive steps, the argument is standard. For } [C]\varphi, \text{ suppose } s \in ([C]\varphi)^{\Lambda}, \text{ i.e., there is some } \widehat{\varphi}_0 \subseteq \varphi^{\Lambda} \text{ such that } [C]\varphi_0 \in s. \text{ Since by induction hypothesis } \varphi^{\Lambda} = \widehat{\varphi}, \vdash_{\Lambda} \varphi_0 \rightarrow \varphi \text{ and so using the monotonicity rule, } [C]\varphi \in s \text{ as well.}\]

Conversely, if \([C]|\varphi \in s\), given that \(\varphi^{\Lambda} = \psi\) by induction hypothesis, the result follows immediately.

Then using the following canonical model theorem, we obtain axiomatic completeness as a corollary.

\begin{itemize}
  \item Theorem 3.10. Every coalition logic \(\Lambda\) is sound and complete with respect to its canonical model \(C^\Lambda\).
\end{itemize}

\textbf{Proof.} Let \(\Lambda\) be any coalition logic. If \(\Sigma \not\models_{(C^\Lambda)} \varphi\), there is some maximally \(\Lambda\)-consistent set \(\Sigma' \in S^\Lambda\) such that \(C^\Lambda, \Sigma' \models \bigwedge \Sigma \land \neg \varphi\). By the truth lemma, \(\Sigma \subseteq \Sigma'\) and \(\varphi \notin \Sigma'\). Consequently, \(\Sigma' \not\models \varphi\) and hence also \(\Sigma \not\models \varphi\). For the converse, suppose \(\Sigma \not\models \varphi\), so \(\Sigma \cup \{\neg \varphi\}\) is \(\Lambda\)-consistent, and so there is a maximally \(\Lambda\)-consistent set \(\Sigma'' \in S^\Lambda\) with \(\Sigma \cup \{\neg \varphi\} \subseteq \Sigma''\) such that \(C^\Lambda, \Sigma'' \models \bigwedge \Sigma\) while \(C^\Lambda, \Sigma'' \not\models \varphi\), showing that \(\Sigma \not\models_{(C^\Lambda)} \varphi\).

\begin{itemize}
  \item Corollary 3.11. \(\Sigma \models \varphi\) iff \(\Sigma \models \varphi\).
\end{itemize}

3.4.2 Extensive Games with Simultaneous Moves

\begin{itemize}
  \item Definition 3.12 (\textsc{Play}). \textsc{Play} is the smallest coalition logic which contains all instances of the axioms shown in figure 3.2 below.
\end{itemize}

\begin{figure}[h]
\centering
\begin{tabular}{ll}
(N\perp) & \neg [N] \perp \\
(T) & \neg [\emptyset] \perp \rightarrow [C] \top \\
(\bot) & [C] \perp \rightarrow [C' \perp \text{ where } C' \subseteq C] \\
(N) & \neg [\emptyset] \neg \varphi \rightarrow [N] \varphi \\
(S) & ([\{C_1\}] \varphi_1 \land [\{C_2\}] \varphi_2) \rightarrow [C_1 \cup C_2] ([\varphi_1 \land \varphi_2]), \\
 & \text{where } C_1 \cap C_2 = \emptyset
\end{tabular}
\caption{The axiom schemas for weak playability.}
\end{figure}

Notice that the axioms are direct translations of the weak playability conditions into the modal language.

Now let \(\Lambda \supset \textsc{Play}\) and let \(S^\Lambda\) be the set of all maximally \(\Lambda\)-consistent sets of formulas. Define the canonical \(\Lambda\)-model \(C^\Lambda = ((S^\Lambda, E^\Lambda), V^\Lambda)\) as follows:

\[s \in V^\Lambda(p)\quad \text{if } p \in s\]
\[s E^\Lambda_{C\times X}\quad \text{if } \begin{cases} \exists \psi \subseteq X : [C] \psi \in s \text{ for } C \neq N \\
\forall \psi \subseteq X : [\emptyset] \psi \notin s \text{ for } C = N\end{cases}\]

Note that again \(E^\Lambda\) is outcome-monotonic by definition.

\begin{itemize}
  \item Lemma 3.13. \((S^\Lambda, E^\Lambda)\) is weakly playable.
\end{itemize}
3.4. Axiomatization

**Proof.** Straightforward. Consider, e.g., superadditivity. By lemma 2.19, we can assume that \( C_1 \cup C_2 \neq N \). For \( C_1 \cap C_2 = \emptyset \), assume that \([C_1] \varphi_1, [C_2] \varphi_2 \in s\) for \( \varphi_1 \subseteq X_1 \) and \( \varphi_2 \subseteq X_2 \). By the superadditivity axiom, \([C_1 \cup C_2](\varphi_1 \wedge \varphi_2) \in s\), and since \( \varphi_1 \wedge \varphi_2 \subseteq X_1 \cap X_2 \), we have \( sE^A_{C_1 \cup C_2}(X_1 \cap X_2) \).

**Theorem 3.14.** \textbf{Play} is sound and complete with respect to the class of all weakly playable coalition models: \( \Sigma \models_{\text{Play}} \varphi \iff \Sigma \vdash_{\text{Play}} \varphi \).

**Proof.** As before, we can prove the following truth lemma: For any maximally \( \Lambda \)-consistent set \( s \in S^\Lambda \) and any formula \( \varphi \): \( \mathcal{C}^\Lambda, s \models \varphi \iff \varphi \in s \). Equivalently, \( \varphi^\mathcal{C}^\Lambda = \widehat{\varphi} \). For the modality, it is sufficient to consider the case where \( C \neq N \), since \( sE^\Lambda_{\emptyset} X \) iff not \( sE^\Lambda_{\emptyset} \overline{X} \) and \( \vdash_{\text{Play}} [N] \varphi \iff \neg [\emptyset] \neg \varphi \). For \( C \neq N \), the proof is as in lemma 3.9. Next, one can show that every coalition logic \( \Lambda \supseteq \text{Play} \) is sound and complete with respect to its canonical model \( \mathcal{C}^\Lambda \). Since by lemma 3.13 the canonical model \( \mathcal{C}^\Lambda \) is weakly playable, we obtain completeness as a corollary.

The previous line of argumentation can also be modified to yield a completeness result for \textbf{MaxPlay}, the smallest coalition logic containing \textbf{Play} and the following maximality axiom \textbf{Max}:

\[ \neg [C] \neg \varphi \rightarrow [\overline{C}] \varphi \]

**Theorem 3.15.** \textbf{MaxPlay} is sound and complete with respect to the class of all maximal weakly playable coalition models: \( \Sigma \models_{\text{MaxPlay}} \varphi \iff \Sigma \vdash_{\text{MaxPlay}} \varphi \).

**Proof.** Let \( P \subseteq P(N) \) be such that it includes all \( C \subseteq N \) such that \( |C| < \frac{1}{2} |N| \) and in case \( |N| \) is even also randomly picked \( C \) with \( |C| = \frac{1}{2} |N| \) such that \( C \in P \) iff \( C \notin P \). Then \( P \) is closed under subsets and for all \( C \subseteq N \), \( C \in P \) iff \( \overline{C} \notin P \). Define the canonical model \( \mathcal{C}^\Lambda \) as before, except that

\[ sE^\Lambda_X \text{ iff } \begin{cases} \exists \varphi \subseteq X : [C] \varphi \in s & \text{for } C \in P \\ \forall \varphi \subseteq X : [\overline{C}] \varphi \notin s & \text{for } C \notin P \end{cases} \]

Then \( \mathcal{C}^\Lambda \) is maximal and weakly playable. We show the proof of the most difficult playability conditions:

1. Not \( sE^\Lambda_{\emptyset} \emptyset \) implies \( sE^\Lambda_{\emptyset} S^\Lambda \).

If not \( sE^\Lambda_{\emptyset} \emptyset \), then \( [\emptyset] \bot \notin s \) and by the axiom \((\top)\), \([C] \top \in s \). In case \( C \in P \), we are done. Otherwise, assume by reductio that \([\overline{C}] \bot \in s \). Then by superadditivity, \([N] \bot \in s \), a contradiction.

2. \( sE^\Lambda_{\emptyset} \emptyset \) and \( D \subseteq C \) imply \( sE^\Lambda_D \emptyset \).
Four cases can be distinguished: (i) \( C, D \in P \), the simple case.

(ii) \( C, D \notin P \). Suppose by reductio that \( \exists \phi \subseteq S \) such that \([D] \phi \in s\) and furthermore \([C] \top \notin s\). By the maximality axiom, \([C] \bot \in s\) and so by axiom (\( \bot \)), \([D] \bot \in s\). By superadditivity then, \([N] \bot \in s\), a contradiction.

(iii) \( C \in P, D \notin P \). Then \([C] \bot \in s\) and so by axiom (\( \bot \)) also \([D] \bot \in s\). Now suppose by reductio that there is some \( \phi \) such that \([D] \phi \in s\). Then by superadditivity, \([N] \bot \in s\), a contradiction.

(iv) \( D \in P, C \notin P \). Then for all \( \phi \) we have \([C] \phi \notin s\) and in particular, \([C] \top \notin s\). By maximality, \([C] \bot \in s\) and hence also \([D] \bot \in s\).

(3) Superadditivity: \( sE_{C_1}^A X_1 \) and \( sE_{C_2}^A X_2 \) imply \( sE_{C_1 \cup C_2}^A (X_1 \cap X_2) \), provided \( C_1 \cap C_2 = \emptyset \).

As the following table shows, in principle there are 8 possible cases, but only cases (1) and (4) need to be proved.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th>comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_1</td>
<td>C_2</td>
<td>C_1 \cup C_2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>implied by (1)</td>
</tr>
<tr>
<td>(2)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>impossible</td>
</tr>
<tr>
<td>(3)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>impossible</td>
</tr>
<tr>
<td>(4)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>impossible</td>
</tr>
<tr>
<td>(5)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>impossible</td>
</tr>
<tr>
<td>(6)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>impossible</td>
</tr>
<tr>
<td>(7)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>impossible</td>
</tr>
<tr>
<td>(8)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>impossible</td>
</tr>
</tbody>
</table>

Due to the construction of \( P \), three cases are impossible, for if one coalition is not in \( P \), the union cannot be in \( P \) either. Similarly, it is impossible that both coalitions fail to be in \( P \), for in that case they cannot be disjoint. Case (2) on the other hand is implied by (1) and the fact that \( \exists \phi \subseteq X : [C] \phi \in s \) implies \( \forall \phi \subseteq X : [C] \phi \notin s \) (using axioms S and N\( \bot \)).

Since case (1) is simple to take care of, consider case (4): \( \exists \phi_1 \subseteq X_1 : [C_1] \phi_1 \in s \) and using maximality, \( \forall \phi_2 \subseteq X_2 : [C_2] \phi_2 \in s \). If we assume by reductio that \( \exists \delta \subseteq X_1 \cap X_2 \) such that \([C_1 \cup C_2] \delta \in s\), then since \( \delta \land \phi_1 \subseteq X_2 \), \([C_2] \neg (\delta \land \phi_1) \in s\). By two applications of the superadditivity axiom, \([C_1 \cup C_2] (\phi_1 \land \neg \delta) \in s \) and so \([N] \bot \in s \) so that \( s \) would be inconsistent.

3.4.3 Extensive Games without Simultaneous Moves

**Definition 3.16 (Ind).** Ind is the smallest coalition logic which includes Play and the following axiom (D)

\[
[N] \phi \rightarrow \bigvee_{i \in N} [i] \phi.
\]
3.4. Axiomatization

Let $\Lambda \supseteq \text{Ind}$. We again consider the set of maximally $\Lambda$-consistent sets of formulas $S^\Lambda$. The axiom states that whenever something is possible at all, there must be some individual who can bring it about. Note that in case $|N| = 1$, the axiom is a tautology, and hence also axiomatically, $\text{ind} = \text{Play}$. As it turns out, a more general version of axiom (D) holds:

$\blacktriangleright$ **Lemma 3.17.** For all $C \neq \emptyset$, $\vdash_{\text{Ind}} [C]\varphi \rightarrow \bigvee_{i \in C}[i]\varphi$.

**Proof.** We show that every $s \in S^\Lambda$ contains the formula, call it $\delta$. If $[\emptyset] \bot \in s$, $\delta \in s$ by axiom $(\bot)$, so assume that $[\emptyset] \bot \notin s$.

Claim 1: For all $D \subseteq N$, $[D]\varphi \rightarrow \neg[D^{-}\varphi] \in s$. This follows from the superadditivity axiom (8).

Claim 2: For all $D \subseteq N$, $\neg[D^{-}\varphi] \rightarrow [D^-]\varphi \in s$. Assume by reductio that $\neg[D^{-}\varphi] \rightarrow [D^-]\varphi \in s$. Using coalition monotonicity and $N$-maximality, we have $[N^{-}\varphi] \rightarrow \neg[\bot] \in s$. By axiom (D), $[i, [i^{-}\varphi] \rightarrow \neg[\bot] \in s$. Note that the same player has to be able to force both $\varphi$ and $\neg[\bot]$, for two distinct players would be able to force $\bot$ using superadditivity. Now in case $i \in D$, coalition monotonicity gives us $[i, [i^{-}\varphi] \in s$, otherwise we get $[i, \bot] \in s$, hence both cases lead to a contradiction.

To see that $\delta \in s$, assume by reductio that $[C] \varphi \in s$ and there is some $i \notin C$ such that $[i] \varphi \in s$ whereas for all $j \in C$ we have $[j] \varphi \notin s$. By claim 2, for all $j \in C$ we have $[N^{-}\{j\}] \varphi \in s$ and hence also $[N^{-}\varphi] \in s$. Using axiom (D), there must be some $j \in N$ such that $[j^{-}\varphi] \in s$. Since $[i] \varphi \notin s$, we must have $i = j$, for otherwise the superadditivity axiom would allow us to derive $[\{i, j\}] \bot \in s$. Now since $i \notin C$, by coalition-monotonicity we have $[C] \varphi \notin s$, and finally by claim 1, $[C] \varphi \notin s$, a contradiction.

The crucial lemma needed for the completeness proof is that every nonterminal $s \in S^\Lambda$ has a local dictator.

$\blacktriangleright$ **Lemma 3.18.** For any $s \in S^\Lambda$ such that $\neg[\emptyset] \bot \in s$, there is some $d_s \in N$ such that for all formulas $\varphi$, if $[N] \varphi \in s$ then $[d_s] \varphi \in s$.

**Proof.** Let $\neg[\emptyset] \bot \in s \in S^\Lambda$. Assume by reductio that for every $i \in N = \{1, \ldots, n\}$ there is some formula $\varphi_i$ such that $[N] \varphi_i \in s$ and $[i] \varphi_i \notin s$. By axiom (D), for every $i \in N$ we have $[f(i)] \varphi_i \in s$, where $f : N \rightarrow N$ such that $f(i) \neq i$. Let $f^k(m)$ denote $k$ applications of $f$ to $m$. When considering the sequence $1, f(1), f^2(1), \ldots$, there must be a smallest cycle of length $k$ such that for some $m, m = f^k(m)$ and no element in the sequence $m, f(m), \ldots, f^{k-1}(m)$ occurs more than once. So if $C = \{m, f(m), \ldots, f^{k-1}(m)\}$, we have $[f(m)] \varphi_m, \ldots, [f^k(m)] \varphi_{f^{k-1}(m)} \in s$ and by superadditivity $[C] (\varphi_m \wedge \ldots \wedge \varphi_{f^{k-1}(m)}) \in s$. By the previous lemma, there must be some $i \in C$ such that $[i] (\varphi_m \wedge \ldots \wedge \varphi_{f^{k-1}(m)}) \in s$. However we cannot have $i = m$, since $[m] \varphi_m \notin s$, and similarly $i$ cannot be $f(m)$ for some $r < k$, since $[f^r(m)] \varphi_{f^r(m)} \notin s$. Thus we obtained our contradiction.
The presence of a (local) dictator essentially turns coalition models into Kripke models. The completeness proof below should be seen as a translation of the completeness proof for normal modal logic into the coalitional setup. The same holds for the following existence lemma:

Lemma 3.19. For all \( s \in S^\Lambda \) with \( \neg \Box \bot \), \([C] \varphi \in s\) and \( d_s \in C\), there is some \( x \in \bar{\varphi} \) such that for all \( \delta \in x \), \([C] \delta \in s\).

**Proof.** Let \( x_0 = \{ \varphi \} \cup \{ \delta | [C] \delta \in s \} \). Assume by reductio that \( x_0 \) is inconsistent, i.e., \( \vdash_{\Lambda} \bigwedge \Delta \rightarrow \bot \) where w.l.o.g. \( \Delta = \{ \varphi, \delta_1, \ldots, \delta_n \} \). This would mean that \([C] \varphi, [C] \delta_1, \ldots, [C] \delta_n \in s\), and hence using the previous lemma, we have \([\emptyset] \delta_i \in s\) for \( 1 \leq i \leq n \). Using the superadditivity axiom, we then obtain \([C] (\varphi \land \delta_1 \land \ldots \land \delta_n) \in s\). Since \( \bigwedge \Delta \) implies \( \bot \) this means that \([C] \bot \in s\) which contradicts our assumption that \([\emptyset] \bot \not\in s\). This shows that \( x_0 \) is indeed consistent.

Consequently, \( x_0 \) can be extended to a maximally \( \Lambda \)-consistent set \( x \supseteq x_0 \) which satisfies the condition: take any \( \delta \in x \) and assume by reductio that \([C] \delta \not\in s\). Then \([C] \neg \delta \in s\) and hence \( \neg \delta \in x \supseteq x \), contradicting the consistency of \( x \).

Theorem 3.20. \textbf{Ind} is sound and complete with respect to the class of all weakly individualistic coalition models: \( \Sigma \vdash_{\text{Ind}} \varphi \) if and only if \( \Sigma \models_{\text{Ind}} \varphi \).

**Proof.** For any coalition logic \( \Lambda \supseteq \text{Ind} \), we again consider the set of maximally \( \Lambda \)-consistent sets of formulas \( S^\Lambda \), and we link to every state \( s \in S^\Lambda \) a strategic game \( G(s) \). If \([\emptyset] \bot \in s\), \( G(s) \) will be an empty game with \( G(s) = \{ i \in N | [i] \bot \in s \} \). If \([\emptyset] \bot \not\in s\), \( G(s) \) will be a dictatorship with dictator \( d_s \) (provided by the previous lemma). The dictatorship will be captured by the accessibility relation \( R^\Lambda \subseteq S \times S \) where \( d_s \) can choose from all the states \( t \) such that \( sR^\Lambda t \). We define \( sR^\Lambda \varphi \) iff for all \( \varphi, \varphi \in t \) implies \([N] \varphi \in s\). In order for this dictatorship to be well-defined, we need to check that there is some \( t \) such that \( sR^\Lambda \varphi \) which follows from the existence lemma.

Now we can construct the canonical model \( \mathcal{C}^\Lambda = ((S^\Lambda, \{ E^\Lambda_C | C \subseteq N \}), V^\Lambda) \) as usual, with \( sE^\Lambda_X \varphi \) iff coalition \( C \) is \( \alpha \)-effective for \( X \) in \( G(s) \). Using the existence lemma, the truth lemma can then be established, and the completeness proof continues as before.

**3.5 Modal Logic as Coalition Logic**

**3.5.1 One-Player Games: Normal Modal Logic**

In case the set of players \( N \) is a singleton, coalition models \( \alpha \)-correspond to Kripke models: The strategic game associated with each state will trivially be a (possibly empty) dictatorship and hence the extensive game without simultaneous moves to which the coalition frame \( \alpha \)-corresponds is a Kripke model, the local
dictator being the same at every state. In terms of modalities, \( \Box \varphi \) in modal logic corresponds to \([\emptyset] \varphi\) in coalition logic, and \( \Diamond \varphi \) corresponds to \([N] \varphi\). Using this identification, the validities of Kripke models are precisely the validities of \(1-\text{Play}\). This is also the point where it should become clear why in our definition of an empty strategic game we have insisted that some player must lose, for if we had allowed all players to win, there would have been terminal states where \( \Diamond \bot \) is true, contrary to the semantics of modal logic. This correspondence for which we argued semantically can also be established axiomatically.

**Definition 3.21 (Modal Logic K).** \( K \) is the smallest set of formulas which includes all propositional tautologies and the axioms of figure 3.3, and which is closed under the rules of Modus Ponens and Monotonicity (for \( \square \) only).

\[
\begin{align*}
(1) \quad & \Diamond \varphi \iff \neg \Box \neg \varphi \\
(2) \quad & (\Box \varphi \land \Box \psi) \rightarrow \Box (\varphi \land \psi) \\
(3) \quad & \Box T
\end{align*}
\]

**Figure 3.3: Axioms of \( K \)**

The logic \( K \) is sound and complete with respect to the class of all Kripke models [32]. The complexity of the satisfiability problem over the class of all Kripke models is PSPACE-complete [20].

**Theorem 3.22.** \( K = 1-\text{Play} \)

**Proof.** By induction on the length of a derivation, it can easily be shown that \( K = 1-\text{Play} \) whose axioms we have given below, writing \([\emptyset] \varphi\) as \( \Box \varphi \) and \([N] \varphi\) as \( \Diamond \varphi \), and omitting those axioms which are consequences of the ones presented.

\[
\begin{align*}
\neg \Diamond \bot \\
\Box \varphi \land \Box \psi & \rightarrow \Box (\varphi \land \psi) \\
\neg \Box \neg \varphi & \rightarrow \Diamond \varphi \\
\Diamond \varphi \land \Box \psi & \rightarrow \Diamond (\varphi \land \psi)
\end{align*}
\]

\[\square\]

### 3.5.2 Two-Player Games: Non-Normal Modal Logic

Moving from 1-player games to 2-player games corresponds to moving from normal to non-normal modal logic. Non-normal modal logics describe *neighborhood models* \( \mathcal{M} = ((S,N), V) \) which are almost like coalition models except that they contain only a single effectivity function, i.e., \( N : S \rightarrow \mathcal{P}(\mathcal{P}(S)) \). We assume here that for all \( s \in S \), \( N(s) \) is monotonic: \( X \in N(s) \) implies \( X' \in N(s) \) provided that \( X \subseteq X' \). \( \Box \varphi \) will be true at \( s \) if there is a neighborhood of \( s \) such that every state in that neighborhood makes \( \varphi \) true:

\[
\mathcal{M}, s \models \Box \varphi \iff \{ t \in S \mid \mathcal{M}, t \models \varphi \} \in N(s) \tag{3.1}
\]

It can be shown that for these monotonic neighborhood models, the set of valid formulas is axiomatized by the following logic \( \mathcal{M} \):
Definition 3.23 (Modal Logic M). M is the smallest set of formulas which
contains all propositional tautologies and the Box-Diamond duality axiom \( \Diamond \varphi \leftrightarrow 
\neg \Box \neg \varphi \), and which is closed under the rules of Modus Ponens and Monotonicity
(for \( \Box \) only).

The complexity of the satisfiability problem over the class of all monotonic neigh-
borhood models is NP-complete [120].

Consider now the coalition logic \( 2 - \text{MaxPlay} \). The following theorem shows
that the logic M is nothing but the individual fragment of \( 2 - \text{MaxPlay} \). We will
have more to say about individual fragments in general in section 3.7.

Theorem 3.24. Identifying \([1] \varphi \) with \( \Diamond \varphi \) and \([2] \varphi \) with \( \Box \varphi \), we have \( M = 2 - \text{MaxPlay} \cap \{ \varphi | \text{if } C \text{ occurs in } \varphi \text{ then } |C| = 1 \} \).

Proof. \( M \subseteq 2 - \text{MaxPlay} \): The only non-obvious case is showing that \([1] \varphi \rightarrow
\neg [2] \neg \varphi \in 2 - \text{MaxPlay} \) which follows from superadditivity. Conversely, for every
formula \( \varphi \) containing only the two singleton coalitions, \( \varphi \in 2 - \text{MaxPlay} \) implies \( \varphi \in M \). Given a neighborhood model \( M = ((S, N), V) \) satisfying \( \neg \varphi \), construct a
maximal weakly playable coalition model \( M' = ((S, E), V) \) such that \( sE_{(2)} X \) iff \( X \in N(s) \) and \( sE_{(1)} X \) iff \( \overline{X} \notin N(s) \). By corollary 2.13 of the previous chapter,
this can be done, and hence \( M' \) satisfies \( \neg \varphi \), showing that \( \varphi \notin 2 - \text{MaxPlay} \).

3.6 Complexity II: Satisfiability

Probably the most important decision problem associated with modal logics is the
satisfiability problem: Given a set of agents \( N \) and a modal formula \( \varphi \), how much
time or space does it take to find out whether or not the formula is satisfiable? We
will look at the complexity of the satisfiability problem for the various coalition
logics discussed.

The game-theoretic question associated with the satisfiability problem is the
following: Given a certain specification of requirements as to what various groups
of players can achieve after some moves, is there a game of a particular kind which
satisfies this specification? Thus, whereas the model-checking problem captures
game analysis, the satisfiability problem captures game synthesis. Questions of
game synthesis play a role in implementation theory, where, e.g., one wants to
know whether a particular set of rights can be decentralized into some game form.
It will have more to say about this issue in chapter 5.

A few remarks concerning the size of the set of agents \( N \) and the role it
plays in the following results. We are interested in satisfiability of a formula \( \varphi \) in
a given model class \( K \) for a fixed set of agents \( N \), which we shall abbreviate as
\( Sstl(\varphi, K, N) \). The results below are ordered according to the various model classes
under investigation, and the results are uniform for all \( N \), i.e., the results hold for
all \( N \). This does not mean, however, that the complexity of checking satisfiability
is independent of the number of players. It only means that different sizes of $N$

and not yield different complexity classes. Still, the degree of some polynomial

which describes the running time will usually depend on $|N|$, as an inspection of

the proofs of the results shows.

A different satisfiability question is the following: Given a class of mod-

eels $K$ and a formula $\varphi$, is there some $N \geq N(\varphi)$ for which $\varphi$ is $K$-
satisfiable ($Sat(\varphi, K)$)? In contrast to the earlier problem, $N$ is not a fixed input param-
eter in this case. Using theorem 3.3, however, $Sat(\varphi, K)$ can easily be reduced to

$Sat(\varphi, K, N)$. For $Mon$, we have $Sat(\varphi, Mon)$ iff $Sat(\varphi, Mon, N(\varphi))$, so we only

need to check satisfiability for one particular $N$, the set of players which con-
tains precisely the agents mentioned in $\varphi$. For $K \in \{Play, MaxPlay, Ind\}$, we have

$Sat(\varphi, K)$ iff $Sat(\varphi, K, N(\varphi))$ or $Sat(\varphi, K, N(\varphi) \cup \{i\})$ for some $i \notin N(\varphi)$. Hence,

we need to check at most two different $N$ to find out whether there is any $N$
such that $Sat(\varphi, K, N)$. Consequently, the two decision problems $Sat(\varphi, K, N)$

and $Sat(\varphi, K)$ are of the same order of complexity.

3.6.1 General Ability

General coalition models are multi-modal generalizations of neighborhood models.

Since there is no coalitional interaction at all, none of the typical coalitional

principles such as superadditivity is valid, and the complexity of the satisfiability

problem is the same as in the case of non-normal modal logics. The result that

classical modal systems have an NP-complete satisfiability problem can easily be

lifted to its multi-modal generalization of Coalition Logic.

The heart of the algorithm relies on lemma 3.25 which reduces the satisfiability

of $\varphi$ to the satisfiability of certain combinations of subformulas of $\varphi$ which have

smaller modal depth.

Let $sf(\varphi)$ be the set of subformulas of $\varphi$, and let $Cl(\varphi) = sf(\varphi) \cup \{-\delta|\delta \in

sf(\varphi)\}$. Note that $Cl(\varphi)$ is finite and that it is still closed under subformulas and

and their negations. A semi-valuation for $\varphi$ is a function $v : Cl(\varphi) \rightarrow \{0, 1\}$ such that

(1) $v(\psi) = 1$ if $v(\neg \psi) = 0$, (2) $v(\psi_1 \lor \psi_2) = 1$ if $v(\psi_1) = 1$ or $v(\psi_2) = 1$, (3)

$v(\bot) = 0$, and (4) $v(\varphi) = 1$.

The following lemma provides the crucial link between satisfiability of a for-

mula and satisfiability of its subformulas. The condition of the lemma captures

outcome-monotonicity in terms of semi-valuations.

**Lemma 3.25.** A formula $\varphi$ is satisfiable iff there exists a semi-valuation $v$ for $\varphi$

such that if $[C]^{\psi_1}, [C]^{\psi_2} \in Cl(\varphi)$, $v([C]^{\psi_1}) = 1$ and $v([C]^{\psi_2}) = 0$ then $\psi_1 \land \neg \psi_2$ is satisfiable.

**Proof.** From left to right, suppose $\varphi$ is satisfiable in a coalition model $M =

((S, E), V)$ at state $s \in S$. Then $v$ defined by $v(\psi) = 1$ iff $M, s \models \psi$ is a

semi-valuation for $\varphi$, and it will satisfy the condition in virtue of $E(s)$ being

outcome-monotonic.
From right to left, suppose we have a semi-valuation \( v \) satisfying the condition. This means that for every \( [C]\psi_1, [C]\psi_2 \in \text{Cl}(\varphi) \) which meet the condition, there is a model \( \mathcal{M} \) and a state \( s \) such that \( \mathcal{M}, s \models \psi_1 \land \neg \psi_2 \). Thus, we have a sequence of models \( \mathcal{M}_1, \ldots, \mathcal{M}_n \) and a sequence of states \( s_1, \ldots, s_n \) which serve as witnesses to the condition. We can assume w.l.o.g. that the universes of these models are pairwise disjoint, i.e., for all \( \mathcal{M}_i = ((S_i, E_i), V_i) \) and \( \mathcal{M}_j = ((S_j, E_j), V_j) \) with \( i \neq j \) we have \( S_i \cap S_j = \emptyset \). To simplify notation, we shall also use \( V_i(\psi) \) for \( \psi^{\mathcal{M}_i} \) when \( \psi \) is not atomic.

We will now construct a model \( \mathcal{M} = ((S, E), V) \) satisfying \( \varphi \) which is roughly the union of the \( \mathcal{M}_i \) models. For a new state \( s_0 \) which shall correspond to \( v \), let \( S = \{ s_0 \} \cup \bigcup_{i \geq 0} S_i \). Let \( V_0 : \text{Cl}(\varphi) \to \mathcal{P}(\{ s_0 \}) \) be defined as \( V_0(\psi) = \{ s_0 \} \) if \( v(\psi) = 1 \) and \( \emptyset \) otherwise. Let \( J : \text{Cl}(\varphi) \to \mathcal{P}(S) \) be defined by \( J(\psi) = \bigcup_{i \geq 0} V_i(\psi) \). By construction, \( J(\neg \psi) = S \setminus J(\psi) \) and \( J(\psi_1 \lor \psi_2) = J(\psi_1) \cup J(\psi_2) \).

To complete the definition of our newly constructed model, let \( V(p) = J(p) \) for \( p \in \Phi_0 \), and for \( s \neq s_0 \), let \( E(s) \) be defined as follows:

\[
s_0 E_{C} X \quad \text{iff} \quad \exists [C]\psi \in \text{Cl}(\varphi) : J(\psi) \subseteq X \quad \text{and} \quad \mathcal{M}_n, s_0 \models [C]\psi
\]

For \( s_0 \), we use an analogous definition in terms of the semi-valuation \( v : E(s_0) \) is defined as above, except that we replace the last conjunct by \( v([C]\psi) = 1 \). Clearly, \( \mathcal{M} \) is outcome-monotonic.

Claim 1: If \([C]\psi \in \text{Cl}(\varphi)\) and \( s_0 E_{C} J(\psi) \) for \( a > 0 \), then \( \mathcal{M}_n, s_0 \models [C]\psi \). The proof uses the monotonicity of \( \mathcal{M}_n \).

Claim 2: If \([C]\psi \in \text{Cl}(\varphi)\) and \( s_0 E_{C} J(\psi) \), then \( v([C]\psi) = 1 \). The proof uses the main condition of the lemma.

To show that \( \mathcal{M}, s_0 \models \varphi \), we show that for all \( \psi \in \text{Cl}(\varphi) \), \( V(\psi) = J(\psi) \). The proof is by induction on \( \psi \), and base case and boolean cases are immediate. Let \( s_0 \in J([C]\psi) \). Depending on \( a \), this either means that \( \mathcal{M}_n, s_0 \models [C]\psi \) or that \( v([C]\psi) = 1 \). In both cases, \( s_0 E_{C} J(\psi) \) holds and by induction hypothesis, \( s_0 E_{C} V(\psi) \) and hence \( s_0 \in V([C]\psi) \). Similarly for the converse direction, using claim 1 and 2.

\textbf{Theorem 3.26.} The satisfiability problem for \textit{Mon} is NP-complete.

\textbf{Proof.} As for the lower bound, since Coalition Logic includes propositional logic, it must be NP-hard. As for the upper bound, we can write a nondeterministic algorithm which guesses a semi-valuation and checks for satisfiability recursively. If \(|s(\varphi)| = n\), the size of \( \text{Cl}(\varphi) \) is \( 2^n \) and hence at most \( 4n^2 \) formulas of the form \( \psi_1 \land \neg \psi_2 \) need to be checked recursively. Note that it is sufficient to construct the closure \( \text{Cl}(\varphi) \) once for \( \varphi \) only, since \( \text{Cl}(\psi_1 \land \neg \psi_2) \) does not contain any coalitional formulas \([C]\delta \) beyond those already present in \( \text{Cl}(\varphi) \). The satisfiability of all these formulas \( \psi_1 \land \neg \psi_2 \) can be checked according to increasing modal depth using dynamic programming techniques [35]. Hence the algorithm runs in nondeterministic polynomial time.
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3.6.2 Extensive Games with Simultaneous Moves

As in the previous case, the lower bound is the easy direction.

**Theorem 3.27.** The satisfiability problem for $\text{Play}$ is $\text{PSPACE}$-hard.

**Proof.** First, recall that we have shown in section 3.5 that the normal modal logic $\mathcal{K} = 1\text{--Play}$. Second, if $N$ is any nonempty set of players, for every formula $\varphi$ of $1\text{--Play}$, $\varphi \in 1\text{--Play}$ iff $\varphi^o \in \text{Play}$, where $\varphi^o$ is the same as $\varphi$ except that coalition $N$ is substituted for coalition $\{1\}$. Inspecting the axioms, one sees that $\varphi \in 1\text{--Play}$ implies that $\varphi^o \in \text{Play}$. For the other direction, if $\varphi \not\in 1\text{--Play}$, there is a coalition model $\mathcal{M}_1$ satisfying $\neg\varphi$. $\mathcal{M}_1$ $\alpha$-corresponds to a Kripke model $\mathcal{M}_K$, where player 1 makes the choices at every state. $\mathcal{M}_K$ can also be viewed as an $N$-player game in which the ability of coalition $N$ coincides with the ability of player 1. As a consequence, the coalition model for $N$ which $\alpha$-corresponds to $\mathcal{M}_K$ will satisfy $\neg\varphi^o$.

As a result, there is a polynomial time translation from $\varphi$ into a formula $\varphi^o$ such that $\varphi \in \mathcal{K}$ iff $\varphi^o \in \text{Play}$, where the length of $\varphi^o$ is polynomial in the length of $\varphi$. Hence the satisfiability problem of $\mathcal{K}$ is polynomial time reducible to the satisfiability problem of Coalition Logic over $\text{Play}$. Since by Ladner's theorem [79], the satisfiability problem for $\mathcal{K}$ is $\text{PSPACE}$-hard, the satisfiability problem of Coalition Logic over weakly playable models is $\text{PSPACE}$-hard as well.

For the upper bound, as with general coalition models, we make use of a central lemma which allows us to tackle the satisfiability problem recursively. The only difference is that the conditions of the lemma are more complex since they need to capture playability rather than simply monotonicity. Also, subformulas are not enough anymore for the closure: Let

$$X_\varphi = sf(\varphi) \cup \{[N] \neg \delta | [\emptyset] \delta \in sf(\varphi)\} \cup \{[\emptyset] \neg \delta | [N] \delta \in sf(\varphi)\} \cup \{[C] \top, [C] \bot | C \subseteq N\}$$

and set $Cl(\varphi) = \{\bot, \top\} \cup X_\varphi \cup \{-\delta | \delta \in X_\varphi\}$. Note that $Cl(\varphi)$ is still finite and closed under subformulas and their negations. Since the following lemma is quite technical, we present it in some detail even though the structure of the proof follows that of lemma 3.25.

**Lemma 3.28.** A formula $\varphi$ is satisfiable in a weakly playable coalition model iff there exists a semi-valuation $e$ for $\varphi$ such that the following five conditions hold:

1. $e([N] \bot) = 0$.
2. If $e([C] \bot) = 1$ and $C' \subseteq C$ then $e([C'] \bot) = 1$.
3. If $[\emptyset] \psi_1, [C] \psi_2 \in Cl(\varphi)$ and $e([\emptyset] \psi_1) = e([C] \psi_2) = 0$, then $\psi_1 \lor \neg \psi_2$ is satisfiable.
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4. If \( \emptyset \models \psi_1 \lor (N \models \psi_2 \in Cl(\varphi) \mbox{ and } v(\emptyset) = v(N) = 0 \), then \( \neg \psi_1 \land \neg \psi_2 \) is satisfiable.

5. If \( (C \models \psi_1 \lor \ldots \lor (C \models \psi_k \in Cl(\varphi) \mbox{ and } \forall i \neq j : C_i \cap C_j = \emptyset \mbox{, } C = \bigcup C_i \),
\( v(C) = 0 \) and \( \forall i : v(C_i) = 1 \), then \( \neg \psi \land \bigwedge \psi_i \) is satisfiable.

\textbf{Proof.} From left to right, suppose \( \varphi \) is satisfiable in a weakly playable coalition model \( \mathcal{M} = ((S, E), V) \) at state \( s \in S \). Then \( v \) defined by \( v(\emptyset) = 1 \) if \( \mathcal{M}, s \models \psi \) is a semi-valuation for \( \varphi \), and it will satisfy the five conditions in virtue of \( E(s) \) being weakly playable. Suppose, e.g., that \( v(\emptyset) = v(N) = 0 \), i.e., \( \mathcal{M}, s \models \neg \emptyset \models \neg N \models \neg \psi_2 \). By N-maximality, \( \mathcal{M}, s \models [N] \models \neg \psi_1 \mbox{ and hence } \neg \psi_1 \land \neg \psi_2 \) must be satisfiable. Similarly for the other conditions.

From right to left, suppose we have a semi-valuation \( v \) satisfying the five conditions. This means that we have a sequence of models \( \mathcal{M}_1, \ldots, \mathcal{M}_n \) and a sequence of states \( s_1, \ldots, s_n \) which serve as witnesses to the five conditions. To simplify notation, we also use \( V_i(\psi) \) for \( v^\mathcal{M} \), when \( \psi \) is not atomic.

We will now construct a model \( \mathcal{M} = ((S, E), V) \) satisfying \( \varphi \) which is roughly the union of the \( \mathcal{M}_i \) models. For a new state \( s_0 \) which is not a member of \( v \), let \( S = \{ s_0 \} \cup \bigcup_{i \geq 0} S_i \). Let \( V_0 : Cl(\varphi) \to \mathcal{P}(\{s_0\}) \) be defined as \( V_0(\psi) = \{ s_0 \} \) if \( v(\psi) = 1 \) and \( \emptyset \) otherwise. Let \( J : Cl(\varphi) \to \mathcal{P}(S) \) be defined by \( J(\psi) = \bigcup_{i \geq 0} V_i(\psi) \).

To complete the definition of our newly constructed model, let \( V(p) = J(p) \) for \( p \in \Phi_0 \). For \( s \neq s_0 \) and \( C \neq N \), let \( E(s) \) be defined as follows:

\begin{align*}
\text{if } s \models C \text{ then } E(s) & := (\exists C \models \psi_1 \land \ldots \land C_k \models \psi_k \in Cl(\varphi) : ) \setminus (C = \bigcup C_i) \wedge \neg j : j \neq i : C_i \cap C_j = \emptyset \wedge \bigwedge \psi_i \wedge \bigwedge s \models J(\psi_i) \subseteq X, \text{ and (4) } s \models \bigwedge \psi_i \wedge \bigwedge s \models J(\psi_i).
\end{align*}

Note that in the above, \( k \) may be 1, in which case the right hand side reduces to \( \exists C \models \psi_1 \in Cl(\varphi) \) such that \( J(\psi_1) \subseteq X \) and \( s \models J(\psi) \). For the set of all players, we define \( s \models E_X \) if and only if \( s \models E_X \).

For \( s_0 \), we use an analogous definition in terms of the semi-valuation \( v \). For \( C \neq N \), \( E(s_0) \) is defined as above, except that we replace condition (4) by \( \forall i : v(C_i) = 1 \). Again, we define \( s \models E_X \) if and only if \( s \models E_X \).

\( \mathcal{M} \) is weakly playable at every state \( s_0 \). For \( s \neq s_0 \), the playability conditions either hold by definition or they are essentially inherited from \( \mathcal{M}_n \). For \( s_0 \), the first three conditions of the lemma are used.

- Claim 1: If \( C \neq N \), \( C \models \psi \in Cl(\varphi) \), and \( s \models E_C \) for \( a > 0 \), then \( \mathcal{M}_a, s \models C \models \psi \). The proof uses superadditivity and monotonicity of \( \mathcal{M}_a \).

- Claim 2: If \( C \neq N \), \( C \models \psi \in Cl(\varphi) \), and \( s \models E_C \) for \( a > 0 \), then \( v(C) = 1 \). Suppose \( \exists C \models \psi_1 \land \ldots \land C_k \models \psi_k \in Cl(\varphi) \) such that \( J(\psi_i) \subseteq J(\psi) \), and assume by reductio that \( v(C) = 0 \), then \( \forall i : v(C_i) = 1 \). Then using condition 5 of the lemma, \( \neg \psi \land \bigwedge \psi_i \) is satisfiable, and so for some \( a \) we must have \( \mathcal{M}_a, s \models \neg \psi \land \bigwedge \psi_i \), contradicting the fact that \( \bigwedge J(\psi_i) \subseteq J(\psi) \).
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To show that $\mathcal{M}, s_0 \models \varphi$, we show that for all $\psi \in Cl(\varphi)$, $V(\psi) = J(\psi)$. For $C \neq N$, the argument is as before. For $C = N$, condition 4 of the lemma is used. Suppose $s_n \in V([N] \psi)$, i.e., $s_n \notin V([\emptyset] \neg \psi)$, and hence by the previous argument $s_n \notin J([N] \neg \psi)$. In the case that $s_n \neq s_0$, $\mathcal{M}_n, s_n \notin [\emptyset] \neg \psi$, and $N$-maximality gives $s_n \in J([N] \psi)$. In case $s_n = s_0$, $v([\emptyset] \neg \psi) = 0$. Now if we assume by reductio
that $v([N] \psi) = 0$, condition 4 of the lemma would make $\psi \land \neg \psi$ satisfiable, a contradiction, and so $v([N] \psi) = 1$, establishing $s_0 \in J([N] \psi)$. The other direction makes use of conditions 1 and 5.

**Theorem 3.29.** The satisfiability problem for Play is in PSPACE.

**Proof.** Consider the following description of the satisfiability game/algorithm for formula $\varphi$:

Game Sat($\varphi$)
1) construct $Cl(\varphi)$
2) $\exists$-player: choose an appropriate semi-valuation $v$ for $\varphi$
3) if $\varphi$ contains no modalities, $\exists$-player wins; otherwise:
4) $\forall$-player: choose a condition (3-5);
5) if condition = 3 then
   5.1) $\forall$-player: chooses $[\emptyset] \psi_1$, $[C] \psi_2 \in Cl(\varphi)$ such that $v([\emptyset] \psi_1) = v([C] \psi_2) = 0$
   5.2) continue playing Sat($\psi_1 \lor \neg \psi_2$)
6) if condition = 4 then
   6.1) $\forall$-player: chooses $[\emptyset] \psi_1$, $[N] \psi_2 \in Cl(\varphi)$ such that $v([\emptyset] \psi_1) = v([N] \psi_2) = 0$
   6.2) continue playing Sat($\neg \psi_1 \land \neg \psi_2$)
7) if condition = 5 then
   7.1) $\forall$-player: choose a subset $[C_1] \psi_1, [C_1] \psi_2, \ldots, [C_k] \psi_k \in Cl(\varphi)$ such that the conditions $C_i$ are pairwise disjoint, $C = \bigcup_i C_i$, and for all $i$: $v([C_i] \psi_i) = 1$ and $v([C] \psi) = 0$
   7.2) continue playing Sat($\neg \psi \land \bigwedge_i \psi_i$)

Assuming that a player who cannot choose as instructed loses (e.g., $\exists$-player loses in step 2 if there is no semi-valuation for $\varphi$), we have defined a 2-player game. Note that step 2 involves the choice of an appropriate semi-valuation, i.e., a semi-valuation satisfying conditions (1) and (2) of lemma 3.28. By lemma 3.28, $\exists$-player has a winning strategy in this game iff $\varphi$ is satisfiable. To analyze the time it takes to play the game, i.e., the maximal length of a play, let $n = |Cl(\varphi)|$. Note that the size of $Cl(\varphi)$ will be linear in $|sf(\varphi)|$, hence we can indeed analyze the complexity of the algorithm in terms of $n$. For the purposes of this algorithm, we allow for generalized conjunctions $\bigwedge_i \psi_i$ where $sf(\bigwedge_i \psi_i) = \{\bigwedge_i \psi_i \} \cup \bigcup_i sf(\psi_i)$. 
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The construction of $C(\varphi)$ and checking whether $v$ is a semi-valuation takes time linear in $n$. At step 7.1, a maximum of $n$ formulas $[C_i] \psi_i$ are chosen from $C(\varphi)$ so that checking all $v([C_i] \psi_i)$ takes time $O(n^2)$. Finally, the game is continued with $\neg v \land \bigwedge_i \psi_i$, where $|C(\neg v \land \bigwedge_i \psi_i)| \leq |C(\varphi)| = n$. Note that this recursive call reduces the modal depth of the formula by 1 until eventually $\varphi$ contains no more modalities, hence the number of recursive calls is at most $n$.

Thus, at most $n$ rounds of Sat are played, each round taking time polynomial in $n$. Since the size of each game configuration is also polynomial in $n$, doing backward induction on the game tree can be done in PSPACE by a depth-first search algorithm. In other words, since Sat($\varphi$) contains a high-level description of an Alternating Turing Machine (see [31]) there is an alternating polynomial time algorithm for satisfiability checking, and given that $\text{APTIME} = \text{PSPACE}$, this means that there is a deterministic polynomial space algorithm for satisfiability.

Before turning to extensive games without simultaneous moves, we shall extend the previous complexity result to weakly playable models which are maximal.

\textbf{Theorem 3.30.} The satisfiability problem for MaxPlay is PSPACE-complete.

\textbf{Proof.} For the lower bound, we can use the same argument used for Play, making use of the fact that the normal modal logic $K$ is also a fragment of $\text{MaxPlay}$.

For the upper bound, we modify the argument for weakly playable models as follows: We let $X_\varphi = \text{sf}(\varphi) \cup \{[C] \neg \delta \mid [C] \delta \in \text{sf}(\varphi)\} \cup \{[C] \top, [C] \bot \mid C \subseteq N\}$ in order to include the dual of every statement, not just for the extreme coalitions. Condition 4 of lemma 3.28 is then replaced by the following:

4. If $[C] \psi_1, [C] \psi_2 \in C(\varphi)$ and $v([C] \psi_1) = v([C] \psi_2) = 0$, then $\neg \psi_1 \land \neg \psi_2$ is satisfiable.

In the proof of the lemma, like in the completeness proof for MaxPlay, we partition $N$ by taking a subset $P \subseteq \mathcal{P}(N)$ such that $C \in P$ if $\bar{C} \notin P$ and $P$ is closed under subsets. Arguments for $C \neq N$ become arguments for $C \in P$, similarly $C = N$ is turned into $C \notin P$. Finally the alternating algorithm will contain a slight modification due to the modified condition 4 of lemma 3.28.

3.6.3 Extensive Games without Simultaneous Moves

When dealing with extensive games without simultaneous moves, it proves advantageous to work directly with extensive games rather than with their associated coalition frames: Instead of constructing an individualistic coalition model which satisfies a formula, we will construct an extensive game without simultaneous moves.
3.6. Complexity II: Satisfiability

Let \( X_\varphi = sf(\varphi) \cup \{ [C] \neg \delta | C \in sf(\varphi) \} \cup \{ [\emptyset] \bot \} \) and set \( Cl(\varphi) = \{ \bot, \top \} \cup X_\varphi \cup \{ \neg \delta | \delta \in X_\varphi \} \). Semi-valuations are defined a bit differently for the present case: In case \( v([\emptyset] \bot) = 0 \), the semi-valuation \( v \) also provides us with a player, namely the player who is to move at the given state. We shall denote this player by \( v_p \in N \). In case \( v([\emptyset] \bot) = 1 \), we are dealing with a terminal state and the semi-valuation provides us with the set of players who win the game. This set shall be denoted by \( v_W \subseteq N \).

\[ \blacktriangleright \textbf{Lemma 3.31.} \text{ A formula } \varphi \text{ is satisfiable in } \text{Ind} \text{ iff there exists a semi-valuation } v \text{ for } \varphi \text{ such that either (1) } v([\emptyset] \bot) = 1 \text{ and } v([C] \psi) = 1 \text{ iff } C \subseteq v_W, \text{ or (2) } v([\emptyset] \bot) = 0 \text{ and for every } [C] \psi \in E, \psi \land \bigwedge F \text{ is satisfiable, where } E = \{ [C] \psi| v([C] \psi) = 1 \text{ and } v_p \in C \} \cup \{ [C] \neg \psi| v([C] \psi) = 0 \text{ and } v_p \notin C \} \text{ and } F = \{ \psi| v([C] \psi) = 1 \text{ and } v_p \notin C \} \cup \{ \neg \psi| v([C] \psi) = 0 \text{ and } v_p \in C \}. \]

\[ \blacktriangleright \textbf{Proof.} \text{ If } \varphi \text{ is satisfiable in an extensive game without simultaneous moves } \mathcal{M} \text{ at state } s \text{ then the valuation at that state provides the appropriate semi-valuation.}

For the converse, if \( v([\emptyset] \bot) = 1 \), we associate it with the empty strategic game where \( v_W \) is the set of winners. The extensive game will then consist of nothing else but this one empty strategic game, the valuation being given by \( v \). If \( v([\emptyset] \bot) = 0 \), assume that the semi-valuation \( v \) satisfies the stated conditions, and for every \( [C] \psi \in E \), assume that model \( \mathcal{M}_i \) and state \( s_i \) are such that \( \mathcal{M}_i, s_i \models \psi \land \bigwedge F \). Then the extensive game \( \mathcal{M} \) which satisfies \( \varphi \) can be defined in the obvious way: It is the union of all the \( \mathcal{M}_i \) plus an additional state \( s \), the starting state of the game which will satisfy \( \varphi \). The player who is to move at state \( s \) is \( v_p \) and the successors she can choose from are all the \( s_i \). The valuation at \( s \) is defined according to \( v \) for the atomic propositions, and it can be shown by induction that the valuations of all \( \psi \in Cl(\varphi) \) at \( s \) conform to \( v \).

\[ \blacktriangleright \textbf{Theorem 3.32.} \text{ The satisfiability problem for } \text{Ind} \text{ is PSPACE-complete.} \]

\[ \blacktriangleright \textbf{Proof.} \text{ For the upper bound, it remains to show that this lemma gives us a PSPACE-algorithm; again, as in the case of extensive games with simultaneous moves, we present a game which corresponds to an alternating Turing machine running in polynomial time. As before, let } n = |Cl(\varphi)|. \text{ The 3-player chooses a semi-valuation and provided } v([\emptyset] \bot) = 0, \text{ the 3-player chooses a } [C] \psi \in E. \text{ The game then continues with the formula } \psi \land \bigwedge F \text{ which has smaller modal depth and size less than or equal to } n. \text{ Hence, at most } n \text{ rounds are played with each round taking time polynomial in } n, \text{ thus we again have a PSPACE-algorithm.}

As for PSPACE-hardness, observe that as in the previous subsection, } K = 1-\text{Play } \text{essentially forms a fragment of } \text{Ind} \text{ via the translation procedure of theorem 3.27, and hence the theorem extends to extensive games without simultaneous moves as well.} \]
3.7 The Individual Fragment of Coalition Logic

One of the general theses of this thesis is that reasoning about multi-agent systems is markedly different from reasoning about individual agents. In fact, we claim that this holds true already in the simple framework of coalition models which are intended to model nothing more than the agents' ability to change the world. One of the ways in which we shall give formal content to this claim is in terms of expressiveness.

The logical language just introduced contains a modality $[C]\varphi$ for every coalition $C \subseteq N$. In order to study the difference between reasoning about individuals and reasoning about groups, we shall distinguish the full language of Coalition Logic from its individual fragment:

> **Definition 3.33 (Individual Fragment).** The individual fragment of Coalition Logic is the set of formulas in which only singleton coalitions occur.

Showing differences between full Coalition Logic and its individual fragment is thus one way to learn how coalitional reasoning differs from individual reasoning.

3.7.1 Expressiveness

> **Definition 3.34 (Expressiveness).** Given two logical languages $L_1$ and $L_2$ whose semantics are defined with respect to the same class of models, $L_1$ is at least as expressive as $L_2$ over the class of models $K$ iff for every formula $\varphi_2 \in L_2$ there is some $K$-equivalent formula $\varphi_1 \in L_1$, i.e., the truth values of $\varphi_1$ and $\varphi_2$ agree at every state of every model in $K$.

The notions of expressive equivalence and strictly greater expressive power are then defined in the obvious way. Using this terminology, we can show that Coalition Logic is strictly more expressive than its individual fragment on all the model classes discussed except the class of extensive games without simultaneous moves. This result is the logical analogue of theorem 2.35 of the previous chapter which implied that only in the case of extensive games without simultaneous moves is coalitional effectivity determined by individual effectivity.

> **Theorem 3.35.** Over Mon, Play and MaxPlay, Coalition Logic is more expressive than its individual fragment, provided that $|N| > 1$. Over Ind, the individual fragment is equally expressive.

**Proof.** First we prove that full coalition logic is strictly more expressive than its individual fragment over maximal weakly playable coalition models. From this the other results for Mon and Play follow immediately. For $N = \{1, 2\}$, let $\mathcal{M} = ((\{s, t\}, E), V)$ and $\mathcal{M}' = ((\{s, t\}, E'), V)$ where $V(p) = \{t\}$. In $\mathcal{M}$, we associate the left strategic game $G_1$ of figure 2.2 to $s$ and let $E(s) = E_{G_1}^s$. In
we associate the right strategic game \( G_2 \) to \( s \) and let \( E'(s) = E_{G_2}^0 \). Recall that both of these games are maximal. It is an easy proof by induction that for every formula \( \varphi \) of the individual fragment \( \varphi^\mathcal{M} = \varphi^\mathcal{M}' \). This is as it should be, for at state \( s \), the power of the two individuals is the same, they can force all superset of \( \{s\} \). Coalition \( \{1, 2\} \) on the other hand can force more, in particular \( \mathcal{M}, s \models \{1, 2\}p \) while \( \mathcal{M}', s \models \neg\{1, 2\}p \).

As for extensive games without simultaneous moves, coalitional modalities do not add any expressive power to individual modalities. We can define a translation function \( \sigma \), which maps formulas of Coalition Logic into the individual fragment, mapping boolean formulas simply componentwise (e.g., \((\varphi \lor \psi)^\sigma = \varphi^\sigma \lor \psi^\sigma\)) and \((\lceil C \rceil \varphi)^\sigma\) for \( C \neq \emptyset \) into

\[
([\bot] \rightarrow \bigwedge_{i \in C} [i] \bot) \land ([\bot] \rightarrow \bigvee_{i \in C} [i] \varphi^\sigma).
\]

Intuitively, in case we are at a terminal state, all members of \( C \) must be winners, in case we are at a non-terminal state, there must be some member of \( C \) which can force \( \varphi \). In case \( C = \emptyset \), \((\lceil C \rceil \varphi)^\sigma\) is equivalent to \([\bot] \lor \bigvee_{i \in N} [i] \neg \varphi^\sigma\), stating that either we are at a terminal state or none of the players can force \( \neg \varphi^\sigma \). \( \blacksquare \)

### 3.7.2 Complexity

Given the increased expressive power of coalitional formulas at least over Mon, one might guess that reasoning about coalitions will also be more complex than reasoning about individuals. We will consider the complexity of the satisfiability problem for each of the relevant model classes in turn.

Regarding Mon, it is clear that no complexity difference between Coalition Logic and its individual fragment will emerge, since individuals are not any different from coalitions due to the lack of extra assumptions on coalitional effectiveness. Formally, the satisfiability problem cannot be less complex than NP since propositional logic is still part of the individual fragment. Hence, the complexity of the satisfiability problem for the individual fragment over Mon is NP-complete.

For Play, the situation is markedly different. The PSPACE lower bound was established by noticing that the normal modal logic K was a fragment of Play. Since the translations of the \( \Box \) and \( \Diamond \) modalities was in terms of \([\emptyset]\) and \([N]\), however, this argument cannot be utilized anymore to establish a PSPACE lower bound for the individual fragment. In fact, one can show that the satisfiability problem can be solved in NP:

**Theorem 3.36.** The satisfiability problem for the individual fragment over \text{Play} is NP-complete in case \(|N| > 1|.

**Proof.** Since NP-hardness is obvious, we only need to provide an algorithm which runs in nondeterministic polynomial time. As before, the algorithm relies
on a recursive satisfiability lemma which is based on theorem 2.11 of the previous chapter and hence must be limited to cases where \(|N| > 1\).

As before, let \( sf(\varphi) \) be the set of subformulas of \( \varphi \), and let

\[
X_{\varphi} = sf(\varphi) \cup \{ [i] \top, [i] \bot | i \in N \} \text{ and } CL(\varphi) = X_{\varphi} \cup \{ \top, \bot \} \cup \{ \neg \delta | \delta \in X_{\varphi} \}.
\]

Again, a semi-valuation for \( \varphi \) is a function \( v : CL(\varphi) \rightarrow \{0, 1\} \) such that (1) \( v(\psi) = 1 \) iff \( v(\neg \psi) = 0 \), (2) \( v(\psi_1 \lor \psi_2) = 1 \) iff \( v(\psi_1) = 1 \) or \( v(\psi_2) = 1 \), (3) \( v(\bot) = 0 \), and (4) \( v(\varphi) = 1 \).

Now via the same construction that was used in previous arguments, we can show that a formula \( \varphi \) is satisfiable iff there exists a semi-valuation \( v \) for \( \varphi \) such that

1. If \([i] \psi_1, [i] \psi_2 \in CL(\varphi)\), \( v([i] \psi_1) = 1 \) and \( v([i] \psi_2) = 0 \) then \( \psi_1 \land \neg \psi_2 \) is satisfiable.

2. If there is some \( j \in N \) such that \( v([j] \top) = 0 \), then for all \( i \in N \), if \([i] \psi_1, [i] \psi_2 \in CL(\varphi)\), \( v([i] \psi_1) = 1 \) and \( v([i] \psi_2) = 0 \) then \( \neg \psi_1 \land \neg \psi_2 \) is satisfiable.

3. If \( N = \{1, \ldots, n\} \) and \([1] \psi_1, \ldots, [n] \psi_n \in CL(\varphi)\) such that for all \( i \in N \), \( v([i] \psi_i) = 1 \), then \( \bigwedge_i \psi_i \) is satisfiable.

The first condition expresses monotonicity and the other two conditions correspond to conditions (2) and (1) of definition 2.10 of this chapter. Again, we can utilize this lemma to write a nondeterministic algorithm which guesses a semi-valuation and checks for satisfiability recursively, as in the case of \( \text{Mon} \). If the size of \(|CL(\varphi)| = n\), we need to check at most \( n^2 \) formulas of the form \( \psi_1 \land \neg \psi_2 \) and at most \( n^N \) formulas of the form \( \bigwedge_{i \in N} \psi_i \) recursively, in order of increasing modal depth. Hence, we again, have an algorithm running in nondeterministic polynomial time, the only difference with the case of \( \text{Mon} \) being that the polynomial will be of a much higher degree if \(|N| \) is big.

We have considered \( \text{MaxPlay} \) for the case where \(|N| = 2 \) already when we considered modal logic in section 3.5 (the complexity was also NP-complete), and so we turn to the class of weakly individualistic models \( \text{Ind} \). Note first that we know from the previous subsection that coalitions do not add any expressive power over individualistic models. This does not imply, however, that there will be no complexity difference between the full Coalition Logic and its individual fragment. Rather, as a consequence of this result, any such complexity difference would have to be attributed to a difference in notational succinctness, not to increased expressive power. Analyzing the translation from Coalition Logic into its individual fragment shows, however, that the improvement in conciseness is only marginal.

\[ \textbf{Theorem 3.37.} \text{ The satisfiability problem for the individual fragment over } \text{Ind} \text{ is PSPACE-complete.} \]
3.8. Discussion

Proof. (We only need to show PSPACE-hardness.) Theorem 3.35 provided us with a translation function \( \phi \) from Coalition Logic into its individual fragment such that \( \phi \) and \( \phi^c \) are equivalent over individualistic models. While the length of \( \phi^c \) in symbols may be exponentially longer than the length of \( \phi \), this is not the case when comparing \( |sf(\phi)| \) to \( |sf(\phi^c)| \). Consider, e.g., the coalitional formula \( \langle \{1, 2\} \rangle \{\{1, 2\}\}^c \). Its translation \( \langle \{1, 2\} \rangle \{\{1, 2\}\}^c \) is identical to

\[
(\bot \rightarrow (\top \bot \land [2] \bot)) \land (-\bot \rightarrow ((1)\langle \{1, 2\}\rangle \{\{1, 2\}\}^c \lor [2] \langle \{1, 2\}\rangle \{\{1, 2\}\}^c)).
\]

Note that while \( \langle \{1, 2\}\rangle \{\{1, 2\}\}^c \) is indeed duplicated in \( \langle \{1, 2\}\rangle \{\{1, 2\}\}^c \), we are dealing with two occurrences of the same subformula which means that in terms of subformulas we do not obtain an exponential blow-up. More generally, looking at the structure of the formula \( \langle C \rangle \psi \), we can see that \( |sf(\langle C \rangle \psi \rangle)| = c_C + |sf(\psi \rangle)| \) where \( c_C \) depends only on \( |C| \) and hence we know \( |sf(\langle C \rangle \psi \rangle)| \leq c_X + |sf(\psi \rangle)| \). Hence, the size of \( sf(\phi^c) \) will be polynomial in the size of \( sf(\phi) \), and consequently the satisfiability problem for full Coalition Logic over \( \text{Ind} \) can be effectively reduced to the satisfiability problem of the individual fragment.

3.8 Discussion

Throughout this chapter we have focused our attention on 4 different classes of coalition models which are ordered by inclusion as follows:

\[
\text{Mon} \supset \text{Play} \supset \text{MaxPlay} \supset \text{Ind}
\]

By the characterization results obtained, these classes represent effectiveness in respectively general monotonic coalition models, extensive games with simultaneous moves, determined extensive games with simultaneous moves and extensive games without simultaneous moves. Programs or 1-player games are represented by \( 1 \text{--Play} = 1 \text{--Ind} \). This chapter has mainly investigated questions of complexity, expressiveness, and axiomatization. A metatheoretic question we did not pose concerns the finite model property (fmp). We conjecture that via filtration one can show that all the model classes mentioned have the fmp. A related question concerns the poly-size or small model property (snmp), stating that every formula \( \phi \) which is K-satisfiable is also K-satisfiable in a model of size polynomial in \( |\phi| \). Note that since \( \text{Ind}, \text{Play}, \text{MaxPlay} \) all contain the normal modal logic K as a fragment, the associated model classes cannot have the small model property. For \( \text{Mon} \) on the other hand, the question is still open.

3.8.1 Modal Logic and Complexity

Comparing normal and non-normal modal logic yields a precise description of the difference between individual ability in programs and games. If we look at \( K \) and
purely from the perspective of player 1, we formulate all axioms in terms of $\Diamond$, then the axioms

$$\Diamond (\varphi \lor \psi) \rightarrow (\Diamond \varphi \lor \Diamond \psi) \text{ and } \neg \Diamond \bot$$

provide a complete description of the difference between programs (where these axioms hold) and determined 2-player games (where the axioms do not hold). Note that the second axiom shows that it is not true that player 1 always has more power in a solitaire game than in a 2-player game (as suggested by the first axiom), since 2-player games allow for terminal positions where player 1 wins, whereas all terminal positions of solitaire games are losses for player 1.

To summarize the coalitional view of modal logic, normal and non-normal modal logic differ in two respects: First, regarding the underlying semantic structures which are described: normal modal logic describes one-player games whereas non-normal modal logic describes determined 2-player games. Second, regarding the expressive power of the language used: non-normal modal logic is non-coalitional in that it allows one to talk about the ability of individual agents (i.e., singleton coalitions) only. As a result, the fact that the complexity of the satisfiability problem for $\mathbb{M}$ is NP-complete fits perfectly well into the general picture summarized in figure 3.5. Normal modal logic on the other hand is a bit of a hybrid case, since it can express the ability of the empty coalition, yet the ability of the empty coalition is completely determined by the ability of the one player. Still, such simple coalitional content is sufficient to yield a satisfiability problem which is PSPACE-complete.

Taking another look at the proof of lemma 3.25, we can get some intuition for the complexity difference between $\mathbb{K}$ and $\mathbb{M}$. Since Coalition Logic over all coalition models is nothing but multi-modal $\mathbb{M}$, the analogue of lemma 3.25 for the modal logic $\mathbb{M}$ is as follows:

A formula $\varphi$ is satisfiable iff there exists a semi-valuation $v$ for $\varphi$ such that if $\Box \psi_1, \Box \psi_2 \in sf(\varphi)$, $v(\Box \psi_1) = 1$ and $v(\Box \psi_2) = 0$ then $\psi_1 \land \neg \psi_2$ is satisfiable.

As mentioned, this lemma gives us a decision procedure in NP: If $|sf(\varphi)| = n$, at most $O(n^2)$ formulas of the form $\psi_1 \land \neg \psi_2$ need to be checked, and this can be done according to modal depth so that we end up with a nondeterministic algorithm which runs in polynomial time. Let us compare this to the situation with $\mathbb{K}$. The analogous recursive satisfiability lemma for $\mathbb{K}$ is the following:

A formula $\varphi$ is satisfiable iff there exists a semi-valuation $v$ for $\varphi$ such that if $\Box \psi_1, \ldots, \Box \psi_k, \Box \delta \in sf(\varphi)$, for all $i$: $v(\Box \psi_i) = 1$, and $v(\Box \delta) = 0$, then $\neg \delta \land \bigwedge_i \psi_i$ is satisfiable.

If we want to apply the same technique we used for $\mathbb{M}$, we would have to check according to increasing modal depth all formulas of the form $\neg \delta \land \bigwedge_i \psi_i$, but since $i$ can vary, there are essentially $2^n$ such formulas, since every subset of $sf(\varphi)$ gives
rise to one formula. As a consequence, the nondeterministic algorithm does not run in polynomial but in exponential time.

For the coalition logic Play, the superadditivity axiom gives rise to a similar sequence of formulas \([C_1] \psi, [C_2] \psi_1, \ldots, [C_k] \psi_k \in CL(\varphi)\) in lemma 3.28 which prevents an NP-algorithm. For its individual fragment on the other hand, in case \(|N| > 1\), the sequence of modalities \([1] \psi_1, \ldots, [n] \psi_k \in CL(\varphi)\) is bounded by \(k = |N|\), thus yielding at most \(n^{|N|}\) formulas of the form \(\bigwedge_i \psi_i\) which need to be checked.

### 3.8.2 Programs vs. Games

Questions of axiomatization and complexity were raised and answered for all the 4 classes mentioned. Has this investigation yielded any insights into differences between these various semantic classes and, as a possible consequence, between programs and games? In all cases, a complete axiomatization was obtained by a straightforward translation of the model-theoretic conditions into formulas of coalition logic. Note that the axioms of figure 3.2 provide a uniform axiomatization for programs and games with simultaneous moves, i.e., the only difference in axiomatization is the number of players for which these axiom schemes are instantiated. For extensive games without simultaneous moves (with more than 1 player), an additional axiom needs to be added, however.

In terms of complexity, note that model checking can be done in time linear in the size of the model and the size of the formula for both programs and games. Note, however, that for certain complex extensive games with simultaneous moves, the representation size will be much larger than for programs, and hence the results are not immediately comparable.

Regarding the complexity of the satisfiability problem, a number of interesting conclusions can be drawn. The relevant results are summarized in figure 3.4.

| \(|N| = 1\) | Play | Ind |
|--------------|------|-----|
| PSPACE       | PSPACE |
| PSPACE       | PSPACE |
| NP           | PSPACE |

Figure 3.4: Complexity results for the satisfiability problem: the individual fragment of Coalition Logic for different numbers of players and different classes of games. (Note that for \(|N| = 1\), Play = Ind.)

Suppose that we are given some behavioral specification \(\varphi\) formulated in the individual fragment of Coalition Logic. If \(\varphi\) only contains the singleton coalition \(\{i\}\), i.e., if \(\varphi\) only specifies the ability of the single player \(i\), we can ask whether there is a program/process which satisfies this specification. This is the satisfiability problem for 1–Play which we have seen to be PSPACE-complete.
Similarly, finding out whether there is a 2-player extensive game without simultaneous moves satisfying \( \varphi \) will be PSPACE-complete. On the other hand, finding a satisfying extensive game with simultaneous moves is NP-complete. Thus, if NP \( \neq \) PSPACE then game synthesis can actually be easier than program synthesis, depending on the type of game. Put differently, what is important is not so much the number of players but the presence or absence of simultaneous moves. Put differently, the issue is whether we are working in an environment of perfect information or not.

To get an intuitive understanding of these results, note that 1-player games are structurally almost identical to extensive games without simultaneous moves with more than 1 player. The only difference lies in the player assigned to each position. Extensive games with simultaneous moves on the other hand allow for more freedom in satisfying a given specification. At every state, we need to find a strategic game satisfying certain properties. This strategic game may be a dictatorship, but much more options are available. Put differently, a local effectivity function satisfying the specification demands needs to fulfill fewer requirements in order to be legal, i.e., \( \alpha \)-corresponding to a strategic game.

### 3.8.3 Individuals vs. Coalitions

In the previous section we have introduced the individual fragment of Coalition Logic in order to compare reasoning about individuals to reasoning about coalitions. The expressiveness result shows that in extensive games without simultaneous moves, reasoning about coalitions is no different from reasoning about individuals except for allowing a more concise notation. In games with simultaneous moves and general coalition models, however, the full coalitional language has an increased expressive power. As to the complexity of the satisfiability problem, we have seen that Coalition Logic and its individual fragment differ only over the class of weakly playable models. The table of figure 3.5 summarizes these results:

<table>
<thead>
<tr>
<th>Complexity of full Coalition Logic</th>
<th>Mon</th>
<th>Play</th>
<th>Ind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity of individual fragment</td>
<td>NP</td>
<td>NP</td>
<td>PSPACE</td>
</tr>
<tr>
<td>Is individual fragment less expressive?</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

Figure 3.5: Comparison between Coalition Logic and its individual fragment: expressiveness and complexity of the satisfiability problem (we assume that \(|N| > 1\)).

One conclusion to draw from these results is that among the classes of models considered, Play is the essential class from a coalitional perspective, for it is the only class where the difference in expressivity which nontrivial coalitional formulas
can make also manifests itself in terms of complexity. In other words, over the class of weakly playable models, Coalition Logic is really different from a logic which only talks about the ability of individual agents. Note, however, that \texttt{Play} is not the only class with this property, since, e.g., the results for 2-Max\texttt{Play} are in fact the same as those for \texttt{Play}.

### 3.8.4 Epistemic Logic vs. Coalition Logic

As a final remark, it is worth mentioning an epistemic analogue of coalition formation. When investigating various non-normal epistemic logics in [120], the author observes a complexity difference which hinges on the presence of the formula

\[ K\varphi \land K\psi \rightarrow K(\varphi \land \psi) \]  

(3.2)

where \( K\varphi \) should be read as "the agent knows that \( \varphi \).\" Among the various epistemic systems investigated, logics which do not contain this principles have their satisfiability problem in NP, whereas those containing (3.2) are in PSPACE. While in the latter case, no lower bound is proved, it is conjectured that this principle which formalizes an agent's ability to epistemically combine facts, i.e., to reason about the world, causes the (conjectured) complexity increase. As can be seen from the form that the superadditivity axiom takes in 1-\texttt{Play}, superadditivity is the game-theoretic analogue of the epistemic principle (3.2): While the direct analogue of principle 3.2 would be \([C]\varphi \land [C]\psi \rightarrow [C](\varphi \land \psi)\) which is characteristically not valid in Coalition Logic, superadditivity \([C_1]\varphi \land [C_2]\psi \rightarrow [C_1 \cup C_2](\varphi \land \psi)\) is. In a multi-agent setting in which we want to express group knowledge, superadditivity would allow groups of agents to join their knowledge, formalized by the epistemic version of superadditivity \(K_1\varphi \land K_2\psi \rightarrow K_{[1,2]}(\varphi \land \psi)\). Thus, \(K_{[1,2]}\varphi\) expresses that agents 1 and 2 together have \textit{implicit} knowledge of \(\varphi\), the knowledge of \(\varphi\) is distributed among the agents and can be made explicit, e.g., through communication within the group [58].

Instead of expressing the ability of an agent or a group of agents to combine facts, superadditivity expresses the ability of agents to combine their strategies when forming a coalition. And in the case of Coalition Logic, it is possible to locate a complexity increase precisely in this ability to combine strategies, since one can show that for Coalition Logic without superadditivity, the satisfiability problem is NP-complete.

### 3.9 Bibliographic Notes

Parts of the material in this chapter has been published in [98, 104]. The classes of strongly playable and strongly individualistic coalition models were axiomatized already in [98], whereas the present chapter has focused on weak playability and
weak individualism. For strongly playable coalition models, the complexity of the satisfiability problem was also first investigated in [98].

For a textbook on normal modal logic, see [20] which also contains results on the complexity of the satisfiability problem for various normal modal systems. A book which also treats non-normal modal systems is [32]. Coalition Logic in its most general form is the multi-modal equivalent of non-normal monotonic modal logic (terminology from [32]). For the class of general coalition models, axiomatic completeness essentially follows already from the results in [32], where it is proved that the non-normal modal logic $\mathcal{M}$ is complete for the class of monotonic neighborhood models.

The complexity results of section 3.6 follow the general approach of [120], where the complexity of various non-normal epistemic logics is studied. The result on the complexity of model checking in Coalition Logic (theorem 3.7) is an adaptation of the analogous result for normal modal logic in [121].
Chapter 4

Extended Coalition Logic

When Coalition Logic is used to reason about coalitional ability in extensive games, for instance, the formula \([C] \varphi\) holds in case coalition \(C\) can bring about \(\varphi\) in one move. Thus, Coalition Logic is a logic for reasoning about local coalitional ability in games. Naturally, many essential properties of such games cannot be expressed in terms of local effectivity alone, most notably the property of a coalition having a winning strategy in the extensive game as a whole. For this reason, the present chapter extends the language of Coalition Logic with an additional modality to talk about ability in the long run, i.e., about what coalitions can bring about eventually.

We will start by discussing various kinds of effectivity in the long run and their interrelationship. In most cases, Extended Coalition Logic, formally defined in section 4.2, will be able to express all of these different notions through one single modality. The complexity of the model checking problem and the expressive power of the richer language of Extended Coalition Logic will be investigated in section 4.3. Furthermore, we will discuss the relationship between Extended Coalition Logic and Alternating Temporal Logic (section 4.4) and work in distributed artificial intelligence (section 4.5).

4.1 Ability in the Long Run

Given a coalition frame \(\mathcal{F} = (S, \{E_C | C \subseteq N\})\) which contains information about effectivity at every state, we can also investigate effectiveness in the long run. The two basic notions of long-term effectivity we shall use are goal maintenance and (eventual) goal achievement. A coalition \(C\) can eventually achieve a set of states \(X\) provided that it has a strategy which establishes \(X\) after some finite number of moves which does not need to be fixed before the game starts. Using a fixpoint construction (see appendix A for background material on fixpoints), we can formally define eventual goal achievement.
**Definition 4.1 (Eventual Goal Achievement).** Given a coalition frame $\mathcal{F} = (S, \{E_C| C \subseteq N\})$, the \textit{eventual goal achievement} effectivity function $E^* \mathcal{F} \mathcal{C}$ is defined as

$$E^* \mathcal{F} \mathcal{C}(X) = \mu Y. X \cup (E_0(\emptyset) \cap E_C(Y)).$$

Note that we give fixpoint operators lowest precedence, so that the scope of a fixpoint operator extends as far to the right as possible.

Intuitively, $sE^*_C X$ holds precisely when at state $s$ coalition $C$ can bring about $X$ in the long run. The term $E_0(\emptyset)$ guarantees that states will not be included simply because they are terminal states where all members of $C$ win. As a consequence of this definition of $E^*$, $E_C(X) \not\subseteq E^*_C(X)$, for at a terminal state $s \not\in X$ where $C$ wins, $sE_C X$ but not $sE^*_C X$. What we do have is $E_C(X) \cap E_0(\emptyset) \subseteq E^*_C(X)$ and $E_C(X) \subseteq E^*_C(X \cup E_C(\emptyset)).$

Turning now toward goal maintenance, coalition $C$ can maintain a set of states $X$ provided that it has a strategy which will guarantee that every future position of the game play will be in $X$.

**Definition 4.2 (Goal Maintenance).** Given a coalition frame $\mathcal{F} = (S, \{E_C| C \subseteq N\})$, the \textit{goal maintenance} effectivity function $E^x \mathcal{F} \mathcal{C}$ is defined as

$$E^x \mathcal{F} \mathcal{C}(X) = \mu Y. X \cap (E_0(\emptyset) \cup E_C(Y)).$$

Intuitively, $sE^x_C X$ holds precisely when at state $s$ coalition $C$ can maintain $X$ indefinitely. Now the additional union with $E_0(\emptyset)$ is necessary to guarantee that states will not be excluded simply because they are terminal states where some members of $C$ lose.

The definitions of effectivity in the long run are general in that they do not presuppose the coalition frame to satisfy any additional properties such as weak playability. On the other hand, the example given to motivate certain aspects of the definition assumed an application to extensive games, and this is in fact the class of models we shall look at when dealing with some applications in chapter 5.

Recall from section 2.4.2 that coalition frames can be used to model extensive games as well as game forms. For extensive game forms, $sE^*_C X$ will hold in case coalition $C$ can eventually achieve $X$, no matter how the empty games at terminal states are defined (thanks to the $E_0(\emptyset)$ term in the definition of $E^*$). For extensive games (with significant payoff information), we can additionally consider whether coalition $C$ has a winning strategy, expressed by $E^*_C(E_C(\emptyset))$, or whether it can achieve a win or $X$, expressed by $E^*_C(X \cup E_C(\emptyset))$. Note, however, that due to the possibility of infinite runs, having a winning strategy can be interpreted in two ways: In the (for $C$) best case, coalition $C$ has a strategy which guarantees that game play will terminate in a state which is a win for all members of $C$. This is the interpretation corresponding to $E^*_C(E_C(\emptyset))$. If $C$ is somewhat less fortunate, however, it may only have a strategy which guarantees
that if game play terminates, then all members of C win. As the example of a game where all plays are infinite illustrates, the two kinds of strategies are not equivalent. This distinction between strong and weak winning strategies is not usually made in game theory, where it is assumed that also infinite runs generate payoffs to the players [93]. Note also that in order to distinguish strong from weak winning strategies, it is crucial that our semantic model allows for terminal states (compare this with Alternating Temporal Logic, discussed in section 4.4).

**Total vs. Partial Terminal Effectivity**

We shall formalize the distinction between strong and weak strategies as the difference between total and partial terminal effectivity. While the notion of eventual goal achievement formalizes what it means to bring about a goal at some point in the future, we are often more interested in what terminal outcomes or outcome states a coalition can achieve. If we are dealing with an extensive game, this question asks for whether a coalition has a strategy which will yield a win for all its members. For an extensive game form on the other hand, we want to know which sets of terminal states can be achieved.

Given a coalition frame $F = (S, \{E_C|C \subseteq N\})$, we define total terminal effectivity as

$$E^t_C(X) = E^s_C(E^e_\emptyset(\emptyset) \cap X) = \mu\forall y.(E^e_\emptyset(\emptyset) \cap X) \cup (E^e_\emptyset(\emptyset) \cap E^e_C(Y)).$$

The set $E^e_C(X)$ includes the set $E^e_\emptyset(\emptyset) \cap X$ which denotes the set of terminal states which are in $X$. Furthermore, it includes the nonterminal states from which $C$ can achieve one of these terminal states in $X$, and so on. The weaker version of total terminal effectivity is partial terminal effectivity defined as

$$E^p_C(X) = E^s_C(E^e_\emptyset(\emptyset) \cup X) = \nu\forall y.(E^e_\emptyset(\emptyset) \cup X) \cap (E^e_\emptyset(\emptyset) \cup E^e_C(Y)).$$

The goal to be maintained here is that “if the present state is terminal then it is in $X$”. If we are dealing with an extensive game which has infinite runs, we can then distinguish a strong winning strategy $E^s_C(E^e_C(\emptyset))$ from a weak winning strategy $E^p_C(E^e_C(\emptyset))$.

For extensive games and game forms, the four possible instantiations of the scheme “some/all plays of the game are finite/infinite” are of particular interest. All of them can be defined in terms of the notions just introduced. For weakly playable frames $F = (S, \{E_C|C \subseteq N\})$, we have

$$E^p_\emptyset(S) = \mu\forall y.E^e_\emptyset(Y) \text{ holds iff all plays of the game are finite.}$$

$$E^p_N(S) = \mu\forall y.E^e_\emptyset(\emptyset) \cup E^e_N(Y) \text{ holds iff at least one play of the game is finite.}$$

and their negations for the other two instantiations of the scheme.
Theorem 4.3. For every \( C \)-regular and \( C \)-maximal coalition frame, eventual goal achievement and goal maintenance are duals, as are total and partial terminal effectivity. Formally, \( E^\ast_C(X) = E_C^\omega(X) \) and \( E^\omega_C(X) = E_C^\ast(X) \).

Proof. For the first duality,

\[
E^\omega_C(X) = \nu Y. X \cap (E_0(\emptyset) \cup E_C(Y)) = \neg \nu Y. X \cup (\overline{E_0(\emptyset)} \cap \overline{E_C(Y)}) = E^\ast_C(X)
\]

by \( C \)-maximality and \( C \)-regularity. The second claim is then an easy corollary.

The relationship between partial and total terminal effectivity is further described by the following result which should be seen as a generalization of Dijkstra’s work, establishing links between partial and total program correctness.

Theorem 4.4. For every coalition frame, total implies partial terminal effectivity, i.e., \( E^\ast_C(X) \subseteq E^\omega_C(X) \). For superadditive coalition frames, at states where no infinite play is possible, the converse also holds, i.e., \( E^\omega_C(S) \cap E^\omega_C(X) \subseteq E^\ast_C(X) \).

Proof. Let \( \mathcal{F} = (S, \{E_C|C \subseteq N \}) \) be any coalition frame.

1. Given \( Y \subseteq S \), let \( F \subseteq Y \) be \( (E_0(\emptyset) \cap X) \cup (E_0(\emptyset) \cap E_C(Y)) \) and \( F' = (E_0(\emptyset) \cup X) \cap (E_0(\emptyset) \cup E_C(Y)) \). We show by transfinite induction that for all ordinals \( \kappa \), \( F_\gamma \subseteq F_\beta \). For the inductive step,

\[
F_\gamma^{\kappa+1} = (E_0(\emptyset) \cup X) \cup (E_0(\emptyset) \cup E_C(F_\beta^{\kappa})) \subseteq (E_0(\emptyset) \cup X) \cap (E_0(\emptyset) \cup E_C(F_\beta^{\kappa})) = F_\beta^{\kappa+1}
\]

using the induction hypothesis and monotonicity. For limit ordinals, the inductive step follows from the fact that for all \( \beta \leq \alpha \), \( F_\beta^{\kappa+1} \subseteq F_\alpha^{\kappa+1} \) and \( F_\beta^{\kappa} \subseteq F_\alpha^{\kappa} \). Now to prove the first claim, if \( s \in E^\omega_C(X) \), there is some closure ordinal \( \alpha \) such that for all \( \beta \geq \alpha \), \( s \in F_\beta^{\beta} \) and hence \( s \in F_\beta^{\beta} \). Thus, for all ordinals \( \alpha \), \( s \in F_\alpha^{\alpha} \), in particular for the closure ordinal \( \gamma_0 \) for which \( F_\beta^{\gamma_0} = F_\beta(F_\beta^{\gamma_0}) = E^\omega_C(X) \).

2. Given \( Y \subseteq S \), let \( F \subseteq Y \) be \( E_0(\emptyset) \), and assume that \( \mathcal{F} \) is superadditive. We show by induction that for all ordinals \( \kappa \), \( F_\beta^{\kappa} \subseteq F_\beta^{\kappa} \). For the inductive step \( \kappa + 1 \), we must show that

\[
E_0(F_\beta^{\kappa}) \cap (E_0(\emptyset) \cup X) \cap (E_0(\emptyset) \cup E_C(F_\beta^{\kappa})) \subseteq (E_0(\emptyset) \cup X) \cup (E_0(\emptyset) \cup E_C(F_\beta^{\kappa}))
\]

which follows from superadditivity and the induction hypothesis. The rest of the proof is analogous to the proof of (1).

4.2 Syntax & Semantics

As the name suggests, Extended Coalition Logic (ECL) extends Coalition Logic with an extra modality for expressing effectivity in the long run. As we have seen in the previous section, all of the notions discussed can be expressed in terms of eventual goal achievement \( E^\ast \) and goal maintenance \( E^\omega \).
4.2. Syntax & Semantics

Definition 4.5 (Extended Coalition Logic Syntax). Given a finite non-empty set of agents/players \( N \), and a set of atomic propositions \( \Phi_0 \), formulas \( \varphi \) of Extended Coalition Logic can have the following syntactic form:

\[
\varphi := \bot | p | \neg \varphi | \varphi \lor \psi | [C]\varphi | [C^*]\varphi | [C^\infty]\varphi
\]

where \( p \in \Phi_0 \) and \( C \subseteq N \).

As before, the other boolean connectives are defined in the standard way. Like in basic Coalition Logic, ECL formulas are interpreted over coalition models \( \mathcal{M} = ((S, \{E_C|C \subseteq N\}), V) \) just as before, the only difference being the additional modalities:

Definition 4.6 (Extended Coalition Logic Semantics). Given a coalition model \( \mathcal{M} = ((S, \{E_C|C \subseteq N\}), V) \), the truth of a formula \( \varphi \) in a model \( \mathcal{M} \) at a state \( s \) is defined as follows:

\[
\begin{align*}
\mathcal{M}, s \not\models \bot & \quad \text{iff } p \not\in \Phi_0 \text{ and } s \in V(p) \\
\mathcal{M}, s \models \neg \varphi & \quad \text{iff } \mathcal{M}, s \not\models \varphi \\
\mathcal{M}, s \models \varphi \lor \psi & \quad \text{iff } \mathcal{M}, s \models \varphi \text{ or } \mathcal{M}, s \models \psi \\
\mathcal{M}, s \models [C]\varphi & \quad \text{iff } sE_C \varphi^\mathcal{M} \\
\mathcal{M}, s \models [C^*]\varphi & \quad \text{iff } sE_{C^*} \varphi^\mathcal{M} \\
\mathcal{M}, s \models [C^\infty]\varphi & \quad \text{iff } sE_{C^\infty} \varphi^\mathcal{M}
\end{align*}
\]

By Theorem 4.3, we know that for all \( C \)-regular and \( C \)-maximal coalition models, \( [C^*]\varphi \rightarrow [C^\infty] \neg \varphi \) is valid. In fact, the proof of Theorem 4.3 shows that it is sufficient that \( \mathcal{M} \) is \( C \)-maximal and \( C \)-regular at all non-terminal states, i.e., at all states not in \( E_{\emptyset}^\emptyset \). Finally, to simplify notation even more, we introduce natural abbreviations for total and partial terminal effectivity, writing \( [C^*](\emptyset \perp \wedge \varphi) \) as \([C^*] \varphi\) and \( [C^*](\emptyset \perp \rightarrow \varphi) \) as \([C^*] \varphi\).

Theorem 3.4 which showed that formulas of Coalition Logic are invariant for bisimulation can be generalized to Extended Coalition Logic.

Theorem 4.7. Bisimilarity implies ECL-equivalence.

Proof. Two additional cases need to be added to the proof of Theorem 3.4. Let \( \mathcal{M} = ((S, \{E_C|C \subseteq N\}), V) \) and \( \mathcal{M}' = ((S', \{E_C|C \subseteq N\}), V') \) be two coalition models such that \( s \equiv s' \). We show that if \( \mathcal{M}, s \models [C^*] \varphi \) then \( \mathcal{M}', s' \models [C^*] \varphi \).

The case for \( [C^*] \varphi \) is dealt with analogously.

Let \( X = \varphi^\mathcal{M}, X' := \{x' \in S'|\exists x \in X : x \equiv x'\} \) and

\[
Z := \{z \in S|\forall z' : z \equiv z' \Rightarrow z'F_{C'} X'\}.
\]
Now it is sufficient to show that $E^*_c(X) \subseteq Z$, and given the definition of $E^*_c(X)$ as a least fixpoint, it suffices to show that $Z$ is a fixpoint, i.e. that

$$X \cup (E^*_c(\emptyset) \cap E_c(Z)) \subseteq Z.$$ 

Supposing that $x \in X$ and for some $x'$ we have $x \equiv x'$, we have $x' \in X' \subseteq F^*_c(X')$. On the other hand, suppose that $x \in (E^*_c(\emptyset) \cap E_c(Z))$ and $x \equiv x'$. Then by bisimulation, there is some $Z'$ such that $x' \in (F^*_c(\emptyset) \cap F_c(Z'))$ and for all $z' \in Z'$ there is some $z \in Z$ such that $z \sim z'$. But then $Z' \sqsubseteq F^*_c(X')$, and so by monotonicity, $x' \in F^*_c(\emptyset) \cap F_c(F^*_c(X')) \subseteq F^*_c(X')$. \hfill \qed

Axiomatally, we can define extensions of the coalition logics defined in section 3.4. For each of the 2 new modalities, one axiom and one inference rule needs to be added.

\begin{definition}[Extended Coalition Logic Axiomatization] Given the set of players $N$, an extended coalition logic for $N$ is a set of ECL-formulas $\Lambda$ which is a coalition logic and which additionally is closed under the inference rules of figure 4.1 below.

\begin{figure}[h]
\begin{center}
\begin{tabular}{|c|}
\hline
Axioms: & $(\varphi \lor (\neg[\emptyset] \bot \land [C][C^*]\varphi)) \rightarrow [C^*]\varphi$ \\
& $[C^*]\varphi \rightarrow (\varphi \land (\emptyset \bot \lor [C][C^*]\varphi))$
\hline
Inference Rules: & $$(\varphi \lor (\neg[\emptyset] \bot \land [C]\psi)) \rightarrow \psi$$

$[C^*]\varphi \rightarrow \psi$ \\

$\psi \rightarrow (\varphi \land (\emptyset \bot \lor [C]\psi))$

$\psi \rightarrow [C^*]\varphi$
\hline
\end{tabular}
\end{center}
\caption{Inference rules for Extended Coalition Logic.}
\end{figure}

Intuitively, the axiom for $^*$ states that $[C^*]\varphi$ is a fixpoint of the operation $\varphi \lor (\neg[\emptyset] \bot \land [C]\varphi)$ and the fixpoint rule states that $[C^*]\varphi$ is the least such fixpoint. Similarly for $^*$ and the greatest fixpoint.

Let $\text{Play}^*$, $\text{MaxPlay}^*$, and $\text{Ind}^*$ be the extended coalition logics with the additional axioms for playability, maximal playability and individualism, respectively. We conjecture that these logics are complete with respect to $\text{Play}$, $\text{MaxPlay}$, and $\text{Ind}$, respectively, but at present we only have the following:

\begin{theorem}[Extended Coalition Logic]
$\text{Play}^*$, $\text{MaxPlay}^*$, and $\text{Ind}^*$ are sound with respect to $\text{Play}$, $\text{MaxPlay}$, and $\text{Ind}$, respectively.
\end{theorem}
4.3 Some Meta-Theory

The additional modalities of Extended Coalition Logic do not only allow for a range of applications, they also pose some interesting meta-theoretic questions, some of which we will not be able to answer in the present section. The most notable opportunities for future work concern axiomatization and the complexity of the satisfiability problem, even though chapter 6 will shed some light on the difficulties involved here since eventual goal achievement is in fact very similar to iteration in Game Logic.

We start by considering the relationship between local and global properties. Given that certain conditions such as playability are imposed on the local effectivity function $E$, will these conditions be preserved on the global level by $E'$? For playability, we shall answer this question affirmatively, also pointing out the link to the game-theoretic concept of strategic normal form.

As might be expected, the additional modalities of Extended Coalition Logic will increase the complexity of the model checking problem, and below we will give a precise upper bound which should be compared to the upper bound obtained for basic Coalition Logic. Furthermore, we take up the issue of coalitional expressiveness: We saw in section 3.7.1 that in extensive games without simultaneous moves, coalitions did not add any expressive power beyond individuals. We will see in section 4.3.3 that when we also consider effectivity in the long run, coalitions do add expressive power even for these games.

4.3.1 Local vs. Global Properties of Ability

The different kinds of coalition frames associated, e.g., with extensive games have been defined in terms of local requirements, i.e., properties such as weak playability which the local effectivity functions have to satisfy. Some of these properties will be maintained globally or terminally. An important case is weak playability: One can show that for games without infinite plays, the total (= partial) terminal effectivity function is playable.

\textbf{Theorem 4.10.} If $\mathcal{F} = (S, \{E_C|C \subseteq N\})$ is a weakly playable coalition frame such that $sE'_wS$, then $E'(s)$ is strongly playable.

\textbf{Proof.} The strong playability conditions can be checked one by one: For the first condition, one can check that $E'_w(\emptyset) = \emptyset$. For the second condition, $E'_w(S) \subseteq E'_w(S)$ since $E(s)$ is coalition monotonic in case $s \not\in E_w(\emptyset)$. For $N$-maximality, if $s \not\in E_w(\overline{N})$, since $s \in E'_w(S)$, we have $s \not\in E_w(\overline{N})$ by theorem 4.4 and hence $sE'_wN$ by theorem 4.3.

For superadditivity, we show generally that for all $C_1 \cap C_2 = \emptyset$ we have $E'_w(C_1 \cap X) \cap E'_w(C_2 \cap X) \subseteq E'_w(C_1 \cap C_2 \cap X_1 \cap X_2)$; we proceed again by transfinite induction.
as in the proof of theorem 4.4. Let

\[
\begin{align*}
F_1(Y) &= (E_0(\emptyset) \cap X_1) \cup (E_0(\emptyset) \cap E_{C_1}(Y)) \\
F_2(Y) &= (E_0(\emptyset) \cap X_2) \cup (E_0(\emptyset) \cap E_{C_2}(Y)) \\
F_3(Y) &= (E_0(\emptyset) \cap X_1 \cap X_2) \cup (E_0(\emptyset) \cap E_{C_1 \cup C_2}(Y))
\end{align*}
\]

We show that \( F_3^{\kappa} \cap F_3^{\kappa'} \subseteq F_3^{\kappa''} \). The heart of the proof is the inductive step for \( \kappa + 1 \), where one can check that

\[
((E_0(\emptyset) \cap X_1) \cup (E_0(\emptyset) \cap E_{C_1}(F_1^{\kappa''}))) \cap ((E_0(\emptyset) \cap X_2) \cup (E_0(\emptyset) \cap E_{C_2}(F_2^{\kappa''})))
\]

is a subset of

\[
(E_0(\emptyset) \cap X_1 \cap X_2) \cup (E_0(\emptyset) \cap E_{C_1 \cup C_2}(F_3^{\kappa''})).
\]

The only two cases possible are \( s \in E_0(\emptyset) \cap X_1 \cap X_2 \) and \( s \in E_0(\emptyset) \cap E_{C_1}(F_1^{\kappa''}) \cap E_{C_2}(F_2^{\kappa''}) \). The latter case makes use of the superadditivity of \( E \).

Consequently, for every extensive game \( G \) without infinite plays, there is a nonempty strategic game \( G' \) such that the total terminal effectivity function of \( G \) is the \( \alpha \)-effectivity function of \( G' \). In fact, one such strategic game \( G' \) is simply the strategic normal form of \( G \). As for the logical analogue of theorem 4.10, the preservation of local properties on the global level, observe that the four strong playability conditions for \( E' \) can be translated into the logical language:

\[
\begin{align*}
&\neg [C'] \bot \\
&[C'] \top \\
&\neg [\emptyset] \varphi \rightarrow [N'] \varphi \\
&([C'] [\varphi_1 \land [C'_2] \varphi_2]) \rightarrow \left( [C_1 \cup C_2'] \varphi_1 \land \varphi_2 \right) \text{ where } C_1 \cap C_2 = \emptyset
\end{align*}
\]

Theorem 4.10 thereby shows that all four axiom schemas are valid for extensive games without infinite plays.

As another example, consider majority voting which we will discuss in more detail in the next chapter. If the game linked to a particular state is a voting game where all of the players can choose between a number of alternatives, we might want to demand that every majority of players can completely determine the outcome. This property can be captured in terms of effectivity: Call an effectivity function \( E : \mathcal{P}(N) \rightarrow \mathcal{P}(\mathcal{P}(S)) \) majoritive iff for every coalition \( C \) with \( |C| > \frac{1}{2} |N| \) we have \( E(N) \subseteq E(C) \).

The notion of majoritivity is a local notion which guarantees that at every stage of a voting process, voting is democratic. As one would hope, this property holds for the voting procedure as a whole as well: If \( E \) is majoritive at every state of an coalition frame, then so is \( E' \), so a democratic procedure will maintain democracy overall. That the converse is not true can be gathered from the extensive game in figure 4.2, where at the initial state, \( E' \) is majoritive while \( E \) is not.
4.3. Some Meta-Theory

4.3.2 Model checking

As may be expected, the presence of modalities for eventual goal achievement and goal maintenance leads to a more complex model checking problem. Since these modalities are defined by fixpoint constructions, a model checking algorithm and its complexity will resemble algorithms used for model checking of the modal $\mu$-calculus. For the $\mu$-calculus, the best known upper bound is $\text{NP} \cap \text{co-NP}$, while for bounded alternation depth, the problem can be solved in deterministic polynomial time. Since Extended Coalition Logic does not allow for nestings of fixpoint operators which could yield formulas of the form $\mu X. \nu Y. [C]X \land [D]Y$, one can expect model checking to be solvable in polynomial time where the polynomial is of very low degree. This should be compared to the analysis of the model checking problem for Game Logic in section 6.5.

**Theorem 4.11.** Given a formula $\varphi$ of Extended Coalition Logic and a coalition model $M$, there is an algorithm for calculating $\varphi^M$ which runs in time $O(|M|^2 \times |\varphi|)$.

**Proof.** The proof extends the argument used for basic Coalition Logic by two additional cases, eventual goal achievement and goal maintenance: in case $\varphi_{k+1} = [C^*] \varphi_k$, after determining all the $\varphi_i^M$ for $i \leq k$ in time $O(k \times |M|^2)$, we now need to calculate

$$E_C^*(\varphi_k^M) = \mu X. \varphi_k^M \cup (E_0(\emptyset) \cap E_C(X)) = \bigcup_{0 \leq i \leq |S|} F_i^{\varphi_k^M}$$

where $F(X) = \varphi_k^M \cup (E_0(\emptyset) \cap E_C(X))$. We can assume that at the very beginning we have marked all states $s$ according to whether or not $sE_0\emptyset$ holds. Initially, we then label all states satisfying $\varphi_k$ with $[C^*] \varphi_k$. Next, for every state $t \notin E_0(\emptyset)$ we check whether there is a set $X$ with $tE_C^*X$ such that all states in $X$ are labeled with $[C^*] \varphi_k$, and if so, we label $t$ with $[C^*] \varphi_k$ as well. We repeat this step at most $|S|$ times, and since each step can be done in $O(|M|)$ time, $E_C^*\varphi_k^M$ can be calculated in $O(|M|^2)$, yielding a $O((k+1) \times |M|^2)$ bound for calculating $\varphi_{k+1}$.

In case $\varphi_{k+1} = [C^*] \varphi_k$, after determining all the $\varphi_i^M$ for $i \leq k$ in time $O(k \times$
\(|\mathcal{M}|^2\), we need to calculate

\[
E_C^\varphi(\varphi^M_k) = \nu X \varphi^M_k \cap (E_\emptyset(\emptyset) \cup E_C(X)) = \bigcap_{0 \leq i \leq |S|} F^{1i}
\]

where \(F(X) = \varphi^M_k \cap (E_\emptyset(\emptyset) \cup E_C(X))\).

Initially, we label all states satisfying \(\varphi^k\) with \([C^k]\varphi^k\). Next, for every state \(t \notin E_\emptyset(\emptyset)\) labeled with \([C^k]\varphi^k\), we check whether there is a set \(X\) with \(tE^i_CX\) such that all states in \(X\) are labeled with \([C^\varphi]\varphi^k\), and if not, we remove the \([C^\varphi]\varphi^k\) label from \(t\). Again, this yields an \(O((k+1) \times |\mathcal{M}|^2)\) bound for calculating \(\varphi^{k+1}\).

Roughly speaking, while model checking for basic Coalition Logic is linear time, model checking for Extended Coalition Logic is quadratic. Note again that as with basic Coalition Logic, this is a rather rough estimate: Inspecting the proof carefully, the real calculation time is actually \(O(|S| \times |\mathcal{M}| \times |\varphi|)\) where \(S\) is the universe of \(\mathcal{M}\). Since \(|S|\) is usually much smaller than \(|\mathcal{M}|\), we consider the result as an argument for the feasibility of doing model checking in practice, also for Extended Coalition Logic.

### 4.3.3 Expressiveness

In theorem 3.35 of the previous chapter, we have compared the expressiveness of full Coalition Logic to the expressiveness of its individual fragment. The result stated that while over Mon, Play and MaxPlay full Coalition Logic is more expressive than its individual fragment, this is not the case for Ind. In other words, for extensive games without simultaneous moves, group modalities do not add anything to individual modalities in terms of expressive power. For Extended Coalition Logic, it turns out that even for extensive games without simultaneous moves, coalitional modalities do add expressive power to individual modalities.

**Theorem 4.12.** Over Mon, Play, MaxPlay and Ind, Extended Coalition Logic is more expressive than its individual fragment, provided that \(|N| > 1\).

**Proof.** For Mon, Play and MaxPlay, the proof of theorem 3.35 for basic Coalition Logic easily extends to Extended Coalition Logic. For Ind, consider the weakly individualistic coalition model \(\mathcal{M} = (\{s_i\} \cup C \subseteq N, V)\) with \(S = \{s_i, t_j\} i \geq 0\), \(\Phi_0 = \emptyset\) and \(N = \{1, 2\}\), which \(\alpha\)-corresponds to the extensive game below:

\[
\begin{array}{ccccccc}
\text{Win}_2 & s_0 & s_1 & s_2 & s_3 & s_4 & \cdots \\
\text{Win}_1 & t_0 & t_1 & t_2 & t_3 & t_4 & \cdots \\
& 1 & 2 & 1 & 2 & & \\
\end{array}
\]
4.3. Some Meta-Theory

Every state $s_t$ has only a single successor state so that it is irrelevant whose turn it is at $s_t$. At $t_i$ for $i > 0$ on the other hand, player 1 moves if $i$ is odd, player 2 moves if $i$ is even. As the game indicates, player 1 wins at state $s_0$, whereas player 2 wins at state $s_0$, so the empty games associated with these states are $\{1\}$ and $\{2\}$, respectively. Given these empty games, note that $\mathcal{M}$ is $C$-maximal for all coalitions $C$ at every state.

We will use this model to show that the formula $[N^*][1] \bot$ cannot be expressed in the individual fragment of Extended Coalition Logic. The formula states that the players together have a strategy to achieve a win for player 1. Note that $[N^*][1] \bot$ is true at all $t_i$ and false at all $s_t$. This means that the denotation of $[N^*][1] \bot$ in $\mathcal{M}$ is neither finite nor co-finite since it is true at an infinite number of states and also false at an infinite number of states. To establish our result, we shall show by induction that the denotation of all formulas of the individual fragment of ECL are either finite or co-finite.

The base case and the boolean cases are easy to check, so we only consider the modalities for player 1. For $[1] \varphi$, if $\varphi^M$ is finite, the denotation of $[1] \varphi$ must also be finite, simply because $E^C(\varphi)$ is finite provided that $\varphi$ is, with the proviso that there is only a finite number of terminal states. If $(\neg \varphi)^M$ is finite, then $(\neg [1] \varphi)^M = ([2] \neg \varphi)^M$ using maximality and the latter set must again be finite.

Consider now $[1^*] \varphi$ and assume that $\varphi^M$ is finite. We can also assume that $\varphi^M \neq \emptyset$, for otherwise $[1^*] \varphi$ will be false everywhere and hence of finite denotation. We consider two different cases: (1) Suppose first that there is some state $s_c$ such that $\mathcal{M}, s_c \models \varphi$. As a result, $[1^*] \varphi$ will hold at all states to the right of $s_{c+1}$, i.e., for all $d > c + 1$ we have $\mathcal{M}, s_d \models [1^*] \varphi$ and $\mathcal{M}, t_d \not\models [1^*] \varphi$, the strategy for player 1 being to choose a state in the top row as soon as possible. Consequently, $[1^*] \varphi$ can fail to hold only to the left of $s_{c+1}$ (top or bottom row), hence $(\neg [1^*] \varphi)^M$ is finite. In the second case (2), there is no state $s_c$ such that $\mathcal{M}, s_c \models \varphi$. Let $t_c$ be the rightmost state at which $\mathcal{M}, t_c \models \varphi$ (since $\varphi^M$ is finite such a largest $c$ exists). Then for all $d > c + 1$ we have $\mathcal{M}, s_d \not\models [1^*] \varphi$ and $\mathcal{M}, t_d \not\models [1^*] \varphi$ since player 2 can simply choose a state in the top row as soon as possible. Consequently, $[1^*] \varphi$ can hold only to the left of $t_{c+1}$ (top or bottom row), hence $(\neg [1^*] \varphi)^M$ is finite.

The final situation to consider is when $\varphi^M$ is co-finite. Then by theorem 4.3, $(\neg [1^*] \varphi)^M = ([2^*] \neg \varphi)^M$, and since $E^C(\varphi)$ must be finite in case $X$ is, $(\neg [1^*] \varphi)^M$ is co-finite.

The proof of this expressiveness result actually establishes a difference in expressive power in a very strong form: It would have been sufficient to show that there is an ECL-formula which is not equivalent to any formula of the individual fragment of ECL over all coalition models. The proof of theorem 4.12 on the other hand establishes something stronger, namely that there is an ECL-formula and a model such that no formula of the individual fragment is equivalent to that formula in that model. So in a very strong sense, long-term coalitional effectivity
cannot be reduced to individual effectivity.

Note also that the model used in the proof had to be infinite, i.e., for every finite model $M$, every co-conditional ECL-formula $\varphi$ is equivalent (on $M$) to a formula of the individual fragment of ECL. The reason is that since $M$ is finite, $\varphi$ can be rewritten into a CL formula $\varphi'$ which is true at exactly the same states, simply by expanding the fixpoint definition at most $n$ times, where $n$ is the number of states in the model. Formula $\varphi'$ can in turn be rewritten into an equivalent formula $\varphi''$ of the individual fragment of CL. Note, however, that this argument does not show that over finite individualistic models, the individual fragment of ECL is equally expressive as full ECL, for $\varphi''$ will only be equivalent to $\varphi$ in $M$, not in all models. In fact, we conjecture that also over finite individualistic models, full ECL will be more expressive than its individual fragment.

### 4.4 Alternating Temporal Logic

As shown in [56] on which the following discussion is based, Extended Coalition Logic is closely related to Alternating Temporal Logic (ATL) [3], a generalization of temporal logic for reasoning about open systems. Traditional linear-time and branching-time temporal logics such as LTL and CTL describe closed systems, i.e., systems whose behavior is completely determined by the present state of the system. In open systems on the other hand, the system interacts with the environment and hence the behavior of the system depends on the present state and the behavior of the environment. The picture can be generalized to multi-agent systems where the different agents may represent different components of the system and the environment. An open system is modeled as an alternating transition system:

> **Definition 4.13 (Alternating Transition System).** For agents $N$ and a set of atomic propositions $\Phi_0$, an alternating transition system (ATS) is a triple $M = (S, V, \delta)$ where $S$ is a nonempty set of states, $V : \Phi_0 \rightarrow P(S)$ is the valuation function, and $\delta : S \times N \rightarrow P(P(S))$ models the effectivity of a player at a state. The function $\delta$ must satisfy the following intersection property: Assume that $N = \{1, \ldots, n\}$. Then for every state $s \in S$ and all sets $X_1, \ldots, X_n$ such that $X_i \subseteq \delta(s, i)$ for all $i \in N$, we have $|\cap_{i \in N} X_i| = 1$.

Thus, $\delta$ essentially associates an individual effectivity function with each state. The only requirement on $\delta$ is that every set of choices which the agents make determines precisely one resulting state, the new state of the system.

There is a tight connection between alternating transition systems and strongly playable coalition models. Recall that strongly playable coalition models associate a strategic game form with every state. Given an alternating transition system, one can easily define a corresponding strongly playable coalition model: For every state $s \in S$, associate a strategic game form with $s$ such that the strategies $\Sigma_i$ of
player $i$ are all the sets for which she is effective, i.e., $G(s) = (N, \{\Sigma_i | i \in N\}, a, S)$ where $\Sigma_i = \{X_i \subseteq S | X_i \in \delta(s, i)\}$ and $a(X_1, \ldots, X_n) = \bigcap_{i \in N} X_i$. The two models correspond in the sense that at every state, the coalitional effectivity is the same in both models: Extending the individual effectivity $\delta$ of ATSSs to coalitions by defining $X \in \delta(s, C)$ iff $X \supseteq \bigcap_{i \in C} X_i$ and for all $i \in C$, $X_i \in \delta(s, i)$, one can show that $X \in \delta(s, C)$ holds in an ATSS iff $sE_C X$ holds in its corresponding coalition model.

Conversely, it is not the case that every strongly playable coalition model corresponds to an alternating transition system. Consider the following 2-player strategic game form:

<table>
<thead>
<tr>
<th></th>
<th>m</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>win</td>
<td></td>
<td></td>
</tr>
<tr>
<td>loss</td>
<td></td>
<td></td>
</tr>
<tr>
<td>win</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The game form models, e.g., the coordinated attack problem where two generals have to decide independently when to attack a common enemy. If both attack in the morning (m) they will win, and similarly if both attack in the evening (e). If they attack at different times however (i.e., they fail to coordinate), they will lose. While this strategic game can be associated to a state in a strongly playable coalition model (where win and loss are states), there is no individual effectivity map $\delta$ which correctly captures the individual effectivity in this game and which satisfies the intersection property. For note that in this game player 1 is $\alpha$-effective for $\{\text{win, loss}\}$ and so is player 2, and there are no smaller sets for which they are $\alpha$-effective. Since the intersection of $\{\text{win, loss}\}$ with itself is not a singleton, there can be no map $\delta$ which correctly captures this game. Consequently, there are strongly playable coalition models which do not correspond to an ATSS. (The class of game forms which can be correctly captured by an individual effectivity map $\delta$ satisfying the intersection property is the class of rectangular game forms.)

Various types of ATSSs are discussed in [3]: In a turn-based synchronous ATSS, there is a single agent at every state which determines the next state of the system. Since the agent may be different at every state, turn-based synchronous ATSSs thus correspond to strongly individualistic coalition models where each state knows a local dictator. In a lock-step synchronous ATSS, each state of the system is divided into local states for each agent, and at every state, each agent can determine its next local state, possibly dependent on the current local states of the other agents, but independent of the actions of the other agents. In a turn-based asynchronous ATSS finally, there is a designated agent called the scheduler who chooses at every state an agent who gets to determine the next state. Usually the scheduling policy will be subject to various fairness constraints, prohibiting, e.g., that the scheduler assigns the same agent to every state.

The central feature of the language of ATL is its three modalities $\langle C \rangle X \varphi$ (next), $\langle C \rangle G \varphi$ (always) and $\langle C \rangle \varphi U \psi$ (until). The formula $\langle C \rangle X \varphi$ is true at a state in case coalition $C$ is locally effective for $\varphi$, i.e., it corresponds to the Coali-
tion Logic formula \( (C)\varphi \). The formula \( (C)G\varphi \) is true at a state in case coalition \( C \) has a joint long-term strategy which maintains \( \varphi \) in the future. Consequently, \( (C)G\varphi \) is the temporal analogue of the Extended Coalition Logic formula \( [C^x]\varphi \). Finally, \( (C)\varphi U \psi \) expresses that coalition \( C \) has a joint long-term strategy which will guarantee \( \psi \) at some point in the future and maintain \( \varphi \) until that point.

Coalition Logic and Extended Coalition Logic over strongly playable coalition models form a fragment of ATL. We have seen that the language of (E)CL forms a sublanguage of ATL. Furthermore, while not every strongly playable coalition model corresponds to an ATS, for every strongly playable coalition model there is an ATS satisfying the same formulas of (E)CL. The reason can easily be demonstrated using the earlier coordinated attack game: While that game cannot be modeled by an ATS, the following game can easily be modeled by an ATS:

\[
\begin{array}{ccc}
m & m & c \\
\hline \\
m & \text{win}_1 & \text{loss}_1 \\
\text{loss}_2 & \text{win}_2 & c \\
\end{array}
\]

If we see to it that the states \( \text{win}_1 \) and \( \text{win}_2 \) on the one hand and \( \text{loss}_1 \) and \( \text{loss}_2 \) on the other hand are identical in terms of observable properties, the game cannot be distinguished from the original coordinated attack game by any formula of the language of CL or ATL. Hence, the axiomatization we gave in section 3.4 can be mapped into an axiomatization for a fragment of ATL. In [56], this axiomatization has been extended to full ATL as well. Note, however, that the coordinated attack example shows that a satisfying ATS may be much larger than a satisfying coalition model, so complexity results regarding the satisfiability problem do not immediately transfer from one logic to the other.

Coalition Logic has a number of advantages over ATL. First, since coalition models allow for terminal states, we can model endpoints of a process explicitly. In an ATS, such terminal states would have to be represented via terminal loops, where all transitions lead to the same state again. The problem with this solution is that it does not allow us to distinguish partial from terminal effectiveness anymore, since all runs will be infinite. Second, we saw that coalition models can associate arbitrary strategic games to states while ATSs can only capture rectangular games. In fact, coalition models can even capture interactions which cannot be modeled by strategic games at all, for example situations where coalition monotonicity is violated. Third, while the expressive power of basic and Extended Coalition Logic is weaker than that of ATL, Coalition Logic will be computationally less complex. This means that satisfiability problems which may be intractable for ATL may still be feasible for Coalition Logic. This will certainly be the case for basic Coalition Logic, and as chapter 5 will show, many applications will not require more.
4.5 Distributed Artificial Intelligence

The research area of distributed artificial intelligence has developed various logics for reasoning about multi-agent systems, formalizing not only the ability of an agent but also its beliefs, desires, intentions, and so on. Hence, it is useful to point out some similarities and differences between Coalition Logic and the approach taken in the artificial intelligence literature.

The semantics used here to formalize multi-agent ability is based on minimal models with a neighborhood relation for each agent. For the single agent case, such models have been used in [28] to study the logic of ability. This logic of ability is a very weak modal logic since properties such as $\Diamond (A \lor B) \rightarrow (\Diamond A \lor \Diamond B)$ fail. The example given to illustrate the failure of this principle refers to a deck of cards turned face down. Since the colors (red or black) are concealed, the agent is not able to draw a red card nor a black card, while he is able to draw a card which is either black or red. From our perspective, we interpret the situation as a game against nature, i.e., as a 2-player game where Nature chooses which card to give to the agent. The advantage of this approach is that it makes the roles of the players explicit, and hence one can point out that if the situation were in fact a 1-player game, the modal distribution principle would hold after all.

The approach taken here to formalize the ability of groups of agents differs somewhat from the existing literature on multi-agent ability. Among the earliest works, Tennenholz and Moses in [119] conceive of an agent as a set of finite state machines whose transitions model the agent’s actions. As in an extensive game with simultaneous moves, the joint actions of the agents determine the new configuration of the system. Of central concern is the cooperative goal achievement (CGA) problem: Is there a run of the system in which all agents achieve their goal? It is argued that this problem is PSPACE-complete, which seems to correspond nicely to the complexity of the satisfiability problem of basic Coalition Logic, but the decision problems are quite different. Note also that our logical approach is more general in that it is not specifically tailored to the CGA problem alone, but also allows to ask, for example, whether an infinite run can be forced by some group of agents.

While the work of Werner in [125] is more directly related in its logical approach, his framework includes much more than just ability, covering also time, intentions, actions and knowledge. Given the more complex aims, his semantics is much more complicated than what is proposed here, and some of the fundamental issues which arise purely on the level of abilities are not investigated, e.g., the relationship between local and global ability, basic cooperative axioms such as superadditivity, and so on.

Related to Werner’s work, Wooldridge and Fisher in [126] also take a logical approach to multi-agent interaction which includes communication between agents. Their notion of goal achievement essentially corresponds to a-effectivity. Their logic is very expressive (including “at least” first-order logic) and hence also
much more complex than the rather simple system presented here. Some of their axioms, however, have direct analogues in Coalition Logic. As an example, one of their axioms states that bigger groups cannot achieve less (coalition-monotonicity) which they write as \( \forall x \forall y ((\text{Cun}(x, \varphi) \land x \subseteq y) \rightarrow \text{Cun}(y, \varphi)) \) where \( x \) and \( y \) refer to groups of agents.

Note that our general approach is different from the works cited and from the approach taken in multi-agent systems more generally: Our aim is to provide a formal logical theory of ability in a multi-agent setting, without adding any other notions such as beliefs, intentions, etc. which would complicate the picture. What is more important, we want a general model of ability, and this is what effectivity functions allow us to do. Effectivity in game-like situations (which is taken as basic in the other approaches) is only a special case which can be characterized by certain axioms, precisely the properties of group ability which characterize strategic games. This approach still allows us to model situations which would be beyond the scope, e.g., of [126] because they violate the coalition-monotonicity mentioned. Even our relatively simple model, however, is sufficient to ask many of the questions raised in the literature such as the CGA problem.

### 4.6 Summary

Extended Coalition Logic is a sufficiently expressive yet computationally simple extension of basic Coalition Logic. In this sense, ECL is similar to temporal logics like CTL which are simple and expressive fragments of the highly complex modal \( \mu \)-calculus. Theorem 4.11 has shown that the complexity of model checking is still relatively low, in particular when compared to Game Logic whose complexity we shall discuss in section 6.5. On the other hand, ECL can express the existence of a winning strategy in an extensive game, one of the central properties we will want to express in applications. Further evidence of the expressive power of ECL is given by theorem 4.12 which shows that even over extensive games of perfect information, the existence of a coalitional winning strategy cannot be reduced to individual strategies. Consequently, there can be no logic for reasoning about individual ability only which is as expressive as ECL.

Of the various long-term ability notions we have considered, we saw that at least for determined extensive games, all can be reduced to eventual goal achievement (theorem 4.3). For reasoning about undetermined games, we also need the other primitive modality \( [C^x] \) defined in terms of goal maintenance \( E^x \).

Finally, the generality of coalition models has allowed us to obtain a generalization of Dijkstra’s relations between partial and total program correctness. These relations state that for programs, total correctness implies partial correctness and that for programs without infinite runs, the converse implication holds as well. Formulated in our framework, these relations amount to the following
two claims:

\[ E^p_\emptyset(X) \subseteq E^p_S(X) \text{ and } E^p_\emptyset(S) \cap E^p_\emptyset(X) \subseteq E^p_\emptyset(X) \]

holds for the class of models \(1-\text{Play}\). Theorem 4.4 has generalized this result from programs to games with/without simultaneous moves, formally, from \(1-\text{Play}\) to \text{Play} and from the empty coalition \(\emptyset\) to general coalitions \(C\).

### 4.7 Bibliographic Notes

Parts of the material in this chapter has been published in [103, 102].

For books on Dijkstra's theory of partial and total program correctness, see [38, 39, 73, 7]. For an overview of temporal logic, see [43].

All the results concerning the relation between Coalition Logic and Alternating Temporal Logic are from [56]. ATL has been extended and modified in various ways (also in [3]), yielding ATL$^*$ (which mirrors the step from CTL to CTL$^*$), the alternating-time $\mu$-calculus, and ATL over ATSS with incomplete information, where agents have only partial knowledge of the current state of the system. Alternating refinement relations for ATSS and their computational complexity have been studied in [4] which also contains a notion of alternating bisimulation similar to what was proposed in section 2.5.
Chapter 5

Applications of Coalition Logic

Two things you never want to see made are sausages and laws.
Otto von Bismarck

Having focused on a theoretical analysis of Coalition Logic in the previous chapters, we now turn towards its applications in the analysis of social software. Conceptually, the applications can be divided into two categories, model-checking problems and satisfiability problems.

In the first case of model-checking problems, we have some social process such as a voting procedure whose properties we want to investigate. Is the procedure strategy-proof? Can every majority of voters determine the final outcome? Are certain groups of voters more powerful than others? Formally, we have some formulas of Coalition Logic (the properties to be verified) whose truth value is calculated at some state of a coalition model (the voting procedure). In the second case of satisfiability problems, we want to find a social process which satisfies a given specification. To give an example, we may want to find a voting agenda which is democratic and has certain additional structural properties. Formally, we check whether a given set of CL-axioms can be satisfied by a coalition model of a particular kind. If the answer is positive, the satisfying model will then give us a voting procedure which meets the requirements.

We shall discuss these applications using four examples, most of which are essentially voting problems. As an example of social software, voting processes have the advantage of being important and non-trivial, yet sufficiently well-defined to allow for formalization relatively easily. Basic Coalition Logic will be sufficient as a specification language in most cases. This basic logic can then be enriched as the application at hand requires, e.g., by extending the language with long-term modalities (section 5.3) or by adding an additional inference rule for Nash-consistent implementation (section 5.1). In any case, the applications will show that Coalition Logic can serve as the basis for a formal framework for the analysis and synthesis of social software.
5.1 Fashion Rights

When commenting on the interpretation of effectivity functions in sections 2.2 and 2.3, we said that $X \in E(C)$ was supposed to be interpreted as “the group of agents $C$ can bring about (a state in) $X$”. In other words, bringing about $X$ constitutes an alethic possibility for group $C$. Similarly, effectivity functions have also been used as a model of deontic possibility, interpreting $X \in E(C)$ as “the group of agents $C$ has the right to bring about (a state in) $X$”. Under this deontic reading then, effectivity functions are viewed as rights-systems or constitutions.

In chapter 2, we have discussed a number of properties of effectivity functions and we have characterized, e.g., the $\alpha$-effectivity functions of strategic games. While these characterization results are of course in no way dependent on the interpretation of the effectivity functions, the reasonableness of the properties selected was based on the alethic interpretation. When interpreted deontically, different properties may be considered. To start with, regularity may fail: If two people Alice and Bob enter a room which contains an empty chair, both of them may have the right to sit on that chair or to remain standing. Denoting the three different states by $s_0$ (both remain standing), $s_A$ (Alice sits down) and $s_B$ (Bob sits down), we have $\{s_A\} \in E(\{Alice\})$ and $\{s_B, s_0\} \in E(\{Bob\})$ which contradicts regularity. What this failure of regularity in fact shows is that not both individuals are able to simultaneously exercise their right to sit down.

An example of a deontically acceptable principle is the following condition of minimal libertarianism [50]: For every $i \in N$ there is some $X \subseteq S$ such that $X \in E(\{i\})$. This condition can be read as saying that all individuals have the right to determine certain decisions by themselves.

Given that certain conditions such as regularity which are implied by playability may fail to hold deontically, rights-systems cannot necessarily be represented by game forms (theorem 2.27). In spite of this, some of the literature has identified deontic with alethic possibility. The advantage of such an identification is that it allows one to consider the decentralization of a constitution as a simple game-theoretic problem: Given a constitution which specifies the rights which individuals and groups of individuals are supposed to have, is there a strategic game form which guarantees these rights? A further desirable criterion which such a game form should satisfy is Nash-consistency: No matter what preferences the players have over the possible outcomes of the game, the game should have a Nash equilibrium. Such a Nash-consistent decentralization of a constitution will guarantee some kind of stability in the strategies the players take, since once a/the Nash equilibrium is reached there is no incentive to change strategies.

As a simple illustration of the decentralization of a constitution, consider the following example: Abelard and Eloise each have a white and a blue shirt, and they have to decide which shirt to wear. Each person has the right to determine the color of his/her own shirt. Using basic Coalition Logic, we can model this situation by letting $N = \{a, e\}$ and using two atomic proposition $p_w$ and $p_b$, where
$p_a$ should be read as “Abelard wears white” and $p_e$ as “Eloise wears white”. The rights of Abelard and Eloise can then be captured by the following formula $\rho^+$ of Coalition Logic:

$$[a]p_a \land [a]\neg p_a \land [e]p_e \land [e]\neg p_e$$

Furthermore, we assume that these are the only rights which we want to give to them, formalized by formula $\rho^-:

$$\bigwedge_{i \in \{a,e\}} \neg[i]((p_a \land p_e) \lor (\neg p_a \land \neg p_e)) \land \bigwedge_{i \in \{a,e\}} \neg[i]((p_a \land \neg p_e) \lor (\neg p_a \land p_e))$$

To ask whether this constitution can be decentralized by a strategic game means checking whether $\rho = \rho^+ \land \rho^-$ is satisfiable by a weakly playable coalition model. The following coalition model $\mathcal{M} = (S, \{E_c | C \subseteq N\}, V)$ with $S = \{s_0, (w, w), (w, b), (b, w), (b, b)\}$ satisfies $\rho$ at state $s_0$: $V(p_a) = \{(w, w), (w, b)\}$, $V(p_e) = \{(w, w), (b, w)\}$, and $E(s_0)$ is the $\alpha$-effectivity function associated with the following strategic game:

$$\begin{array}{c|c|c}
  & w & b \\
\hline
w & (w, w) & (w, b) \\
\hline
b & (b, w) & (b, b) \\
\end{array}$$

For states other than $s_0$, $E$ can be defined arbitrarily. At state $s_0$, each player can choose which shirt to wear, and the resulting state reflects Abelard’s choice in the first component and Eloise’s choice in the second.

As it turns out, however, this game form is not Nash-consistent. Consider the situation of the so-called Gibbard paradox where Abelard is primarily conformist, preferring to wear the same color as Eloise, and besides that he prefers white to blue. Eloise on the other hand has the same color preference, but she primarily is a non-conformist, wanting to avoid the same color. The following game captures these preferences:

$$\begin{array}{c|c|c}
  & w & b \\
\hline
w & (4, 2) & (2, 3) \\
\hline
b & (1, 4) & (3, 1) \\
\end{array}$$

As can easily be checked, the game has no Nash equilibrium. Even worse, it can be shown that the constitution given has no Nash-consistent representation [106]. Peleg et al. provide an additional condition on effectivity functions which guarantees a Nash-consistent implementation. Their condition gives rise to the following inference rule which can be added to the coalition logic $\text{Play}$:

$$\frac{\bigvee_{i \in N} \varphi_i}{\bigvee_{i \in N \setminus \{i\}} \varphi_i}$$

Based on the characterization by Peleg et al. we conjecture that the addition of this inference rule yields a complete axiomatization of weakly playable Nash-consistent coalition models. For the example at hand, one can show that in a
system \( \Lambda \supset \text{Play} \) which includes this inference rule, \( \rho \) is inconsistent: Since

\[
((p \land p) \lor (\neg p \land \neg p)) \lor ((p \land \neg p) \lor (\neg p \land p))
\]

is a propositional tautology, we can use the new inference rule to derive

\[
[a][(p \land p) \lor (\neg p \land \neg p)] \lor [e][(p \land \neg p) \lor (\neg p \land p)]
\]

which contradicts \( \rho^- \).

To sum up, we have seen a very simple example of how a system of rights, represented by an effectivity function, can be decentralized in a strategic game. Formalizing the rights as coalition logic formulas, this decentralization problem can be turned into a satisfiability problem, and this approach can be extended to cover Nash-consistent decentralization. The logical reformulation of constitutional decentralization has the advantage that it can easily handle partial specifications of rights. In the example of the two shirts, we have assumed that the players’ rights were completely specified. This forced us to add a conjunct \( \rho^- \) which specified what the players were unable to bring about. In order to avoid such an additional conjunct, we would have to make use of some kind of non-monotonic reasoning mechanism which would allow us to conclude that the rights specified are all the rights the players are supposed to have. On the other hand, we may also treat \( \rho^+ \) as a partial specification, where we want to ensure that the players have the rights specified in \( \rho^+ \) but do not care about whether players also obtain additional rights. Checking satisfiability of \( \rho^+ \) thus corresponds to decentralizing a partially defined effectivity function, a problem which does not seem to have received much attention in the social choice theory literature.

### 5.2 Telephone Democracy

The example discussed in the previous section was simple because it involved very little dynamics: players' rights were implemented by a single strategic game, so that the resulting social process consisted only of a single move by every player. The following example requires a more sophisticated implementation.

A father of three daughters has decided that time has come to broaden his mind a bit by reading a controversial book about the relationship between the sexes. He wants to ask his three daughters which of two books they recommend, the options being Simone de Beauvoir’s “Le deuxième sexe” or Susan Faludi’s “Backlash”. Wanting to be impartial, he decides that the majority opinion among the daughters will determine the book he will buy. For \( N = \{1, 2, 3\} \), if we let \( p \) refer to “Simone de Beauvoir’s book is chosen” and \( q \) to “Susan Faludi’s book is chosen”, we can write down this system of rights as

\[
p = \bigwedge_{C \subseteq \mathcal{N} : |C| > 1} ((C \land p) \land \neg(C \land q)).
\]
The last conjunct states that the father is not allowed to buy both books. It is easy to see that the following coalition model $\mathcal{M}_1 = ((S, \{ E_C : C \subseteq N \}), V)$ with $S = \{ s_0, b, f \}$ satisfies $\rho$ at state $s_0$, where $V(p) = b$, $V(q) = f$ and $E(s_0)$ is the $a$-effectivity function associated with the following majority voting game

$$
\begin{array}{ccc}
B & F \\
\hline
B & b & b \\
F & b & f \\
\end{array}
\quad \begin{array}{ccc}
B & F \\
\hline
B & b & f \\
F & f & f \\
\end{array}
$$

where daughter 3 decides between the left and the right table. Note that compared to the satisfiability problem considered in the preceding section, checking the satisfiability of $\rho$ is more complex, for while we are still considering satisfiability over weakly playable coalition models, we are not dealing with a formula of the individual fragment anymore. We have thus moved from an NP-complete problem to a PSPACE-complete problem.

To consider a slightly different situation, suppose that the three daughters have already moved out from the parents’ house and live abroad in different countries. The father then decides to call his daughters in order to solicit their opinions. Since he wants to spend as little money as possible, he wonders how many phone calls he will have to make, guaranteeing that any two of his daughters can determine the book he will buy. As a consequence, the implementation $\mathcal{M}_1$ is not practicable since he can only call each daughter individually to get her vote. We thus have to check for satisfiability in weakly individualistic coalition models which enforce sequential decision making.

Formally, consider the formula

$$
\rho^k = \bigwedge_{|C| \geq 1} (|C|^k p \land |C|^k q) \land \bigwedge_{1 \leq i \leq k} |\emptyset| \neg (p \land q)
$$

for $k \geq 1$. As will become clear, this formula expresses that all majorities are able to determine the outcome after at most $k$ moves. While we have already seen that $\rho^1 = \rho$ is satisfiable in the class of weakly playable coalition models, it is not satisfiable in the class of weakly individualistic coalition models, for $\vdash_{\text{ind}} \rho \rightarrow \bot$: From $\{1, 2\} | p$ and axiom $D$ we can derive w.l.o.g. $\{1\} p$. But since we also have $\{2, 3\} | q$, axiom $D$ again gives us e.g. $\{2\} q$, and hence by superadditivity $\{1, 2\} (p \land q)$. Together with $|\emptyset| \neg (p \land q)$, superadditivity again gives us $\{1, 2\} \bot$, a contradiction. Hence, $\rho^1$ is not satisfiable in weakly individualistic coalition models, showing that the father needs to make more than 1 phone call.

Maybe somewhat surprisingly, it turns out that $\rho^2$ is satisfiable already. The satisfying model is described by the following extensive game of perfect information $\mathcal{M}_2$: 


As in $\mathcal{M}_1$, $p$ is true at $b$ only and $q$ is true only at $f$. The effectivity at the terminal states does not matter. According to this model, the father first calls his daughter 1. He explains the situation to her, that he has to choose between two books, and asks her which of her two sisters he should call next. This second daughter chosen will then be able to determine by herself which book the father will buy. This procedure still gives any majority of daughters a strategy to determine the book the father will buy.

Thus, the father manages to solve his problem by calling only 2 of his 3 daughters. Hence, the procedure described by $\mathcal{M}_2$ is more efficient (i.e., less costly to the father) than the naive procedure $\mathcal{M}_3$ below of calling daughters in some order until the majority is clear.

At each position of the game, making the left move corresponds to voting for Beauvoir and making the right move to voting for Faludi. In the worst case, the first two daughters called will have different views and hence the father needs to call all of his daughters. Consequently, $\mathcal{M}_3$ does not satisfy $\rho^2$ at $s_0$, it only satisfies $\rho^3$, provided in $\mathcal{M}_3$ we let $V(p) = \{b\}$ and $V(q) = \{f\}$ as before. Furthermore, we need to assume that at states $b$ and $f$ we have terminal loops, i.e., there is a 1-player dictatorship associated with these states whose only possible successor is the state itself. It is because of these terminal loops that $\rho^3$ indeed holds at $s_0$, since it allows us to avoid complications with branches which are shorter than 3 moves.

While game $\mathcal{M}_2$ is more efficient, it puts some additional burden on the sisters. To start with, when called by the father, daughter 1 may not know her sisters'
preferences, so before being able to suggest a sister to her father, she may have to call her sisters to find out their views. If one of her sisters agrees with her, daughter 1 can call her father back and suggest that sister, yielding a strategy for these two sisters to achieve the book of their choice. Two things should be noted here: First, while the father’s telephone costs go down, his daughters telephone costs may increase. Second, even if I has found a sister (say 2) who agrees with her preference, sister 2 may, when called by the father, vote for the other book nonetheless. In other words, daughter 1 has no means to enforce an agreement she made with her sister.

Finally, note that if the father does not care about money, we can express the problem more naturally in Extended Coalition Logic. Instead of asking for each $k$ whether $\rho^k$ is satisfiable, we can simply check the satisfiability of

$$[\emptyset]^{x} (p \land q) \land \bigwedge_{(C \subseteq N : |C| > 1)} ([C]^{x} p \land [C]^{x} q)$$

over weakly individualistic coalition models. The first conjunct ensures that $p$ and $q$ are never true simultaneously, and the second conjunct makes sure that each majority of sisters is able to achieve each alternative at the end. Hence both $M_2$ and $M_3$ satisfy this formula, and in fact any telephone procedure which is democratic overall will satisfy it, no matter how inefficient it is.

5.3 Eternal Voting

Because the examples given so far were finite games, the language of basic Coalition Logic sufficed as a description language. But once we turn to social procedures which may not reach any final terminal state, the increased expressive power of Extended Coalition Logic is needed, as the following example will illustrate. Using a voting agenda which may lead to infinite voting, we shall also demonstrate the difference between partial and total terminal effectivity which can serve as a basis to order different groups of agents according to their power.

Consider a political body $N = \{1, 2, 3, 4, 5, 6\}$ which has to decide on passing a new law. First, a subcommittee $D = \{2, 3, 4\}$ has to decide (by majority) which precise version of the law is to be presented to the full political body. Subsequently, the whole political body decides whether the law is passed or not. Again, the majority of the votes decides, and in case of a draw, the vote of the chairman 1 is decisive. If the law (as proposed by committee $D$) is not passed, the initiative is returned to committee $D$ which has to make a new proposal for the law, and the process repeats itself.

We assume for simplicity that there are only two versions of the law which are under discussion, version 1 and version 2. If the body $N$ rejects the proposal of committee $D$, the committee can either decide to propose the other version of the law, or it can resubmit its original proposal, possibly resulting in a stalemate.
which may turn into an infinite loop. (Some might claim that this model is sufficiently realistic to capture the essentials of the legislative process in some countries.) Figure 5.1 depicts the situation as a graph.

![Diagram](image)

by majority of $D$

by majority of $N$

Figure 5.1: An example of binary majority voting with subcommittees.

One can think of the situation described in terms of coalitional effectivity: $s_0E_CX$ holds iff at state $s_0$, coalition $C$ can force the local voting outcome to lie in set $X$, i.e., iff one of the following two conditions is met: (1) $\{t, u\} \cap X \neq \emptyset$ and $|C \cap D| > 1$, or (2) $\{t, u\} \subseteq X$. Analogous definitions can be given for $tE_CX$ and $uE_CX$, incorporating the special role of the chairman. Since we are here not interested in winning and losing per se, the empty games associated with the terminal states $s_1$ and $s_2$ can be defined in an arbitrary way.

Let $\mathcal{M} = ((S, \{E_C: C \subseteq N\}), V)$ be the model which captures the procedure depicted in figure 5.1, where $\Phi_0 = \{law_1, law_2, dlock\}$ and $V(law_1) = \{s_1\}$, and $V(dlock) = \{s_0, t, u\}$. Note that $\mathcal{M}$ is maximal and regular for all coalitions (at least at nonterminal states), so that we can make use of the duality stated in theorem 4.3. Furthermore, $\mathcal{M}$ is also weakly playable since the democratic voting process at every state is a strategic game among the 6 players.

As the designer of a voting procedure such as figure 5.1, we may want to know whether it can be manipulated in ways we consider undesirable, i.e., whether an agent or a group of agents has a strategy to achieve an outcome which it considers desirable but which we as the designer of the procedure would consider undesirable in terms of the social welfare of all agents. For example, a certain group of agents may have an incentive to delay passing a new law as long as possible, preferably indefinitely. As the designer, we may want our voting procedure to prevent any group of agents from steering the voting process into an infinite loop. As is easily seen, the voting procedure of figure 5.1 is not strategy-proof in this respect: Both $\{1, 2, 3\}$ and $\{1, 4, 5\}$ can globally maintain $\{s_0, t, u\}$, i.e., they have the power to keep the process going forever, never reaching any decision. In the ECL formalization, checking for strategy-proofness becomes a question of model checking, verifying, e.g., that $\mathcal{M}, s_0 \models [\{1, 2, 3\}^*]dlock \land [\{1, 4, 5\}^*]dlock$.

More generally, we can also use this example to illustrate goal maintenance, partial and total terminal effectivity. Figure 5.2 displays some interesting examples which demonstrate the unequal powers of four 3-player coalitions at the initial state $s_0$: Total terminal effectivity $(t)$ refers to cases where a coalition $C$ is able to eventually achieve a set of terminal states $X$, formally $s_0E_C^-X$. Goal
5.4. **Bonn vs. Berlin**

maintenance (m) refers to the ability to maintain a property throughout the whole game, i.e., \( s_0 E^m_C X \). Finally partial terminal effectivity describes the ability of a coalition to guarantee a state in \( X \) or an infinite play of the game, \( s_0 E^p_C X \).

<table>
<thead>
<tr>
<th>coalition \ states</th>
<th>( s_1 )</th>
<th>( s_1, s_2 )</th>
<th>( s_0, t, u )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1, 2, 3}</td>
<td>( t )</td>
<td>( t )</td>
<td>( m )</td>
</tr>
<tr>
<td>{2, 3, 4}</td>
<td>( p )</td>
<td>( p )</td>
<td></td>
</tr>
<tr>
<td>{1, 4, 5}</td>
<td>( - )</td>
<td>( t )</td>
<td>( m )</td>
</tr>
<tr>
<td>{4, 5, 6}</td>
<td>( - )</td>
<td>( - )</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.2: Goal maintenance (m), total (t) and partial (p) terminal effectivity in the voting example of figure 5.1 at state \( s_0 \).

At the initial state, \( \mathcal{M}, s_0 \models \{1, 2, 3\}^\varphi \text{law}_1 \wedge \{1, 2, 3\}^\varphi \text{law}_2 \wedge \{1, 2, 3\}^\times \text{dlock} \), i.e., the coalition \{1, 2, 3\} can achieve any possible outcome as well as a stalemate, whereas the coalition \{1, 4, 5\} is weaker. \( \mathcal{M}, s_0 \not\models \{1, 4, 5\}^\varphi \text{law}_1 \lor \text{law}_2 \) but on the other hand \( \mathcal{M}, s_0 \not\models \{1, 4, 5\}^\times \text{law}_1 \lor \{1, 4, 5\}^\times \text{law}_2 \). Furthermore, \( \mathcal{M}, s_0 \models \{1, 4, 5\}^\times \text{dlock} \), so this coalition can block any law from getting passed. Even weaker, coalition \{4, 5, 6\} has virtually no power, since its counter-coalition \{1, 2, 3\} is all-powerful. Thus, these facts about truth in a given model are the logical analogue of figure 5.2.

Based on the different global, partial and terminal abilities of the various coalitions, one can obtain an ordering of groups of agents with respect to their abilities. Inspecting figure 5.2, the following partial ability order of these four 3-player coalitions emerges:

\[
\{4, 5, 6\} \prec \{2, 3, 4\}, \{1, 4, 5\} \prec \{1, 2, 3\}
\]

Note that the coalitions \{2, 3, 4\} and \{1, 4, 5\} are incomparable: On the one hand, coalition \{2, 3, 4\} is more powerful since it is able to pass any law provided that the procedure terminates eventually. On the other hand, coalition \{1, 4, 5\} can force the procedure to terminate or keep it going forever, something which coalition \{2, 3, 4\} cannot do.

**5.4 Bonn vs. Berlin**

After the “German Question” had been solved, on June 20th, 1991, the German parliament was faced with the Berlin question: Should the German parliament and the seat of government move to Berlin or stay in Bonn? In this historic debate, the parliament was very divided and this division ran through all parties. About 100 speeches were made while another 100 speeches were placed on record. We present this debate here as a real-life example of the importance of agenda
choice, and to see how far Coalition Logic goes in helping in the analysis of such real-life examples.

In its debate, the German parliament considered 5 different motions, the 3 central ones being:

$p_1$ Parliament and government move to Berlin.

$p_2$ The parliament moves to Berlin but the seat of government remains in Bonn.

$p_3$ Both parliament and government remain in Bonn.

The two other motions did not play an essential role concerning the final decision, and we shall simplify our discussion by not considering them.

Since there were more than 2 motions up for vote, the parliamentary council of elders first had to decide on a voting procedure. Let us put ourselves into the shoes of the designers of the voting agenda, assuming that we have at our disposal an automatic agenda generator (i.e., a satisfiability checker for Coalition Logic). We can think of a voting procedure as an agenda tree which is an extensive game where each game position is associated to the set of alternatives which have not been eliminated yet.

Formally, we start at a position where $p_1 \land p_2 \land p_3$ holds. Each move in the voting game will then eliminate some alternative(s) until only a single alternative remains. The first requirement we impose is that alternatives which have been eliminated at some stage remain eliminated:

$$
\neg p \rightarrow [\emptyset] \neg p \quad \text{for all atomic } p.
$$

Second, bearing in mind the eternal voting example of the previous section, we want to prevent a voting procedure where no progress is made, demanding that at every stage at least one alternative has to be eliminated. We can formalize this requirement by stating that every move has to change the situation. Let $\text{Sit} = \{l_1 \land l_2 \land l_3 | l_i = p_i \text{ or } l_i = \neg p_i \}$ denote the set of possible situations, all possible combinations of atomic facts. Then we can write our second axiom as

$$
\bigwedge_{\delta \in \text{Sit}} (\delta \rightarrow [\emptyset] \neg \delta).
$$

Third, we want each vote of the voting procedure to be a democratic majority vote, formalized by

$$
[N] \varphi \rightarrow [C] \varphi \quad \text{for every } C \text{ with } |C| > \frac{1}{2} |N|
$$

where (to simplify the discussion) we assume that $|N|$ is odd. As a final fourth requirement, we want each vote to be between two alternatives only. This will allow us to exclude the problematic situation where a vote is taken between three
alternatives none of which gets a majority. The axiom which ensures this binary
decision making is
\[ [N] \varphi \land [N] (\neg \varphi \land \psi) \rightarrow [\emptyset] (\varphi \lor \psi). \] (5.4)
The axiom ensures that if a state has two successors which can be distinguished
by \( \varphi \) such that one successor satisfies \( \varphi \) and the other \( \psi \), then all successor states
have to verify \( \varphi \) or \( \psi \).

Being the agenda designers, we would like to know whether the formula \( p_1 \land p_2 \land p_3 \) is satisfiable in a weakly playable coalition model in which the four axioms
(5.1) to (5.4) are valid. Giving these axioms to our automatic agenda generator,
we receive a positive answer and the following satisfying model \( \mathcal{M}_1 \):

\[ s_0(p_1, p_2, p_3) \]
\[ s_1(p_2) \quad s_2(p_1, p_3) \]
\[ s_3(p_1) \quad s_4(p_3) \]

The propositional variables true at each state can be seen in the figure. At states
\( s_0 \) and \( s_2 \), the decision between the left and the right move is made by majority.
To the terminal states we can associate arbitrary empty games. It is easy to see
that the four axioms are valid in \( \mathcal{M}_1 \). Intuitively, according to this procedure the
parliament first votes whether its seat and the government offices should be in the
same city. If so, the decision is made where the parliament and the government
offices should be located.

Procedure \( \mathcal{M}_1 \) is the one actually adopted by the council of elders, and using
this procedure the parliament ended up deciding for alternative \( p_1 \). It does,
however, have a structural property which one might consider undesirable, namely
that not all 3 alternatives are treated equally. In the first vote of \( \mathcal{M}_1 \), alternative
\( p_2 \) has to compete against two other alternatives, \( p_1 \) and \( p_3 \) together. There
may be a reason for making life difficult for alternative \( p_2 \), e.g., one might argue
that separating the seat of parliament from the seat of government causes logistic
problems which should only be accepted if a majority prefers this option to the
other two together. If on the other hand we feel that all alternatives should be
treated equally, we will not want to adopt \( \mathcal{M}_1 \), and instead are led to accept a
fifth axiom which allows at most one alternative to be excluded in every vote (an
agenda which has this property is called complete):

\[ p \land q \rightarrow [\emptyset] (p \lor q) \quad \text{for all atomic } p \neq q. \] (5.5)

Note that this axiom is not valid in \( \mathcal{M}_1 \) since it fails at \( s_0 \) for \( p_1 \land p_3 \). Together
with axiom (5.2), the new axiom ensures that at every vote exactly one alternative
is excluded. Thus, if we happen to be unhappy with the first model presented to
us by the agenda generator, we can add this additional axiom and again ask for
a voting procedure satisfying the new specification, yielding, e.g., the following model \( \mathcal{M}_2 \):

\[\begin{align*}
  &s_0(p_1, p_2, p_3) \\
  &s_1(p_1) \\
  &s_2(p_2) \\
  &s_3(p_3) \\
  &s_4(p_4)
\end{align*}\]

Agenda \( \mathcal{M}_2 \) satisfies all the axioms. First, a decision is made between \( p_1 \) and \( p_2 \), the winner of the first vote is then put up against \( p_3 \). Note also that an additional structural property distinguishes \( \mathcal{M}_2 \) from \( \mathcal{M}_1 \): While the number of votes taken in \( \mathcal{M}_1 \) depends on how earlier votes turn out, in \( \mathcal{M}_2 \) the number of votes is fixed, the agenda is \textit{uniform}. Axiomatically, an agenda is uniform if it satisfies the following axiom

\[
[N]^k[\bot] \rightarrow [\emptyset]^k[\bot]
\]  

(5.6)

for all \( k > 0 \).

To conclude, we hope to have shown that Coalition Logic can be a useful tool in the design of voting procedures. Even basic Coalition Logic is expressive enough to formalize structural properties of agendas which have been studied in the theory of voting. The importance of such structural properties can be seen in the Bonn vs. Berlin case: As discussed in [115], one can construct a preference profile for the members of parliament which yields the actual voting outcome \( p_1 \) under agenda \( \mathcal{M}_1 \), but outcome \( p_3 \) under agenda \( \mathcal{M}_2 \). While it is argued in [80] that both voting agendas would have led to the same result \( p_1 \), it suffices to illustrate that the outcome of political decision making can be highly sensitive to the agenda structure. It is disconcerting to think that possibly not the German parliament decided to move to Berlin but rather its council of elders, when it chose agenda \( \mathcal{M}_1 \) over agenda \( \mathcal{M}_2 \).

(As noted in [80], the actual voting agenda with its 5 motions exhibits a further peculiar logical feature. The fourth motion under consideration by the German parliament stated that in order to preserve the functioning of parliamentary democracy, the seat of parliament and the seat of government should not be geographically separated. After having voted whether or not to accept motion \( p_2 \), the parliament voted on this fourth motion \( p_4 \). In the actual course of events, motion \( p_2 \) was rejected (i.e., no separation of government and parliament) while motion \( p_4 \) was subsequently also rejected, seemingly adopting the proposition \( \neg A \land 
eg \neg \neg A \). Thus, a closer look at the Bonn-Berlin debate shows that classical 2-valued logic seems insufficient to capture political discourse, at least in Germany, possibly due to its rich history in philosophical dialectics.)
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Miller in [84] gives a survey of agenda issues in committee voting, covering agenda trees and their properties such as completeness and uniformity.
Chapter 6

Game Logic

As we have seen in section 2.4, effectivity functions can be used to model local as well as global ability of players in a game. For Coalition Logic, we have assumed that a (coalition) model represents a complex game whose local effectivity structure is described by the $[C]$-modality. We are now switching from this internal game view to an external view in which we only represent games by what players can achieve in them in the end. The game models underlying this external view associate multiple determined 2-player games to every state. The logic used to reason about these models is Game Logic, introduced in [97], which includes game expressions explicitly in its logical language. Where in Coalition Logic $[C] \varphi$ expressed that coalition $C$ had a strategy for bringing about $\varphi$ in one move in the game which is the underlying model, the Game Logic formula $(\gamma)\varphi$ expresses that player 1 has a strategy to bring about $\varphi$ in game $\gamma$.

We formally introduce the syntax and semantics of Game Logic in section 6.1. In section 6.2, we show that all the operations of Game Logic preserve bisimulation so that (as with Coalition Logic) all formulas of Game Logic are invariant for bisimulation. The rest of this chapter again concerns questions of axiomatization and complexity. Unfortunately, the results are somewhat incomplete and leave many open questions: A completeness result for the natural axiom system for full Game Logic is still wanting, as is a proof of the conjectured lower bound for the complexity of the satisfiability problem.

For studying the complexity of Game Logic, it is useful to relate Game Logic to another well-known calculus for reasoning about program behavior, the $\mu$-calculus. Although formulas of the $\mu$-calculus have traditionally been interpreted over Kripke models, this restriction is in no way necessary. Section 6.4 introduces the $\mu$-calculus over general game models.

The chapter closes with some brief remarks on our second theme, programs vs. games. While most of this discussion is postponed until the end of the next chapter, we comment on some first differences and similarities between full Game Logic and its program fragment.
6.1 Syntax & Semantics

Game Logic (GL) is a logic to reason about individual ability in determined 2-player games; it extends the individual fragment of $2 - \text{MaxPlay}$ in two ways: First, multiple effectivity functions are associated with each state, one for every game in $\Gamma_0$, and second, game operations are added to talk not only about atomic games but also about complex ones. To add some metaphysical significance to these 2-player games and to adopt established terminology from the literature on the refinement calculus [7], player 1 will often be called Angel and player 2 Demon. The language of GL consists of two sorts, games and propositions.

**Definition 6.1 (Game Logic Syntax).** Given a set of atomic games $\Gamma_0$ and a set of atomic propositions $\Phi_0$, games $\gamma$ and propositions $\varphi$ can have the following syntactic forms, yielding the set of GL-games $\Gamma$ and the set of GL-propositions/formulas $\Phi$:

$$
\begin{align*}
\gamma &:= g \mid \varphi \mid \gamma ; \gamma \mid \gamma \cup \gamma \mid \gamma^* \mid \gamma^d \\
\varphi &:= \bot \mid p \mid \neg \varphi \mid \varphi \lor \varphi \mid (\gamma) \varphi
\end{align*}
$$

where $p \in \Phi_0$ and $g \in \Gamma_0$.

Furthermore, we define $[\gamma] \varphi := \neg (\gamma) \neg \varphi$ and the demonic analogues of angelic choice and iteration: Demonic choice between $\gamma_1$ and $\gamma_2$ is denoted as $\gamma_1 \cap \gamma_2$ which abbreviates $(\gamma_1^d \cup \gamma_2^d)^d$. Demonic iteration of $\gamma$ is denoted as $\gamma^x$ which abbreviates $((\gamma^d)^d)^d$.

On certain occasions, it is useful to treat demonic choice and iteration as primitive, for it allows us to consider Game Logic formulas and games in dual normal form:

**Definition 6.2 (Dual Normal Form).** A GL-formula (GL-game) is in dual normal form iff the duality operator occurs only as demonic iteration, demonic choice, or in front of atomic games or tests.

Using the following game-theoretic versions of the de Morgan laws, every Game Logic formula can be rewritten into an equivalent dual normal form:

$$
\begin{align*}
(a \cup b)^d &\sim a^d \cap b^d \\
(a \cap b)^d &\sim a^d \cup b^d \\
(a ; b)^d &\sim a^d ; b^d \\
(a^* d) &\sim a^{d*}
\end{align*}
$$

**Definition 6.3 (Program Fragment).** A game which does not contain the duality-operation at all (i.e., also not hidden in a demonic operation) is a program. The set of GL-formulas which only contain games which are programs is the program fragment of Game Logic.
The formula \( \langle \gamma \rangle \varphi \) expresses that Angel has a \( \varphi \)-strategy in game \( \gamma \), and \( [\gamma] \varphi \) expresses that Angel does not have a \( \neg \varphi \)-strategy, which by determinacy is equivalent to saying that Demon has a \( \varphi \)-strategy. To provide some first intuition regarding the game operations, \( \gamma_1 \cup \gamma_2 \) denotes the game where Angel chooses which of the two subgames to continue playing, and the sequential composition \( \gamma_1; \gamma_2 \) of two games consists of first playing \( \gamma_1 \) and then \( \gamma_2 \). In the iterated game \( \gamma^n \), Angel can choose how often to play \( \gamma \) (possibly not at all): each time she has played \( \gamma \), she can decide whether to play it again or not. Playing the dual game \( \gamma^d \) is the same as playing \( \gamma \) with the players’ roles reversed, i.e., any choice made by Angel in \( \gamma \) will be made by Demon in \( \gamma^d \) and vice versa. Hence, \( \gamma_1 \cap \gamma_2 \) will refer to the game where Demon chooses which subgame to play, leaving the roles of the players in \( \gamma_1 \) and \( \gamma_2 \) intact. The test game \( \varphi ? \) consists of checking whether a proposition \( \varphi \) holds at that position. This construction can be used to define conditional games such as \( (p!!; \gamma_1) \cup (\neg p!!; \gamma_2) \): If \( p \) holds at the present state of the game, \( \gamma_1 \) is played, and otherwise \( \gamma_2 \).

Recall from chapter 2 that a game model \( \mathcal{M} = ((S, \{E_g|g \in \Gamma_0\}), V) \), consists of a set of states \( S \), a valuation \( V : \Phi_0 \to \mathcal{P}(S) \) for the propositional letters and a collection of functions \( E_g : S \to \mathcal{P}(\mathcal{P}(S)) \) which are monotonic, i.e. \( X \subseteq X' \) imply \( X' \in E_g(s) \). The idea is that \( sE_gX \) (i.e. \( X \in E_g(s) \)) holds whenever Angel has a strategy in game \( g \) to achieve \( X \), i.e., \( E_g \) represents the effectivity of player 1 at every state. By the proof of theorem 2.12 and corollary 2.13 of chapter 2 we know that we can think of every state as being associated either with a number of determined strategic games (internal view), or with a number of extensive games of perfect information (external view).

By simultaneous induction, we define truth in a game model on the one hand and the effectivity functions for non-atomic games on the other hand.

\textbf{Definition 6.4 (Game Logic Semantics).} The truth of a formula \( \varphi \) in a model \( \mathcal{M} \) at a state \( s \) (denoted as \( \mathcal{M}, s \models \varphi \)) is defined as follows:

\begin{align*}
\mathcal{M}, s \not\models \bot \\
\mathcal{M}, s \models p \quad & \text{iff} \quad p \in \Phi_0 \text{ and } s \in V(p) \\
\mathcal{M}, s \models \neg \varphi \quad & \text{iff} \quad \mathcal{M}, s \not\models \varphi \\
\mathcal{M}, s \models \varphi \lor \psi \quad & \text{iff} \quad \mathcal{M}, s \models \varphi \text{ or } \mathcal{M}, s \models \psi \\
\mathcal{M}, s \models \langle \gamma \rangle \varphi \quad & \text{iff} \quad sE_{\gamma}(\varphi^M) \\
\end{align*}

The function \( E_\gamma : S \to \mathcal{P}(\mathcal{P}(S)) \) is defined inductively for non-atomic games \( \gamma \).

Let \( E_\gamma(Y) := \{s \in S|sE_\gamma Y\} \). Then

\begin{align*}
E_{\alpha \beta}(Y) & := E_\alpha(E_\beta(Y)) \\
E_{\alpha \lor \beta}(Y) & := E_\alpha(Y) \cup E_\beta(Y) \\
E_{\varphi}(Y) & := \varphi^M \cap Y \\
E_{\neg \alpha}(Y) & := E_\alpha(Y) = \overline{E_\alpha(Y)} \\
E_{\alpha^*}(Y) & := \mu X.Y \cup E_\alpha(X) \\
\end{align*}
It can be shown that monotonicity of the $E_g$-functions is preserved under the
game operations, so the fixpoint $\mu X. Y \cup E_\alpha(X)$ always exists. We also define the
notions of validity and logical consequence in the standard way (see section 3.1).

6.2 Bisimulation Again

As an equivalence notion, bisimulation applies to game models as it does to
coalition models. We have seen in a previous chapter that all formulas of Coalition
Logic were bisimulation invariant. To show that also Game Logic formulas are
invariant for bisimulation, one needs to show that clauses 2 and 3 of the definition
of bisimulation can be generalized from atomic games to complex games.

THEOREM 6.5. Let $\mathcal{M} = ((S, \{E_g\mid g \in \Gamma_0\}), V)$ and $\mathcal{M}' = ((S', \{E'_g\mid g \in \Gamma_0\}), V')$ be two game models such that $s \simeq s'$. Then

1. For all $\varphi \in \Phi$: $\mathcal{M}, s \models \varphi$ iff $\mathcal{M}', s' \models \varphi$

2. For all $\gamma \in \Gamma$: If $sE_\gamma X$ then $\exists X' \subseteq S'$ such that $s'E_\gamma X'$ and $\forall x' \in X' \exists x \in X : x \simeq x'$.

3. For all $\gamma \in \Gamma$: If $s'E_\gamma X'$ then $\exists X \subseteq S$ such that $sE_\gamma X$ and $\forall x \in X \exists x' \in X' : x \simeq x'$.

PROOF. For atomic games and formulas, the claims hold by bisimilarity. For
non-atomic formulas, the boolean cases are immediate and we shall only show one direction of (1.) for $(\gamma) \varphi$. If $\mathcal{M}, s \models (\gamma) \varphi$, $sE_\gamma \varphi^M$ and so (by induction hypothesis (2.) for $\gamma$) there is some $X' \subseteq S'$ such that $s'E_\gamma X'$ and for all $x' \in X'$ there is some $x \in \varphi^M$ such that $x \simeq x'$. By induction hypothesis (1.) for $\varphi$, this
means that $X' \subseteq \varphi^M$, and so by monotonicity, $s'E_\gamma \varphi^M$, which establishes that $\mathcal{M}', s' \models (\gamma) \varphi$.

As for proving that the game constructions of GL are safe for bisimulation,
we shall prove (2.) for non-atomic games. Consider first the case of test $\varphi?$. If
$sE_\varphi X = \varphi^M \cap X$, let $X' := \{x' \mid \exists x \in X : x \simeq x'\}$. Then $s'E_\varphi X'$ by induction hypothesis (1.) for $\varphi$, and for all $x' \in X'$ there is some $x \in X$ such that $x \simeq x'$, simply by definition of $X'$.

For union, if $sE_{\alpha \cup \beta} X$ we can assume w.l.o.g. that $sE_\alpha X$ and apply the induction hypothesis, i.e. for some $X'$, we have $sE_\alpha X'$ and hence also $sE_{\alpha \cup \beta} X'$.

For composition, suppose that $s \in E_\alpha(E_\beta(X))$. Using the induction hypothesis for $\alpha$, there is some $Y'$ such that $s'E_\alpha Y'$ and for all $y' \in Y'$ there is a $u \in E_\beta(X)$ such that $u \simeq y'$. Now let $X' := \{x' \mid \exists x \in X : x \simeq x'\}$. We must show that $s'E_\alpha(E_\beta(X'))$. For this, it suffices by monotonicity to show that $Y' \subseteq E_\beta(X')$. So suppose that $y' \in Y'$, i.e., for some $u \in E_\beta(X)$ we have $u \simeq y'$. Using the induction hypothesis for $\beta$, there is some $V'$ such that $y'E_\beta V'$ and for all $v' \in V'$
there is some $x \in X$ such that $x \equiv v'$. Hence $V' \subseteq X'$ and so by monotonicity, \\
y' \not E_{\alpha'} X'.

Dual: Suppose $sE_{\alpha'} X$, i.e. not $sE_{\alpha} X$ and let $X'$ be as before. It is sufficient to show that $s' E_{\alpha'} X$ does not hold. Suppose by reductio the contrary. Then there is some $Z$ with $sE_{\alpha} Z$ and for all $z \in Z$ there is some $x' \not \in X'$ such that $z \equiv x'$. From this it follows that $Z \subseteq X$, so by monotonicity $sE_{\alpha} X$, a contradiction.

Iteration: Let $X'$ be as before and let $Z$ be
\[
\{ z | \forall z' : z \equiv z' \Rightarrow z' E_{\alpha'} X' \}.
\]
Now it is sufficient to show that $E_{\alpha'}(X) \subseteq Z$, and given the definition of $E_{\alpha'}(X)$ as a least fixpoint, it suffices to show that $Z$ is a fixpoint, i.e. that
\[
X \cup E_{\alpha}(Z) \subseteq Z.
\]
Supposing that $x \in X$ and for some $x'$ we have $x \equiv x'$, we have $x' \in X' \subseteq E_{\alpha'}(X')$. On the other hand, suppose that $x \in E_{\alpha}(Z)$ and $x \equiv x'$. Then by induction hypothesis, there is some $Z'$ such that $x' \in E_{\alpha'}(Z')$ and for all $z' \in Z'$ there is some $z \in Z$ such that $z \equiv z'$. But then $Z' \subseteq E_{\alpha'}(X')$, and so by monotonicity $x' \in E_{\alpha'}(E_{\alpha'}(X')) \subseteq E_{\alpha'}(X')$ which completes the proof.

6.3 Axiomatization

\textbf{Definition 6.6 (Game Logic Axiomatizations).} A game logic is a set of formulas $\Lambda$ which contains all propositional tautologies together with all instances of the axiom schemas of figure 6.1, and which is closed under the rules of Modus Ponens, Monotonicity and a new Fixpoint Rule. Let $\mathcal{GL}$ denote the smallest game logic.

Intuitively, the axiom for iteration states that $(\gamma^*) \varphi$ is a fixpoint of the operation $\varphi \lor (\gamma) X$ and the fixpoint rule states that $(\gamma^*) \varphi$ is the least such fixpoint.

\textbf{Theorem 6.7.} $\mathcal{GL}$ is sound with respect to the class of all game models.

Together with Parikh, we conjecture that $\mathcal{GL}$ is complete with respect to the class of all game models, but proving this conjecture is one of the main open technical problems in Game Logic. Some weaker results exist, however. If $sq$ is a sequence of operators of Game Logic such as $d$ or $d_*$, let $\mathcal{GL}^{sq}$ denote Game Logic without the operators of $sq$, i.e., restricted to formulas without these operators and without the axioms involving them.

\textbf{Theorem 6.8 (Parikh [97]).} Dual-free Game Logic $\mathcal{GL}^{sq}$ is sound and complete with respect to the class of all game models.
The rest of this section is devoted to showing that $\mathbf{GL}^{\ast}$, i.e., Game Logic with dual but without iteration (and hence without the Mix axiom $\varphi \lor (\gamma)\langle \gamma^\ast \rangle \varphi \rightarrow \langle \gamma^\ast \rangle \varphi$ and the fixpoint rule) is complete with respect to the class of all game models. As before, the proof is via a canonical model construction.

Let $\Lambda$ be any game logic and let $S$ be the set of all maximally $\Lambda$-consistent sets of formulas. Define the canonical $\Lambda$-model $\mathcal{C} = (\langle S, \{E_g|g \in \Gamma_0\}, V \rangle$ as before in the case of Coalition Logic:

$$
s \in V(p) \quad \text{iff} \quad p \in s$$

$$sE_{\eta}X \quad \text{iff} \quad \exists \tilde{\varphi} \subseteq X : (g)\varphi \in s$$

**Lemma 6.9.** For any maximally $\Lambda$-consistent set $s \in S$ and any formula $\varphi$: $\mathcal{C}, s \models \varphi$ if $\varphi \in s$. Equivalently, $\varphi^{\tilde{\cdot}} = \tilde{\varphi}$.

**Proof.** We shall prove the following two claims by simultaneous induction on $\varphi$ and $\gamma$:

$$(1) \varphi^{\tilde{\cdot}} = \tilde{\varphi} \quad \text{and} \quad (2) \forall \psi : E_\gamma(\tilde{\psi}) = \langle \gamma \rangle \tilde{\psi}$$

The base case of both claims holds by definition. For the boolean inductive steps of (1), the argument is standard. For $\langle \gamma \rangle \varphi$, suppose $s \in (\langle \gamma \rangle \varphi)^{\tilde{\cdot}}$ where $\varphi^{\tilde{\cdot}} = \tilde{\varphi}$ by induction hypothesis. Then the claim follows from (2). What remains is to show (2) for complex games $\gamma$ making use of the axioms. Some sample cases:

If $sE_{\varphi \land \psi}$ then $s \in \varphi^{\tilde{\cdot}} \cap \tilde{\psi}$. By induction hypothesis claim (1), $s \in \tilde{\varphi}$ and so $\varphi \land \psi \in s$. Hence by the test axiom, $\langle \varphi \land \psi \rangle \psi \in s$. Similarly for the converse.

If $sE_{\alpha}E_{\beta}(\tilde{\psi})$, then by induction hypothesis, $E_{\beta}(\tilde{\psi}) = \langle \beta \rangle \tilde{\psi}$; and again by induction hypothesis, $(\alpha)\langle \beta \rangle \psi \in s$. Analogously for the converse and the other cases.
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The previous truth lemma then allows us to prove the canonical model theorem, from which completeness follows as a corollary. To conclude, we have axiomatic completeness for $\text{GL}^{-d}$ as well as $\text{GL}^{-1}$, but iteration together with duality remains a problem.

**Theorem 6.10.** $\text{GL}^{-1}$ is complete with respect to the class of all game models.

6.4.1 The Generalized $\mu$-Calculus

The modal $\mu$-calculus is a very expressive logic which subsumes most program logics (e.g., PDL) and temporal logics (e.g., CTL, CTL*). In its original formulation, the $\mu$-calculus consists of a modal language with special operations denoting least and greatest fixpoints, interpreted over Kripke models. In this section we shall introduce the language of the $\mu$-calculus and generalize its semantics from Kripke models to game models. We can then translate formulas of Game Logic into formulas of the $\mu$-calculus, and this translation will subsequently be appealed to when discussing expressiveness and complexity in this chapter and the next.

The language of the propositional modal $\mu$-calculus consists of the language of modal logic together with least and greatest fixpoint operations which make use of variables $X, Y, \ldots \in \text{Var}$. Note that in contrast to GL, modalities are always atomic in the $\mu$-calculus.

**Definition 6.11 ($\mu$-Calculus Syntax).** The set of $\mu$-calculus formulas is defined inductively as

$$\varphi := \bot \mid p \mid X \mid \neg \varphi \mid \varphi \lor \varphi \mid \langle y \rangle \varphi \mid \mu X. \varphi$$

where $p \in \Phi_0$, $y \in \Gamma_0$, $X \in \text{Var}$ and in $\mu X. \varphi$, $X$ occurs strictly positively in $\varphi$, i.e., every free occurrence of $X$ in $\varphi$ occurs under an even number of negations.

The language is interpreted over game models $\mathcal{M} = ((S, \{E_g \mid g \in \Gamma\}, V))$, but a variable assignment $v : \text{Var} \rightarrow \mathcal{P}(S)$ is needed to interpret the variables.

**Definition 6.12 ($\mu$-Calculus Semantics).** The truth of a formula $\varphi$ in a model $\mathcal{M}$ at a state $s$ (denoted as $\mathcal{M}, s \models \varphi$) is defined as follows:

- $\mathcal{M}, v, s \not\models \bot$
- $\mathcal{M}, v, s \models p$ \quad iff \quad $p \in \Phi_0$ and $s \in V(p)$
- $\mathcal{M}, v, s \models X$ \quad iff \quad $X \in \text{Var}$ and $s \in v(X)$
- $\mathcal{M}, v, s \models \neg \varphi$ \quad iff \quad $\mathcal{M}, v, s \not\models \varphi$
- $\mathcal{M}, v, s \models \varphi \lor \psi$ \quad iff \quad $\mathcal{M}, v, s \models \varphi$ or $\mathcal{M}, v, s \models \psi$
- $\mathcal{M}, v, s \models \langle y \rangle \varphi$ \quad iff \quad $sE_g\{t \in S \mid \mathcal{M}, v, t \models \varphi\}$
- $\mathcal{M}, v, s \models \mu X. \varphi$ \quad iff \quad $s \in \bigcap\{T \subseteq S \mid \{t \in S \mid \mathcal{M}, v_{X:=T}, t \models \varphi\} \subseteq T\}$

where $v_{X:=T}(Y) = v(Y)$ for all $Y \neq X$ and $v_{X:=T}(X) = T$. 
Since $\varphi$ was assumed to be strictly positive in $X$, monotonicity is guaranteed and hence by theorem A.1, $\mu X.\varphi$ indeed denotes the least fixpoint of the operation associated with $\varphi(X)$. Note that the scope of the fixpoint operator extends as far as possible to the right. We define the greatest fixpoint $\nu X.\varphi(X)$ as the abbreviation of $\neg \mu X.\neg \varphi(\neg X)$.

**Definition 6.13 (Positive Normal Form).** Formula $\varphi$ is said to be in positive normal form if no variable is quantified (i.e., bound by $\mu$ or $\nu$) twice and all negations occurring in $\varphi$ apply to atomic propositions only.

Using the de Morgan laws for the boolean connectives, the box-diamond duality and the greatest fixpoint, every $\mu$-calculus formula can be rewritten into positive normal form.

When we will discuss model-checking algorithms in the next chapter, fixpoint nestings will play a crucial role. The simplest kind of nesting is exhibited by the following formula

$$\mu X.p \lor (X \land \mu Y.q \lor (g)Y).$$

Since the variable $X$ does not occur inside the $\mu Y$ fixpoint, the latter can be calculated first, independently of the $\mu X$ fixpoint. We shall consider nestings of this kind to be vacuous nestings. A non-vacuous nesting is exhibited by the formula

$$\mu X.p \lor (q \land \mu Y.X \lor (g)Y),$$

where the calculation of the inner fixpoint depends on the current value of $X$. We define the fixpoint depth $d(\varphi)$ of a $\mu$-calculus formula $\varphi$ as the maximal number of such nestings, ignoring vacuous nestings (we shall give a formal definition shortly). Finally, it will turn out that even nestings of the kind we just saw are not that bad after all, since the two fixpoints which are nested are both least fixpoints. The formula

$$\mu X.p \lor (q \land \nu Y.X \land (g)Y)$$

on the other hand nests a greatest fixpoint inside a smallest fixpoint. This kind of nesting is formally captured by the notion of alternation depth [44].

**Definition 6.14 (Alternation Depth).** If a $\mu$-calculus formula $\varphi$ is in positive normal form, we define its alternation depth $ad(\varphi)$ by induction on $\varphi$ as follows:

$$ad(X) = ad(p) = 0 \text{ for } p \in \Phi_0, X \in Var$$

$$ad(\varphi \lor \psi) = ad(\varphi \land \psi) = \max(ad(\varphi), ad(\psi))$$

$$ad(\neg \varphi) = ad(\varphi)$$

$$ad((g)\varphi) = ad([g]\varphi)$$

$$ad(\mu X.\varphi) = \max(\max(1, ad(\varphi), 1 + ad(\nu Y_1.\psi_1), \ldots, 1 + ad(\nu Y_n.\psi_n))),$$

where $\nu Y_i.\psi_i \in sf(\varphi)$ and $X$ occurs free in $\psi_i$

$$ad(\nu X.\varphi) = \max(\max(1, ad(\varphi), 1 + ad(\mu Y_1.\psi_1), \ldots, 1 + ad(\mu Y_n.\psi_n))),$$

where $\mu Y_i.\psi_i \in sf(\varphi)$ and $X$ occurs free in $\psi_i$.
Thus for any $\mu$-calculus formula $\varphi$, we can define its alternation depth by first rewriting it into positive normal form. The difference between fixpoint depth $d(\varphi)$ and alternation depth $ad(\varphi)$ lies in the last two clauses of the preceding definition: For $d(\mu X.\varphi)$ as well as $d(\nu X.\varphi)$, we add 1 to the maximal fixpoint depth of both $\mu$- and $\nu$-subformulas of $\varphi$ which contain $X$ free. Denote the set of $\mu$-calculus formulas as $L_\mu$, and let $L^k_\mu \subseteq L_\mu$ denote the set of those formulas which (when put into positive normal form) are of alternation depth at most $k$. Let $L^k_\mu \subseteq L_\mu$ denote the set of formulas which contain at most $k$ distinct set variables.

### 6.4.2 Embedding Game Logic into the $\mu$-Calculus

The following function $^\circ : GL \rightarrow L^2_\mu$ maps every Game Logic formula $\varphi$ to a $\mu$-calculus formula $\varphi^\circ$, using two auxiliary translation functions on games, $^x$ and $^y$.

\[
\begin{align*}
g^x(\alpha \cup \beta)^x &= (g)^x \lor (\beta)^x \\
(\alpha \land \beta)^x &= (\alpha)^x \land (\beta)^x \\
(\alpha ; \beta)^x &= \alpha^x[X := \beta^x] \\
(\varphi^?)^x &= \varphi^x \land X \\
(\alpha^d)^x &= \neg \alpha^x[X := \neg X] \\
(\alpha^r)^x &= \mu X. Y \lor \alpha^y \\
g^y(\alpha \cup \beta)^y &= (g)^y \lor (\beta)^y \\
(\alpha \land \beta)^y &= (\alpha)^y \land (\beta)^y \\
(\alpha ; \beta)^y &= \alpha^y[Y := \beta^y] \\
(\varphi^?)^y &= \varphi^y \land Y \\
(\alpha^d)^y &= \neg \alpha^y[Y := \neg Y] \\
(\alpha^r)^y &= \mu X. Y \lor \alpha^x
\end{align*}
\]

The expression $\varphi[X := \psi]$ refers to the result of substituting $\psi$ for every occurrence of $X$. Note that $\varphi^\circ$ will have no free variables so that we can simply write $M, s \models \varphi^\circ$ instead of $M, \nu, s \models \varphi$. The correctness of the translation can easily be proved by induction.

**Theorem 6.15.** There is a translation function $^\circ : GL \rightarrow L^2_\mu$ such that for all game models $M$ we have $M, s \models \varphi$ iff $M, s \models \varphi^\circ$.

While this translation from Game Logic into the $\mu$-calculus allows us to talk about the alternation depth of a Game Logic formula, it is useful to define the notion of alternation depth for Game Logic directly.

**Definition 6.16 (Alternation Depth).** The alternation depth of a Game Logic formula $\varphi$ which is in dual normal form is inductively defined as follows:
\[ \text{ad}(p) = 0 \text{ for } p \in \Phi_0 \]
\[ \text{ad}(\varphi \lor \psi) = \max(\text{ad}(\varphi), \text{ad}(\psi)) \]
\[ \text{ad}(\lnot \varphi) = \text{ad}(\varphi) \]
\[ \text{ad}(\langle \gamma \rangle \varphi) = \max(\text{ad}(\gamma), \text{ad}(\varphi)) \]
\[ \text{ad}(g) = 0 \text{ for } g \in \Gamma_0 \]
\[ \text{ad}(\varphi^?) = \text{ad}(\varphi) \]
\[ \text{ad}(\gamma^d) = \text{ad}(\gamma) \]
\[ \text{ad}(\alpha \cup \beta) = \text{ad}(\alpha \cap \beta) = \max(\text{ad}(\alpha), \text{ad}(\beta)) \]
\[ \text{ad}(\alpha \cap \beta) = \max(\text{ad}(\alpha), \text{ad}(\beta)) \]
\[ \text{ad}(\gamma^?) = \max(1, \text{ad}(\gamma), 1 + \text{ad}(\alpha^?_1), \ldots, 1 + \text{ad}(\alpha^?_n)) \]
where \( \alpha^?_i \) is a subgame of \( \gamma \) not in the scope of \( ? \)
\[ \text{ad}(\gamma^\ast) = \max(1, \text{ad}(\gamma), 1 + \text{ad}(\alpha^\ast_1), \ldots, 1 + \text{ad}(\alpha^\ast_n)) \]
where \( \alpha^\ast_i \) is a subgame of \( \gamma \) not in the scope of \( \ast \)

In this definition, maximization in \( \text{ad}(\gamma^\ast) \) needs to be restricted to subgames of \( \gamma \) not in the scope of a test operator. This restriction is the Game Logic equivalent to the \( \mu \)-calculus restriction to subformulas which contain the fixpoint variable free. As an example, consider the Game Logic formula \( ((\langle g \rangle q^?)^\ast)p \) which corresponds to the \( \mu \)-calculus formula \( \mu X.p \lor (X \land \nu Y.q \land \langle g \rangle Y) \) and has alternation depth 1 rather than 2. In general, while \( (\varphi^?)^\ast = \varphi^? \land X \) has a free variable, that variable will never be in the scope of any fixpoint operator resulting from translating \( \varphi \).

The following theorem shows that using the above definition of alternation depth for Game Logic, the translation function preserves alternation depth.

\[ \textbf{Theorem 6.17.} \text{ For every Game Logic formula } \varphi, \text{ad}(\varphi) = \text{ad}(\varphi^\circ). \]

\[ \text{Proof.} \text{ We show by simultaneous induction that for all Game Logic formulas } \varphi \text{ and games } \gamma, \text{ad}(\varphi) = \text{ad}(\varphi^\circ) \text{ and } \text{ad}(\gamma) = \text{ad}(\gamma^\circ). \text{ We will assume here for simplicity that } \varphi \text{ and } \gamma \text{ are in dual normal form, and that the translation function } \ast \text{ also contains the following clauses for the demonic game operations:} \]
\[
(\alpha \cap \beta)^\ast = \alpha^\ast \land \beta^\ast \text{ and } (\alpha^\circ)^\ast = \nu Y.X \land \alpha^\circ \]

We shall briefly consider the most difficult inductive steps for sequential composition and iteration. Since \( (\alpha; \beta)^\ast = \alpha^\ast[X := \beta^\ast] \), we need to show that \( \max(\text{ad}(\alpha^\ast), \text{ad}(\beta^\ast)) = \text{ad}(\alpha^\ast[X := \beta^\ast]) \). To see that this is indeed the case, note that the substitution of \( \beta^\ast \) for \( X \) can only lead to an increase in alternation depth in case a free variable will become bound by an outer fixpoint operator. But this cannot happen since \( X \) is the only free variable in \( \beta^\ast \) which will still be free in \( \alpha^\ast[X := \beta^\ast] \). An analogous argument is used to show that \( \max(\text{ad}(\gamma^\ast), \text{ad}(\varphi^\circ)) = \text{ad}(\gamma^\ast[X := \varphi^\circ]) \).

For iteration, we need to show that \( \text{ad}(\gamma^\ast) = \text{ad}(\mu Y.X \lor \gamma^\circ) \), where \( \gamma^\circ \) contains \( Y \) free. Inspecting the definitions of \( \text{ad} \), it suffices to show two claims:
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(1) For every subformula $\nu Z.\psi$ of $\gamma^\nu$ in which $Y$ occurs free, there is a subformula $\alpha^x$ of $\gamma$ which is not in the scope of a test whose translation is $\nu Z.\psi$.

On the one hand, every subformula $\nu Z.\psi$ of $\gamma^\nu$ must be the translation of a subformula $\alpha^x$ of $\gamma$. On the other hand, if $Y$ occurs free in $\psi$ then $\alpha^x$ cannot be in the scope of a test.

(2) For every subformula $\alpha^x$ of $\gamma$ which does not occur in the scope of a test and for which $ad(\alpha^x) = ad(\gamma)$, its translation $\nu Z.\psi$ will be a subformula of $\gamma^\nu$ which contains $Y$ free.

Note that we can also assume that $\alpha^x$ does not occur in the scope of another $^x$-iteration, i.e., there is no subformula $\beta^x$ of $\gamma$ such that $\alpha^x$ is a subformula of $\beta$. For if that were the case, $ad(\beta^x) \geq ad(\alpha^x)$ and it suffices to consider $\beta^x$ instead of $\alpha^x$.

To see that $\nu Z.\psi$ must indeed contain $Y$ free, note that the free variable $Y$ in $\gamma^\nu$ is passed on through the game operations with the exception of test and iteration. In other words, the only way in which $Y$ could not be free in $\nu Z.\psi$ is if this formula occurs within the scope of another (translated) iteration, for we assumed it is not within the scope of a test. As mentioned, we can assume that $\nu Z.\psi$ occurs within the scope of a least fixpoint, i.e., it is a subformula of $\mu Z.\delta$. But then we would have

$$ad(\gamma) \geq ad(\mu Z.\delta) > ad(\nu Z.\psi) = ad(\alpha^x)$$

which contradicts our assumption that $ad(\alpha^x) = ad(\gamma)$.

Thus, while two variables suffice to translate Game Logic into the $\mu$-calculus, iteration and duality allow one to create formulas of arbitrary alternation depth: there is no $k$ such that for all Game Logic formulas $\varphi$, $ad(\varphi) \leq k$. If we define $g_1 = g$, and for $n > 0$ we let $g_{2n} = g_{2n-1}$ and $g_{2n+1} = g_{2n}$, then $(g_n)_{\bot}$ will be a formula of alternation depth $n - 1$. Note, however, that this result is only syntactic: It may very well be that there is some $k$ such that for all GL formulas $\varphi$, $\varphi^\nu$ is equivalent to a formula of alternation depth at most $k$. We will have more to say on this matter in the next chapter (section 7.2). All that we know so far is that such a $k$ would have to be greater than 1:

**Theorem 6.18.** There is a GL formula $\varphi$ which is not equivalent to any $\mu$-calculus formula of alternation depth less than 2.

**Proof.** Consider the $\mu$-calculus formula

$$\delta := \nu X.\mu Y.((p \land X) \lor Y).$$
On Kripke models with accessibility relation $g$, it expresses that “on some $g$-path $p$ occurs infinitely often” ($\text{EGF}p$ in $\text{CTL}^*$ notation). This formula has alternation depth 2 and it has been shown that there is no $\mu$-calculus formula $\delta'$ of alternation depth 1 or less such that $\delta$ is equivalent to $\delta'$ over Kripke models (see, e.g., [44]). Consequently, the same holds when considering equivalence over all game models. On the other hand, $\delta$ is equivalent to the translation of

$$[((g^*: g; \mu^2)^*)^*] \top,$$

thus showing that it cannot be the case that all GL formulas are equivalent to $\mu$-calculus formulas of alternation depth less than 2.

While the translation function does not yield $\mu$-calculus formulas of bounded alternation depth, and while we know certain properties expressible with Game Logic require alternation depth at least 2, it is easy to see that for Game Logic formulas within the program fragment, alternation depth 1 is all we need.

\textbf{Theorem 6.19.} If $\varphi$ lies in the program fragment of Game Logic, $\text{ad}(\varphi) = 1$. Consequently, Game Logic is more expressive than its program fragment.

### 6.5 Complexity of Model Checking

As may be expected, the presence of iteration makes model checking for Game Logic more complex than model checking for Coalition Logic. Instead of providing a model-checking algorithm for Game Logic directly, we shall consider an algorithm for the generalized $\mu$-calculus. For the $\mu$-calculus over Kripke models, the best known upper bound on complexity is $\text{NP} \cap \text{co-NP}$, while for bounded alternation depth, the problem can be solved in deterministic polynomial time. As it turns out, the situation is similar for game models.

As for the representation of a game model and the definition of its size, the same considerations apply as for coalition models. Consequently, we can easily transfer the definition of section 3.3 to game models:

\textbf{Definition 6.20 (Model Size).} Given a game model $M = ((S, \{E_g|g \in \Gamma_0\}), V)$, we define its size $|M|$ as

$$|M| = |S| + \sum_{s \in S} \sum_{g (g \in \Gamma_0)} \sum_{X \in E_g X} |X|,$$

where $E_{g}^{\tau}$ is the non-monotonic core of $E_g$.

Recall also that for Coalition Logic we defined the length of a formula $\varphi$ as the number of its subformulas. For Game Logic, this approach will not work since we also have to account for the complexity of the games a formula contains. For
PDL, one gets around this problem by using the Fischer-Ladner closure $FL(\varphi)$ of the formula rather than its subformula closure. This Fischer-Ladner closure can easily be extended to include the duality operator, so that we could define $|\varphi| = |FL(\varphi)|$. Usually, it is sufficient however to think of $|\varphi|$ as the syntactic length of $\varphi$. We shall draw the reader's attention to the precise definition of $|\varphi|$ on a few occasions when this will be necessary.

Given a $\mu$-calculus formula $\varphi$, a game model $M$, and a variable valuation $v$, there is an algorithm for calculating $\{s| M, v, s \models \varphi\}$ which runs in time $O(|M|^{r+1} \times |\varphi|)$, where $r = d(\varphi)$, the depth of (non-vacuous) fixpoint nestings. To see this, suppose that $\varphi = \mu X.\psi$, where $d(\psi) < d(\varphi)$. Then we need to calculate $\bigcup_{0 \leq i \leq |S|} F^i$, where $S$ is the universe of $M$ and $F(T) = \{t \in S| M, v_{X = t}, t \models \psi\}$. We thus need to calculate the extension of $\psi$ under at most $|S|$ different valuations $v_{X = t}$, so calculating the extension of $\varphi$ requires time at most $|S|$ times the time it takes to determine the extension of $\psi$.

There is one respect, however, in which the previous bound can be improved dramatically, and this improvement will also turn out to be relevant conceptually when discussing differences between programs and games. Consider, e.g., the formula $\mu X.\mu Y.\varphi(X, Y)$, where $\varphi$ contains no additional fixpoints. For sufficiently complex $\varphi$, the result obtained would suggest the model checking problem to require time roughly quadratic in the size of the state space of the model under consideration. As it turns out, however, the formula can be evaluated in linear time, due to lack of alternation and the generalized Knaster-Tarski fixpoint theorem.

Consider again how we can evaluate $\mu X.\mu Y.\varphi(X, Y)$. Given model $M = (\langle S, \{F_g| g \in F_0\}, V \rangle)$, valuation $v$ and sets $A, B \subseteq S$, let $\varphi(A, B) = \{s \in S| M, s, v_{X = A, Y = B} \models \varphi\}$. Then the algorithm suggested in theorem A.1 proceeds by calculating

$$F_0 = \emptyset, F_1 = \mu Y.\varphi(F_0, Y), F_2 = \mu Y.\varphi(F_1, Y), \ldots$$

until for some $m \leq |S|$, $F_m = F_{m+1}$. To calculate $F_i$ for $i > 0$, we need to calculate

$$f_0 = \emptyset, f_1 = \varphi(F_{i-1}, f_0), f_2 = \varphi(F_{i-1}, f_1), \ldots$$

until for some $n \leq |S|$, $f_n = f_{n+1}$. As a result, we require at most $|S| \cdot |S|$ calculations of $\varphi(X, Y)$.

Fortunately, we can do better than that. Suppose we have calculated $F_i = \mu Y.\varphi(F_{i-1}, Y)$. Since $F_{i-1} \subseteq F_i$ and $\varphi$ is monotonic in both arguments,

$$F_i = \mu Y.\varphi(F_{i-1}, Y) \subseteq \mu Y.\varphi(F_i, Y) = F_{i+1}$$

and hence by the generalized Knaster-Tarski theorem A.2,

$$F_{i+1} = \mu Y.\varphi(F_i, Y) = \varphi(F_i, F_i) \cup \varphi(F_i, \varphi(F_i, F_i)) \cup \cdots,$$
i.e., we can start the fixpoint approximation at $F_1$ instead of $\emptyset$. As a consequence, the state space has to be traversed only once, i.e., we require at most $|S|$ calculations of $\varphi(X, Y)$.

The previous argument can be generalized to arbitrary finite sequences of nested $\mu$-operators as long as no $\nu$-operator intervenes, and an analogous argument applies to sequences of nested $\nu$-operators without intervening $\mu$-operators. As a result, we obtain a complexity bound formulated not in terms of fixpoint depth but in terms of alternation depth.

\textbf{Theorem 6.21.} Given a $\mu$-calculus formula $\varphi$, a game model $\mathcal{M}$ and a variable valuation $v$, there is an algorithm for calculating $\{s | \mathcal{M}, v, s \models \varphi\}$ which runs in time $O(|\mathcal{M}|^{\text{depth}(\varphi)+1} \times |\varphi|)$.

\textbf{Proof.} Consider a game model $\mathcal{M} = ((S, \{E_g | g \in \Gamma_0\}), V)$ and a valuation $v$ in which we want to determine the extension of a $\mu$-calculus formula $\varphi$. First, we rewrite $\varphi$ to positive normal form. Next, we initialize all $\mu$-variables to $\emptyset$ and all $\nu$-variables to $S$. We have a boolean array $\text{done}$ that keeps track of which subformulas have been evaluated already. Initially, $\text{done}[\varphi] = \text{false}$ for all subformulas of $\varphi$. Lastly, the array $\text{value}[\varphi]$ will store the set of states where $\varphi$ is true. The work is done by the following recursive function which initially is called with argument $\varphi$.

\textbf{Evaluate($\varphi$)}:

If $\varphi$ is a sentence and $\text{done}[\varphi] = \text{true}$ then return $\text{value}[\varphi]$;

Case $\varphi$ of the form

\begin{itemize}
  \item $X$ (variable): $R := v(X)$
  \item $p$ (atom): $R := V(p)$
  \item $\neg \psi$: $R := S \setminus \text{Evaluate}(\psi)$
  \item $\alpha \lor \beta$: $R := \text{Evaluate}(\alpha) \cup \text{Evaluate}(\beta)$
  \item $\alpha \land \beta$: $R := \text{Evaluate}(\alpha) \cap \text{Evaluate}(\beta)$
  \item $\langle g \rangle \psi$: $R := \{s \in S | \exists X \subseteq S : sE_g^X \text{ and } X \subseteq \text{Evaluate}(\psi)\}$
  \item $[g] \psi$: $R := \{s \in S | \forall X \subseteq S : sE_g^X \Rightarrow X \cap \text{Evaluate}(\psi) = \emptyset\}$
  \item $\mu X. \psi$: If the surrounding fixpoint formula is a greatest fixpoint, then $v(X) := \emptyset$;
    \begin{itemize}
      \item For each open $\psi$-subformula $\mu Y. \delta$ such that there is no $\psi$-subformula $\nu Z. \chi$ containing it, set $v(Y) := \emptyset$.
      \item Repeat: $R := v(X); v(X) := \text{Evaluate}(\psi)$ Until $R = v(X)$.
    \end{itemize}
  \item $\nu X. \psi$: If the surrounding fixpoint formula is a least fixpoint, then $v(X) := S$;
    \begin{itemize}
      \item For each open $\psi$-subformula $\nu Y. \delta$ such that there is no $\psi$-subformula $\mu Z. \chi$ containing it, set $v(Y) := S$.
      \item Repeat: $R := v(X); v(X) := \text{Evaluate}(\psi)$ Until $R = v(X)$.
    \end{itemize}
\end{itemize}

If $\varphi$ is a sentence then
\[\text{done}[\phi] := \text{true};
\]
\[\text{value}[\phi] := R;\]

Return \(R\)

Note that we assume that the test in the conditional for the \(\mu\) formulas succeeds only if there is a surrounding fixpoint formula. To verify that the running time of the algorithm is indeed in \(O(\mid M \mid^{ad(\phi)+1} \times \mid \phi \mid)\), one shows by induction on \(\phi\) that Evaluate(\(\phi\)) runs in time \(O(\mid \phi \mid \times \mid M \mid \times \mid S \mid^{ad(\phi)})\).

If \(\phi\) is a variable \(X\) or some atomic proposition \(p\), the extension of \(\phi\) is already part of the description of the model/valuation and the function call terminates immediately. Skipping the boolean cases, suppose that \(\phi = (g)\psi\). After determining Evaluate(\(\psi\)) in \(O(\mid \psi \mid \times \mid M \mid \times \mid S \mid^{ad(\psi)})\), we check for every \(s \in E^\mu\psi\) whether \(X \subseteq \text{Evaluate}(\psi)\), which can be done in \(O(\mid M \mid)\). Hence, we end up with a time bound of \(O(\mid \phi \mid \times \mid M \mid \times \mid S \mid^{ad(\psi)})\).

In case \(\phi = \mu X. \psi\) consider first the case where \(ad(\phi) = ad(\psi) + 1\). In the worst case, the surrounding fixpoint formula is a greatest fixpoint, so that \(X\) is reset to \(\emptyset\) before we calculate \(\bigcup_{0 \leq i \leq \mid S \mid} F^i\), where \(F(T) = \{t \in S \mid M, v_{X = T}, t \models \psi\}\). As a result, we calculate Evaluate(\(\psi\)) at most \(\mid S \mid\) times for different valuations, each calculation requiring \(O(\mid \psi \mid \times \mid M \mid \times \mid S \mid^{ad(\psi)})\) time, yielding a total of \(O(\mid \psi \mid \times \mid M \mid \times \mid S \mid^{ad(\psi)})\) time.

For the case where \(ad(\phi) = ad(\psi)\), the approximations of \(\mu X\) will be absorbed by Evaluate(\(\psi\)): If (1) there is another least-fixpoint subformula \(\nu Y. \delta\) of the same alternation depth, the algorithm will refrain from resetting \(Y\) to \(\emptyset\) for new assignments to \(X\). If (2) there is some greatest-fixpoint subformula \(\nu Y. \delta\) of the same alternation depth, then \(X\) cannot occur in \(\delta\), and so \(\nu Y. \delta\) only needs to be evaluated once.

Note that the time bound provided is a rather rough estimate: As the proof shows, the real calculation time is more accurately described by \(O(\mid S \mid^{ad(\phi)} \times \mid M \mid \times \mid \phi \mid)\) where \(S\) is the universe of \(M\). Since \(\mid S \mid\) is usually much smaller than \(\mid M \mid\), model checking is often somewhat more feasible than suggested by the bound given in the theorem. Since we are, however, not interested in producing an efficient implementation but only in obtaining a rough idea of the complexity of the model checking problem, the bound stated in the theorem will do.

While theorem 6.21 provides a polynomial time model checking procedure for bounded alternation depth, for unbounded alternation depth, we conjecture that, similar to the case of Kripke models, the model-checking problem is in \(\text{NP} \cap \text{co-NP}\).

What are the consequences of theorem 6.21 for Game Logic? Using the translation from Game Logic into the \(\mu\)-calculus, we can get an upper bound for the complexity of Game Logic model checking as well.

**Corollary 6.22.** Given a Game Logic formula \(\phi\) and a finite game model \(M\),
model checking can be done in time $O(|\mathcal{M}|^{ad(\varphi)+1} \times |\varphi|)$. Consequently, if $\varphi$ lies in the program fragment, model-checking can be done in time $O(|\mathcal{M}|^2 \times |\varphi|)$.

**Proof.** Since by theorem 6.17 $ad(\varphi) = ad(\varphi^\circ)$, we only need to check that the translation from Game Logic into the $\mu$-calculus is efficient, for then the result follows by theorems 6.21 and 6.19.

Inspecting the definition of $\circ$, the only problematic clause is $(\alpha \cup \beta)^\circ$. For $(g_1 \cup g_2)\varphi$ will be translated as $(g_1)^\circ \varphi \lor (g_2)^\circ \varphi$, duplicating $\varphi^\circ$ and hence resulting in an exponential increase in length. As pointed out in [46], however, this does not really create a problem, since a clever representation of subformulas can be chosen which consolidates common subformulas.

### 6.6 Complexity of the Satisfiability Problem

The appendix of [97] contains an argument which demonstrates that the satisfiability problem for Game Logic is decidable. The argument uses a translation of Game Logic formulas into modal $\mu$-calculus formulas, reducing Game Logic satisfiability to $\mu$-calculus satisfiability. The translation used, however, is not the one presented in section 6.4.2, for the aim in this case is a translation into the $\mu$-calculus interpreted over Kripke models rather than game models. Hence, since Game Logic and the standard modal $\mu$-calculus are interpreted over different models, the models have to be translated as well. As for the formula translation, however, it turns out that the length of a formula can grow exponentially in the translation process, thereby seemingly making the reduction inefficient. A closer look, however, reveals that this exponential blow-up can easily be circumvented, as in the case of corollary 6.22. We now present the argument which establishes an exponential-time upper bound for the satisfiability problem.

Formulas as well as models of Game Logic can be translated into formulas and models of the $\mu$-calculus as follows: Given a game model $\mathcal{M} = ((S, \{E_g|g \in \Gamma_0\}), V)$, we construct its Kripke-version by introducing new states for every subset of $S$, i.e., we let $\mathcal{M}_K = ((S', R_v, \{R_g|g \in \Gamma_0\}), V')$ where $S' = S \cup \{s_X|X \subseteq S\}, s.R.t$ if $t \in X$ and $t.R_g.s.X$ if $tE_g.X$. In other words, the new set includes all the old states (individual-states) plus all subsets of old states (set-states), and we have two sorts of accessibility relations. Relation $R_g$ relates individual-states to set-states just as $E_g$ did in the game model, and $R_v$ is nothing but the converse of the element-of relation, relating set-states to individual-states. Finally, we also introduce another propositional atom $p_e$ which holds at a state iff it is an individual-state, so we let $V'(p) = V(p)$ for $p \not\equiv p_e$, and $V'(p_e) = S$. We can then translate Game Logic formulas over atomic games $\Gamma_0$ into $\mu$-calculus formulas over $\Gamma_0 \cup \{e\}$ (where $e \not\in \Gamma_0$) as follows:
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\[ g^\varphi = \langle g \rangle [\varphi] (p_e \land X) \]
\[ (\alpha \cup \beta)^\varphi = \alpha^\varphi \lor \beta^\varphi \]
\[ (\alpha^\varphi)^\varphi = p_e \land \neg \alpha^\varphi[X := \varphi] \]
\[ (\varphi_1 \land \varphi_2)^\varphi = \varphi_1 \land \varphi_2 \land X \]
\[ (\alpha)^\varphi = \mu Y \cdot p_e \land (X \lor \alpha^\varphi[X := Y]) \]
\[ \rho^\varphi = p \]
\[ (\neg \varphi)^\varphi = p_e \land \neg \varphi^\varphi \]
\[ (\varphi \lor \psi)^\varphi = \varphi \lor \psi^\varphi \]
\[ ((\alpha)\varphi)^\varphi = \alpha^\varphi[X := \varphi] \]

Note that this translation function is different from the one previously used in section 6.4 to translate from Game Logic into the generalized \( \mu \)-calculus, the reason being that now we need a translation which links Kripke models to game models.

\[ \textbf{Lemma 6.23.} \text{ For all Game Logic formulas } \varphi, \varphi \text{ is satisfiable in a game model } \text{iff } \varphi^\varphi \land p_e \text{ is satisfiable in a Kripke model.} \]

\[ \textbf{Proof.} \text{ It is easy to check that if } \varphi \text{ is satisfiable in } \mathcal{M}, \varphi^\varphi \land p_e \text{ is satisfiable in } \mathcal{M}_K \text{ as constructed before.}
\]
For the converse, assume \( \mathcal{M}_K = ((S, \{ R_s, R_u| g \in \Gamma_0 \}), V) \) satisfies \( \varphi^\varphi \land p_e \) at state \( s \in S \). Let \( \mathcal{M} = ((S', \{ E| g \in \Gamma_0 \}), V') \) be such that \( S' = V(p_e), V'(p) = V(p)|S' \) for all atoms \( p \neq p_e \), and finally
\[ sE g U \text{ if } \exists t \in S : sR_t U \text{ and } \forall u \in S : tR_u u \Rightarrow u \in U \]
where \( s \in S' \) and \( U \subseteq S' \). We claim that for all Game Logic formulas \( \chi \) and games \( \gamma \), (1) For all \( s \in S' \), \( \mathcal{M}_K, s \models \chi \) iff \( \mathcal{M}, s \models \chi \), and (2) For all \( s \in S', T \subseteq S \), \( \mathcal{M}_K, s \models \gamma \) iff \( sE \gamma (T \cap S') \). As should be evident, the notation \( \mathcal{M}_K, s \models \gamma \) refers to \( \gamma^\varphi \) being true at \( s \) in \( \mathcal{M}_K \) when the free variable \( X \) has denotation \( T \).

The proof is by simultaneous induction on \( \varphi \) and \( \gamma \), and the different inductive steps involve no major difficulties. We shall only show the case of iteration:

To show that \( \mathcal{M}_K, s, T \models (\gamma)^\varphi \) if \( sE \gamma (T \cap S') \) for all \( s \in S', T \subseteq S \), it suffices to show that for all \( T \subseteq S \),
\[ \mu U.S' \cap (T \cup \{ s \in S|\mathcal{M}_K, s \models \gamma \}) = \mu U.(T \cap S') \cup E \gamma (U). \]

That these two fixpoints coincide can most easily be seen if we consider the approximation stages for calculating them: If we let \( F(U) = S' \cap (T \cup \{ s \in S|\mathcal{M}_K, s \models \gamma \}) \) and \( G(U) = (T \cap S') \cup E \gamma (U) \), it is easily seen that for every ordinal \( \kappa \) we have \( \mu F^\kappa = G^\kappa \subseteq S' \). For the inductive step for \( \kappa + 1 \), one must show that
\[ S' \cap (T \cup \{ s \in S|\mathcal{M}_K, s \models F^\kappa \}) = (T \cap S') \cup E \gamma (G^\kappa \subseteq S' \]
which follows by the induction hypotheses for \( \kappa \) and \( \gamma \).
Theorem 6.24. The satisfiability problem for Game Logic is in EXPTIME.

Proof. By Lemma 6.23, we have reduced the satisfiability problem for Game Logic to the satisfiability problem for the modal $\mu$-calculus over Kripke models. As a consequence of [45, 117], the satisfiability problem for the $\mu$-calculus is EXPTIME-complete, so all we need to check is that the translation from $\varphi$ to $\varphi^o \land p_r$ is effective.

As in the case of Theorem 6.22, one can see that the problematic case is program/game union which causes the translation not to be efficient. Again, this problem can be avoided if common subformulas are represented only once. Inspecting the proof of the complexity result for the modal $\mu$-calculus in [117] reveals that what is important is not the syntactic length of a $\mu$-calculus formula $\varphi$ but rather the size of its Fischer-Ladner closure $FL(\varphi)$ (an extension of the subformula closure). Since $|FL(\varphi^o)|$ is $O(|\varphi|)$, the translation function $\circ$ does indeed provide an efficient reduction.

It is reasonable to conjecture that the satisfiability problem is EXPTIME-complete, though we have no proof of this conjecture yet.

6.7 Discussion

6.7.1 Simulating Game Models by Kripke Models

The proof of Theorem 6.24 concerning the complexity of the satisfiability problem relied on translating formulas of Game Logic into the $\mu$-calculus and simulating game models by Kripke models. In fact, this technique of treating game models as Kripke models also could have been used to analyze the complexity of model checking. More generally, the simulation technique is not only applicable to the specific case of Game Logic, but to non-normal modal logics more generally. As shown in [51], a modal formula $\varphi$ can be translated into a multi-modal formula $\varphi^o$ such that $\varphi$ is satisfiable in neighborhood models iff $\varphi^o$ is satisfiable in Kripke models. Similar translations are given which link, for example, satisfiability in monotonic neighborhood models to satisfiability in Kripke models. Consequently, theorem proving in non-normal modal logics can be reduced to theorem proving in normal modal logics. This line of investigation is carried further in [78] where it is shown that one can obtain translations into uni-modal formulas which preserve satisfiability and also a number of other properties.

In spite of this reduction to normal modal logic, we think that in general, working with Game Logic or Coalition Logic is easier than working with their normal modal simulations. While we have seen that simulating neighborhood models (game models, coalition models) by Kripke models can be useful to obtain certain results, there is no free lunch here. These simulations do not yield immediate results, for example, concerning the completeness and complexity of
the coalition logics studied in chapter 3 (with the exception of Mon). The reason is that the neighborhood relations Ec are not simply required to be monotonic, they have to be interrelated in a certain way. The normal modal logic simulating, for example, Play will be complex enough to prevent any quick conclusions about its complexity. Even for Game Logic we needed a significant extension of the results in [51, 78] to deal with the program/game operations.

6.7.2 Programs vs. Games

In order to compare game operations to program operations, this chapter has focused on game models which are extremely simple compared to the structures we have investigated for Coalition Logic. However, even for these simple structures which only describe determined 2-player games, we have seen some interesting differences between Game Logic and its program fragment, summarized in figure 6.2.

<table>
<thead>
<tr>
<th></th>
<th>Game Logic GL</th>
<th>program fragment GL-^d</th>
</tr>
</thead>
<tbody>
<tr>
<td>complete axiomatization</td>
<td>not yet</td>
<td>yes</td>
</tr>
<tr>
<td>maximal alternation depth</td>
<td>none</td>
<td>1</td>
</tr>
<tr>
<td>expressive power</td>
<td></td>
<td></td>
</tr>
<tr>
<td>complexity model checking</td>
<td>O(</td>
<td>M</td>
</tr>
<tr>
<td>complexity satisfiability</td>
<td>in EXPTIME</td>
<td>in EXPTIME</td>
</tr>
</tbody>
</table>

Figure 6.2: Differences between Game Logic and its program fragment over general game models.

In terms of expressive power, we have seen that the program fragment is less expressive than full Game Logic. By theorems 6.18 and 6.19, there is a Game Logic formula which is not equivalent to any formula of the program fragment. In fact, there is even a formula of alternation depth 1 which cannot be expressed within the program fragment (see theorem 7.2 of the following chapter). Put differently, while the program fragment can be translated into L_\mu, there are also formulas in L_\mu which are not equivalent to any formula of the program fragment.

Syntactically, we have seen that Game Logic formulas can have arbitrary alternation depth whereas programs only have alternation depth 1. As shown in [18], this alternation hierarchy for Game Logic does not collapse semantically, i.e., there are Game Logic formulas of arbitrary alternation depth which are not equivalent to formulas of lower alternation depth.

Due to the difference in alternation depth, we have seen that model checking for programs seems easier than model checking for games. Naturally, this difference is rather tentative, for it might be that better algorithms will be found for the modal \mu-calculus which run in polynomial time independent of the alternation depth. At the current state of knowledge, however, the maximal number of
subsequent role-changes which are linked to iteration determines the complexity of model checking. If it is indeed the case that also model checking for the generalized $\mu$-calculus is in $\text{NP} \cap \text{co-NP}$, the question whether model checking for programs is simpler than for games is linked to one of the basic open issues of complexity theory, namely, the relationship between $\text{NP} \cap \text{co-NP}$ and $\text{P}$.

The existence of a complete axiomatization constitutes a final difference between Game Logic and its program fragment. Again, this difference is only a rather weak difference due to our insufficient knowledge. Still, it also should not be dismissed too easily. Take, e.g., the modal $\mu$-calculus (interpreted over Kripke models): The decade it took from the creation of the modal $\mu$-calculus and its proposed axiomatization in [76] to a completeness proof in [124] bears witness to the fact that the conceptual complexity of this logic far exceeds that of Propositional Dynamic Logic, even though, e.g., the complexity of the satisfiability problem is EXPTIME-complete in both cases.

6.8 Bibliographic Notes

Game Logic was first introduced in [96, 97], a further introductory reference is [101]. The completeness result for Game Logic without dual is from [97], as is the decidability of full Game Logic. Our argument in section 6.6 essentially follows [97], except that we used a different translation function which eliminates the need for an additional conjunct which forces the Kripke model to be of a particular shape. As a result, the proof of lemma 6.23 is simplified.

Concurrent Propositional Dynamic Logic (CPDL [108]) is a system closely related to Game Logic. Where Game Logic talks about games, CPDL talks about concurrent programs. Due to this different interpretation, CPDL is not exactly a sublogic of Game Logic since the $E_c$ functions are not assumed to be monotonic. CPDL contains two disjunctions, corresponding to demonic and angelic choice, but no dual operator. Axiomatic completeness is established in [54].

The standard modal $\mu$-calculus interpreted over Kripke models was originally proposed in [76]. The notion of alternation depth as well as the model checking algorithm which we extended from Kripke models to game models in section 6.5 go back to [46]. The axiomatization proposed in [76] was proved complete in [124]. See also [6] for a recent book on the $\mu$-calculus.

The generalized $\mu$-calculus as defined in section 6.4 is closely related to the Alternating $\mu$-calculus (AMC) proposed in [3] which is an extension of Alternating Temporal Logic (ATL) discussed in section 4.4. Like ATL, AMC is interpreted over alternating transition systems which are essentially a subclass of coalition models. The model-checking complexity for AMC is also dependent on the alternation depth of the formula, i.e., there is an analogue of theorem 6.21 for AMC.
Chapter 7
Game Logic over Kripke Models

Having considered Game Logic over general game models in the previous chapter, this chapter focuses on Game Logic over Kripke models. In order to illuminate further the difference between programs and games, considering Kripke models allows one to investigate the difference between program operations and game operations when applied to programs as the basic building blocks. In other words, if we start with 1-player games at the atomic level, how do complex structured programs compare to complex structured games? As before, the comparison will focus on a number of technical questions.

Having recalled the semantics of Game Logic over Kripke models, we discuss how the expressive power of Game Logic compares to PDL on the one hand and to the modal \( \mu \)-calculus on the other hand. Turning then toward axiomatization, we can observe that even over Kripke models the induction axiom is not valid for games whereas it is valid for programs. As for general Game Logic, we provide an axiomatization which we conjecture to be complete. Regarding the complexity of the satisfiability problem, we are able to give a precise characterization due to results for Propositional Dynamic Logic and the modal \( \mu \)-calculus.

Sections 7.4 and 7.6 take a closer look at the operations of Game Logic. While iteration seems to be a conceptually unambiguous notion for programs, it turns out that for games at least two different candidate interpretations suggest themselves. In section 7.6, we consider the question of whether there might be operations other than the ones provided by Game Logic by which to construct new games. Using the notion of bisimulation-safety, we are able to partially answer this question in the negative.

7.1 Semantics: GL, PDL, and the \( \mu \)-Calculus

When Game Logic is interpreted over Kripke models, the idea is that the basic atomic games are assumed to be 1-player games, i.e., programs. All choices within
an atomic game are made by the first player, and all interaction is introduced only by the game constructions, more specifically by the dual operator. Thus, even over Kripke models, the games which can be constructed by the operations of Game Logic allow one to construct “real” games, but all interaction can be located at the non-atomic and hence syntactic level.

Formally, the previous chapter was concerned with arbitrary game models $\mathcal{M} = ((S, \{E_y | y \in \Gamma_0\}, V)$ which by corollary 2.13 we can think of as a collection of states which are linked to determined 2-player games. In the present chapter, we restrict ourselves to game models where for every $y \in \Gamma_0$, $E_y$ is disjunctive. As discussed in section 2.4.3, corollary 2.16 allows us to think of $\mathcal{M}$ as a collection of states linked to a 1-player game. As a consequence, we mentioned that $\mathcal{M}$ α-corresponds to a Kripke model $\mathcal{M}_K = ((S, \{R_y | y \in \Gamma_0\}, V)$ such that $sE_y X$ holds iff there is some $t \in X$ such that $sR_y t$, equivalence (2.2).

Given a Kripke model $\mathcal{M}_K = ((S, \{R_y | y \in \Gamma_0\}, V)$, we can thus restate the semantics of Game Logic as follows: We define truth of a formula at a state $\mathcal{M}_K$, $s \models \varphi$ as before, also leaving the inductive definition of $E_\gamma$, unchanged. The only difference lies in the definition of $E_y$ for atomic games $y \in \Gamma_0$. For game models, $E_y$ was provided by the model, whereas for Kripke models, we naturally define

$$E_y(X) = \{s \in S | \exists t \in X : sR_y t\}. \tag{7.1}$$

Note that this gives us a semantic definition of $(y)\varphi$ standard in modal logic: $\mathcal{M}_K$, $s \models (y)\varphi$ holds iff there is some $t \in S$ such that $sR_y t$ and $\mathcal{M}_K, t \models \varphi$. Such a definition, however, is only possible for atomic games since non-atomic games will generally not be 1-player games anymore, unless we restrict ourselves to dual-free games. An easy induction on $\gamma$ shows that disjunctivity is preserved by the program operations.

**Theorem 7.1.** For all dual-free games $\gamma$, $E_{\gamma}$ is disjunctive.

As a consequence, by corollary 2.16, all dual-free non-atomic games are essentially 1-player games as well, i.e., for every dual-free game $\gamma$ there is an accessibility relation $R_{\gamma}$ such that $E_{\gamma}(X) = \{s \in S | \exists t \in X : sR_{\gamma} t\}$. In fact, $R_{\gamma}$ can be constructed inductively as well:

- $sR_{\alpha;\beta}$ if $\exists u : sR_{\alpha} u$ and $uR_{\beta}$
- $sR_{\alpha;\beta}$ if $sR_{\alpha} t$ or $sR_{\beta} t$
- $sR_{\beta} t$ if $s = t$ and $s \models \varphi$
- $sR_{\alpha} t$ if $\exists \nu \geq 0 : \exists s_0, s_1, \ldots, s_i : s_n R_{\alpha} s_{i+1}$ and $s = s_0$ and $t = s_n$

One can show that using these definitions and defining

$$\mathcal{M}_K, s \models (\gamma)\varphi \text{ iff } \exists t \in S : sR_{\gamma} t \text{ and } \mathcal{M}_K, t \models \varphi. \tag{7.2}$$

equation (7.1) holds for all dual-free games $\gamma$. 

Dual-free Game Logic over Kripke models is nothing but Propositional Dynamic Logic (PDL). PDL is usually defined by way of accessibility relations $R$, rather than effectivity functions $E$, but we shall switch back and forth between these two perspectives.

As discussed in the previous chapter, GL forms a fragment of the generalized $\mu$-calculus. Over Kripke models, we are back on well-known terrain since the generalized $\mu$-calculus over Kripke models is just the standard modal $\mu$-calculus. Hence, using the translation function of theorem 6.15, Game Logic over Kripke models can be embedded in the modal $\mu$-calculus, and one can again ask how expressive the GL-fragment of the $\mu$-calculus actually is.

7.2 Expressiveness

As mentioned, Game Logic is very closely related to PDL on the one hand and to the $\mu$-calculus on the other hand. Since all three logics can be interpreted over Kripke models, we can compare them in expressive power.

7.2.1 GL vs. PDL

As a consequence of theorems 6.18 and 6.19 of the previous chapter, GL is more expressive than PDL as the following theorem states. The proof given here, however, makes use of a formula of alternation depth 1 which cannot be expressed by PDL.

**Theorem 7.2.** GL (over Kripke models) is more expressive than PDL. Without iteration, they are equally expressive.

**Proof.** It has been shown in [116, 76] that the $\mu$-calculus formula $\mu X. [g]X$ which expresses the absence of an infinite $g$-branch is not equivalent to any PDL formula. Since the formula is equivalent to the GL-formula $((g^d)^*) \bot$, GL is more expressive than PDL.

Without iteration, every GL-formula is equivalent to a purely modal formula (i.e., a formula where all modalities are indexed by atomic games/programs only), using the axioms of figure 6.1 as rewrite rules from left to right. \[\]

Note that expressiveness here is measured in terms of the propositions which a given language can express. Taking into account also the games which a language can express, it is clear that GL is more expressive than PDL even without iteration: the game $g^d$ cannot be expressed without dual, simply because all dual-free games are disjunctive whereas one can easily construct a model where $g^d$ is not. Hence, there cannot be any dual-free game $\gamma$ such that $E_\gamma = E_{g^d}$ for all models.

As it turns out, even if the formula used in the proof of theorem 7.2 is added to PDL, GL remains more expressive. Consider RPDL, PDL with an added
predicate \( \text{repeat}(\gamma) \) which holds at states where \( \gamma \) can be executed infinitely often. In other words, \( \text{repeat}(\gamma) \) expresses that \( \gamma \) is not conversely well-founded. Formally, given a Kripke model \( \mathcal{M}_K = ((S, \{ R_g | g \in \Gamma_0 \}), V) \), we define

\[
\mathcal{M}_K, s_0 \models \text{repeat}(\gamma) \iff \exists s_1, s_2, \ldots. \forall i \geq 0 : s_i R s_{i+1}.
\]

In \( \mu \)-calculus terms, \( \text{repeat}(\gamma) \) is equivalent to \( \neg \mu X. [\gamma] X \), since \( \mu X. [\gamma] X \) expresses the well-foundedness of \( \gamma \). The previous result has thus shown that RPDL is more expressive than PDL. GL on the other hand is even more expressive than RPDL.

\[\blacktriangleright \textbf{Theorem 7.3.} \ GL \ (\text{over Kripke models}) \ is \ more \ expressive \ than \ RPDL.\]

\[\textbf{Proof.} \ To \ see \ that \ GL \ is \ at \ least \ as \ expressive \ as \ RPDL, \ note \ that \ \text{repeat}(\gamma) \ is \ equivalent \ to \ [(\gamma^d)^*] \top. \ \text{For \ a \ GL \ formula \ which \ cannot \ be \ expressed \ in \ RPDL, Nivinski \ showed \ in \ [92] \ that} \ \nu X \cdot (\langle a \rangle X \land \langle b \rangle X = [(a^d \cup b^d)^*] \top \ is \ not \ expressible \ in \ RPDL. \ \blacktriangleleft\]

### 7.2.2 GL vs. \( \mu \)-Calculus

As shown in theorem 6.15 of the last chapter, GL can be translated into the 2-variable fragment of the \( \mu \)-calculus, and hence we know that GL is a fragment of \( L^2_\mu \) also over Kripke models. While we conjecture that GL is a proper fragment of \( L^2_\mu \), this question is open so far. Two ways to answer this question suggest themselves.

First, one may try to prove that the alternation hierarchy for either \( L^2_\mu \) or GL collapses. More precisely: Bradfield [25] and Lenzi [81] have shown that the alternation hierarchy of the \( \mu \)-calculus is strict, i.e., for any natural number \( k \) there are \( \mu \)-calculus formulas of alternation depth \( k \) which are not equivalent to formulas of smaller alternation depth. If one could show that either for \( L^2_\mu \) or for GL there is some \( k \) such that all formulas are equivalent to a formula of alternation depth less than \( k \), Game Logic (both over general game models and over Kripke models) would be less expressive than the \( \mu \)-calculus. Furthermore, it would also mean that model-checking for Game Logic is simpler than for the full \( \mu \)-calculus, given that the efficiency of model-checking seems to depend on the alternation depth (as we saw in the previous chapter). Work of [18], however, suggests that the alternation hierarchy does not collapse, neither for \( L^2_\mu \) nor for GL, so this approach does not seem to succeed.

A second approach could focus on the finite variable fragments of \( L^2_\mu \). What is needed is a \( \mu \)-calculus formula \( \varphi \) which makes use of 3 variables and which is not equivalent to any \( \mu \)-calculus formula with less than three variables. Examples could be complex fairness properties such as the following one from [26]

\[
\nu X.\mu Y.\nu Z. [a] X \land ((a) \top \to \langle b \rangle Y) \land \langle b \rangle Z
\]
which expresses that there is no path on which action $a$ is enabled infinitely often but occurs only finitely often (we assume here that the only two available actions are $a$ and $b$). In general, it would seem that via pebble games for the $\mu$-calculus one could prove that a formula like the one given cannot be expressed with fewer variables, but it seems that finite variable fragments of the $\mu$-calculus have not been investigated yet.

7.3 Axiomatization and Induction

7.3.1 Axiomatization

Like for general Game Logic, duality together with iteration presents a problem for axiomatization. Hence we will mainly focus our attention on $GLK^{-*}$ and $GLK^{-d}$.

\textbf{Definition 7.4 (Kripke Game Logic Axiomatization).} A Kripke game logic is any game logic which contains the additional axioms of figure 7.1. Let $GLK$ denote the smallest Kripke game logic.

\[
(g)(\varphi \lor \psi) \rightarrow (g)\varphi \lor (g)\psi \\
\neg(g)\bot
\]

Figure 7.1: The additional axiom schemas of $GLK$, where $g \in \Gamma_0$ is atomic.

\textbf{Theorem 7.5.} $GLK$ is sound with respect to the class of all Kripke models.

One can show by induction that $(g)(\varphi \lor \psi) \rightarrow (g)\varphi \lor (g)\psi$ and $(g)\bot$ hold for all dual-free games $\gamma$. As a consequence, $GLK^{-d} = PDL$, the standard Segerberg axiomatization of PDL. The main difference between the axiomatic systems is that where $GLK^{-d}$ uses the Fixpoint Rule, PDL uses the induction axiom (to be discussed later). The interderivable of these principles is shown, e.g., in [77]. Hence, the completeness result for $GLK^{-d}$ follows from the completeness result for PDL.

\textbf{Theorem 7.6.} $GLK^{-d}$ is complete with respect to the class of all Kripke models.

As an analogue to the previous chapter, we shall also show that $GLK^{-*}$ is complete w.r.t. the class of all Kripke models. As in the previous chapter, the proof is via a canonical model construction, the difference being that now the canonical model we construct is a Kripke model.

Let $\Lambda$ be any Kripke game logic and let $S$ be the set of all maximally $\Lambda$-consistent sets of formulas. Define the canonical $\Lambda$-model $C = ((S, \{ R_g | g \in \Gamma_0 \}), V)$ as follows:

\[
s \in V(p) \iff p \in s \\
s R_g t \iff \{ (g)\varphi | \varphi \in t \} \subseteq s
\]
Before proceeding to prove completeness, we need an auxiliary existence lemma which was already appealed to in section 3.4.3 when proving the completeness of Coalition Logic over individualistic coalition models.

**Lemma 7.7.** For any maximally $\Lambda$-consistent set $s$ and any formula $\langle g \rangle \varphi \in s$, there is some maximally $\Lambda$-consistent set $t$ such that $\varphi \in t$ and for all $\psi \in t$, $\langle g \rangle \psi \in s$.

**Proof.** Let $t_0 = \{ \varphi \} \cup \{ \delta | [g] \delta \in s \}$. Assume by reductio that $t_0$ is inconsistent, i.e., $\vdash_{\Lambda} \bigwedge \Delta \rightarrow \bot$ where w.l.o.g. $\Delta = \{ \varphi, \delta_1, \ldots, \delta_n \}$. This would mean that $\langle g \rangle \varphi, [g] \delta_1, \ldots, [g] \delta_n \in s$ and hence using the distribution axiom of figure 7.1 $\langle g \rangle (\varphi \wedge \delta_1 \wedge \ldots \wedge \delta_n) \in s$. Since $\bigwedge \Delta$ implies $\bot$ this means that $\langle g \rangle \bot \in s$ which contradicts the other axiom of figure 7.1. This shows that $t_0$ is indeed consistent.

Consequently, $t_0$ can be extended to a maximally $\Lambda$-consistent set $t \supseteq t_0$ which satisfies the condition: take any $\delta \in t$ and assume by reductio that $\langle g \rangle \delta \notin s$. Then $[g]\neg \delta \in s$ and hence $\neg \delta \in t_0 \subseteq t$, contradicting the consistency of $t$. □

**Theorem 7.8.** $\text{GL}_{k^-}$ is complete with respect to the class of all Kripke models.

**Proof.** As in the proof of theorem 6.10 for Game Logic over general game models, we first establish the following truth lemma: For any maximally $\Lambda$-consistent set $s \in S$ and any formula $\varphi$: $C, s \models \varphi$ iff $\varphi \in s$. The proof is the same as before, except that the atomic case showing that $sE_g \varphi C$ holds iff $\langle g \rangle \varphi \in s$ does not immediately follow from the definition of the canonical model. Still, it can be proved easily using the previous existence lemma.

Using this truth lemma, the canonical model theorem can be established: Every Kripke game logic $\Lambda$ is complete with respect to its canonical model $C$. Completeness w.r.t. the class of all Kripke models then follows as a corollary. □

### 7.3.2 The Induction Axiom

As mentioned, in the standard axiomatization of PDL the following induction axiom $\text{IndAx}$

$$(\alpha^*)\varphi \rightarrow (\varphi \lor (\alpha^*)\neg \varphi \land (\alpha)\varphi))$$

replaces the Fixpoint Rule. The induction axiom formalizes what might be called a sudden miracle principle. If $\varphi$ does not hold at present but Angel has a strategy for achieving it after playing $\alpha^*$, then she must be able to do this by means of a sudden miracle: She must have a strategy for playing $\alpha^*$ which lets her achieve a state where $\varphi$ is false but from where she can achieve $\varphi$ through one play of $\alpha$.

The induction axiom is usually better known in its dualized version

$$(\varphi \land [\alpha^*](\varphi \rightarrow [\alpha] \varphi)) \rightarrow [\alpha^*]\varphi.$$ 

It is an easy exercise to check that the induction axiom is a sound principle provided dual is not present. In a world without demons, all miracles are sudden.
7.3. Axiomatization and Induction

\textbf{Theorem 7.9.} \( \text{GL}_d \not\vdash \text{IndAx}. \)

\textbf{Proof.} It is shown in [77] that the Fixpoint Rule and the induction axiom are interderivable in PDL. Below we shall give a semantic argument showing that the induction axiom is valid in dual-free Game Logic over Kripke models. By theorem 7.6, this argument is sufficient.

Semantically, we need to show that for every dual-free game \( \alpha \),

\[ E_{\alpha^*}(Z) \subseteq Z \cup E_{\alpha^*}(\overline{Z} \cap E_{\alpha}(Z)). \]

Without dual, theorem 7.1 guarantees all effectivity functions to be disjunctive. By theorem A.3, this means that fixpoints can be finitely approximated and hence

\[ E_{\alpha^*}(Z) = \mu X. Z \cup E_{\alpha}(X) = \bigcup_{i<\omega} F^{[i]} \]

where \( F(X) = Z \cup E_{\alpha}(X) \). Thus it suffices to show by induction that for all \( i \) we have \( F^{[i]} \subseteq Z \cup G^{[i]} \), where \( G(X) = (\overline{Z} \cap E_{\alpha}(Z)) \cup E_{\alpha}(X) \). The inductive step consists of proving the following inclusion

\[ Z \cup E_{\alpha}(F^{[i]}) \subseteq Z \cup (\overline{Z} \cap E_{\alpha}(Z)) \cup E_{\alpha}(G^{[i]}) \]

which follows from the induction hypothesis, monotonicity and disjunctivity of \( E_{\alpha} \). \( \square \)

Axiomatically, finite atomic disjunctivity is guaranteed by the two axioms of figure 7.1. Once dual is present, however, disjunctivity and consequently also the induction axiom can fail to hold for non-atomic games.

\textbf{Theorem 7.10.} \( \text{GL}_d \not\models \text{IndAx}. \)

\textbf{Proof.} The Kripke model of figure 7.2 falsifies the induction axiom for the game \( (a \cap b)^* \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure7.2.png}
\caption{A Kripke model with two accessibility relations \( R_a \) (solid arrows) and \( R_b \) (dashed arrows) which falsifies the induction axiom.}
\end{figure}

The Kripke model \( \mathcal{M}_K \) consists of 5 states where \( \mathcal{M}_K, s_0 \models ((a \cap b)^*)p \), for Angel has a strategy for achieving \( p \) after playing two rounds of \( (a \cap b) \). On the
other hand, $\mathcal{M}_{K}, s_0 \not\models p$ and similarly $\mathcal{M}_{K}, s_0 \not\models ((a \cap b)^*) (\neg p \land (a \cap b)p)$ because at state $s_2$ the formula $p$ holds. Formally,

$$E_{(a \cap b)^*}((s_2, s_3, s_4)) = \{s_2, s_3, s_4\} \cup E_{a \cap b}((s_2, s_3, s_4)) \cup \ldots$$

$$= \{s_1, s_2, s_3, s_4\} \cup E_{a \cap b}((s_1, s_2, s_3, s_4)) \cup \ldots$$

$$= \{s_0, s_1, s_2, s_3, s_4\} \cup E_{a \cap b}((s_0, s_1, s_2, s_3, s_4)) \cup \ldots$$

whereas $(-p \land (a \cap b)p)^{\mathcal{M}_{K}} = \{s_1\}$ and $E_{(a \cap b)^*}((s_1)) = \{s_1\} \cup E_{a \cap b}((s_1)) \cup \ldots = \{s_1\}.$

### 7.4 Varieties of Iteration

When explaining the semantics of iteration in the previous chapter, we said that for $\gamma^*$, Angel is allowed to choose how often to play game $\gamma$, with the possibility not to play $\gamma$ at all. More precisely, game $\gamma$ is played repeatedly, and after each play of $\gamma$, Angel can decide whether or not to continue. Alternatively, we can think of a second kind of iteration where Angel immediately has to decide on how often she wants to play $\gamma$. The second kind of iteration is formally defined as follows:

**Definition 7.11 (Alternative Iteration).** The alternative iteration of a game $\gamma$ is denoted as $\gamma^*$. Given game model $\mathcal{M} = ((S, \{E_g | g \in \Gamma_0\}, V))$, define $E_{\gamma^*}(X) = \bigcup_{i < \omega} E_{\gamma^*}(X)$.

From the informal semantics we have given it should be clear that a winning strategy for Angel in $\gamma^*$ will also provide her with a winning strategy in $\gamma^*$ whereas the converse does not hold, since the number of times Angel has to play $\gamma$ may depend on the strategy chosen by Demon during the play of the game.

**Theorem 7.12.** $(\gamma^*) \varphi \rightarrow (\gamma^*) \varphi$ is valid whereas $(\gamma^*) \varphi \rightarrow (\gamma^*) \varphi$ is not.

**Proof.** Using the fixpoint results of the previous chapter, induction on $i$ shows that

$$E_{\gamma^*}(X) \subseteq \mu Y.X \cup E_{\gamma^*}(X)$$

which establishes the validity. For a counterexample to the validity of the converse implication, consider the model of figure 7.2 modified by making $p$ false at state $s_4$. In the resulting model, $((a \cap b)^*) p$ will be true at $s_0$ whereas $((a \cap b)^*) p$ will be false.

With respect to the induction axiom, the two types of iteration behave the same: $\varphi \land [a^*](\varphi \rightarrow [a^*] \varphi) \rightarrow [a^*] \varphi$ is not valid, either. For a counterexample, one can use the model of figure 7.2 which was used to show that induction for $*$ fails. Analogous to the case of $*$, induction does hold for $*$ in dual-free game logic, the reason being that in that case both kinds of iteration coincide.
7.5. Complexity

**Theorem 7.13.** For disjunctive \( E_\gamma, E_{\gamma^*} = E_{\gamma^*} \), and hence for dual-free \( \gamma, (\gamma^*)\varphi \iff (\gamma^*)\varphi \) is valid.

**Proof.** An easy corollary of theorems A.1 and A.3.

In other words, for programs, there is no distinction between the two kinds of iteration. Intuitively, if Angel makes all the choices in game \( \gamma \), there can be no way in which the number of times she needs to play \( \gamma \) can depend on the choices Demon makes.

The difference between \( \gamma^* \) and \( \gamma^* \) might remind programmers of the difference between while-loops \( \textbf{while } \varphi \textbf{ do } \gamma \) and for-loops \( \textbf{for } i:=1 \textbf{ to } n \textbf{ do } \gamma \), where we assume that the value of the variable \( i \) is not modified in the body of the for-loop. Under this assumption, for-loops seem weaker than while-loops since the number of iterations is fixed at the beginning. In case the body of the loop \( \gamma \) involves interaction with the user (e.g., letting the user specify the value of a particular variable), the number of \( \gamma \)-iterations cannot be determined in advance, and hence the two loops do not have the same expressive power. If on the other hand \( \gamma \) contains no user-interaction, at run time, the number of iterations of the while-loop can be calculated before the loop is entered, and hence \( n \) can be chosen accordingly.

7.5 Complexity

As for model checking, recall that since Kripke models are game models, the model-checking algorithm of the previous chapter can be used for Kripke models as well. As mentioned when discussing the complexity of model checking for Coalition Logic, special purpose model checkers for Kripke models may very well perform better in practice, still the complexity should not differ essentially from the complexity of model checking for general game models. In particular, a crucial feature which determines the complexity will be the alternation depth of the formula.

For satisfiability, we have a precise characterization of the complexity of the decision problem.

**Theorem 7.14.** The satisfiability problem for Game Logic over Kripke models is EXPTIME-complete.

**Proof.** For the lower bound, since \( \text{GL}_k \) includes all of \( \text{PDL} \) which is known to be EXPTIME-complete (see, e.g., \([77, 60]\)), \( \text{GL}_k \) is EXPTIME-hard. For the upper bound, \( \text{GL}_k \) is a fragment of the modal \( \mu \)-calculus (theorem 6.15) whose satisfiability problem is decidable in EXPTIME (see, e.g., \([26]\)). We have already remarked in the proof of theorem 6.22 that the embedding is efficient.
Finally, it would be interesting to take a closer look at a more direct proof of \textit{EXPTIME}-hardness. In particular, one way to prove the \textit{EXPTIME}-hardness of PDL is via a reduction of the 2-person corridor tiling game to PDL-satisfiability [33, 42]. It would seem that GL would be a much more natural logic to encode these games since it has the direct means for expressing 2-player games.

7.6 Characterizing Game Operations

The set of game operations of Game Logic, sequential composition, union, iteration, test and dual, has intuitive appeal since it seems to be a natural minimal extension of the set of programming constructs of PDL. On the other hand, we have seen in section 7.4 that an alternative form of iteration can be defined which has a perfectly intuitive interpretation as well. Thus the question arises how the game operations of Game Logic can be characterized. What distinguishes the set of game operations of GL? Is there still a sense in which the game operations of GL are complete or maximal? For program operations, a partial answer to this question has been obtained, and in this section we show how this answer can be extended from programs to games, the crucial notions needed being bisimulation invariance and bisimulation safety.

Recall that the general notion of bisimulation defined in section 2.5 corresponds to standard bisimulation over Kripke models. We have come across the notion of bisimulation invariance before.

\begin{definition}[Invariance & Safety] A GL-formula \( \varphi \) is \textit{invariant for bisimulation} if for all game models \( \mathcal{M} \) and \( \mathcal{M}' \), \( s \equiv s' \) implies \( \mathcal{M}, s \models \varphi \Rightarrow \mathcal{M}', s' \models \varphi \). A GL-game \( \gamma \) is \textit{safe for bisimulation} if for all models \( \mathcal{M} \) and \( \mathcal{M}' \), \( s \equiv s' \) implies (1) if \( sE_X^\gamma X \) then \( \exists X' \subseteq X \) such that \( sE'_X X' \) and \( \forall x' \in X' \exists x \in X : x \equiv x' \), and (2) if \( sE_X^\gamma X' \) then \( \exists X \subseteq S \) such that \( sE_X X \) and \( \forall x \in X \exists x' \in X' : x \equiv x' \).
\end{definition}

While bisimulation invariance should be seen as a generalization of the first bisimulation condition to non-atomic propositions, bisimulation safety generalizes the other two conditions to non-atomic games. Bisimulation safety requires that if Angel can guarantee \( \varphi \) in game \( \gamma \) in one model, she must be able to guarantee something at least as strong in the other model. If this were not the case, the two models could be distinguished by playing \( \gamma \), since Angel can achieve more in one model than in the other. Theorem 6.5 of the previous chapter thus states that all GL-formulas are invariant for bisimulation and all GL-games are safe for bisimulation. More informally, GL is sound for bisimulation equivalence, i.e., not too expressive: Bisimilar states cannot be distinguished by formulas of the language (invariance), and the game constructions provided do not produce games which can distinguish bisimilar states either (safety).
7.6. Characterizing Game Operations

From the perspective of modal logic, there is a tight correspondence between bisimilar states of a process (Kripke model) and states which make the same modal formulas true: Bisimilar states satisfy the same modal formulas, and for certain classes of Kripke models (e.g. finite models), the converse holds as well. We saw in chapter 3 that such results can be extended to more general models and to more general modal languages such as Coalition Logic (theorems 3.4 and 3.5). Bisimulation-invariance results of this kind make bisimulation an attractive notion of equivalence between models, since it matches the expressive power of the modal language rather well. Furthermore, bisimulation has provided a characterization of the modal fragment of first-order logic (FOL). Modal formulas can be translated into formulas of FOL, and it turns out (see theorem 7.17) that the modal fragment of FOL is precisely its bisimulation-invariant fragment.

This line of investigation can be extended from modal logic to Propositional Dynamic Logic: As a corollary to theorem 6.5, PDL-formulas are bisimulation-invariant. Secondly, iteration-free PDL-programs can be translated into FOL as well, raising the question how to characterize the FOL-fragment which (translations of) PDL-programs define. In [15], such a result has been obtained: The program fragment of FOL can be characterized as its bisimulation-safe fragment. This result shows that if we take bisimulation as our notion of process equivalence and FOL as our language, the program operations provided by PDL are complete, i.e., no additional program operations will allow us to construct new programs. In this section, we present results which carry the investigation one step further, moving from nondeterministic programs (i.e., 1-player games) to 2-player games, more specifically from PDL to GL.

7.6.1 First-Order Games

It is well-known that modal logic and PDL without iteration can be translated into FOL. In spite of the second-order appearance of Game Logic, a translation into FOL is possible here as well: The signature contains a unary relation symbol $C_p$ for every propositional letter $p \in \Phi_0$, and a binary relation symbol $C_y$ for every atomic game $y \in \Gamma_0$. Furthermore, we allow for second-order variables $X,Y, \ldots$ as well. Thus, the unary relation symbols now comprise constants as well as variables. As will become clear later, we will not quantify over these variables but only use them as a matter of convenience to serve as placeholders for substitution; hence, we can still consider the language to be first-order. We define the translation function $\overset{\circ}{\varphi}$ which maps a GL-formula $\varphi$ to a FOL-formula with one free variable $x$, and an iteration-free GL-game $\gamma$ to a FOL-formula with two free variables $x$ and $Y$. 
\[ p^\circ = C_p x \quad \text{for } p \in \Phi_0 \]
\[ (\neg \varphi)^\circ = \neg \varphi^\circ \]
\[ (\varphi \lor \psi)^\circ = \varphi^\circ \lor \psi^\circ \]
\[ (\gamma \varphi)^\circ = \gamma^\circ [Y := \varphi^\circ] \]
\[ g^\circ = \exists z(xC_g z \land Y z) \quad \text{for } g \in \Gamma_0 \]
\[ (\varphi ?)^\circ = \varphi^\circ \land Y x \]
\[ (\varphi \land \beta)^\circ = \varphi^\circ \land \beta^\circ \]
\[ (\varphi Y := \beta)^\circ = \alpha^\circ [Y := \beta^\circ] \]
\[ (\alpha d)^\circ = \alpha^\circ [Y := \neg Y x] \]

In this definition, substitution for second-order variables is used as follows: Given two FOL-formulas \( \delta \) and \( \xi \) where \( \xi \) contains exactly one free first-order variable, say \( x \), \( \delta[Y := \xi] \) denotes the result of replacing every occurrence \( Y t \) in \( \delta \) by \( \xi[x := t] \). As an example, \( \exists z(xC_g z \land Y z)[Y := \neg Y x] \) yields \( \exists z(xC_g z \land \neg Y z) \).

Some more remarks on notation: \( \varphi(x_1, \ldots, x_m, X_1, \ldots, X_n) \) refers to a formula \( \varphi \) whose free first-order variables are among \( x_1, \ldots, x_m \) and whose second-order variables are among \( X_1, \ldots, X_n \). When a formula has been introduced in this way, \( \varphi(t_1, \ldots, t_m, T_1, \ldots, T_n) \) denotes \( \varphi[x_1 := t_1, \ldots, x_m := t_m, X_1 := T_1, \ldots, X_n := T_n] \), i.e. the simultaneous substitution of \( t_i \) for \( x_i \) and \( T_j \) for \( X_j \) in \( \varphi \).

Regarding the semantics, we can interpret a Kripke model \( \mathcal{M} = ((S, \{ R_g \mid g \in \Gamma_0 \}), V) \) as a first-order model in the obvious way, taking \( R_g \) as the interpretation of \( C_g \), and interpreting \( C_p \) as \( V(p) \). For a unary predicate symbol \( C_p \) and \( T \subseteq S \), let \( \mathcal{M}_{p = T} \) be the model which is the same as \( \mathcal{M} \) except that \( V(p) = T \). Given a model \( \mathcal{M} \), states \( s_1, \ldots, s_m \in S \), sets of states \( S_1, \ldots, S_m \subseteq S \) and a FOL-formula \( \varphi(x_1, \ldots, x_m, X_1, \ldots, X_n) \), we write \( \mathcal{M} \models \varphi[s_1, \ldots, s_m, S_1, \ldots, S_n] \) to denote that \( \varphi \) is true in \( \mathcal{M} \) according to the standard FOL semantics when \( x_i \) is assigned the value \( s_i \) and \( X_i \) the value \( S_i \).

The following result states the semantic correctness of the translation function.

\textbf{Lemma 7.16.} For all GL-formulas \( \varphi \), games \( \gamma \) and Kripke models \( \mathcal{M} \): \( \mathcal{M}, s \models \varphi \) iff \( \mathcal{M} \models \varphi^\circ [s] \) and \( s \in T \) iff \( \mathcal{M} \models \gamma^\circ [s, T] \).

As the safety result for program constructions, the safety result for game constructions makes use of the characterization of the modal fragment of FOL as its bisimulation-invariant fragment. The definition of invariance and safety which was phrased for GL has its natural first-order analogue: A FOL-formula \( \varphi(x) \) is \textit{invariant for bisimulation} if for all models \( \mathcal{M} \) and \( \mathcal{M}' \), \( s \sim s' \) implies that \( \mathcal{M} \models \varphi[s] \) iff \( \mathcal{M}' \models \varphi[s'] \). A first-order formula \( \varphi(x, Y) \) is \textit{safe for bisimulation} if for all models \( \mathcal{M} \) and \( \mathcal{M}' \), \( s \sim s' \) implies (1) if \( \mathcal{M} \models \varphi[s, T] \) then there is some \( T' \) such that \( \mathcal{M}' \models \varphi[s', T'] \) and for all \( t' \in T' \) there is some \( t \in T \) such that \( t \sim t' \), and (2) if \( \mathcal{M}' \models \varphi[s', T] \) then there is some \( T \) such that \( \mathcal{M} \models \varphi[s, T] \) and for all \( t' \in T' \) there is some \( t' \in T' \) such that \( t \sim t' \). By a \textit{modal formula} we mean a GL-formula which only contains atomic games (i.e., also no tests). The classic result can now be stated as follows:

\textbf{Theorem 7.17 (van Benthem [14]).} A FOL-formula \( \varphi(x) \) is invariant for bisimulation if it is equivalent to the translation of a modal formula.
For the rest of this section, we will assume that games are iteration-free. In a given model $\mathcal{M}$ with domain $S$, a FOL-formula $\varphi(x, Y)$ gives rise to a function $E^\mathcal{M}_\varphi : \mathcal{P}(S) \to \mathcal{P}(S)$ by defining $E^\mathcal{M}_\varphi(T) := \{s \in S | \mathcal{M} \models \varphi[s, T]\}$. Call $\varphi$ monotonic (disjunctive) iff for any $\mathcal{M}$, $E^\mathcal{M}_\varphi$ is monotonic (disjunctive). Similarly, a modal formula $\varphi$ and a proposition letter $p \in \Phi$ give rise to such a function $E^\mathcal{M}_\varphi$ by defining $E^\mathcal{M}_\varphi(T) := \{s \in S | \mathcal{M}_{p \leftarrow T}, s \models \varphi\}$, and we say that $\varphi$ is monotonic (disjunctive) in $p$ iff $E^\mathcal{M}_\varphi$ is for any $\mathcal{M}$.

Lastly, let $\text{Pos}(\varphi)$ ($\text{Neg}(\varphi)$) be the set of atomic propositions which occur positively (negatively) in $\varphi$, i.e., under an even (odd) number of negations. Thus, formula $\varphi$ is strictly positive (negative) in $p$ iff $p \notin \text{Neg}(\varphi)$ ($p \notin \text{Pos}(\varphi)$).

The following lemma relates the syntactic notion of positivity to the semantic notion of monotonicity. It makes use of a Lyndon-interpolation theorem for modal logic and the global deduction theorem, where $\models_g$ refers to global consequence over Kripke models.

\textbf{Theorem 7.18 (Fitting [47]).} If $\models \alpha \rightarrow \beta$ for modal formulas $\alpha, \beta$, then there exists a modal formula $\delta$ such that (1) $\models \alpha \rightarrow \delta$, (2) $\models \delta \rightarrow \beta$, (3) $\text{Pos}(\delta) \subseteq \text{Pos}(\alpha) \cap \text{Pos}(\beta)$, and (4) $\text{Neg}(\delta) \subseteq \text{Neg}(\alpha) \cap \text{Neg}(\beta)$.

\textbf{Theorem 7.19 (Fitting [48]).} For modal formulas $\alpha$ and $\beta$, $\alpha \models_g \beta$ iff there is some $n > 0$ such that $\models (\Box^1 \alpha \land \ldots \land \Box^n \alpha) \rightarrow \beta$, where each $\Box^i$ represents a possibly empty sequence of universal modalities labeled by (possibly different) atomic games.

\textbf{Lemma 7.20.} A modal formula $\varphi$ is monotonic in $p$ iff it is equivalent to a modal formula strictly positive in $p$.

\textbf{Proof.} One can easily check by induction that strictly positive modal formulas are monotonic, so we shall only prove the other direction. If $\varphi(p)$ is monotonic in $p$, then taking a proposition letter $q$ not occurring in $\varphi$, we have $p \rightarrow q \models_g \varphi(p) \rightarrow \varphi(q)$. By theorem 7.19, we know that

\[(\Box^1(p \rightarrow q) \land \ldots \land \Box^n(p \rightarrow q)) \rightarrow (\varphi(p) \rightarrow \varphi(q))\]

is valid, and as a consequence,

\[\varphi(p) \rightarrow ((\Box^1(p \rightarrow q) \land \ldots \land \Box^n(p \rightarrow q)) \rightarrow \varphi(q))\]

is also valid. By theorem 7.18, this implies that $\varphi(p) \rightarrow \delta$ and $\delta \rightarrow ((\Box^1(p \rightarrow q) \land \ldots \land \Box^n(p \rightarrow q)) \rightarrow \varphi(q))$ are valid, for some modal formula $\delta$ which does not contain $q$ and which is strictly positive in $p$. The second conjunct implies that $\delta \rightarrow \varphi(p)$ is valid: For suppose $\mathcal{M}, s \models \delta$ and $T = \{t | \mathcal{M}, t \models p\}$. Then since $\delta$ does not contain $q$, $\mathcal{M}_{q \leftarrow T}, s \models \delta$. From this it follows that $\mathcal{M}_{q \leftarrow T}, s \models \varphi(q)$ and hence $\mathcal{M}, s \models \varphi(p)$. Thus, $\varphi$ is equivalent to $\delta$, a modal formula strictly positive in $p$. □
The main lemma we need for our safety result relates monotonic modal formulas to \( \text{GL} \)-formulas of a special kind.

**Lemma 7.21.** Every modal formula \( \varphi \) which is monotonic (disjunctive) in \( p \) is equivalent to a \( \text{GL} \)-formula \( (\gamma)p \), where \( \gamma \) is a game (program) which does not contain \( p \).

**Proof.** The claim about programs and disjunctivity is proved in [68]. As for games and monotonicity, we prove by induction that every modal formula \( \varphi \) which is strictly positive (negative) in \( p \) is equivalent to a \( \text{GL} \)-formula \( (\gamma)p \) (\( (\neg(\gamma))p \)), where \( \gamma \) does not contain \( p \). Then the result follows by Lemma 7.20. The following table provides the equivalent \( \text{GL} \)-formulas for every modal formula \( \varphi \) depending on whether \( \varphi \) is strictly positive or strictly negative in \( p \).

<table>
<thead>
<tr>
<th>modal formula</th>
<th>str. pos/neg</th>
<th>( \text{GL} )-formula</th>
<th>ind. hyp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p )</td>
<td>pos</td>
<td>( (\top)p )</td>
<td>(-)</td>
</tr>
<tr>
<td>( q \neq p )</td>
<td>pos</td>
<td>( (q; \bot)p )</td>
<td>(-)</td>
</tr>
<tr>
<td>( q \neq p )</td>
<td>neg</td>
<td>( (\neg(q; \bot))p )</td>
<td>(-)</td>
</tr>
<tr>
<td>( \neg \varphi )</td>
<td>pos</td>
<td>( (\gamma)p )</td>
<td>( \models \varphi \leftrightarrow (\neg(\gamma))p )</td>
</tr>
<tr>
<td>( \neg \varphi )</td>
<td>neg</td>
<td>( (\neg(\gamma))p )</td>
<td>( \models \varphi \leftrightarrow (\gamma)p )</td>
</tr>
<tr>
<td>( \varphi_1 \lor \varphi_2 )</td>
<td>pos</td>
<td>( (\gamma_1 \lor \gamma_2)p )</td>
<td>( \models \varphi_1 \leftrightarrow (\gamma_1)p )</td>
</tr>
<tr>
<td>( \varphi_1 \lor \varphi_2 )</td>
<td>neg</td>
<td>( (\neg(\gamma_1 \lor \gamma_2))p )</td>
<td>( \models \varphi_1 \leftrightarrow (\neg(\gamma_1)p )</td>
</tr>
<tr>
<td>( (g)\varphi )</td>
<td>pos</td>
<td>( (g; \gamma)p )</td>
<td>( \models \varphi \leftrightarrow (\gamma)p )</td>
</tr>
<tr>
<td>( (g)\varphi )</td>
<td>neg</td>
<td>( (g; \neg(\gamma))p )</td>
<td>( \models \varphi \leftrightarrow (\neg(\gamma))p )</td>
</tr>
</tbody>
</table>

**Theorem 7.22.** A FOL-formula \( \varphi(x, Y) \) is equivalent to the translation of an iteration-free \( \text{GL} \)-game iff it is safe for bisimulation and monotonic in \( Y \). A FOL-formula \( \varphi(x, Y) \) is equivalent to the translation of an iteration-free \( \text{GL} \)-program iff it is safe for bisimulation and disjunctive in \( Y \).

**Proof.** If \( \varphi(x, Y) \) is equivalent to the translation of a \( \text{GL} \)-game \( \gamma \), then using Lemma 7.16, \( \varphi \) will be monotonic in \( Y \) (because \( E_\gamma \) is monotonic) and safe for bisimulation (by theorem 6.5).

For the converse, assume that \( \varphi(x, Y) \) is monotonic and safe for bisimulation. Taking a new predicate symbol \( C_p \) which does not occur in \( \varphi \), \( \varphi(x, C_p) \) will be invariant for bisimulation. By theorem 7.17, \( \varphi(x, C_p) \) is equivalent to the translation of a modal formula \( \delta \), i.e. \( \models \varphi(x, C_p) \leftrightarrow \delta \). Since \( \varphi(x, Y) \) was monotonic, \( \delta \) will be monotonic in \( p \) and by Lemma 7.21, \( \models \delta \leftrightarrow (\gamma)p \) where \( \gamma \) is a GL-game which does not contain \( p \), and so \( \models \varphi(x, C_p) \leftrightarrow (\gamma)p \). It can now be checked that \( \models \varphi(x, Y) \leftrightarrow \gamma^\circ \). If \( M \models \varphi[s, T] \) then given that \( C_p \) does not occur in \( \varphi \), \( M^p_{C_p} \models \varphi(x, C_p)[s] \) and so \( M^p_{C_p} \models (\gamma)p^\circ[s] \). Since \( p \) does not occur in \( \gamma \), this implies that \( M \models \gamma^\circ[s, T] \). The converse is proved along the same lines, and the proof for programs is completely analogous.
7.6. Characterizing Game Operations

On the one hand, proposition 7.22 provides a characterization result for the iteration-free games which can be constructed in Game Logic: GL-games are the monotonic bisimulation-safe formulas \( \varphi(x, C_p) \) of first-order logic (we can simply replace the variable \( Y \) by a designated unary predicate constant \( C_p \)). In other words, the game-fragment of FOL is precisely the monotonic bisimulation-safe fragment. On the other hand, looking at the set of operations on games which GL provides, one may ask whether one could not add other natural operations to create new games (e.g., playing games in parallel), thus increasing the expressive power of the language. Proposition 7.22 demonstrates that if the new game operation is (1) first-order definable, (2) monotonic and (3) safe for bisimulation, then it is expressible in GL already. As argued before, requirements (2) and (3) are natural desiderata for games, i.e., they are minimal requirements for any alleged game operation, and so the operations of test, union, composition and dual are sufficient to construct all first-order definable games.

The above result concerning bisimulation-safe programs is different from the result presented in [15, 68]. As discussed in section 7.1, disjunctivity allows one to model programs as relations on states. The program operations of PDL then create complex relations \( R_\pi \subseteq S \times S \) which can be translated into FOL-formulas \( \varphi(x, y) \). The second part of theorem 7.22 will then read as follows:

A FOL-formula \( \varphi(x, y) \) is safe for bisimulation if and only if it is equivalent to (the translation of) an iteration-free PDL-program.

While this formulation can do without additional conditions such as monotonicity or disjunctivity, it does not allow for a comparison between programs and games since games cannot be modeled as relations on states. Theorem 7.22 above on the other hand shows that the dual operator makes all the difference between programs and games; without dual, we obtain all first-order definable programs, with dual, all first-order definable games.

### 7.6.2 Beyond First-Order Games

The last theorem was concerned with Kripke models rather than game models in general. The reason for this restriction is that game models are rather unorthodox structures. We do not know of any logical languages besides non-normal modal logics and Game Logic which have been proposed for these structures. Consequently, this prevents an easy extension of the definability result of proposition 7.22 to GL over general game models.

Even for Kripke models, the translation into FOL carried out in the previous section relied on the restriction to iteration-free games. For programs, a stronger definability result covering iteration has been obtained in [68] which characterizes the class of monadic-second-order definable programs which are safe for bisimulation. The proof makes use of the fact that the bisimulation-invariant fragment of monadic second-order logic is the \( \mu \)-calculus [71]. An extension of proposition
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7.22 along these lines, however, would require a better understanding of how exactly GL relates to the \( \mu \)-calculus. As for the \( \mu \)-calculus itself, many fundamental properties were established only recently, such as completeness [124], the non-collapse of the alternation-hierarchy [25, 81] and uniform interpolation [36], and others such as Lyndon interpolation are still open.

To summarize, the restriction of the scope of proposition 7.22 to FOL is due to the fact that FOL is one of the logics we know most about and is able to express the most fundamental game operations. When moving to stronger languages, different options are available, always depending on the game constructions one is interested in.

7.7 Discussion

To sum up our investigation of Game Logic, chapters 6 and 7 have considered four logics which we shall identify by their (conjectured) axiomatic versions: Game Logic over general game models GL, Game Logic over Kripke models GL\(_K\), and their respective program fragments GL\(^{-d}\) and PDL. The previous chapter focused on a comparison between GL and GL\(^{-d}\), making use of the generalized modal \( \mu \)-calculus to obtain complexity and expressiveness results.

The present chapter has yielded a number of differences between PDL and GL\(_K\). We can interpret these as differences between program operations and game operations in the case where all (if any) interaction is introduced by these operations, i.e., the atomic level only consists of 1-player games. The differences and similarities are summarized in figure 7.3:

<table>
<thead>
<tr>
<th>Game Logic GL(_K)</th>
<th>program fragment PDL</th>
</tr>
</thead>
<tbody>
<tr>
<td>complete axiomatization</td>
<td>not yet</td>
</tr>
<tr>
<td>induction axiom valid</td>
<td>no</td>
</tr>
<tr>
<td>expressive power</td>
<td></td>
</tr>
<tr>
<td>complexity satisfiability</td>
<td>EXPTIME-complete</td>
</tr>
<tr>
<td>FOL-definable operations</td>
<td>( \cup ; ?^d )</td>
</tr>
</tbody>
</table>

Figure 7.3: Differences between Game Logic and its program fragment over Kripke models.

The last entry of the table shows that games are programs plus role switch. Under bisimulation equivalence, the operations of choice, sequential composition and test suffice to obtain all first-order definable programs; choice, sequential composition, test and duality suffice to obtain all first-order definable games. A further result not covered by the table is that games allow for two kinds of iteration which coincide for programs.
As was to be expected, a number of open questions remain, most notably a proof of axiomatic completeness and a generalization of the bisimulation-safety result to include iteration. What is more interesting, the translation of Game Logic into the modal μ-calculus has brought up questions which so far have not been considered in the literature on the subject: What are examples of μ-calculus formulas which can be expressed with \( n \) variables but not with less than \( n \)? How expressive are these finite variable fragments? An answer to these questions will also provide a better characterization of the precise expressive power of Game Logic.

In spite of theorem 7.22, the investigation of other game operations, in particular parallelism, also constitutes a promising line for future research. Semantically, a strategic game can be viewed as the parallel composition of the actions/strategies of the players, so in a sense strategic games already involve parallelism. Still, Game Logic in its current form has no operation for playing two games in parallel. In general, such an operation should be an extension of parallelism as defined for programs, as is done, e.g., in Concurrent Dynamic Logic or in Process Algebra. Alternatively, inspirations can be taken from Linear Logic, where infinite concurrent plays have been used in the semantics for the multiplicative operators. As an example, \( A \otimes B \) denotes the 2-player game where \( A \) and \( B \) are played concurrently and player 2 (Opponent) is allowed to switch back and forth between the component games. Some first attempts to define parallelism for Game Logic have been made in [89, 90].

### 7.8 Bibliographic Notes

The results of section 7.6 were first published in [100]. Theorem 7.14 has been stated in [45], but one should be careful to note that the “known lower bound due to PDL” only holds for Game Logic over Kripke models.

For Propositional Dynamic Logic, see [59, 77] for comprehensive survey articles and [60] for a recent textbook. A further reference which treats also other logics used in computer science is [54]. RPDL (which is also known as ΔPDL) and a closely related system LPDL (PDL + loop) are studied in [61]. Concurrent Propositional Dynamic Logic was introduced in [108] and followed up by [107].

For textbooks on Process Algebra, see [49, 8]. Game semantics for Linear Logic is discussed in [21, 2].
Chapter 8

Game Over

In this final chapter, we take another look at the relationship between Game Logic and Coalition Logic, showing that they embody two different approaches to reasoning about multi-agent systems. As shall be explained, the difference between these two approaches is in fact well-known in computer science. In section 8.2, we then take stock of the theoretical results obtained in this thesis, on the one hand regarding the relationship between programs and games and on the other hand regarding the differences between reasoning about individuals and reasoning about coalitions. Finally, section 8.3 addresses the question how far Game Logic and Coalition Logic go on the way to a logic of social software.

8.1 Bringing it All Together

As shown in chapter 2, both Coalition Logic and Game Logic make use of essentially the same underlying semantics, interpreted either as an internal model of a single game or as an external model of multiple games. In fact, the difference between the two logics and their uses is analogous to the difference between PDL and temporal logic (TL), as summarized by the following equation:

\[
\frac{\text{CL}}{\text{GL}} = \frac{\text{TL}}{\text{PDL}}
\]

As logics for reasoning about software, temporal logics such as CTL, CTL*, etc. differ in a number of ways from program logics such as PDL and its extensions (see e.g. [70] for a more detailed comparison): In the terminology of [77], PDL is an exogenous logic since programs are an explicit part of the logical language. In contrast, temporal logic is endogenous: The model itself is the fixed program over which expressions are interpreted. The difference between endogenous and exogenous logics thus corresponds to the difference between the internal and the external view of games, explained in section 2.4. This central difference has far
reaching technical consequences. First, program verification takes a different form in the two approaches: In the endogenous approach, program verification takes the form of model checking, in the exogenous approach it takes the form of theorem proving or satisfiability checking. Second, the endogenous approach can be used only to reason about systems with a finite number of states. This restriction comes from the use of model checking for verification: If there are infinitely many states, the denotation of a formula may not be computable. The exogenous approach on the other hand is not limited to such finite-state systems. Third and finally, the class of programs one can reason about in the exogenous approach is limited to compositional systems, where complex programs are constructed using a limited number of program constructions for which inductive proof rules exist. The endogenous approach on the other hand can also deal with non-compositional systems and is thus more general in this respect.

The differences between TL and PDL on the right software side of the equation equally apply on the left social software side between GL and CL. Naturally, there are some more differences on the social software side: In contrast to GL, CL can describe games with more than two players and it can express the effectivity of non-singleton coalitions, differences which have no analogue on the right software side of the equation. Still, it is easy to see how GL could be extended to games with more than 2 players, in fact [97] already contains such a proposal.

In terms of applications to social software, chapter 5 has illustrated some applications of Coalition Logic. The examples have illustrated not only verification (via model checking) but also synthesis (via satisfiability tests) of social software. As for applications of Game Logic in the verification of social software, Parikh in [97] provides an example of how Game Logic can be used to verify the fairness of a cake-cutting algorithm, suggesting that even propositional Game Logic can be useful to verify properties of simple multi-agent algorithms. Not being completely convinced by this application, however, we think that stronger logical frameworks such as the refinement calculus [7] (see also section 8.3) are needed to treat interesting examples. There is, however, another way in which Game Logic could indirectly turn out to be very useful for social software verification, namely as game algebra.

**Game Algebra**

The operations of Game Logic have also been studied from an algebraic perspective [55, 122]. Recall that a complex game expression \( \gamma \) of Game Logic denotes a predicate transformer \( E_\gamma : \mathcal{P}(S) \rightarrow \mathcal{P}(S) \). Hence it is natural to call two game expressions \( \gamma_1 \) and \( \gamma_2 \) equivalent provided that \( E_{\gamma_1} = E_{\gamma_2} \) holds for all game models. Put differently, \( \gamma_1 \) and \( \gamma_2 \) are equivalent if \( \langle \gamma_1 \rangle p \leftrightarrow \langle \gamma_2 \rangle p \) is valid for a \( p \) which occurs neither in \( \gamma_1 \) nor in \( \gamma_2 \). When \( \gamma_1 \) and \( \gamma_2 \) are equivalent, we say that \( \gamma_1 = \gamma_2 \) is a valid game identity.

Basic game algebra studies the game operations of sequential composition,
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choice (demonic and angelic) and duality. The test-operator is excluded since it
would take us out of the purely algebraic framework; iteration on the other hand
could be added but has not been investigated so far. The central problem of basic
game algebra is to axiomatize the set of valid game identities. The conjectured
axiomatization of [12] has been proved complete in [55], and an alternative alge-
braic proof has been given in [122]. Consider the following game identities (taken
from [122]), where we write duality as $\neg$, angelic choice as $\lor$ and demonic choice
as $\land$:

$$x \lor x = x$$  \hspace{1cm} (G1)
$$x \lor y = y \lor x$$  \hspace{1cm} (G2)
$$x \lor (y \lor z) = (x \lor y) \lor z$$  \hspace{1cm} (G3)
$$x \lor (x \land y) = x$$  \hspace{1cm} (G4)
$$x \lor (y \land z) = (x \lor y) \land (x \lor z)$$  \hspace{1cm} (G5)
$$\neg x = x$$  \hspace{1cm} (G6)
$$\neg (x \lor y) = \neg x \land \neg y$$  \hspace{1cm} (G7)
$$x; (y; z) = (x; y); z$$  \hspace{1cm} (G8)
$$(x \lor y); z = x; z \lor y; z$$  \hspace{1cm} (G9)
$$\neg (x; y) = \neg x; \neg y$$  \hspace{1cm} (G10)
$$x; y \lor x; (y \lor z) = x; (y \lor z)$$  \hspace{1cm} (G11)

Axioms G1-7 are well known axioms of boolean algebra, where angelic choice
corresponds to disjunction or join, demonic choice to conjunction or meet, and
dual to negation. Axiom G9 is a principle which is already present in process
algebra [49, 8]: If a choice of player i between $x$ and $y$ is followed by game $z$ in
any case, then player i might as well choose between $x; z$ and $y; z$ directly. Note
that the right-distributive law $x; (y \lor z) = x; y \lor x; z$ on the other hand is not
valid. In the first game, player 1 can postpone her choice until after game $x$ has
been played. She may have a winning strategy which depends on how $x$ is played,
and hence such a strategy will not necessarily be winning in the second game,
where she has to choose before $x$ is played. Axiom G11 may be easier to read as
$x; y \leq x; (y \lor z)$ or as the quasi-equation

$$y \leq z \rightarrow x; y \leq x; z,$$

where $a \leq b$ abbreviates $a \lor b = b$. The axiom states the right-monotonicity of
sequential composition, based on the monotonicity of the predicate transformers
$E_\gamma$ which interpret the game terms.

Soundness of these axioms can easily be verified. Furthermore, one can show
that any valid game identity can be derived from these axioms using equational
logic. So far, this result has not been extended to a version of game algebra which
includes iteration. As shown in [11], game algebra also provides an interesting
perspective on the semantic evaluation games of first-order logic.

Moving from theory to practice, how can Game Algebra be useful for the
analysis of social software? It can serve as the basis for an algebraic description
language for multi-agent systems. In the same way in which Process Algebra can be used as a language for describing concurrent systems, the language of Game Algebra can be used to describe 2-player games. The laws of Game Algebra can then be used to simplify or more generally transform the games described preserving semantic equivalence. Finally, Coalition Logic (or Alternating Temporal Logic) can then serve as a specification language, i.e., formulas of Coalition Logic can be used to specify properties which are verified by model checking in the model generated from the Game Algebra expression. Succinctly, we obtain the following equation relating Coalition Logic and Game Algebra (GA) to temporal logic and Process Algebra (PA):

$$\frac{CL}{GA} = \frac{TL}{PA}$$

 Needless to say, Game Algebra in its current form can only be the first step in the direction sketched, comparable to basic Process Algebra (BPA) which serves as a basis for a wealth of different extensions including concurrency and communication. Furthermore, the equation suggests that the semantic notion of equivalence employed in Game Algebra may actually not be the appropriate one. If a Game Algebra expression denotes a complex game whose properties are to be verified using Coalition Logic, equivalence defined in terms of simple overall effectiveness will be too crude. Instead, generalized bisimulation as introduced in section 2.5 should be much more suitable. Investigating the axiomatic differences between Game Algebra as defined above and its relative which is based on bisimulation equivalence is an interesting open question for further research.

8.2 Summary of Theoretical Results

As we have seen, reasoning about programs can be compared to reasoning about games using endogenous as well as exogenous logics. In each case, the technical results obtained for games can be compared to the results we have for programs. Below we put these theoretical insights into a number of slogans and show how standard meta-theoretic results about axiomatization, complexity, bisimulation and expressiveness can yield insights not only about differences between programs and games but also about differences between reasoning about individuals vs. coalitions. Furthermore, we remark on the role which iteration plays in these results, and we point out the relevance of the results for the practice of social software design and analysis.

The External View: Game Logic vs. Program Logic

**Semantically, disjunctivity and induction distinguish programs from games.**
8.2. Summary of Theoretical Results

Semantically, any individual effectivity function $E$ models ability in a determined 2-player game (corollary 2.13). If $E$ is disjunctive, it models ability in a 1-player game (theorem 2.16), so disjunctivity makes all the difference between programs and determined 2-player games. As a consequence of disjunctivity, the induction axiom is valid for programs but not for games (theorems 7.9 and 7.10).

Syntactically, program operations + duality = game operations.

Comparing the program operations of Propositional Dynamic Logic to the game operations of Game Logic, duality is the only difference. Theorem 7.22 suggests that this is no coincidence: The operations of test, sequential composition and choice suffice to obtain all first-order definable programs. Adding duality to these operations yields all first-order definable games.

In the end, games have more expressive power than programs.

Using duality, Game Logic can express properties of models which cannot be expressed in Propositional Dynamic Logic (theorem 7.2). The expressive difference relies on the presence of iteration which allows one to express the existence of a strategy to achieve something in the long run. Without iteration, duality does not increase expressive power, and hence programs are as expressive as games.

Verifying properties of programs is easier than verifying properties of games.

At the time of writing, model checking is more complex for games than for programs (theorem 6.22). This claim is only tentative since better polynomial-time algorithms may be found for $\mu$-calculus model checking. Hence one should say more accurately that verifying properties of games is equally complex as verifying properties of programs if (and only if [18]) model checking for the $\mu$-calculus can be done in polynomial time.

The Internal View: Coalition Logic vs. Temporal Logic

The comparison between Temporal Logic and Coalition Logic is unfortunately more difficult than the comparison between PDL and GL. The reason is that there is a bunch of systems to choose from: On the one hand we have basic Coalition Logic and Extended Coalition Logic, on the other hand we have simple modal/temporal logic, CTL, CTL*, and so on. Furthermore, the models over which these logics are interpreted differ, and interpreting Coalition Logic over Kripke models for purposes of comparison will rob it of all its characteristic features (in contrast to Game Logic).

On the most basic level, we would want to compare basic Coalition Logic with normal modal logic. The complexity of model checking is linear time for
both modal logic and Coalition Logic, although the model size will be different. We saw that the complexity of the satisfiability problem for Coalition Logic is usually PSPACE-complete, as for modal logic. Similarly, there are cases where the complexity of the satisfiability problem turns out to be NP-complete, for strong normal modal logics such as S5 as well as for formulas of the individual fragment of Coalition Logic, when interpreted over extensive games with simultaneous moves. As remarked in section 3.8.2, these complexity results do give rise to an interesting difference between programs and games. If it turns out that $\text{NP} \neq \text{PSPACE}$ (which we shall assume at least for these slogans):

\textit{Game synthesis is easier than program synthesis, provided we allow for simultaneous moves.}

That is, given an individual specification for a single player, formulated in basic Coalition Logic, finding a satisfying extensive game with simultaneous moves is an NP-complete problem whereas finding a satisfying program/process or a satisfying extensive game without simultaneous moves is PSPACE-complete.

Given the close relationship between Extended Coalition Logic and Alternating Temporal Logic (ATL), one can also compare ATL with its standard temporal counterpart CTL to get a better idea of how closed systems (programs) differ from open systems (games). For the complexity of model checking, such a comparison has been carried out in [3].

Instead of comparing Coalition Logic to temporal or modal logic, below we will compare Coalition Logic to its individual fragment. Putting our results in this light will yield some interesting differences between coalitional and individual reasoning.

\textit{Game synthesis is easier for individual than for coalitional specifications, provided we allow for simultaneous moves.}

For extensive games with simultaneous moves, the satisfiability problem for Coalition Logic is PSPACE-complete (theorems 3.27 and 3.29) while the satisfiability problem of its individual fragment is NP-complete (theorem 3.36). Generating such a game from a specification formulated in the individual fragment of basic Coalition Logic is thus simpler than generating it from a coalitional specification, provided that $\text{NP} \subseteq \text{PSPACE}$. In other words, $\text{NP} = \text{PSPACE}$ if and only if multi-agent synthesis for individual specifications is equally complex as for coalitional specifications.

\textit{Game synthesis is easier for extensive games with than for extensive games without simultaneous moves, given individual specifications.}

For individual specifications, the satisfiability problem is NP-complete (theorem 3.36) over extensive games with simultaneous moves but PSPACE-complete (theorem 3.37) over extensive games without simultaneous moves. So again, NP
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=PSPACE if and only if multi-agent synthesis for individual specifications is equally complex in extensive games with and without simultaneous moves. Assuming NP ≠ PSPACE, we can also read this result as demonstrating a difference between environments of perfect and imperfect information: It is simpler to generate multi-agent environments satisfying certain specifications in case we can hide information from the agents. Developing an environment which gives agents certain powers is easier if we have the means to prevent agents from being perfectly informed about the others’ actions.

In the end, coalitions have more expressive power than individuals.

For extensive games with simultaneous moves, a gain in expressiveness can already be observed on the local level (theorem 3.35): a language which can express local coalitional ability is more expressive than a language which can only express local individual ability. For extensive games without simultaneous moves, coalitions only add expressiveness in the end, i.e., when the language is enriched to express what can be achieved at some point in the future (theorem 4.12).

Modal logics are game logics.

Normal modal logics describe 1-player games (i.e., Kripke models), in particular the basic normal modal logic $K$ coincides with basic 1-player Coalition Logic over weakly playable coalition models (theorem 3.22). Non-normal monotonic modal logics describe determined 2-player games (i.e., neighborhood models), the basic monotonic modal logic $K_1$ coincides with the individual fragment of basic 2-player Coalition Logic over weakly playable maximal coalition models (theorem 3.24). While normal modal logic is coalitional (it can express the ability of the empty coalition), non-normal modal logic is not (it can only express the ability of the two players individually), thus providing one explanation of the complexity difference in the satisfiability problem (see above).

The Role of Iteration

Both on the internal and on the external view, increased expressive power can be seen to depend on the presence of some form of iteration. In the case of extensive games without simultaneous moves, coalitions only add expressive power when long-term ability can be expressed. On the other hand, game operations only lead to more expressiveness in case iteration is present.

Iteration is also responsible for the observed complexity differences. But while on the internal view a difference between individuals and coalitions can only be observed with the satisfiability problem, on the external view the difference between programs and games emerges in model checking only: In case the atomic games are actually programs, the satisfiability problems for Game Logic and for Propositional Dynamic Logic are both EXPTIME-complete (theorem 7.14):
in case no restriction is placed on the atomic games, we only know that the satisfiability problem for Game Logic is in EXPTIME (theorem 6.24), but we conjecture that EXPTIME-hardness also holds, for games as well as programs.

Implications for Social Software

Besides being interesting on a theoretical level, the technical results obtained are all of practical importance for the development and analysis of social software. This is most easily seen for the axiomatization and complexity results: Based on a complete axiomatization, (semi-)automatic theorem provers can verify properties of social procedures or deduce that a particular specification of a voting procedure is inconsistent. In order to verify properties of social software or synthesize social procedures which meet certain specifications, we also need algorithms for model checking and satisfiability testing. Furthermore, it is important to know how complex these algorithms are. Similarly, studying the expressiveness of the logics involved will allow us to pick the right logical language for the task at hand. If a specification can be formulated in the individual fragment of basic Coalition Logic, we can generate an implementation much more efficiently than if a specification expresses something about the long-term ability of groups of agents, something for which full Extended Coalition Logic is needed. Bisimulation-invariance and -safety results become important once we have generated, e.g., a voting procedure and want to simplify it in various ways. As long as this simplification results in a bisimilar voting procedure, we are guaranteed that its properties will not change, provided these properties are expressible in Coalition Logic.

Note that the kinds of results established in this thesis are certainly not the only ones which could be of relevance for the formal study of social software. To give one example, analogous to the case of temporal logic, it would be useful to have preservation theorems which link a class of model transformations (such as adding/deleting states, etc.) to the class of CL-formulas whose truth values remain unchanged by these transformations.

8.3 The Future of Social Software

As discussed in the previous sections, Game Logic and Coalition Logic represent two very different approaches to reasoning about social software, one being exogenous and the other endogenous. In giving examples of applications, we have focused on Coalition Logic because we think that in contrast to Game Logic, Coalition Logic can be applied to the analysis of social software as it is, analogous to how Temporal Logic is applied to the analysis of, e.g., concurrent systems. The insufficiency of Game Logic does not mean, however, that it cannot be extended to a logical framework for reasoning about multi-agent algorithms. In fact, the refinement calculus can be viewed as one such extension.
The aim of the refinement calculus [7] is to analyze “real” programs like the \(gcd\)-program discussed in the introduction. For this aim, a simple propositional logic like Game Logic is not sufficient for formalization; instead, higher-order logic is used in [7]. What makes the refinement calculus relevant to the study of programs and games is that it also provides a general framework which can be used to reason about programs as well as games. This is not so surprising after all since the basic semantic notion of the refinement calculus is the predicate transformer, and we have seen that predicate transformers can model programs as well as determined 2-player games. The extended programming language of the refinement calculus is very similar to the language of Game Logic. While the operation of duality is also discussed, its role is less central in the refinement calculus. Preference is given to using demonic and angelic versions of the basic programming operations such as nondeterministic choice. In this enriched programming language, programs are viewed as contracts which define the rights and obligations of the parties involved. Contracts are essentially what we have been calling games all along. The advantage of the contract metaphor is that it allows for a natural interpretation of empty games: under the contract interpretation, this is simply the case where one of the agents has breached the contract. 2-player zero-sum games such as N\(-\)in can be programmed using the language of the refinement calculus. The result is a game expression \(\gamma\) such that (in Game Logic terms) \(\langle \gamma \rangle \bot\) holds precisely when Angel has a winning strategy in the game. Besides formally proving the existence of such a winning strategy, the refinement calculus can also be used to extract a concrete winning strategy: Starting with the original game \(\gamma\), the choices of angel are restricted step by step until all the choices left are demonic in the final program \(\gamma'\). If we ensure that each step in this refinement is semantically sound, we can guarantee that \(\gamma'\) is indeed a winning strategy for \(\gamma\).

Returning to the topic of social software, how far do Coalition Logic, Game Algebra and (extensions of) Game Logic go in providing formal tools for the analysis and synthesis of social software? First, which kinds of examples of social software can we handle? As argued in chapter 5, the main requirement is that the social process to be analyzed is itself well-defined, allowing us e.g. to identify the set of agents involved in the process and the relevant properties of the states of the process.

Many of the social software examples presented were essentially voting problems since these problems meet the requirement of well-definedness. More generally, there is a practical argument for focusing on social software from the domain of social choice theory (broadly conceived), namely that a lot of research has been done in social choice theory which can be usefully applied, so that social choice theory and logic can meet half way. An example is the rich temporal logic of rights developed in [63, 64] which distinguishes alethic from deontic possibility. The language of this Deontic Logic of Action contains formulas of the form \(\text{CanDo}_i(t_k, \varphi)\) (agent \(i\) can act at time \(t_k\) so as to bring about \(\varphi\)), \(\text{MayDo}_i(t_k, \varphi)\) (agent \(i\) has
the right at time $t_k$ to act in a way which brings about $\varphi$) and others. Preferences
are also added to the model so that various paradoxes involving liberalism and
constitutional decision making can be discussed and formalized.

Having suggested problems of social choice theory as the kind of social software
to which the logics presented can usefully be applied, what kinds of questions do
these logics allow us to address? Chapter 5 has given examples of verification and
synthesis of social procedures. Furthermore, the example of telephone democracy
even suggests that the efficiency of such procedures can be analyzed using basic
Coalition Logic. Note, however, that the logics discussed cannot express anything
about the preferences of the agents involved, nor about how their actions will be
influenced by their preferences. For this reason, we cannot capture any strategic
considerations, e.g., in the telephone democracy example. In spite of this limitation,
the examples have shown that an interesting analysis of social software can
be done even without considering the agents’ preferences. Before asking what
people want to do in a social process, we should make sure that the process gives
them the rights and duties they should have.

Comparing social software to computer software in terms of its complexity, one
might be tempted to think that social processes must be far more complex than
computational processes. On the other hand, we conjecture that even the most
complex voting system used in any human society will be much less complex
than the operating system used on most computers. Consequently, problems
which may be intractable for computer software may well turn out to be tractable
for social software. As shown in chapter 5, in the case of voting procedures the
synthesis of social software reduces to satisfiability testing in basic Coalition Logic.
The results of chapter 3 show that this problem is certainly feasible, since it is no
harder than theorem proving in standard modal logic.

To conclude, we hope to have convinced the reader that one can treat social
processes as social software by developing logics as analytical tools as is done
in computer science. Exogenous program logics and in particular endogenous
temporal logics can both be extended to yield logics for reasoning about social
processes. We do not think that we will arrive at one general framework which
is adequate to analyze all or even most social processes. Rather, we expect to
see a variety of logics developed for different purposes, varying in complexity and
expressive power like the different logics used in computer science. And if the
theoretical results obtained and the examples provided still do not manage to
convince the reader, we will have to close with a quote by Vince Lombardi, an
American football coach:

We didn’t lose the game; we just ran out of time.
Appendix A

Fixpoint Facts

 Chapters 4 and 6 make use of fixpoint constructions to define long-term ability and iteration, respectively. This appendix recalls some standard results about fixpoints, namely, the Knaster-Tarski fixpoint theorem and the upward and downward hierarchies for fixpoint approximation. The material is standard, with the possible exception of theorem A.2, a generalization of the Knaster-Tarski fixpoint theorem.

Consider any monotonic operation on the nonempty set of states $S$, i.e., any function $F : \mathcal{P}(S) \rightarrow \mathcal{P}(S)$ such that $X \subseteq Y$ implies $F(X) \subseteq F(Y)$. We say that a set $Z \subseteq S$ is a fixpoint of $F$ iff $F(Z) = Z$. $Z$ is a least (greatest) fixpoint of $F$ iff

(1) $Z$ is a fixpoint and (2) $Z$ is a subset (superset) of every fixpoint of $F$. Note that least and greatest fixpoints are unique. We denote the least fixpoint of $F$ as $\mu X.F(X)$ (the smallest set $X$ such that $F(X) = X$) and the greatest fixpoint of $F$ as $\nu X.F(X)$ (the greatest set $X$ such that $F(X) = X$).

For repeated application of the operation $F$, we define the following downward and upward hierarchies by ordinal induction:

$$F^{10}(X) = X \quad F^{\eta}(X) = X$$
$$F^{1\kappa+1}(X) = F(F^{\kappa}(X)) \quad F^{1\kappa+1}(X) = F(F^{\kappa}(X))$$
$$F^{1\lambda}(X) = \bigcup_{\kappa<\lambda} F^{\kappa}(X) \quad F^{1\lambda}(X) = \bigcap_{\kappa<\lambda} F^{\kappa}(X)$$

where $\kappa$ and $\lambda$ are ordinals and $\lambda$ is a limit ordinal. In most cases, the upward hierarchy will be used for $X = \emptyset$ and the downward hierarchy for $X = S$, and for ease of notation, we use $F^{1\kappa}$ for $F^{1\kappa}(\emptyset)$ and $F^{1\kappa}$ for $F^{1\kappa}(S)$. A central result on fixpoints is the well-known Knaster-Tarski fixpoint theorem:

**Theorem A.1 (Tarski [118])**. If $F : \mathcal{P}(S) \rightarrow \mathcal{P}(S)$ is any monotonic operation, then

1. $\mu X.F(X) = \bigcap \{Y \subseteq S | F(Y) = Y\} = \bigcap \{Y \subseteq S | F(Y) \subseteq Y\} = \bigcup \{F^{1\kappa} : \kappa \text{ ranges over all ordinals of cardinality at most } |S| \}$ and $F^{10} \subseteq F^{11} \subseteq F^{12} \ldots$. 
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2. \( \mu X. F(X) = \bigcup \{ Y \subseteq S \mid F(Y) = Y \} = \bigcup \{ Y \subseteq S \mid F(Y) \supseteq Y \} = \bigcup \lambda \in \kappa F^\lambda \), where \( \kappa \) ranges over all ordinals of cardinality at most \( |S| \) and \( F^{10} \supseteq F^{11} \supseteq F^{12} \ldots \).

In section 6.5, a less well-known generalization of this theorem will allow us to reduce the complexity of a model-checking algorithm substantially. It is an easy consequence of the previous result.

\[ \Box \text{Corollary A.2 (Emerson & Lei [46]). If } F : \mathcal{P}(S) \to \mathcal{P}(S) \text{ is any monotonic operation, then} \]

1. \( \mu X. F(X) = \bigcup \kappa F^{\kappa}(S) \) for any \( S \subseteq F(S) \cap \mu X. F(X) \), where \( \kappa \) ranges over all ordinals of cardinality at most \( |S| \) and \( F^{10}(S) \subseteq F^{11}(S) \subseteq F^{12}(S) \ldots \).

2. \( \nu X. F(X) = \bigcap \kappa F^{\kappa}(S) \) for any \( S \supseteq F(S) \cup \nu X. F(X) \), where \( \kappa \) ranges over all ordinals of cardinality at most \( |S| \) and \( F^{10}(S) \supseteq F^{11}(S) \supseteq F^{12}(S) \ldots \).

Finally, there are cases in which the fixpoint approximation provided by the upward and downward hierarchies is guaranteed to reach the fixpoint after at most \( \omega \) stages. A well-known sufficient condition for such a closure at \( \omega \) is disjunctivity. As defined in section 2.4.3, an operation \( F : \mathcal{P}(S) \to \mathcal{P}(S) \) is disjunctive iff for all \( V \subseteq \mathcal{P}(S) \) we have \( F(\bigcup_{X \in V} X) = \bigcup_{X \in V} F(X) \). Recall that disjunctivity implies monotonicity and that \( F(\emptyset) = \emptyset \). As an analogue to disjunctivity, call \( F \) conjunctive iff for all \( V \subseteq \mathcal{P}(S) \) we have \( F(\bigcap_{X \in V} X) = \bigcap_{X \in V} F(X) \). Also conjunctivity implies monotonicity and furthermore that \( F(S) = S \).

The following result shows that indeed disjunctivity (conjunctivity) is a sufficient condition for approximating the fixpoint after at most \( \omega \) steps. Note that there are weaker conditions such as continuity which are also sufficient (see, e.g., [37, 91]), but for our purposes the following result is exactly what we need.

\[ \Box \text{Theorem A.3. If } F \text{ is disjunctive then } \mu X. F(X) = F^{\omega}, \text{ and if } F \text{ is conjunctive then } \nu X. F(X) = F^{\omega}. \]

\[ \text{Proof. Disjunctivity immediately implies that } \bigcup_{i \leq \omega} F^{\omega} \text{ is a fixpoint of } F, \text{ and given any fixpoint } Z \text{ of } F \text{ one can show by induction on } i \text{ that } F^{\omega} \subseteq Z \text{ and consequently } \bigcup_{i \leq \omega} F^{\omega} \subseteq Z. \]

\[ \]
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