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I. Introduction 

In this paper we develop a theory for normalizing constrained Hamiltonian 
systems. We make use of some ideas of Moser [6] concerning constrained Hamil
tonian systems (see also [2]). The idea of constrained normalization is the follow
ing. Consider a Hamiltonian system with Hamiltonian function Hon (lR2n, w), 
where w is the standard symplectic form. Denote such a system by (H, R 2n, w). 
For a symplectic submanifold M c lR zn define the constrained system corre
sponding to (H, lR.211, (())by (HIM, M, w IM). Here IM means restriction to M. 
We give a normalization algorithm for the system (H, JR2 n, co) which on M 
restricts to a normalization of the constrained system. The advantage is that the 
necessary computations are performed in the ambient space lR.211 , where they are 
easier to do. 

The paper is organized as follows. In the second section we give the facts 
about constrained Hamiltonian systems needed for the development of the 
constrained normalization algorithm in section three. In the fourth section we 
introduce the Kepler system on JR.211 • As is well known (see [5]) the Kepler system, 
after regularization, can be considered as a system on JR. zn + 2 constrained to 
T + S11 , the cotangent bundle to the n-sphere minus its zero section. The same 
techniques enable us to consider perturbed Kepler systems as constrained 
systems, as is shown in section five. The facts proved in section four show 
that we may apply the constrained normalization algorithm to perturbed 
Keplerian systems. We illustrate this with two examples: (i) the lunar problem 
(section six), and (ii) the main problem of artificial satellite theory (section seven). 
The treatment of the main problem takes as its starting point the results of 
Deprit [3] concerning the elimination of the parallax. The normalization up to 
second order of the lunar problem provides a straightforward alternative for the 
quite different approach of Kummer [4]. 
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2. Constrained Hamiltonian systems 

Consider lR.2n with coordinates (x 1 , •.• , xn, y1 , •. . , Yn) and standard sym-
n 

plectic form w (x, y) = :L dxi /\ dyi. For m < n let Fp .. . , F2111 E C00 (R2n) 
i: 1 

be such that dF1 , .. ., dF2m are independent on M = {(x, y) ER 2" I F1 (x, y) 
= F2 (x, y) = · · · = F2m (x, y) = O}, that is, Mis a smoothly embedded submani
fold of JR2 n. Furthermore suppose that the matrix C = (ci) = ({~, Jij}) is non
singular at every point of M. Then M is a symplectic manifold with symplectic 
form w IM, the restriction of the symplectic form w to M. 

For HE C00 (R2n) the restriction of the Hamiltonian vector field X 8 to M 
need not be tangential to M. However we can construct a vector field tangential 
to M by considering X H 1 M on ( M, w I M), where H I M is the restriction of H to 
M. We call XHIM the constrained Hamiltonian vector field corresponding to H. 
Another way to describe the constrained vector field is that XHIM is the image 
of the projection of X 8 on TM with respect to the splitting of TJR 2 " into TM and 
its w-orthogonal complement. 

Let .Y be the ideal of C00 (JR2n) generated by F1 , ... , F2111 , that is, .Y is the ideal 
of functions vanishing on M. Furthermore let L 8 denote the derivative defined 
by L 8 = {., H}, where {.,.} is the Poisson bracket on lR.2n with respect to the 
symplectic form m. 

Lemma 1. The following statements are equivalent: 

(i) X 81 M = XH on M. 
(ii) {H, Fi} E J, for j = 1, ... , 2m. 
(iii) (exp LH)(.Y) ~ J. 
(iv) M is an invariant manifold of X H. 

(v) X H is tangent to M at each point of M. 

Proof The proof is easy and left to the reader. 0 

Let H E C00 (R 2n). When X H is not tangent to M we can construct a function 
H such that HIM= HIM, X 8 is tangent to M, and X 8 1 M = XHJM· The 
construction of H is given in Lemma 2. Note that H need not be a smooth 
function on all of R 2". In fact H is first constructed on M and then extended to 
some open neighborhood of M in JR.2 n. Let c- 1 =(di) be the inverse of the 
matrix C. 

2m 2m 

Lemma 2. If H = H + .L: a.1F;, with ai = .L cil {H, Fj}, then XHIM = X8 
on M. 1=1 1=1 
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Proof. In order for X8 to be tangential to M we must have 0 = {H, Fj} 
2m 

= {H, Fi} - I: a; {Fj, }j} on M for j = 1, .. . , 2m. This holds for a; as given in 
i= 1 

the statement of the lemma. By Lemma 1 we have X8 = XeiM· Because 
HIM= HIM we have X 8 = XHIM on M. D 

The Poisson bracket {.,.}Mon (M, w IM) can be computed in terms of the 
Poisson bracket on JR. 2n by the following 

2m 

Lemma 3. {HIM, G I M}M = {H, G} - L {H, }j} cii {Fj, G} on M, where 
i,j= 1 

the right hand side is calculated for any smooth extension of HIM and G I M to 
an open neighborhood of M in JR. 2n. 

Proof. (see [2]). {H[M, GIM}M = (wlM)(X8 1M• X61 M) 
= (w I M)(X8 IM• Xc1M) = ro(X8 , Xc) = {H, G} on M. Computing {H, G}, 
omitting terms in f, proves the lemma. 0 

As a direct consequence of Lemma 3 we have, 

Lemma 4. If X81 M = X 8 on M then {HIM, G I M}M = {H, G} on Mfor all 
G E C 00 (R 2"). 

2m 
Proof. If X 81 M = X 8 then {H, }j} E f for all i = 1, ... , 2m. Consequently 

I: {H, }j} cii {Fi, G} vanishes on M. In other words {HIM, G I M}M 
i,j= 1 

= {H,G}IM. D 

3. Constrained normalization 

Consider a Hamiltonian system on R 2" with Hamiltonian function 

H~: 1R.2n ~ JR.; (x, y) ~ H 0 (x, y) + s H (x, y, e) 

which satisfies the following conditions: 

(C1) Ho E C00 (.1R.2") and XHo has only periodic orbits. 
(C2) The flow of X 80 leaves invariant a symplectic manifold M 5 JR.2", 

where Mis defined as in §2. 
(C3) HE !F where !IF is the algebra of formal power series in e with 

coefficients in C00 (lR..2"). 

Following Cushman [1] we can transform H" into normal form with respect 
to H0 by invertible w-symplectic formal power series transformations. That is, 
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there exists a transformation of the form expLR, RE ffe, such that for 
Jf• = H" a exp LR we have {Jf'm, H 0} = 0 for every m E JN, where .#m is the 
coefficient of em in .#2 • We say that Jr• is a normal form for H" with respect to 
H 0 • As a consequence of Lemma 4 we have, 

Theorem 5. If H" is in normal form up to order k with respect to H0 , then 
H" 1 M is in normal form. up to order k with respect to H 0 I M. 

Proof If H" = H 0 + e H 1 + e2 H 2 + · · · is in normal form up to order k then 
{H0 , H1} = 0 for 0 < l ~ k. Because H"IM = H 0 IM + eHilM + ... by 
Lemma4 {H0 \M, H1 IM}M = 0 for 0 < l;:;:; k on M. 0 

A normal form for H" is obtained by transformations of the form 
exp LR, RE F. In general these transformations do not restrict to transforma
tions of Minto itself. We will show that one can modify the transformations 
exp LR in such a way that they restrict to transformations of Minto M, and such 
that the restriction of the transformed power series to M gives a normal form for 
H• 1 M. This procedure is called coristrained normalization or normalization 
modulo f. Note that, because we will make use of the construction of Lemma 
2, the procedure of constrained normalization is performed on some open 
neighborhood of Min R 2n. 

Definition 6. H0 exp LR, Re F, is in normal form up to order k with respect 
to H 0 modulo the ideal ..1 if 

(N1){R, Fj} E f for all j = 1, ... , 2 m. 
(N2) All terms in H 2 o exp LR of order ~ k are in (k:er L8 r) +f. 

Here M and f are as defined in § 2. 

We will now perform the first step in the constrained normalized of H 8 • 

Write H2 = H0 + aH1 + 0 (e2). Following [1] we have 

C00 l1D 2n) = ker L l'T> im L \.II.'- Ho \J7 Ho (1) 

because H 0 satisfies (C 1). This splitting is obtained by averaging over the flow 
<p:1° of X 80• In more detail, for FE C 00 (R. 2n) we have F = F + (F - F), where 
FE ker LHo is the average of F over the flow of X Ho• that is, 

1 T(p) 

F (p) = T(p) ! (cp~0)* F (p) dt. (2) 

Here T (p) is the period of the integral curve of X Ho through p and 
(r,o:1°)* F (p) = F (rp:1° p). Thus H 1 = fl1 + H1 , with H1 e ker L 80 , and 
H1 = H1 -111 E im L80 • Now choose R 1 E C00 (R2n) such that L80 R 1 = H1 . 

Then H 2 0 expL2 R 1 = H0 + eH1 + eH1 + eLR1 H0 + 0 (e2) = H0 + eB1 + 0 (e2). 
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Consequently H" 0 exp L,R 1 is in normal form with respect to H0 to first order. 
The generating function R 1 for the transformation exp L,R, can be obtained 
from the following 

Lemma 7. [1]. Let FE C00 (R.2n). If P = 0, then L80 R =Fis solved by 

1 T(p) 

R(p) = - J (t(<p80)* F)(p) dt. 
T(p) o t 

(3) 

The above is the usual procedure for normalization of H" on R 2n. However, 
exp L,R, will in general not be a transformation leaving M invariant. Therefore 
we consider exp L,R, where R 1 is defined as in Lemma 2. By Lemma 1, exp L2R1 

leaves M invariant. We have 

where LR1 H0 = {H0 , R1} + {H0 , i~ ct;F;}. with a;= i~l cli {R 1 , .Fj}. Write 

I= {~0 , i~t cx;.f;}. Because i~ aiF; ~ f, by Le~ma 1, I E f too. Thus {H0 , Ri} 

= - H1 +I, I E f Writing H1 = (H1 +I)+ (H1 - I) we have 

H' 0 expL2R, = H0 + e(H1 +I)+ O(e2), 

where H1 + /E(kerLHJ +f. Thus H" 0 expLeR, is in normal form modulo f 
up to order one. By repeating the above argument we can bring H• into normal 
form modulo J up to arbitrary order. 

Theorem 8. Suppose H" satisfies conditions (C1), (C2), and (C3), then for 
each k E N, k > 0, there exists an R e !IF such that H" o exp L R is in normal form 
with respect to H0 modulo J. 

Remarks. Note that R is defined on some open neighborhood of Min 1R.2n. 

The fact that w is chosen to be the standard symplectic form on JR. 2n is not really 
necessary. In fact ro can be any symplectic form. The above normalization 
procedure still works if one takes the Poisson bracket corresponding to the 
chosen symplectic form. 

In some cases the function I E J in the constrained normalization construc
tion takes a special form. This is shown in the following theorem. 

Theorem 9. Suppose that the manifold M is defined by F1 (x, y) = F2 (x, y) 
= 0. Furthermore suppose that {H, .F;} = a,F1 + {3;F2 , i = 1, 2, where a, and 
p, are constants. Then for every GE C00 (R.2 n) we have {H, G} = E, where 
E = {H,G}. 
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Proof. Using Lemma 2 we have 

{H G} _ {H G} + {H, F1} {F2 , G} + {H, {F2 , G}} F1 

' - ' {F1 , F2 } {F1 , F2} 

{H, {F1 , F2}} {F2 , G} F1 {H, F2} {F1 , G} - +-----
{F1,F2}2 {F2 ,F1} 

{H, {F1 , G}}F2 {H, {F2 , Fi}} {F1 , G} F2 
+ -------=---{F2, F1} {Fz, F1} 2 

1 
= {H, G} + {F F} [{H, Fi} {F2 , G} - {H, F2 } {F1 , G} 

1• 2 

+ {{H, F2 }, G} F1 + {{G, H}, F2} F1 - {{H, Fi}, G} F2 

- {{ G, H}, Fi} F1 - { {H, F1}, F2 } (G-G)- { {F2 , H}, F1} (G-G)] 

By hypothesis we may write {H, .F;} = rt.;F1 + P;F2 , i = 1, 2, where °'i• /31 are 
constants. Substitution then gives 

If H 0 and M satisfy the hypothesis of Theorem 9 we may slightly adjust 
our normalization modulo J to obtain a somewhat nicer normal form. We 
again will perform the normalization process up to first order. Instead of 
He= H 0 + eH1 + O(e2) we consider H0 + eH1 + O(s2). By Lemma 1 (iii) this 
will not change the restriction to M of the normalized function. Now if 
LR, Ho= - Hi, then by Theorem 9, LRt Ho= -A:l. Because H1 = il1 +al 
the constrained normal form up to first order is H 0 + sR1 + O(e2). Applying 
the same procedure up to order k gives a normal form which can be written 
as a~= Ho+ e81 + e2 R2 + ... + s1':Rk + O(ek+l), where H1ekerLHo• 
O<l~k. 

4. The Kepler system as a constrained oscillator 

Consider the Kepler system (K0 , M, co2n IM), where M =(Rn - {O}) x R", 

(): 1 2 µ. 
Ko .... 11)= 21111 -m· (4) 

n 

and w 2n = L d~; /\ d17; is the standard symplectic form on JR.2n. Here 1-1 is the 
I= 1 

norm associated to the euclidean inner product (.,.). 



408 J.-C. van der Meer and R. Cushman ZAMP 

In this section we will show how constraining the oscillator system 
(Ho, N, W2n+2I N) to (T+ S", m2n+2I y+ sn) gives the Kepler system on the punc
tured cotangent bundle 

r+ sn = {(q,p) E 1R.2"+ 2 1lql2 =1, (q,p) = O,p =I= O}, 

of S". Here th~ Hamiltonian of the oscillator is 

Ho(q,p) = (iql2 lpl 2 - (q,p)2) 112 , (5) 

and the phase space is 

N -JR.2n+2 C 
- - 2n+2• (6) 

where C2n+2 = {(q,p)ER2n+2l lql2IPl2 = (q,p)2}. 
Converting (K0 , M, ro2n IM) into (H0 , N, w2n+ 2 IN) is based upon the regu

larization given in Moser [5]. The regularization of the Kepler system consists 
of a pre-regularization followed by a sympletic map. We start with the pre
regularization. 

The pre-regularized Kepler Hamiltonian is given by 

A l~l ( 1 2) µ 1 2 2 Ko=y Ko+2k +k= 2 klel(l11I +k). (7) 

~ A µ ( • On the energy sunace K 0 = k = L which corresponds to the level set 

K 0 = - ~ k2) the Hamiltonian vector field of the pre-regularized Kepler Hamil

tonian K0 is given by 

In other words on K0 = L, X Ko is just the Kepler vector field X Ko 

de 0K0 

dt =~=1'[, 

d11 oK0 µ.; 
dt = - ac; = - 1 e I 3 ' 

(9) 

. . . b & k 
Ill a new time scales given y dt = m· 
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Let y+ S~P = {(q,p)E y+ S"jq =l= (0, ... , 0, 1)}. Following Moser [5] the 
system (K0 , M, w 2" IM) is symplectically diffeomorphic to the system 
(Go, y+ s~P' W2n+2 I y+ s~p), where 

G0 (q,p) =Ip!. (10) 

The desired diffeomorphism m: T + S~P --* M is given by 

1 k~ . 
~i=-k(pi(1-qn+1)+qiPn+1), 1'fi=~--, l=1, ... ,n. (11) 

qn+l 

We call m Moser's regularization map. The inverse map m - t: M -+ T + S~P is 
given by 

Since G0 does not depend on q it extends to a smooth function G0 

on (T+ sn, W2n+2 IT+ S"), which is the Hamiltonian for the geodesic 
vector field on y+ sn. Note that the set B = y+ S" - y+ S~P 
={(0, ... ,0,1,p1 , ... ,pn)E1R2"+ 2 lfi=(p1 , ... ,p.)=l:=O} corresponds to colli
sions in the Kepler system. B is called the collision set. The system 
(G0 , T + S", w2 n+ 2 I y+ S") is called the regularized Kepler system. In the regular
ized Kepler system a collision orbit can be treated like any other orbit. 

Next we show that the system (G0 , y+ S", w2,.+ 2 I y+ S") can be considered 
as a constrained oscillator. On the symplectic manifold (N, w2n+ 2 1 N), where N 
is given by (6), consider the Hamiltonian H 0 (q,p) given by (5). Since 

!ql 2 lpl 2 - <q,p)2 = L (qipj - qjpi)2 ' (13) 
l;i;i<j:2in+l 

H 0 is defined and is a smooth positive function on N. Since C2,.+ 2 11 y+ sn = f/J, 
H 0 restricted to y+ S" is defined and H0 l y+ S" = G0 • 

Lemma 1 o. ( T -t sn' w 2n + 2 I T + S") is a symplectic submanifold of 
(N, w2n+2 IN). 

Proof Let 

F1 (q,p) = Jql 2 - 1, F2 (q,p) = <q,p). (14) 

The matrix C = ({F;,Fj}), i,j = 1, 2, is nonsingular on N because {F1 , F2 } (q,p) 
=2(F1 (q,p)+1)=2Jql 2 >0. 0 

Consequently (Go, y+ S", W211+2 I y+ S") is the constrained system on y+ sn 
corresponding to (H0 , N, W 211 +2 IN). 
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Lemma 11. r+ S" is an invariant manifold for XHo' 

Proof As is easily checked .{H0 , F1 } = 0 and {H0 , F2 } = 0, which, using 
Lemma 1, completes the proof. 0 

We can write down the Hamiltonian vector field on (N, w 211 + 2 IN) corre
sponding to H 0 (q, p ). Explicitly, we have 

XHo(q,p)= 2 (-<q,~)ln+l lql2Jn+l )fq)=A(q,p/q) (15) 
Ho(q,p) -lpl ln+l (q,p)ln+l \p \p 

where In+ 1 is the (n + 1) x (n + 1) identity matrix. From the proof of Lemma 11 
it follows that lql2 and <q,p) are integrals of X80 • Since H5 is also an integral, 
lpl 2 is an integral of X 80• Consequently the matrix A (q, p) is constant along the 
orbits of X 80 , that is, the flow of X 80 is a linear flow. For convenience let 
H0 (q,p) = h, lql2 =a, lpl 2 = b, (q,p) = d, where h2 = ab - d2 > 0, then the 
flow cp~0 of Xn0 is given by the matrix 

(cos2t)l2n+ 2 + !(sin2t)A 
2 

which is equal to 

( -~sin2t + cos2t)ln+i 

( -t sin 2 t) In+ 1 

Consequently, 

(~sin 2 t) In+l 

( ~ sin 2 t + cos 2 r) In+ 1 

(16) 

Lemma 12. On (N, w2n + 2 1 N) the flow of X Ho is periodic, .all integral curves 
having period n. 

Recall that the vector space C"'(R2n+ 2) of smooth functions on 
(R 2" + 2 , Wzn + 2 ) is a Lie algebra under Poisson bracket. A straight forward 
calculation shows that the smooth functions~ lql 2 , tlPl2, (q,p) span a Lie 
subalgebra !17 of (CC()(R2"+ 2), {.,.}),which is isomorphic to s/2 (R). As is easily 
checked, every smooth function of the quadratic polynomials 

(17) 

lies in the centralizer of !17. Consequently every smooth function in the quadratic 
polynomials Sii commutes with every smooth function on !17. Thus we have 
proved 

Lemma 13. Su IN, 1 ~ i <j ~ n + 1, are integrals of Xno· 
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By Lemma 4 and Lemma 10 it follows that the sij I T + snare integrals of x Go 

on T + sn. In fact the Su I T + sn are the components of an SO ( n + 1, JR.) momen
tum mapping arising from the linear action of SO (n + 1, JR) on lR.11 + 1 restricted 
to sn (see [1]). Using (12) a short calculation shows that 

(18) 

correspond to the components of an SO (n, JR) momentum mapping for the 
Kepler Hamiltonian K0 . Since K 0 is invariant under the SO (n, R)-action, the Jii 
correspond to the integrals of KKo· The functions 

A;=(S;n+ilT+S") 0 m- 1 , i=1, ... ,n, (19) 

on the L-level set of H 0 correspond to the components of the Laplace vector, 
which also are integrals for XKo· 

Finally we will determine the orbits of the regularized Kepler system 
(G0 , y+ S", w2n+ 2 I y+ S11) which correspond to collision orbits of the Kepler 
system (K0 , M, w211 IM). These are the orbits which pass through the collision 
set B = {(O, ... , 0, 1, Pi' . .. ,pn, 0) E 1R2n+ 2 1 (pp ... , Pn) ::j:: O}. Let q = (q1, ... , qn) 
and ft = (p1 , .•. , p,,) be the n-vectors consisting of the first n components of the 
vectors q and p respectively. 

DefineG(q,p) = 14'1 2 l.Pl 2 - <q,p)2 andC2,, = {(q,p)e:=JR.211 + 2 JG(q,p)=O}. 

Because G(q,p) = L (q,pj - qjpi)2, GI y+ sn is an integral of XGo· Conse-
1 ~i<j~n 

quently C2n. n y+ S" is a union of orbits of XGo· 

Lemma 14. C2n n r+ sn is the set of all integral curves of X 00 passing 
through B. 

Proof We have to show that {<pf0 (B), 0 ~ t < n} = C211 n y+ sn. Let w 
denote the n-vector obtained by taking the first n components of w E JRn+ 1. 

Consider the point (0, 1, jJ, 0) E B. Then q>f 0 (0, 1, p, 0) = (~1 sin 2 t, ... , 

~1 sin2t, cos2t,p 1 cos2t,. .. ,pncos2t, -IJJlsin2t). It is now easy to check 

that <pf0 (0, 1,jJ, 0) E C211 n y+ S". 
Finally we will show that each point in C 211 n T + S" is the image of <p~0 of 

some point in B. Note that G(q,p) = 0 is equivalent to the least one of the 
following three conditions: (i) jJ = 0, (ii) ij = 0, (iii) ij = ), ft, l E JR., A. ::f: 0. 

(i) Suppose (u,v)EC2nnr+s11,t1=0. From /ul 2 =1t1!2 +u;+ 1 =1 we 
obtain un+l = ± 1, and from <u, v) = 0 we obtain vn+i = 0. Consequently 
(u, v) = (0, ± 1, iJ, 0). We have (0, 1, v, 0) E B and (0, -1, v, 0) = cp~0 (0, 1, v, 0). 

(ii) Suppose (u, v) E C2,, n T +Sn, v = 0 Because (u, v) ET+ S11 we must 
have v11 + 1 =l= 0. Consequently Un+ 1 = 0 because of <u, v> = 0. Thus we have 
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(u,v)=(u,0,0,vn+i)- If vn+i >0 then (u,O,O,vn+i)=<pf:(o,1,u 1 ~, ••• , 
un ~, 0), and if Vn+ 1 < 0 then (ii, 0, 0, vn+ 1) = <pf: (o, 1, u 1 J-vn+ 1 , .. . , 

unJ-vn+1,0). 4 

(iii) Suppose (u, v) E C2n n T+ Sn, ii= ,1, v. From iul 2 = lt71 2 +u;+ 1 = 
1 - u2 

..1. 2 lill2 + u:+i = 1 we have ..1.2 = _ ;+ 1 . If we choose t0 such that un+ 1 = 
lvl 

cos 2 t 0 (This can always be done because I u 12 = 1. Thus un + 1 ~ 1. There are two 

choices depending on the sign of A.) then (2v,un+ 1 ,v,1un+i)= 
cp~0 (o, 1, ___£__, o\ o 

Un+ l J 
Since G is an integral of XH0 , V = N - C2n with symplectic form w2n+ 2 IV 

is an invariant symplectic manifold for XHo· From Lemma 12 it follows that all 
the integral curves of X Ho I V are periodic with period rr. Constraining the system 
(H0 , V, m2n+ 2 IV) to T+ S" = r+ sn - (C2n n r+ sn) gives the system 
(Go, T+ sn, W2n+2 IT+ S") whose integral curves, when projected on sn, are geo
desics which do not pass through the pole (0, ... , 0, 1). 

5. Normalization of perturbed Kepler systems 

Consider a perturbed Keplerian system on (M = (1R.n - {O}) x Rn, m2n IM) 
with Hamiltonian given by 

K" (~, 17) =Ko(~, rJ) + s K 1 ((, rJ, s), (20) 

where K0 is the Kepler Hamiltonian given by (1), and K 1 E !F, that is, K 1 is a 
formal power series in e with coefficients which are smooth on M. K£ is said to 
be in normal form if {K0 , K 1 } = 0. In this section we will show how the formal 
Hamiltonian (20) can be transformed into normal form using the theory of 
constrained normalization developed in § 3. Towards this end we first have 
to describe (K", M, w2 n IM) as a constrained system. We do this by following the 
regularization process for the Kepler system of §4. We start by applying the 
pre-regularization to K 8 • This gives 

(21) 

where K0 is the function given by (13), and K1 = lfl Ku with K 1 as in (20). Next 
k 

apply Moser's regularization map m to K£ to obtain a system (Ge, r+ S~P' 
W2n + 2 I T + S::p) with 

G" (q, p) = G0 (q, q) + s G1 (q, p, e), 

where G0 is given by (10). 

(22) 
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Now we have to distinguish two cases: (i) (ie can be extended to a power 
series with smooth coefficients on r+ sn. (ii) G' can not be extended to such a 
power series. 

We are in case (i) when K 1 is at most linear in the coordinates 11· This 

follows easily from the fact that under m-1, I~ I turns into ~ IP I (1 - qn + 1) 

while 11 turns into k q . It is now clear that under this hypothesis G1 
1 - qn+ 1 A 

can be extended to a smooth function on all of T + sn. Extending G0 to 
T + S" gives us the system on (T + S", m2 n+ 2 \ y+ Sn) with Hamiltonian 

(23) 

Because (q, p) are in fact coordinates on lR 2 n + 2 there is a natural extension 
H' (q, p) of G' (q, p) to (N, w 2 n + 2 \ N) given by 

(24) 

where H 0 is given by (5), and N is given by (6). The system 
(G', r+ sn, W2n+2 \ y+ S") is now obtained by constraining the system 
(HS, N, w2 n+ 2 IN) to y+ S11• By Lemma's 10, 11, and 12 we may apply the 
constrained normalization algorithm of § 3. 

When we are in case (ii) G' is singular at the collision set B given in §4. 
Because normalization involves averaging over the orbits of X 60 , we have to 
omit all the collision orbits of X 00 , i.e. the orbits passing through B. Therefore 
we consider (G', T+ S", w2n+ 2 \ T+ S") (notation as in §4). This system is obtained 
by constraining to T+ S" the system (H\ V, w 211 + 2 \ V), where He is given in (24) 
and V = N - C211 • Again we may apply the constrained normalization algo
rithm to He. 

Now suppose that we have obtained a normal form :Yt8 for H' defined 
on W, where W is either N or V, using the constrained normalization 
algorithm. Then Jlt'' = H0 + e J'C"1 . If q> is the normalizing symplectic trans
formation then .#'1 = H 1 o q>. Because of the normalization algorithm, the re
strictions of .#'1 and H0 to T + S" n W commute under the Poisson bracket on 
(T+ S" n W, w211 +2 I y+ S" n W). Because m is a symplectic diffeomorphism we 
obtain a normal form :ff•= .#'8 o m- 1 for K". More precisely ;i"s = K0 + e.Jf"1 

where Xi = K 1 o m o <po m- 1. Notice that ;i"e is defined on m (T+ s:P n W). 
Going backwards through the pre-regularization process now gives a normal 
form for K". 

We will illustrate the constrained normalization algorithm with two 
examples: (a) the lunar problem which belongs to case (i); (b) the main problem 
of artificial satellite theory which belongs to case (ii). 
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6. Normalization of the lunar problem 

The name lunar problem stands for the three dimensional restricted three 
body problem (sun, earth, moon) when the value of the Jacobi constant is large. 
The primaries (sun, earth) have masses 1 - v and v, and the massless body (the 
moon) is assumed to be confined to move in the Hill's region of the body with 
mass v (the earth). 

Following Kummer [4] this system can be formulated as a perturbated 
Kepler system on (M = (R 3 - {O}) x JR.3, m6 IM) with Hamiltonian 

K (x, Y) = ~ IYl 2 - l:I - (x1 Y2 - X2 Y1) - (1 - v)(3 xf - lxl2) + 0 (lxl 3) 

(25) 

restricted to the energy surface K = - ik2 s- 2, where s ~ k. Stretching variables 
according to 

x = v e2 '' y = e- 1 ,, ' K = e- 2 K, t = A told' 

where A. = v e2, gives 

K;.(e, 11) = ~ 1111 2 - 1 ~ 1 - Jc(e1 '12 - e2111) 

- ~ (1 - v)A2 (3 (f -1~!2) + 0 (v-1 A,4) 

on K;. =-tk2• 

Going through the pre-regularization process we obtain 

K;.(~,11) = 21k!~l(ltt/ 2 + k2)-.A.l,l(,1tt2 - '2'7i) 

- ~ (1 - v)A2 l~l(3(f -1(12) + 0 (v- 1 A.4). 

Applying the map m given by (11) gives 

H;.(q,p) =Ip/ -A. Glp/(1 - q4) (q1P2 - q1P2)) 

(26) 

(27) 

2 (3 (1 - v) 1 (1 - v) 3 (1 - v) 
+A. 2-p-IPl(q1P2 - qzP1) + 2-----P.- + 2-p-IPIP1 

3 (1 - v) 3 3 (1 - v) 
-2k31p/ q4-2~jpj(q1p4 - q4P1)q4 

3 (1 - v) 3 2 3 (1 - v) 1 (1 - v) 3 3) 
+1---p-IPI q4-2-0lp/q4p1-21Z3IPI q4 

+O(v- 1 .14 ). (28) 
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We consider this as a formal power series in 2, writing 

H1. (q, p) = H0 (q, p) + J.Hi(q,p) + J.2 H2 (q,p) + 0 (v- 1 ).4 ), 

replacing jp\ by H 0 (q,p) = (lql2 \pl 2 - (q,p)2)112. Notice that H2 is smooth on 
N = R 8 - C8 (see (6)). The original system corresponds to the system 
(H)., N, Wa IN) constrained to y+ S3• 

We start our normalization process by computing the average H1 of H1 . 

Because \pi (q 1 p 2 - q2 p 1) is an integral of XHo we only have to compute the 
average q4 of q4 . According to formula (2), 

q4 =~1 (- ~ sin2t + cos2t)q4 + (* sin2t)p4 dt = 0. 

Consequently 

- 1 
Hi(q,p)= -kjpj(q1P2 - q2P1). (29) 

The generating function R(q,p) of the normalizing transformation expL;..R (up 
to first order) is computed using (3). We have 

R (q,p) =~I ~t IPI (q 1 p2 -q2p 1{ ( - ~sin 2 t +cos 2t)q4 + (~ sin2t)p4Jdt 

1 1 2" 1 ( d 1 ) 
=klp\(q1P2-q2P1) 2n!2 -;;usinu+ 2 ucosu q4 

1 1 
= k IPI (q1P2 - q1P1) 2 h (dq4 - ap4) 

1 (q,p)q4-jqj2p4 
= 2 k jpj(q1P2 - q2Pi) (Jqj2 IPl2 _ (q,p)2)112 

1 Ip\ (q1P2 - qzp1) 3 

= - 2k-H.-(.·q···· ) .L (q,p4 - q4pi)qi. 
O ,p z=1 

(30) 

Let F1 (q,p) = jqj2 - 1 and F2 (q,p) = (q,p). Then we find that 

{F R} 1 [(q1Pz - qzp1) ~ J 2 
i' = - 2k -H (---) - _£..., (qjp4 - q4p;) {jqj ,\pi} 

0 q,p '"'1 

=2(q,p)R( ) 
IPl2 q,p' (31) 
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{F } 1 [(q1Pz - qiP1) ~ J { ) I j} 
2• R = - 2 k H ( ) .~ (qip4 - q4pi) (q,p , P 

0 q,p 1=1 

1 (q1P2 - qiP1)lpJ 3 
- 2k. H ( ) .L: [(qjp4 - q4pJ {<q,p), qJ] 

0 q,p 1=1 

= R(q,p) - R(q,p) = 0. (32) 

Since {F1 ,R} I y+ S3 = {F2 , R} I y+ S3 = 0 the normalizing transformation 
expL,_R leaves y+ S3 invariant. Thus we need not compute R. 

After the first order normalization the new second order term in the Hamil
tonian is 

H2 = H 2 (q,p) + {H1 , R} + t{{H0 , R}, R} 

= H 2 (q,p) + {Jl1 ,R} +i{lfpR}, (33) 

where fl1 = H1 - fl1 . To compute the average H2 of H2 , we compute fl 2 , 

{H1 , R}, and {H1 , R}. We start with H2 which is given in (28). The computation 
of ff 2 comes down to finding the average of p 1 , q4 , q4 p 1, q~, and q!. As in the 
computation of R1 , one has p1 = q4 = ql = 0. It remains to compute q~, and 
q4P1. To simplify the somewhat long formulas recall that 

sij = q,pj - qjPi· 

Furthermore let 

and 

Q·= (q,p)qj-lql 2 P; 
J Ho (q,p) ' 

p_ = (q,p) P; - [p[2 % 
J Ho (q,p) ' 

A=Jql=a112, 

B = IP I = bi12 . 

In addition write 

D = <q,p) =d. 

Using (2) and (16) we have 

qi%= ~I [(-~sin2t+cos2t)q; +(~sin2t)p] 

{ (-~sin 2 t+cos 2 t)%+ (~sin 2 t)pi]dt 
1 1 

= 2 Q; Qj + 2 qi qj . 

(34) 

(35) 
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Similarly 

(36) 

From (35) and (36) we obtain qi and q4 p 1 . Consequently H2 is given by 

(37) 

The next term to be computed is {H1 , R}. We find that 

3 3 

Since ?4 = L si4Pi and Pi = 0, p4 = L si4Pi = 0. Thus 
i=l i= 1 

(38) 

Finally we have to compute± {H1 , R}. Since H1 = - Jl1 q4 we obtain 

To compute t {H 1 , R} we have to determine pi. As in the calculation of (35) and 
(36), we obtain 

2 1 p2 1 2 
p4=2 4+2P4· 
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Qjl r+ S3 =- 1~1 • 1)1 r+ S3 =- lplqi. 

Thus 
-,.,.- + 3 · (3 (1 - v) 3 (1 - v)) . 1 (1 - v) 3 
H2(q,p)IT S = 21'2+4~ Jpl(q1p4-q4p1)+2k2Jpl 

J(1 - v) 2 2 2 
+ 4~lpl(lpJ q4 + p4) 

- 161k2 (q1P2 - q1P1)2 (Jpl2 ql +Pi) 

1 2 + 4 k2 (q1P2 - qzp1) IP I 

1 1 2 ( 2 2 2) - 8 k2 IPI (q1P2 - q1P1) IPI q4 + p4 . (41) 
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Using the fact that on y+ S3 we have the relations 

Ip 12 I T + S3 = " ( )2 _J_ 0 t:... qipj - qjpi -r- , (42) 
l;lii<j~4 

and 
3 

(!p\ 2 q~ + p~)l r+ S3 = L (qkp4 - q4 Pk)2 , (see [1], page 137) (43) 
k= 1 

we find that the normal form R1 + H2 on y+ S3 is equal to a smooth function 
in the quadratic functions Sii defined in (17). On T + S3 consider the H 0 level set 

corresponding to IPI = L = ~- Applying the inverse of Moser's regularization 

map and the inverse of the pre-regularization process gives the normal forIJ\ for 
the lunar problem to second order on the K 0 = - !- k2 level set. 

7. The main problem of artificial satellite theory 

In this section we discuss the main problem of artificial satellite theory. This 
is the problem in which a point mass moves subject to the gravitational forces 
of an oblate sphere. In the perturbation term of the potential due to the ob
lateness only the dominant term is taken into account. 

According to Deprit ([3], page 114, 130) the Hamiltonian of the main prob
lem of artificial satellite theory in Whittaker coordinates (r, 8, v, R, 6J, N) is 

M=~(R2 + ~:)-neN-~[1-e(~)2(1-~s2 cos2e)J (44) 

Assuming 6J =l= 0 we may eliminate the parallax. In mixed Whittaker and Delau
nay variables, the latter given by (l, g, h, L, G, H), (44) becomes 

gz en G)2n 
M = Mo,o + 2 L I - L 1 e2i L M:.i.k(s 2)s2kcos2kg, 

T nG;l n. O~i&z:n O~k~j 
(45) 

where M:,i,k (s 2) are the inclination polynomials ([3], page 137, 138), and 

is the Kepler Hamiltonian M 0 with added constant - ne N. After using the 
. G2 

identities e = G and p = ~- and rearranging the terms, the Hamiltonian (45) 
takes the form µ 

az en (aµ)z" 
M=Mo+~ L'.1 G Li Pn,j(e2 ,s2)(essing)2i, 

r n~O n. O;'i;j~2" 
(46) 

where the eccentricity-inclination polynomials Pn,i are given in Table I for n ;:;;; 4. 
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Table I 
Eccentricity-inclination polynomials. 

P1.o = M!,o,o(s2) 
P2. o = Mt o. o (s2) + e2 (M!, 1. o (s2) + s" M~.1.1 (s2)) 

P2.1 = - Mt1.1 (s2) 

P3,o = MJ,o,o (s1) + e1 (Ml 1•0 (s2) + s2 M;_ 1, 1 (s2)) 

P3,1 = - 2ML. 1 (s2) 

P4,o = M!.0•0 (s2) + e2 (M!. 1 •0(s2) + s1 M!,i,i(s2)) 
+ e4(Mt2.o(s2) + s2 Ml.1.1 (s2) + s4 Ml2.2 (s2)) 

P4 , 1 = - 2M%,1, 1 (s2) - 2e2 (Ml, 2•1 (s1) + 4s2 Ml. 2• 2 (s2)) 

P4,2 = 8Ml.2.2(s2) 

Let J = (11 , J 2 , J3) and A= (A1 , A 2 , A3) be the angular momentum and 
Laplace vectors for the Kepler problem when n = 3. We have the following 
relations 

H = J3 , es sing = A 3 , L2 e2 = L2 - (Ji + J~ + J~). (47) 

Using (47) we may express the Delaunay variables in (46) in terms of L, and the 
components of J and A. Thus the Hamiltonian of the main problem after 
elimination of the parallax has the form 

K a()! ) K (l! ) K 1 (e, "f, s) 
.,,, 11 = o .,,, 11 + e I e12 , (48) 

where K 0 (e, ri) is the Kepler Hamiltonian (4) and {K0 , K1} = 0, because K 1 is 
a smooth formal power series in 1;, Ai, i = 1, 2, 3, and L which are integrals of 

XKo· 
Recall that for s = 0 we consider only those orbits whose total energy is 

negative. Because after regularization the perturbation term in (48) can not be 
extended to a smooth function on T + S3 we must consider those orbits of the 
unperturbed Kepler system with nonzero angular momentum. After pre
regularization (48) becomes 

(49) 

Applying Moser's diffeomorphism m to K.2 yields a Hamiltonian system 
(G2, T+ S3, co2n+ 2 IT+ S3). Here 

G2 (q,p) = G0 (q,p) + eF(q,p) G1 (q,p, a), (50) 

~ 4 -1 - k . where G0 (q,p) = lpl, F(q,p) = (1 - q ) , and G1 (q,p, a)= -K1 o m(q,p, a). 
IPI 
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Consider the polynomials Sii = qipj - %P; on .lR.8 . On G0 1 (L) ~ 1R8, where 

µ 
L = k' we have 

(51.1) 

(51.2) 

We consider these as smooth functions on T+ S3 instead of G0 1 (L). Because 
K 1 is a smooth function of L, Ji, A;, i = 1, 2, 3, it follows that G1 is a 
smooth function of Sii IT+ S3, 1 ~ i < j ~ 4. Because Moser's map m is a 
symplectic diffeomorphism from (T+ S3 ' Ws IT+ S3) onto ((.lR 3 - {O}) x JR. 3) 

- m(C6 n y+ S3) with symplectic form equal to the restriction of w6 , G1 is a 
formal power series integral of X Go I T + S 3 • 

We may now apply the constrained normalization process on the Hamil
tonian system (H", V, co8 I V), where V = R 8 - C8 n C6 , and He is given by 

(52) 

with H0 (q,p) = (iql 2 lpl 2 - (q,p) 2) 112 , F(q) = (lql - q4)-1, and H 1 the smooth 
extension of G 1 to V defined by H 1 = G 1 (Su I V, e). Note that H 1 is a smooth 
formal power series integral of X Ho and that He is a smooth extension of G6• 

To compute the constrained normal form for H' we have to compute 

F · H 1 = F · H1 . Using (2) and (16) we obtain 

F =~I (a112 -[ (-·~sin 2t + cos2t)q4 -(~sin2 t)p4])-
1 

dt 

1 2:n: ( ( d a i12 ) q )- i 

= 2 n al/2 r 1 + al/2 h q4 - h p4 sin v - a172 cos v dv. (53) 

If we let 

(54) 

and choose x so that 

(55) 

then (53) becomes 

1 2 "' 1 
a112 F = - J dv. 

2n o 1-ecos(v+x) 
(56) 
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Before we compute (56) we digress to show that e is a smooth extension 
of e o m, where e is the eccentricity defined in (47). On Q = G0 1 (L) 
- (C6 ri y+ S3) ~ T+ S3 the integrals lql2 =a, lpl2 = b, (q,p) = d, H0 = h of 
X Ho on V take the values 1, I3, 0, and L respectively. Therefore 

e2 IQ = (:2 p~ +~qi) IQ=~ (lpl2 ql +Pi) IQ 

(57) 

Here we have used (43). The following argument shows that on V the function 
e takes values in [O, 1). Since 

q4 (v) _ ( Ho)* q4 _ - ( ) 
lq(v)I- <p~v lql-ecos v+x 

it follows that e = 1 if and only if for some v e [O, 2 n] q4 (V) = lq (V)I, that is, ifand 
only if q1 (V) = q2 (V) = q3 (V) = 0 and q4 (V) > 0. But then (q (V), p (V)) lies on C6 

and consequently it does not lie in V. Therefore the integrand of (56) is defined. 
We have 

1 2n 1 1 2n+ x 1 
a112 F = - S dv = - J du 

2 n o 1 - e cos ( v + x) 2 n x 1 - e cos u 

1 2" 1 1 =-J du=---
2 n o 1 - e cos u J 1 - ei- · 

(58) 

By Lemma 7 we obtain the normalizing transformation expL28 (see also 
Lemma 2 and Theorem 8) where 

and 

1 " F = - J t(<p~0)*(F - F) dt. 
no 

(59) 

It remains to calculate F. Using (58) and (59) we find that 

a1f2 p = _1_ 2s" t [ 1 - 1 J dt 
2:n: o 1 - ecos(t + x) J1 - e2 

1 21t t + x x 21' 1 7t =-J dt--J dt---
2n o 1-ecos(t+x) 2n o 1-ecos(t+x) Jt-e2 

1 2,.+x u X + 7t 
=- f du---=== 

2n x 1 -ecosu ~ 



Vol. 37, 1986 Constrained normalization of Hamiltonian systems 423 

but 

1 2it + x u 1 (o 2"' 2it + x) u J --- du = - f + f + J du 
2 n x 1 - e cos u 2 n x 0 2it 1 - e cos u 

= -1 (s + Y)- u du 
2 n x 0 1 - e cos u 

1 ~ v + 2n d 
+-j v 

2 n 0 1 - e cos ( v + 2 n) 

1 2"' u x 1 
= - J du+ f du 

2 n 0 1 - e cos u 0 1 - e cos u 

= + tan- 1 -- tan- . n 2 [(1 + e)1
'
2 x] 

~ ~ 1-e 2 

Therefore on V 

a 112 F = tan- 1 --- tan- - . , _ 2 [(1 + e)1
'
2 XJ X 

J 1 - e2 1 - e 2 J 1 - e2 
(60) 

This completes the computations. 

Note that because e2 = ~ (Si4 + S~4 + S~4) on T+ 8 3 we find that the 

restriction of our normal form to T+ S3 is a smooth function in the S11 IT+ 8 3 . 
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Slllilmary 

Consider a Hamiltonian system (H, 1R2", co). Let M be a symplectic submanifold of (R2•, ea). 
The system (H, R.2•, co) constrained to Mis (HIM, M, ro IM). In this paper we give an algorithm 
which normalizes the system on JR.2" in such a way that restricted to M we have normalized the 
ce>nstrained system. This procedure is then applied to perturbed Kepler systems such as the lunar 
problem and the main problem of artificial satellite theory. 

Zusammenfassung 

Wir betrachten ein Hamiltonisches System (H, R 2", co). Sei Mein symplectisches Submanifold 
von (lR.l>i, ro). Das System (H, R 2", ro), auf Mbeschriinkt, ist(HI M, M, co IM). In dervorliegenden 
Arbeit wird ein Algorithm.us vorgeschlagen, der dieses System so aufR2" normalisiert, daB das auf 
M beschrlinkte System auch normalisiert ist. Dieser Algorithm.us wird dann auf gestorte Kepler
systeme, wie z. B. das Hill-sche Mondproblem und das Hauptproblem der Theorie der kilnstlichen 
Satelliten, angewendet. 
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