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ABSTRACT

In contemporary image databases one finds many images
with the same image content but perturbed by zooming,
scaling, rotation etc. For the purpose of image recogni-
tion in such databases we employ features based on statistics
stemming from fractal transforms of gray-scale images. We
show how the features derived from these statistical aspects
can be made invariant to zooming or rescaling. A feature
invariance measure is defined and described. The method
is especially suitable for images of textures. We produce
numerical results which validate the approach.

1. INTRODUCTION

For the purpose of image recognition we are after feature
invariance when images are either zoomed in or zoomed
out. The operation of zooming-in can be seen as cropping
followed by up-scaling (see e.g. Figure 1). The operation
of zooming-out involves the addition of new information,
followed by down-scaling. Therefore, feature invariance
appears not feasible at all for zooming-out. However, in
the special case of texture-images the additional informa-
tion is similar to the information already present (see e.g.
Figure 4). In this paper we consider feature invariance for
zoomed textile images.

The fractal transform of an image consists of a Partial
Iterated Function System (PIFS). In a PIFS, the domain for
every function in the system varies and is a part of the image
itself. The number of functions in the system is large, typi-
cally hundreds. In this paper we examine the relationship of
the statistical properties of the fractal functions in the sys-
tem before and after zooming. Such a relationship can be
used to create fractal features, invariant under scaling. The
paper is concerned with the use of fractal transformations as
feature extractors [1, 2, 3, 4, 5, 6].

After this introduction, Section 2 briefly presents the ba-
sics of fractal feature extraction, including fractal coding
schemes. The choice of our features is explained in Sec-
tion 3. In Section 4 we introduce a method to make the
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Fig. 1. Zooming in at Teeny Image.

features less invariant to zooming and present results ac-
cordingly.

2. FRACTAL FEATURES

For completeness we give a brief description of fractal im-
age compression (FIC) [7]. Most of the feature extraction
methods are based on the parameters used in FIC.

A given image is partitioned into non-overlapping range
blocks, see Figure 1. The fractal encoder searches for parts
called domain-blocks (which can be larger and overlapping)
in the same image that look similar under some fixed num-
ber of affine transformations. Such an affine transformation
can be written as:
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Indexi indicates the range-blocks within the image,f(x; y)

denotes the gray-value at position(x; y). ui is the contrast
scaling andoi is the luminance offset. Theui andoi are
used to match the gray-values of the domain with the gray-
values of the range-block, within the limits of an imposed
accuracy�. Usually, a domain-block has twice the size of a
range-block. The contractive nature of the transformations
ti makes the fractal encoder work. The transformationT =



SN
i=1 ti (whereN is the total number of range blocks in the

image) has a fixed point which approximates the original
image. It can be restored by iteratingT in the decoding
phase starting with an arbitrary given image.

2.1. Features and invariances

Most of the known fractal feature extractors use the parame-
ters, discussed in the previous section, to describe the image
or object [1, 2, 3, 4, 5, 6, 8].

There is a major drawback in using fractal transforma-
tions for feature extraction. The same image (attractor) can
be the result of two totally different fractal transformations,
making it hard to compare two images. We proposed sta-
tistical analysis of the fractal parameters [8], assuming that
well-chosen statistics of the different fractal transforms re-
main invariant. We strive for invariance with respect to
a range of perturbations that occur in contemporary mul-
timedia databases, like rotations, shifts, brightness adjust-
ments [9]. In this paper, in the context of textile, zooming
is considered. In the literature no such invariance is found.

3. THE FEATURES

3.1. Introduction

Here we give an outline of the features we employ, see
also [8, 9]. Most of the existing fractal coding schemes use
a quad-tree structure as a subdivision of the image, see Fig-
ure 2. For a given accuracy� (see Section 2), the algorithm

Fig. 2. Detail of Figure 1, four depthsi of the quad-tree are
shown.

finds a matching domain-block for the range-block in ques-
tion. This is called asuccess. If there is no satisfactory
match, the range-block splits into four equal parts. In this
way severaldepths iof the quad-tree are created, contain-
ing range-blocks of the same size, see Figure 2. We now
introduce several feature histograms. LetL be the integer
signifying the maximum depth imposed in the (fractal) de-
composition with quad-tree refinement, likewisel signifies
the minimum depth. A domain
l;L;k is defined as:


l;L;k �
n
(i; j) 2 N

2
j l � i � L; 1 � j � k

o
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wherei is associated with the depth in the quad-tree struc-
ture andk is the chosen number offeature-bins, see Sec-
tion 3.2. A histogramh on
l;L;k is defined as a function

h : 
l;L;k ! R ; with h � 0: (3)

If (i; j) 2 
l;L;k thenhij = h(i; j) is called thevalueof
h at (i; j). A histogramh on
l;L;k is called a(weighted)
quad-tree feature histogramif it satisfies the following ad-
ditional requirements:

hij = wivij ; (4)

where

LX
i=l
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and
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kX
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vij = 1; 8i 2 N with l � i � L: (6)

Requirement (6) can be interpreted in the way that at each
depthi we havek binsvij of which the contents add up to1.
Requirement (4)–(5) can be interpreted as weighing the con-
tents of the bins depending on depthi. For an interpretation
of the bins see Section 3.2 (next).

3.2. Description of the feature-bins

We describe two different fractal image features to recog-
nize a texture: coarseness and contrast (we can think of
more, see [9]). The definition of the second involves the
first.

1. Coarseness Feature.At each leveli in the quad-tree
we record the fractionwi of the images area that is
matched by the fractal decomposition (success). These
fractions are the weights in (4). In case that an image
has been fully resolved by fractal decomposition then
the ”�” in (5) turns into an ”=” sign. Thewi together
(l � i � L) constitute a quad-tree feature histogram
with k = 1 bins.

2. Contrast Feature.To match the gray-values of the
range-blocks by the gray-values of the domain-blocks,
a scaling factorui is used, see (1):

(ti(~x))3 = ui � f(x; y) + oi; 0 < jjuijj < 1:

The range of this scaling factor is divided into8 in-
tervals, which leads tok = 8 feature-bins for this
feature. Intuitively, the feature relates to the homo-
geneity of the gray-values within the image.

Figure 3 gives an example of a typical quad-tree feature his-
togram.



Fig. 3. Two-dimensional quad-tree feature histogram (con-
trast feature).

4. EXPERIMENTS, RESULTS AND DISCUSSION

Fractal feature extractors have been shown before to be ef-
fective for indexing multimedia database consisting of tex-
ture images [3, 8, 9, 10]. In [9] we demonstrated the invari-
ance of the features, including those from Section 3.2 for ro-
tation, translation, folding and brightness adjustments. Here
we show that if an image is altered by zooming, the feature
still distinguishes between images, especially if we allow
the histogram to shift along the axis of the quad-tree depth
before comparison.

4.1. Method

Each perturbed image is compared to all members of the
database. Below we employ an invariance measure for fea-
tures with respect to a databaseD. Let a databaseD count
N imagesq:

qi 2 D; i = 1; : : : ; N:

Let p(n) be a perturbation: an operator that perturbs an im-
ageq into an imagep(n)(q). The collection of all perturba-
tions of the images, is denoted byP :

p(n) 2 P; n = 1; : : : ;M:

A quad-tree feature histogram can be interpreted as a point
in R

n
with n � k(L � l + 1). The distanced between

two quad-tree feature histograms is defined as the 2-norm
of their distance inR

n
. Sod(h(qi); h(qj)) denotes the dis-

tance between the feature histograms of imagesqi andqj .
We denote

dij = d(h(p(qi)); h(qj)) 2 R :

We introduce a measure for feature invariance as follows.
Firstly, for an entryqj from the databaseD we compute

dij , i = 1; � � � ; N for a given perturbationp 2 P . Sec-
ondly, we listdij in order of decreasing size. Thirdly, let
rj = r(qj ; D) be the ranking number ofdjj in the list. That
is, rj = 0 is the best possible result andrj = N � 1 the
worst possible. We now define theabsolute feature invari-
ance measure(AFIM) with respect to the databaseD and
perturbationp 2 P :

�(D; p) =

 
1�

PN
j=1 rj

(N � 1)N

!
� 100: (7)

If � = 100 this implies that all queries (perturbed images)
are recognized without fault by the feature.

4.2. Results

As for perturbation of an image we confine ourselves to
zooming procedures. In Table 1 we present the results for
the feature invariance measure with respect to the database
(N = 52). Columns 2 & 4 (No Shift) correspond to the

Table 1. Absolute feature invariance measure.

coarseness contrast
p feature feature

zoom No Shift Shift� 1
2

No Shift Shift� 1
2

out 89:0 93:7 97:4 97:6

in 82:3 93:0 93:6 98:1

straightforward computation according to (7). Columns 3
& 5 (Shift � 1

2
) correspond to the case that the distance be-

tween two histogramsd(h(q0); h(q)) is not computed as is
but as

min
T2T

d(h(q0); T (h(q)))

instead, whereT represents an operator that shifts a his-
togram along the axis of the quad-tree depth. We allow a
histogram to shift over a maximum distance of1=2 in both
the positive and negative direction (this definesT ). This
corresponds to a zooming factor2

1=2 (in and out) of an im-
age. We observe from Table 1 that the feature invariance
benefits from taking the above shifts into account. The con-
trast feature appears to be very robust, even so without the
shifting technique.

4.3. Discussion

In this paper, fractal transforms are employed with the aim
of image recognition in multimedia-databases. We use fea-
tures based on statistics stemming from fractal decomposi-
tion of images. We demonstrate that feature invariance with
respect to zooming benefits from shifting the feature his-
togram. The thought behind our method is that the scales



Fig. 4. Examples from the database (excerpts from VISTEX
and Brodatz Collection) and the zoomed versions.

of texture in an image match with quad-tree depths in the
fractal decomposition, and determine the outcome of the de-
composition at each depth accordingly. That’s why statisti-
cal aspects from an image move from one (quad-tree) depth
to another when an image is zoomed, see Figure 5. This
effect is compensated for by shifting the histogram into the
opposite direction.

Fig. 5. Quad-tree histograms of original image (left) and
zoomed-in image (right),l = 1, L = 5.

We finish up with an example, see Figure 6. The image
Cloth139 (left) is presented to the database. Without com-
pensating for zooming effects, the image Brick.000 (mid-
dle) is retrieved. The scale of both textures is confusingly
similar. However, our shifting technique compensates for
such effects and the original image (right) is retrieved. The
features as described relate well to human perception [8, 9]
and will be used for visual intelligence retrieval systems [10].
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