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Abstract. We construct a graph model for ACP', the algebra of communicating processes with silent steps, in which Koomen's Fair Abstraction Rule (KFAR) holds, and also versions of the Approximation Induction Principle (AIP) and the Recursive Definition & Specification Principles (RDP&RSP). We use this model to prove that in ACP' (but not in ACP!) each computably recursively definable process is finitely recursively definable.

Introduction

Process algebra is an algebraical theory of concurrency, i.e., a theory about concurrent, communicating processes. Almost anything can constitute a process: the execution of a program on a computer, or the execution of an algorithm by a person, but also a game of chess or the behavior of a vending machine.

The starting point for process algebra is the modular structure of concurrent processes at a given level of abstraction: we consider systems built up from certain basic processes by means of composition tools, including sequencing, alternative choice and parallel composition.

Process algebra tries to find laws or axioms for these composition operators, based on some a priori considerations of what features concurrent communicating processes should certainly have. Thus, we use the axiomatic method; after having established the axioms we can study different models of the theory, thus obtaining actual semantics.

* This work is sponsored in part by Esprit Project No. 432, An integrated Formal Approach to Industrial Software Development (Meteor).
Central to theories of concurrency is the solving of recursive equations (or equivalently, the finding of fixed points). In this paper, we investigate a model for the Algebra of Communicating Processes with abstraction (ACP), in which all guarded recursive specifications have unique solutions. Moreover, we can describe fairness in this model. Also in our algebraic theory, we can discuss fairness through the use of Koomen's Fair Abstraction Rule (KFAR).

KFAR expresses the idea of fairness in process algebra, and is the translation in process algebra of an idea of C.J. Koomen of Philips Research (see [19]). KFAR was first formulated in [8], and its usefulness in protocol verification was demonstrated in [2, 3, 8, 9, 20, 26]. KFAR expresses the idea that, due to some fairness mechanism, abstraction from internal steps will yield an external step after finitely many repetitions; to be more precise, in the process \( \tau_I(x) \), obtained from \( x \) by abstracting from steps in \( I \), the steps in \( I \) will be fairly scheduled in such a way that eventually a step outside \( I \) is performed.

KFAR is the algebraic formulation of this idea, whereas the semantical implementation of fairness is already implicit in the notion of bisimulation on graphs, so is already implicit in the work of Milner [23]. Some other recent papers on fairness are [4, 5, 13, 14, 16, 17, 18, 22, 25].

When we use KFAR, all abstractions will be fair. Maybe this is too optimistic a model, and the theory should be able to describe situations where some abstractions are fair and others are not. Probably, an extension of the theory where this would be possible, will turn out to be rather complex.

This paper is about process algebra, but it is not an introductory paper about process algebra; before reading this paper, the reader is advised to read some other papers on process algebra first, for example, [11], or perhaps [1] (in Dutch). In this paper, we do the following things. In Section 1, we review the theory ACP, and extra axioms and rules SC, PR and KFAR. In Section 2, we define and discuss labeled graphs, elements of the set \( G_\kappa \). In Section 3, we prove that if we divide out the equivalence relation \( \equiv_{\tau, \delta} \) (rooted \( \tau, \delta \)-bisimulation) on \( G_\kappa \), we obtain a model of ACP, SC, PR + KFAR, and we can even add some extra axioms (HA, ET, CA).

In Section 4, we formulate the Approximation Induction Principle (AIP), which says that two processes are equal if all their projections are equal, and prove that AIP holds in \( G_\kappa \) for all finitely branching and bounded graphs. In Section 5, we look at recursive specifications, and formulate the Recursive Definition Principle (RDP) and the Recursive Specification Principle (RSP). Together, these principles say that a specification has a unique solution. We prove that RDP + RSP hold in \( G_\kappa \) for all guarded specifications.

In Section 6, we prove that every computable graph is recursively definable by a finite guarded specification, and we use this result in Section 7 to prove that any process recursively definable by a computable guarded specification is already recursively definable by a finite guarded specification. In Section 8, we note that the abstraction operator is essential to prove these theorems.
1. The algebra of communicating processes with silent moves

The axiomatic framework in which we present this document is ACPT, the algebra of communicating processes with silent steps, as described in [7]. In this section, we give a brief review of ACPT.

We start with an informal introduction to the composition operators used. A more elaborate and technical introduction can be found in [7].

Process algebra starts from a finite collection $A$ of given objects, called atomic actions, atoms or steps. These actions are taken to be indivisible, usually have no duration and form the basic building blocks of our systems. The first two compositional operators we consider are "$\cdot$" denoting sequential composition, and "$+$" for alternative composition. If $x$ and $y$ are two processes, then $x \cdot y$ is the process that starts the execution of $y$ after the completion of $x$, and $x + y$ is the process that chooses either $x$ or $y$ and executes the chosen process. Each time a choice is made, we choose from a set of alternatives. We do not specify whether the choice is made by the process itself or by the environment. Axioms A1–5 in Table 1 below give the laws that "$+$" and "$\cdot$" obey. We leave out "$\cdot$" and brackets as in regular algebra, so $xy + z$ means $(x \cdot y) + z$.

Table 1.

| ACP$_+$ | Axiom | T
|---|---|---
| $x + y = y + x$ | A1 | T1
| $x + (y + z) = (x + y) + z$ | A2 | T2
| $x + x = x$ | A3 | T3
| $(x + y)z = xz + yz$ | A4 | T4
| $(xy)z = x(yz)$ | A5 | T5
| $x + \delta = x$ | A6 | T6
| $\delta x = \delta$ | A7 | T7
| $a \parallel b = b \parallel a$ | C1 | T8
| $(a \parallel b) c = a \parallel (b \parallel c)$ | C2 | T9
| $\delta a = \delta$ | C3 | T10
| $x \parallel y = x \parallel y \parallel x + x \parallel y$ | CM1 | T11
| $a \parallel x = ax$ | CM2 | T12
| $(ax) \parallel y = a(x \parallel y)$ | CM3 | T13
| $(x + y) \parallel z = x \parallel z + y \parallel z$ | CM4 | T14
| $(ax) \parallel b = (a \parallel b)x$ | CM5 | T15
| $a \parallel (b x) = (a \parallel b)x$ | CM6 | T16
| $(ax) \parallel (by) = (a \parallel b)(x \parallel y)$ | CM7 | T17
| $(x + y) \parallel z = x \parallel z + y \parallel z$ | CM8 | T18
| $x \parallel (y + z) = x \parallel y + x \parallel z$ | CM9 | T19
| $\delta H(a) = a$ if $a \notin H$ | D1 | DT
| $\delta H(a) = \delta$ if $a \in H$ | D2 | T20
| $\delta H(x + y) = \delta H(x) + \delta H(y)$ | D3 | T21
| $\delta H(xy) = \delta H(x) \cdot \delta H(y)$ | D4 | T22

Axioms D1–4 and T1–22 are valid for all $x, y, z$ and $a, b, c, d$.
On intuitive grounds \( x(y+z) \) and \( xy+xz \) present different mechanisms (the moment of choice is different), and therefore, an axiom \( x(y+z) = xy+xz \) is not included.

We have a special constant "\( \delta \)" denoting deadlock, the acknowledgement of a process that it cannot do anything anymore, the absence of an alternative. Axioms A6, 7 give the laws for "\( \delta \)".

Next, we have the parallel composition operator "\( || \)", called merge. The merge of processes \( x \) and \( y \) will interleave the actions of \( x \) and \( y \), except for the communication actions. In \( x||y \), we can either do a step from \( x \), or a step from \( y \), or \( x \) and \( y \) both synchronously perform an action, which together make up a new action, the communication action. This trichotomy is expressed in axiom CM1. Here, we use two auxiliary operators: "\( \perp \)" (left-merge) and "\( | \)" (communication merge). Thus \( x \perp y \) is \( x||y \), but with the restriction that the first step comes from \( x \), and \( x | y \) is \( x||y \) with a communication step as the first step. Axioms CM2–9 give the laws for "\( \perp \)" and "\( | \)". On atomic actions, we assume the communication function given, obeying laws C1–3. Finally, we have on the left-hand side of Table 1 the laws for the encapsulation operator "\( \eta_H \)". Here \( H \) is a set of atoms, and "\( \eta_H \)" blocks actions from \( H \), renames them into \( \delta \). The operator "\( \eta_H \)" can be used to encapsulate a process, i.e., to block communications with the environment.

The right-hand side of Table 1 is devoted to laws for Milner's silent step \( \tau \) (see [20]). Laws T1–3 are Milner's \( \tau \)-laws, and TM1, 2 and TC1–4 describe the interaction of \( \tau \) and merge. Finally, \( \tau_I \) is the abstraction operator that renames atoms from \( I \) into \( \tau \).

1.1. Signature

\[ \mathbb{S} \text{ (sorts):} \]
\[ a \in A \] (a finite set of atomic actions),
\[ P \] (the set of processes; \( A \subseteq P \)),

\[ \mathbb{F} \text{ (functions):} \]
\[ + : P \times P \rightarrow P \] (alternative composition or sum),
\[ \cdot : P \times P \rightarrow P \] (sequential composition or product),
\[ | : P \times P \rightarrow P \] (parallel composition or merge),
\[ \perp : P \times P \rightarrow P \] (left-merge),
\[ | : P \times P \rightarrow P \] (communication merge; \( | : A \times A \rightarrow A \) is given),
\[ \eta_H : P \rightarrow P \] (encapsulation; \( H \subseteq A \)),
\[ \tau_I : P \rightarrow P \] (abstraction; \( I \subseteq A - \{\delta\} \)),

\[ \mathbb{C} \text{ (constants):} \]
\[ \delta \in A \] (deadlock),
\[ \tau \in P - A \] (silent or internal action).

1.2. Axioms

These are presented in Table 1. Here \( a, b, c \in A, x, y, z \in P, H \subseteq A, \) and \( I \subseteq A - \{\delta\} \).

1.3. Digression

Let us consider for a moment the intuitive meaning of the silent step \( \tau \). A useful intuition is the following: suppose we have a machine executing a process, and we can only observe the machine starting and stopping, and the beginning of atomic actions. Then \( \tau \) stands for zero or more machinesteps, i.e., the machine is running
for a certain period of time (which possibly has no duration), and we can observe no action beginning.

This intuition can help to understand the $\tau$-laws T1–3:

T1: $a\tau = a$ for, in both cases, we see a beginning as soon as the machine starts, next the machine runs for a while, and then stops.

T2: $\tau x + x = \tau x$ for $\tau$ can also be zero machinesteps: when executing $\tau x$, the machine can start $x$ right away; note that not $\tau x = x$ for, when executing $\tau x$, the machine can also run for a while before starting $x$.

T3: $a(\tau x + y) + ax = a(\tau x + y)$ for, when the machine executes $a(\tau x + y)$, we can see a begin and after some time the machine can start $x$ (but not $y$).

Now in [27] the empty process $\varepsilon$ is discussed in process algebra. The constant $\varepsilon$ satisfies the laws $\varepsilon x = x \varepsilon = x$, and can therefore be considered to stand for zero machinesteps.

This led Koymans and Vrancken to consider a new constant $\eta$, standing for one or more machinesteps. We get the crucial equation

$$\tau = \eta + \varepsilon.$$ 

The hidden step $\eta$ is the subject of current research by Baeten and Van Glabbeek. The only reference as yet is [1] (in Dutch). The constant $\eta$ obeys $\tau$-laws T1 and T3, but not law T2. Instead of T2, a different law can be chosen. We can define a hiding operator $\eta_1$ that renames actions into $\eta$, and it seems that this form of hiding works very well for system verification. Abstraction to $\tau$ means that we abstract further than when we abstract to $\eta$; it is possible to have a two-tiered abstraction: first to $\eta$, and then from $\eta$ to $\tau$.

Some nice properties of $\eta$ are:

1. We can take $\eta \in A$, i.e., all laws of ACP that hold for atomic actions also hold for $\eta$;

2. The set of finitely branching process graphs modulo (an appropriate notion of) bisimulation is a model for ACP with $\eta$; this is not the case for $\tau$, see Example 3.17.

1.4. Standard concurrency

Often we expand the system ACP, with the following axioms of Standard Concurrency (see Table 2). A proof that these axioms hold in the initial algebra of ACP can be found in [7].

<table>
<thead>
<tr>
<th>SC1</th>
<th>$z = z' = z''$ for $z' = x \parallel (y \parallel z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC2</td>
<td>$z = z' = z''$ for $z' = (x \parallel (y \parallel z)$</td>
</tr>
<tr>
<td>SC3</td>
<td>$x \parallel y = y \parallel x$</td>
</tr>
<tr>
<td>SC4</td>
<td>$x \parallel (y \parallel z) = (x \parallel y) \parallel z$</td>
</tr>
<tr>
<td>SC5</td>
<td>$x \parallel (y \parallel z) = (x \parallel y) \parallel z$</td>
</tr>
</tbody>
</table>

1 Note added in proof: now there are references [28] and [29].
1.5. Projection

Reasoning about processes often uses a projection operator

\[ \pi_n: P \rightarrow P \quad (n \geq 1), \]

which 'cuts off' processes at depth \( n \) (after doing \( n \) steps), but with the understanding that \( \tau \)-steps are 'transparent', i.e., a \( \tau \)-step does not raise the depth. Axioms for \( \pi_n \) are in Table 3.

| \( \pi_n(a) = a \) | PR1 | \( \pi_n(\tau) = \tau \) | PRT1 |
| \( \pi_n(ax) = a \pi_n(x) \) | PR2 | \( \pi_n(\tau x) = \tau \pi_n(x) \) | PRT2 |
| \( \pi_n(x + y) = \pi_n(x) + \pi_n(y) \) | PR4 |

Table 3.

1.6. Koomen's Fair Abstraction Rule

Koomen's Fair Abstraction Rule (see [8]) is a proof rule which is vital in algebraic computations for system verification, and expresses the fact that, due to some fairness mechanism, abstraction from 'internal' steps will yield an 'external' step after finitely many repetitions. The simplest form of the rule is KFAR1:

if \( x \) and \( y \) are processes such that \( x = i \cdot x + y \), and \( i \in I \),
then \( \tau_I(x) = \tau \cdot \tau_I(y) \).

In general, the algebraic formulation is parametrized by \( k \geq 1 \), indicating the length of an internal cycle.

\[
\text{KFAR}_k \quad \forall n \in \mathbb{Z}_k \quad x_n = i_n x_{n+1} + y_n \quad (i_n \in I) \\
\tau_I(x_n) = \tau \tau_I \left( \sum_{m \in \mathbb{Z}_k} y_m \right)
\]

This formulation is somewhat complicated. Therefore, we will write out in full the cases \( k = 1 \) and \( k = 2 \). First KFAR1:

\[
x = ix + y \quad (i \in I) \\
\tau_I(x) = \tau \cdot \tau_I(y) \quad \text{KFAR}_1.
\]

Then KFAR2:

\[
x_0 = i_0 x_1 + y_0 \\
x_1 = i_1 x_0 + y_1 \\
\tau_I(x) = \tau \cdot \tau_I(y_0 + y_1) \quad \text{KFAR}_2.
\]

In Section 3, we will find a model for the theory

\[ \text{ACP}_\tau + \text{SC} + \text{PR} + \text{KFAR}_1 + \text{KFAR}_2 + \cdots, \]

as defined in Sections 1.1-1.6.
1.7. Example
Suppose someone tosses a coin until heads comes up. He performs the process
\[ P = \text{toss} \cdot (\text{tail} \cdot P + \text{heads}). \]
We define \( I = \{\text{toss, tail}\} \). We write
\[ P = \text{toss} \cdot Q + 8, \quad Q = \text{tail} \cdot P + \text{heads}, \]
so by applying KFAR\(_2\) we get
\[ \tau_I(P) = \tau \cdot \tau_I(8 + \text{heads}) = \tau \cdot \text{heads}, \]
so that eventually heads comes up.

1.8. Note
We finish this section by mentioning that in [26] a generalization of KFAR\(_k\), called the Cluster Fair Abstraction Rule (CFAR), is introduced, by which clusters of internal steps can be handled that do not form a cycle.

2. Graphs
In this section we will define the elements of the model that will be constructed in Section 3.

Definition 2.1. A rooted directed multigraph (which we will call graph for short) is a triple \((\text{NODES, EDGES, ROOT})\) with the following properties:
(a) \text{NODES} is a set;
(b) \text{EDGES} is a set; with each \( e \in \text{EDGES} \) there is associated a pair \((s, t)\) from \text{NODES}.
We say \( e \) goes from \( s \) to \( t \), which we notate by
\[ \begin{array}{c}
5 \stackrel{e}{\longrightarrow} 1 \\
\end{array} \quad \text{or} \quad \begin{array}{c}
5 \text{ } e \text{ } 1
\end{array}, \quad \text{if } s = t.
(c) \text{ROOT} \in \text{NODES}.

Notation: \( g = (\text{NODES}(g), \text{EDGES}(g), \text{ROOT}(g)) \).

Definition 2.2. Let \( g \) be a graph. A path \( \pi \) in \( g \) is an alternating sequence of nodes and edges such that each edge goes from the node before it to the node after it. We will only consider paths that are finite or have order type \( \omega \). Thus, a path looks like
\[ \pi: \begin{array}{c}
s_0 \stackrel{e_1}{\longrightarrow} s_1 \stackrel{e_2}{\longrightarrow} s_2 \cdots \stackrel{e_n}{\longrightarrow} s_n \\
\end{array} \]
or
\[ \pi: \begin{array}{c}
s_0 \cdots \stackrel{e_n}{\longrightarrow} s_n \stackrel{e_n}{\longrightarrow} \cdots \\
\end{array} \]
We say $\pi$ starts at $s_0$ (in the pictured situations) and, if $\pi$ is finite, that $\pi$ goes from $s_0$ to $s_k$. If $\pi$ goes from $s_0$ to $s_0$, $\pi$ is a cycle, and any node in a cycle is called cyclic; a node not on any cycle is acyclic. If $s, t \in \text{NODES}(g)$, we say $t$ can be reached from $s$ if there is a finite path going from $s$ to $t$.

**Remark 2.3.** We will only consider graphs in which each node can be reached from the root.

**Definition 2.4.** Let $g$ be a graph, $s \in \text{NODES}(g)$.
(a) The out-degree of $s$ is the cardinality of the set of edges starting at $s$; the in-degree of $s$ is the cardinality of the set of edges going towards $s$.
(b) $s$ is an endnode or endpoint of $g$ if the out-degree of $s$ is 0.
(c) $g$ is a tree if all nodes are acyclic, the in-degree of the root is 0 and in-degree of all other nodes is 1.
(d) The subgraph $(g)_s$ of $s$ is the graph with root $s$ and with nodes and edges all those nodes and edges of $g$ that can be reached from $s$.

**Definition 2.5 (labeled graphs).** Let $B, C$ be two sets, and $\kappa$ an infinite cardinal number. We define $G^*_\kappa(B, C)$ (the set of labeled graphs) to be the set of all graphs such that
1. each edge is labeled by an element of $B$;
2. each endnode is labeled by an element of $C$;
3. the out-degree of each node is less than $\kappa$.

Two elements of $G^*_\kappa(B, C)$ are considered equal if they only differ in the names of nodes or edges.

**Definition 2.6.** Let $B, C, \kappa$ be given.
(a) $G^*_\kappa(B, C)$ is the set of finitely branching labeled graphs;
(b) $T^*_\kappa(B, C) = \{g \in G^*_\kappa(B, C) : g$ is a tree $\}$ is the set of labeled trees;
(c) $R(B, C) = \{g \in G^*_\kappa(B, C) : \text{NODES}(g) \cup \text{EDGES}(g)$ is finite $\}$ is the set of finite or regular labeled graphs;
(d) $G^*_\kappa(B, C)_\text{acyclic} = \{g \in G^*_\kappa(B, C) : g$ has acyclic root $\}$ is the set of root-unwound labeled graphs.

The following definition is taken from [10], where most of the above terminology can also be found.

**Definition 2.7 (root-unwinding).** Let $B, C, \kappa$ be given. We define the root-unwinding map $\rho : G^*_\kappa(B, C) \to G^*_\kappa(B, C)$ as follows: Let $g \in G^*_\kappa(B, C)$.
(a) $\text{NODES}(\rho(g)) = \text{NODES}(g) \cup \{r\}$, where $r$ is a 'fresh' node;
(b) $\text{EDGES}(\rho(g)) = \text{EDGES}(g) \cup \{ \overrightarrow{r \leftarrow s} \mid \text{ROOT}(g) \rightleftharpoons s \in \text{EDGES}(g) \}$;
(c) $\text{ROOT}(\rho(g)) = r$;
Consistency of Kozen's Fair Abstraction Rule

(d) labeling is unchanged; if \( \text{ROOT}(g) \) has a label, \( r \) will get that label;
(e) nodes and edges which cannot be reached from \( r \) are discarded.

**Remark 2.8.**
1. For all \( g \in G_\infty(B, C) \), we have \( \rho(g) \in G^\rho_\infty(B, C) \).
2. If \( g \in G^\rho_\infty(B, C) \), then \( g = \rho(g) \).

**Example 2.9.**
1. If \( g \) looks as shown in Fig. 1(a), then \( \rho(g) \) is the graph shown in Fig. 1(b).

![Fig. 1](image)

2. If \( g \) is the graph shown in Fig. 2(a), then \( \rho(g) \) looks as shown in Fig. 2(b).
(Note that when we picture graphs, we will not display names of nodes and edges, and only give their labels; we indicate the root by "\( \Rightarrow \).")

![Fig. 2](image)

3. The model

We use the labeled graphs introduced in Section 2 to construct a model for \( \text{ACP}_\tau \).

**Definition 3.1.** Let \( A \) be a given finite set of atoms, \( \delta \in A, \tau \notin A \). Let a communication function \( \downarrow : A \times A \rightarrow A \) be given, which is commutative and associative, such that \( \delta \downarrow a = \delta \) for all \( a \in A \).

We will use the symbol \( \downarrow \) to denote successful termination (whereas \( \delta \) denotes unsuccessful termination). Define the set of process graphs by

\[
G_\kappa = G_\kappa(A_\kappa - \{\delta\}, \{\delta, \downarrow\}) - \{O\}.
\]

Here \( \kappa \) is some infinite cardinal, \( A_\kappa = A \cup \{\tau\} \), and \( O \) is the graph \( \rightarrow \rightarrow \) (a single node labeled by \( \downarrow \)). Thus edges are labeled by elements of \( A_\kappa - \{\delta\} \), and endpoints by \( \delta \) or \( \downarrow \).
3.1. Bisimulations

Next we will define an equivalence relation on \( G_\pi \), which will say when two graphs denote the same process. This is the notion of bisimulation (also see [7, 10, 11]). First we define the label of a path in the following definition.

Definition 3.2. Let \( g \in G_\pi \), and \( \pi \) a path in \( g \).

1. The label of \( \pi \), \( l(\pi) \), is the word in \((A_\pi \cup \{\downarrow\})^*\) (possibly infinite) obtained by putting the labels in \( \pi \) after each other (possibly including an endpoint label).

2. The \( A \)-label of \( \pi \), \( l_A(\pi) \), is the word in \((A \cup \{\downarrow\})^*\) obtained by leaving out all \( \tau \)'s in \( l(\pi) \), but with the exception that if \( l(\pi) = \tau^\omega \) (an infinite sequence of \( \tau \)'s), then \( l_A(\pi) = \varepsilon \).

Example 3.3. If \( g = \circ \circ \circ \) then \( g \) has paths with labels \( e, \downarrow, a, a\downarrow, \tau', \tau^\omega, \tau^\omega a, \tau^\omega a\downarrow \) (for each \( n \in \mathbb{N} \)) and with \( A \)-labels \( e, \downarrow, a, a\downarrow, \delta \) (\( \varepsilon \) is the empty word).

We define three different bisimulations on \( G_\pi \).

(1) \( \delta \)-bisimulation, \( \equiv_\delta \), is the simplest;
(2) \( \tau \delta \)-bisimulation, \( \equiv_{\tau \delta} \), is like \( \equiv_\delta \) but takes into account the special status of \( \tau \) as a silent step;
(3) rooted \( \tau \delta \)-bisimulation, \( \equiv_{\tau \delta} \), is like \( \equiv_{\tau \delta} \) but also takes into account the special case when \( \tau \) is an initial step.

For more information on bisimulations, see [23, 24]. (We use \( \delta \) as a subscript, to distinguish the bisimulations introduced here from \( \equiv_\varepsilon \), \( \equiv_\tau \), and \( \equiv_{\tau \delta} \) defined in [10], where \( \delta \) is absent.)

Definition 3.4. Let \( g, h \in G_\pi \), \( R \subseteq \text{NODES}(g) \times \text{NODES}(h) \).

1. \( R \) is a \( \delta \)-bisimulation between \( g \) and \( h \), \( R : g \equiv_\delta h \), if:
   (i) \( \text{ROOT}(g) \), \( \text{ROOT}(h) \) \( \in \) \( R \);
   (ii) the domain of \( R \) is \( \text{NODES}(g) \), the range is \( \text{NODES}(h) \);
   (iii) if \( (p, q) \in R \) and \( \begin{array}{c} p \cr \downarrow \cr p \end{array} \) is an edge in \( g \) with label \( \ell \in A_\pi \), then there is a \( q' \in \text{NODES}(h) \) and an edge \( \begin{array}{c} q \cr \downarrow \cr q' \end{array} \) in \( h \) with label \( \ell \) such that \( (p', q') \in R \);
   (iv) if \( (p, q) \in R \), and \( p \) is an endpoint in \( g \) with label \( \ell \in \{\delta, \downarrow\} \), then \( q \) is an endpoint in \( h \) with label \( \ell \);
   (v), (vi) as (iii), (iv) but with the roles of \( g \) and \( h \) reversed.
2. \( g \equiv_\delta h \) iff there is an \( R : g \equiv_\delta h \).
3. \( R \) is a \( \tau \delta \)-bisimulation between \( g \) and \( h \), \( R : g \equiv_{\tau \delta} h \), if:
   (i), (ii) as in (1);
   (iii) if \( (p, q) \in R \) and \( \begin{array}{c} p \cr \downarrow \cr p \end{array} \) is an edge in \( g \) with \( A \)-label \( \ell \in A \cup \{\varepsilon\} \), then there is a \( q' \in \text{NODES}(h) \) and a path in \( h \) from \( q \) to \( q' \) with \( A \)-label \( \ell \) such that \( (p', q') \in R \);
(iv)' if \((p, q) \in R\), and \(p\) is an endpoint in \(g\) with \((A)\)-label \(l \in \{8, \tau\}\), then there is a path in \(h\) starting at \(q\) with \(A\)-label \(l\);

(v)', (vi)' same as (iii)', (iv)' but with the roles of \(g\) and \(h\) reversed.

(4) \(g \leftrightarrow_{\tau_8} h\) iff there is an \(R: g \leftrightarrow_{\tau_h} h\).

(5) Let \(g_1, h_1 \in G_\kappa\) (so with acyclic root). \(R\) is a rooted \(\tau_8\)-bisimulation between \(g_1\) and \(h_1\), \(R: g_1 \leftrightarrow_{\tau_8} h_1\), if \(R: g_1 \leftrightarrow_{\tau_h} h_1\) and, in addition, if \((p, q) \in R\), then \(p = \text{ROOT}(g_1) \Leftrightarrow q = \text{ROOT}(h_1)\).

(6) \(g \leftrightarrow_{\tau_{\tau_8}} h\) iff there is an \(R: \rho(g) \leftrightarrow_{\tau_{\tau_8}} \rho(h)\).

**Example 3.5.** In Figs. 3–8 we show some examples of bisimulations.

![Fig. 3.](image)

![Fig. 4.](image)

![Fig. 5.](image)

**Lemma 3.6.** (1) \(\leftrightarrow_\tau, \leftrightarrow_{\tau_8}\) and \(\leftrightarrow_{\tau_{\tau_8}}\) are equivalence relations on \(G_\kappa\).

(2) For all \(g \in G_\kappa\), \(g \leftrightarrow_\tau \rho(g)\), \(g \leftrightarrow_{\tau_8} \rho(g)\) and \(g \leftrightarrow_{\tau_{\tau_8}} \rho(g)\).

**Proof.** Easy. □
3.2. Operations and constants

$G_{\alpha}$ will be the domain of our model. Next we need to define the operations of ACP on $G_{\alpha}$. Actually, we will define them on $G_{\alpha}$, and leave it to the reader to check that $\equiv_{\text{re}8}$ is a congruence relation for all these operations.

**Definition 3.7 ("+").** If $g, h \in G_{\alpha}$, obtain $g + h$ by identifying the roots of $\rho(g)$ and $\rho(h)$. If one root is an endpoint, it must be $\rightarrow_{\text{re}8}$ (for $O \in G_{\alpha}$) and we delete this label. If both $g$ and $h$ are $\rightarrow_{\text{re}8}$ we put $g + h = \rightarrow_{\text{re}8}$.

**Example 3.8.** See Fig. 9.
Definition 3.9 ("·"). If \( g, h \in G_k \), obtain \( g \cdot h \) by identifying all \( \downarrow \)-endpoints of \( g \) with \( \text{root}(h) \) and removing the \( \downarrow \)-labels in \( g \).

Example 3.10. See Fig. 10.

\[ \begin{array}{c}
\begin{array}{c}
\circ \downarrow \quad \circ \downarrow \quad \circ \downarrow \\
a \quad b \quad \tau
\end{array}
\end{array} =
\begin{array}{c}
\begin{array}{c}
\circ \quad \circ \quad \circ \\
a \quad b \quad \tau
\end{array}
\end{array} \]

Fig. 10.

Definition 3.11 ("∥"). If \( g, h \in G_k \), obtain \( g \parallel h \) by taking the cartesian product graph of \( g \) and \( h \) (with as root the pair of roots from \( g \) and \( h \)), and adding, for each edge \( \begin{array}{c}
\begin{array}{c}
\circ \quad \circ
\end{array}
\end{array} \) in \( g \) with label \( a \), and for each edge \( \begin{array}{c}
\begin{array}{c}
\circ \quad \circ
\end{array}
\end{array} \) in \( h \) with label \( b \), if \( a \parallel b \neq \delta \), a new edge \( \begin{array}{c}
\begin{array}{c}
\circ \\
a \parallel b
\end{array}
\end{array} \) with label \( c \) (a 'diagonal' edge).

In \( g \parallel h \), define the endpoint labeling as follows:

1. if in node \( (p, q) \) only one of the two components is an endpoint, drop its label;
2. if in node \( (p, q) \) both components are endpoints, give this endpoint label \( \downarrow \) if both \( p \) and \( q \) have label \( \downarrow \), and label \( \delta \) otherwise.

Example 3.12. See Fig. 11 (assume \( a \parallel a = a \parallel b = b \parallel b = b \parallel a = \delta \)).

\[ \begin{array}{c}
\begin{array}{c}
\circ \parallel \quad \circ \parallel \\
a \quad b
\end{array}
\end{array} =
\begin{array}{c}
\begin{array}{c}
\circ \quad \circ \\
a \quad b
\end{array}
\end{array} \]

Fig. 11.

Definition 3.13 ("∥_\_`). If \( g, h \in G_k \), \( g \parallel_\_ h \) is the maximal subgraph of \( \rho(g) \parallel h \) in which each initial step is one from \( \rho(g) \).

Example 3.14. See Fig. 12 which should be contrasted with Fig. 13 (we again assumed \( a \parallel a = a \parallel b = b \parallel b = b \parallel a = \delta \)).
Definition 3.15 ("\| "). If $g, h \in G_k$, $g \parallel h$ is the sum of all the maximal subgraphs of $g \parallel h$ that start with a communication (diagonal) step and can be reached from the root by a path with $A$-label $e$.

Example 3.16. If $b \parallel a = a \parallel b = c, a \parallel a = b = \delta$, then the result is shown in Fig. 14. Notice that it is possible that the communication of two finitely branching graphs results in an infinitely branching graph that does not bisimulate with a finitely
branching graph (see Example 3.17). This is the reason that $G_{N_0}$ is not a model for $ACP$, (cf. remark (2) in Section 1.3).

**Example 3.17.** If $b|a = a|b = c$, and $a|a = b|b = \delta$, then we have Fig. 15.

![Fig. 15](image)

Without proof we mention the fact that if $g, h \in G_\kappa$ for some $\kappa > N_0$, then also $g|h \in G_\kappa$.

**Definition 3.18** ("$\partial_H$"). Let $H \subseteq A$ be given. If $g \in G_\kappa$, obtain $\partial_H(g)$ by the following steps:

1. remove all edges with labels from $H$;
2. remove all parts of the graph that cannot be reached from the root;
3. label all unlabeled endpoints by $\delta$.

**Example 3.19.** If $a \in H$, then we obtain Fig. 16.

![Fig. 16](image)
Definition 3.20 (“$\tau_i$”). Let $I \subseteq A - \{\delta\}$ be given. If $g \in G_\kappa$, obtain $\tau_i(g)$ by changing all labels from $I$ to $\tau$.

Definition 3.21 (“$\pi_n$”). Let $n \geq 1$ be given. If $g \in G_\kappa$, obtain $\pi_n(g)$ as follows:

1. $\text{NODES}(\pi_n(g)) = \{ s \in \text{NODES}(g) : s$ can be reached from $\text{ROOT}(g)$ by a path $\pi$ with the length of $l_\Lambda(\pi)$ less than or equal to $n$};
2. $\text{EDGES}(\pi_n(g)) = \{ e \in \text{EDGES}(g) : e$ occurs in a path $\pi$ from $\text{ROOT}(g)$ with length $(l_\Lambda(\pi)) \leq n$};
3. $\text{ROOT}(\pi_n(g)) = \text{ROOT}(g)$;
4. all unlabeled endpoints in $\pi_n(g)$ get a label $\downarrow$;
5. if a $\delta$-labeled endpoint cannot be reached by a path $\pi$ with length $(l_\Lambda(\pi)) < n$, change the $\delta$-label to a $\downarrow$-label;
6. all other labels remain unchanged.

Example 3.22. See Fig. 17.

![Diagram](image)

Fig. 17.

Definition 3.23. Finally we define an interpretation of the constants of $ACP_\kappa$ into $G_\kappa$.

1. If $a \in A - \{\delta\}$, its interpretation $[a] = \begin{array}{c} a \\ \text{down} \end{array}$
2. $[\delta] = \begin{array}{c} \delta \\ \text{down} \end{array}$
3. $[\tau] = \begin{array}{c} \tau \\ \text{down} \end{array}$

3.3. Main theorem

Theorem 3.24. Let $\kappa$ be a given infinite cardinal number greater than $\aleph_0$.

$\left( G_\kappa, (+, \cdot, \|, \downarrow, \partial_H, \tau_I, \pi_n), \left( \left\{ \begin{array}{c} \delta \\ \text{down} \end{array} : a \in A - \{\delta\} \right\}, \left\{ \begin{array}{c} \delta \\ \text{down} \end{array}, \begin{array}{c} \tau \\ \text{down} \end{array} \right\} \right) \right)$

is a model of $ACP_\kappa + \text{SC} + \text{PR} + \text{KFAR}_1 + \text{KFAR}_2 + \cdots$. 
Proof. We have the restriction on $\kappa$ because of the remarks in Example 3.16. The proof of the theorem is not very hard but extremely tedious, which is why we will limit ourselves to some examples and only consider the rules KFAR$_{\kappa}$ in detail.

In [7, 11] the set of finite, acyclic process graphs modulo bisimulation is proven to be a model of ACP.$_{\tau}$. \hfill $\Box$

3.3.1. Examples

In the following examples we shall denote bisimulations by linking related nodes by dotted lines.

Example 3.25 (A3: $a + a = a$). See Fig. 18.

![Fig. 18.](image)

Example 3.26 (A4: $(a + b)c = ac + bc$). See Fig. 19.

![Fig. 19.](image)

Example 3.27 (T1: $a\tau = a$). See Fig. 20.

![Fig. 20.](image)
Example 3.28 (T2: $\tau a + a = \tau a$). See Fig. 21.

Example 3.29 (T3: $a(\tau b + c) = a(\tau b + c) + ab$). See Fig. 22.

Example 3.30 (KFAR). (Also see [10, 7.12], where a version of KFAR without $\delta$ is proved.)

Let $k \geq 1$ be given and suppose $i_0, \ldots, i_{k-1} \in I$, $x_0, \ldots, x_{k-1}$, $y_0, \ldots, y_{k-1}$ are processes, and $x_n = i_n x_{n+1} + y_n$ for all $n \in \mathbb{Z}_k$. Let $h_0, \ldots, h_{k-1}$ be the graphs corresponding to the $y_0, \ldots, y_{k-1}$. We can assume that the $h_n$ are root-unwound.

Claim. There are unique $g_0, \ldots, g_{k-1} \in G_\kappa$ (up to $\lesssim_{\tau \delta}$) such that $g_n \lesssim_{\tau \delta} i_n g_{n+1} + h_n$ hold for each $n \in \mathbb{Z}_k$.

Proof. This is essentially [10, Theorem 7.3]. It is easy to see that graphs $g_n$ ($n < k$) displayed in Fig. 23, satisfy the condition.

Now, suppose graphs $g_0', \ldots, g_{k-1}'$ also satisfy the condition, so $g_n' \lesssim_{\tau \delta} i_n g_{n+1}' + h_n$ for each $n \in \mathbb{Z}_k$. We can assume that the $g_n'$ are completely unwound to trees. For each $n \in \mathbb{Z}_k$, choose a rooted $\tau \delta$-bisimulation

$$R_n: g_n' \lesssim_{\tau \delta} i_n g_{n+1} + h_n.$$
Fix $n < k$. Now we will define a rooted $\tau$-$\delta$-bisimulation

$$R : g_n \leftrightarrow_{r \delta} g_n$$

thus finishing the proof of the claim. We put $(\text{ROOT}(g_i, \text{ROOT}(h_i))) \in R$ for each $i \in \mathbb{Z}_k$.

Let $s$ be any other node in $g'_n$ and let $\pi$ be the path from $\text{ROOT}(g'_n)$ to $s$. Take a node $s'$ in graph $i_n g'_{n+1} + h_n$ such that $(s, s') \in R$. If $s' \in \text{NODES}(h_n)$, define $(s, s') \in R$.

If $s' = \text{ROOT}(g'_{n+1})$, define $(s, \text{ROOT}(h_{i+1})) \in R$. Otherwise, $s' \in \text{NODES}(g'_{n+1})$, and let $\pi'$ be the path from $\text{ROOT}(g'_{n+1})$ to $s'$.

Since $l_A(\pi)$ must be equal to $i_n$ followed by $l_A(\pi')$, we must have that $\text{length}(l_A(\pi')) = \text{length}(l_A(\pi)) - 1$. Now, repeat this procedure; so take node $s''$ in graph $i_{n+1} g'_{n+2} + h_{n+1}$ such that $(s', s'') \in R$. If $s'' \in \text{NODES}(h_{n+1})$, put $(s, s'') \in R$. If $s'' = \text{ROOT}(g'_{n+2})$, put $(s, \text{ROOT}(h_{i+2})) \in R$. Otherwise, $s'' \in \text{NODES}(g'_{n+2})$, but at a still shorter distance from the root.

Thus, every sequence $s, s', s'', \ldots$ must eventually 'surface', and to each $s \in \text{NODES}(g_n)$ we will find an $s^* \in \text{NODES}(g_n)$ such that $(s, s^*) \in R$.

It is not hard to show that $R$ is indeed a rooted $\tau$-$\delta$-bisimulation, so that the claim is proved.

(1) Let us now first consider the case $k = 1$, so we have

$$g \leftrightarrow_{r \delta} i g + h$$

for some $i \in I$, $g, h \in G_s$.

Case 1: $h = \delta$ (actually, we mean $h = \rightarrow_{o \delta}$). Then $g \leftrightarrow_{r \delta} i g$. We see by the claim that

$$\tau_1(g) \leftrightarrow_{r \delta} \tau \leftrightarrow_{r \delta} \tau$$
which is the desired result because
\[ x = (ix = ix + \delta) \implies \tau(x) = \tau \delta \]

Case 2: \( h \) is not \( \delta \). Then we obtain that \( g \) is rooted \( \tau \delta \)-bisimulated by the graph in Fig. 24(a), so \( \tau_1(g) \) is rooted \( \tau \delta \)-bisimulated by the graphs in Fig. 24(b): again the right result.

![Fig. 24.](image)

(2) If \( k > 1 \), the proof works similarly. (We remark that in [26] it has been shown that the rules KFAR\(_k\), for \( k > 1 \), logically follow from KFAR\(_1\).) For instance, if \( k = 3 \), we have
\[ g_1 \leftrightarrow \tau \delta i_1 g_2 + h_1, \quad g_2 \leftrightarrow \tau \delta i_2 g_3 + h_2, \quad g_3 \leftrightarrow \tau \delta i_3 g_4 + h_3 \]

(\( i_1, i_2, i_3 \in I \)), so \( g_1 \) is rooted \( \tau \delta \)-bisimulated by the graph in Fig. 25, whence \( \tau_1(g_1) \) is rooted \( \tau \delta \)-bisimulated by the graphs in Fig. 26.
3.4. Handshaking

If we adopt the Handshaking Axiom (HA), namely

(\text{HA}) \quad x \parallel y \parallel z = \delta

for all processes $x$, $y$, $z$, which says that all communications are binary, then the following Expansion Theorem (ET) holds in the model $G_x/\什么事\mathcal{T}_i > \mathcal{X}_0}). This is because $G_x/\什么事\mathcal{T}_i$ satisfies the Axioms of Standard Concurrency of Section 1.3. A proof of this fact is given in [7]. The formulation of the Expansion Theorem is due to Bergstra and Tucker [12].

\textbf{Theorem 3.31 (Expansion Theorem).} Let $x_1, \ldots, x_n$ be given processes, and let $x^i$ be the merge of all $x_1, \ldots, x_n$ except $x_i$; let $x^i_j$ be the merge of all $x_1, \ldots, x_n$ except $x_i$ and $x_j$; then the Expansion Theorem is

(\text{ET}) \quad x_1 \parallel x_2 \parallel \ldots \parallel x_n = \sum_{1 \leq i \leq n} x_i \parallel x^i + \sum_{1 \leq i < j \leq n} (x_i \parallel x_j) \parallel x^i_j

in words: if you merge a number of processes, you can start with an action from one of them or with a communication between two of them.

3.5. Alphabets

We can define, for each $g \in G_x$, the \textit{alphabet} of $g$, $\alpha(g)$, to be the set of all labels occurring in $g$ except $\tau, \delta, \parallel$. Note that here we will need the requirement in Remark 2.3 that each node can be reached from the root. Then it is easy to see that if $g \什么事\mathcal{T}_i = h$ (even if $g \什么事\mathcal{T}_i = h$), then $\alpha(g) = \alpha(h)$. With this definition, it is not hard to show that $G_x/\什么事\mathcal{T}_i > \mathcal{X}_0)$ satisfies the Conditional Axioms (CA), first formulated in [3], as shown in Table 4.

<table>
<thead>
<tr>
<th>CA1</th>
<th>$\alpha(x) \parallel (\alpha(y) \cap H) \subseteq H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA2</td>
<td>$\alpha(x) \parallel (\alpha(y) \cap I) = \emptyset$</td>
</tr>
<tr>
<td>CA3</td>
<td>$\tau_1(x \parallel y) = \tau_1(x \parallel \tau_1(y))$</td>
</tr>
<tr>
<td>CA4</td>
<td>$\alpha(x) \cap I = \emptyset$</td>
</tr>
<tr>
<td>CA5</td>
<td>$\tau_1(x) = x$</td>
</tr>
<tr>
<td>CA6</td>
<td>$H = H_1 \cup H_2$</td>
</tr>
<tr>
<td>CA7</td>
<td>$\delta_H(x) = \delta_{H_1} \circ \delta_{H_2}(x)$</td>
</tr>
</tbody>
</table>

\begin{equation*}
\begin{array}{c}
\text{CA1} \quad \alpha(x) \parallel (\alpha(y) \cap H) \subseteq H \\
\text{CA2} \quad \alpha(x) \parallel (\alpha(y) \cap I) = \emptyset \\
\text{CA3} \quad \tau_1(x \parallel y) = \tau_1(x \parallel \tau_1(y)) \\
\text{CA4} \quad \alpha(x) \cap I = \emptyset \\
\text{CA5} \quad \tau_1(x) = x \\
\text{CA6} \quad H = H_1 \cup H_2 \\
\text{CA7} \quad \delta_H(x) = \delta_{H_1} \circ \delta_{H_2}(x)
\end{array}
\end{equation*}
4. The approximation induction principle

The unrestricted Approximation Induction Principle (AIP) expresses the idea that if two processes are equal to any depth, then they are equal; or, for processes \( x, y \),

\[
\text{(AIP)} \quad \text{for all } n, \quad \pi_n(x) = \pi_n(y), \quad x = y.
\]

We will prove in Theorem 4.3 that a restricted version of AIP, called AIP\(^-\), holds in \( \mathcal{G}_\kappa \). In Section 4.1 we will see that the unrestricted version does not hold. First some definitions.

**Definition 4.1.** (i) Let \( g \in \mathcal{G}_\kappa \). Define the \( n \)th level of \( g, [g]_n \), by

\[
[g]_n = \{ s \in \text{NODES}(g) : s \text{ can be reached from } \text{ROOT}(g) \text{ by a path } \tau \text{ with length } (\ell_A(\tau)) = n \}.
\]

We say \( s \in \text{NODES}(g) \) is of depth \( n \) if \( s \in [g]_n \). Note that the \([g]_n\) for different \( n \) need not be disjoint. The \([g]_n\) are disjoint if \( g \) is a process tree.

(ii) Let \( g, h \in \mathcal{G}_\kappa \). A relation \( R \) between nodes of \( g \) and nodes of \( h \) is called history-preserving if \( R \) only relates nodes with a common history; i.e., if, for \( s \in \text{NODES}(g) \) and \( t \in \text{NODES}(h) \), \( R(s, t) \) holds, then there is a path \( \tau \) from \( \text{ROOT}(g) \) to \( s \) and a path \( \tau' \) from \( \text{ROOT}(h) \) to \( t \) such that \( \ell_A(\tau) = \ell_A(\tau') \).

Note that a history-preserving relation relates only nodes of the same depth.

**Lemma 4.2.** Let \( g, h \in \mathcal{G}_\kappa \) and \( g \equiv_{\tau\delta} h \). Then there is a history-preserving \( \tau\delta\)-bisimulation between \( g \) and \( h \).

**Proof.** Left to the reader (note that we build up such a bisimulation step by step from the root, using the definition of bisimulation). \( \square \)

**Theorem 4.3.** Let \( g, h \in \mathcal{G}_\kappa \) and suppose that for each \( n \)

(i) \( \pi_n(g) \equiv_{\tau\delta} \pi_n(h) \)

(ii) either \([g]_n\) or \([h]_n\) is finite.

Then \( g \equiv_{\tau\delta} h \).

**Proof.** Without loss of generality, we can suppose that \( g \) and \( h \) are completely unwound to process trees (the proof also works for general process graphs, but becomes harder to comprehend). All bisimulations appearing in this proof will be history-preserving.
Given is that \( \pi_n(g) \models_{rT} \pi_n(h) \) for each \( n \); we say that \( g \) and \( h \) \( rT \)-bisimulate \\
until depth \( n \).

Suppose that \( R \) is a (history-preserving) \( rT \)-bisimulation between \( g \) and \( h \) until depth \( n + m \) that relates \( s \in \text{NODE}(g) \) to \( t \in \text{NODE}(h) \) at depth \( n \). Then \( R \) induces a \( \tau \)-bisimulation between \( (g) \) and \( (h) \), until depth \( m \). Thus, the given bisimulations between \( g \) and \( h \) until finite depth induce many bisimulations between subtrees of \( g \) and \( h \), until finite depth. This leads to the following definitions. Fix \( n \in \mathbb{N} \), and let \( s \in [g]_n \), \( t \in [h]_n \). Define

\[
  s \sim_m t \iff \text{there is an } R: \pi_{n+m}(g) \models_{rT} \pi_{n+m}(h)
\]

such that

\[
  R \cap ((g), \times (h),) : \pi_m((g),) \models_{rT} \pi_m((h),)
\]

(in words: there is an \( R \) which is a rooted \( \tau \)-bisimulation until depth \( n + m \) and, \\
restricted to the subtrees of \( s \) and \( t \), is a \( \tau \)-bisimulation until depth \( m \); if \( m = 0 \), \\
the second part boils down to \( R(s, t) \), and

\[
  s \sim t \iff \text{for all } m \in \mathbb{N}: s \sim_m t.
\]

We will show that \( \sim \) is a rooted \( \tau \)-bisimulation between \( g \) and \( h \). Note that \( \sim \) is history-preserving, so only relates nodes of the same depth. Let us first see how \\
\( \sim \) works at a certain level \( n \). Suppose \( [g]_n \) is finite. Let us first consider a \( t \in [h]_n \). \\
Let \( S_m \) be the set of nodes in \( [g]_n \) that are \( \sim \)-related to \( t \); i.e., \( s \in S_m \) iff \( s \sim_m t \). \\
We see \( S_1 \supseteq S_2 \supseteq \ldots \supseteq S_m \supseteq \ldots \) and all \( S_m \) are nonempty. Therefore, since \( [g]_n \) is \\
finitive, we get \( \bigcap_{m=1}^{\infty} S_m \neq \emptyset \).

Take \( s \) in this intersection; then we have \( s \sim t \). Thus, for each \( t \in [h]_n \), there is an \\
\( s \in [g]_n \) with \( s \sim t \). Next, consider an \( s \in [g]_n \). Let \( H_t \) be the set of nodes in \( [h]_n \) \\
that are \( \sim \)-related to \( s \). Then \( [h]_n \) is the union of these sets \( H_t \), and this is a \emph{finite} \\
union. Note also that some \( H_t \) might be empty. Now we start the verification, that \\
\( \sim \) is a bisimulation. First note that, by definition of \( \sim \) and assumption (i), we have \\
(cf. Definition 3.4)

(i) \( \text{ROOT}(g) \sim \text{ROOT}(h), and \)

(vii) if \( s \sim t \), then \( \text{root}(g) \Rightarrow t = \text{root}(h) \). Also it is not hard to see that 

(ii) \( \text{dom}(\sim) = \text{NODE}(g) \) and \( \text{ran}(\sim) = \text{NODE}(h) \). It remains to verify (iii)', (iv)', 

(v)', (vi)' of Definition 3.4(3).

For (iii)', suppose \( s \sim t \) and take \( n \) such that \( s \in [g]_n \), \( t \in [h]_n \). Let \( s \sim t \) be an edge in \( g \) with label \( l \).

Case 1: \( l \neq a \), so \( l = a \in A \). Then \( s^* \in [g]_{n+1} \).

Case 1.1: \( [h]_{n+1} \) is finite. By the reasoning above, there is a node \( t^* \in [h]_{n+1} \) \\
such that \( s^* \sim t^* \). Since all bisimulations are history-preserving, there must be a \\
path from \( t \) to \( t^* \) with \( A \)-label \( a \).

Case 1.2: otherwise. By assumption (ii), \( [g]_{n+1} \) is finite. If \( H_t^* \neq \emptyset \), we are done. \\
Otherwise, we can find a sequence \( (t_0, t_1, t_2, \ldots) \) in \( [g]_n \), such that \( s^* \sim_m t_m \) (since \\
\( s \sim_m t \)). Since there are only finitely many \( H_t^* \), there is an \( s' \) such that \( t_m \in H_{s'} \) for
Let \( m \in \mathbb{N} \). Now \( s^* \sim m t_m \), and \( s' \sim t_m \), so we can take \( R_1, R_2, R_3 : \pi_{n+m+1}(g) \leftrightarrow_{\tau \delta} \pi_{n+m+1}(h) \) such that

\[
R_1 \cap ((g)_s \times (h)_t) : \pi_m((g)_s) \leftrightarrow_{\tau \delta} \pi_m((h)_t),
\]

\[
R_2 \cap ((g)_s \times (h)_t) : \pi_m((g)_s) \leftrightarrow_{\tau \delta} \pi_m((h)_t),
\]

\[
R_3 \cap ((g)_s \times (h)_t) : \pi_m((g)_s) \leftrightarrow_{\tau \delta} \pi_m((h)_t).
\]

A picture might clarify the matter (Fig. 27).

Fig. 27.

Now, define \( R \subseteq \text{NODES}(g) \times \text{NODES}(h) \) by \((p, q) \in R \iff \) there are \( p' \in \text{NODES}(g) \) and \( q' \in \text{NODES}(h) \) such that \((p, q') \in R_1, (p', q) \in R_2, \) and \((p', q') \in R_3 \). It follows that

\[
R : \pi_{n+m+1}(g) \leftrightarrow_{\tau \delta} \pi_{n+m+1}(h)
\]

and

\[
R \cap ((g)_s \times (h)_t) : \pi_m((g)_s) \leftrightarrow_{\tau \delta} \pi_m((h)_t),
\]

so \( s^* \sim m t^* \). Since \( m \) was chosen arbitrarily, we have shown \( s^* \sim t^* \).

**Case 2:** \( l = \gamma \). We reason as in Case 1, but work in \( [g]_n \) and \( [h]_n \) since a \( \gamma \)-step does not increase depth, so \( s^* \in [g]_n, t^* \in [h]_n \). Also, it is useful to intersect the level \( [g]_n \) with \( (g)_s \) and the level \( [h]_n \) with \( (h)_t \). Thus, we have verified (iii)' of Definition 3.4(3).

For a verification of (iv)', suppose \( s \sim t, n \) is such that \( s \in [g]_n, t \in [h]_n \), and \( s \) is an endpoint in \( g \) with label \( l \). Since \( s \sim t \), there is an \( R : \pi_{n+1}(g) \leftrightarrow_{\tau \delta} \pi_{n+1}(h) \) with \((s, t) \in R \). \( s \) is also an endpoint in \( \pi_{n+1}(g) \) with label \( l \), so since \( R \) is a \( \tau \delta \)-bisimulation, there must be a path in \( \pi_{n+1}(h) \) starting at \( t \) with \( A \)-label \( l \). Since \( t \in [h]_n \), this path is also in \( h \) and has the same \( A \)-label there.

Proofs for (v)', (vi)' of Definition 3.4(3) are like the proofs for (iii)', (iv)', but with the roles of \( g \) and \( h \) reversed.

Thus, we have shown that \( \sim \) is a rooted \( \tau \delta \)-bisimulation between \( g \) and \( h \), which finishes the proof. \( \square \)

**Definition 4.4.** Let \( g \in G_\alpha \). We say that \( g \) is **bounded** if \( g \) has no path with label \( \tau^\omega \).

(A somewhat more restricted definition of boundedness is given in [6].)

**Lemma 4.5.** If \( g \in G_{\alpha_0} \) (i.e., \( g \) is finitely branching) and \( g \) is bounded, then, for each \( n \), \( [g]_n \) is finite.
Proof. By induction. For $n = 0$, $[g]_0$ consists only of those nodes that can be reached from $\text{ROOT}(g)$ by a path with all labels $\tau$. The graph $g'$ consisting of $[g]_0$ and these $\tau$-paths cannot contain a cycle, for that would immediately give a path with label $\tau^\omega$, contradicting the boundedness of $g$. Thus $g'$ is acyclic and, by König's Lemma, it must be finite, for an infinite branch has label $\tau^\omega$. Then also $[g]_0 = \text{NODES}(g')$ is finite.

For the induction step, suppose $[g]_n$ is finite. Put

$$B = \{ s \in [g]_{n+1} : \text{there is a } t \in [g]_n \text{ and an edge } (t, a \in A) \}.$$ 

Since each $t \in [g]_n$ can have only finitely many immediate successors in $B$, $B$ must be finite. If $s \in [g]_{n+1} - B$, $s$ can be reached from a member of $B$ by a series of $\tau$-steps, and the same argument as above shows that $[g]_{n+1}$ must be finite, which finishes the proof. \( \square \)

**Corollary 4.6.** Let $g, h \in G_\kappa$. If one of $g, h$ is finitely branching and bounded, then $g, h$ satisfy (AIP) (i.e., if, for all $n$, $\pi_n(g) \equiv_{\tau^\omega} \pi_n(h)$, then $g \equiv_{\tau^\omega} h$).

**Proof.** Combine Theorem 4.3 and Lemma 4.5. \( \square \)

4.1. Counterexamples

Suppose $a$ is an atomic action different from $\delta$.

**Example 4.7.** Define $g = \sum_{n \geq 1} a^n$ and $h = g + a^\omega$. See Fig. 28.

![Fig. 28.](image)

It is not hard to see that, for each $n$, $\pi_n(g) \not\equiv_{\tau^\omega} \pi_n(h)$, but not $g \not\equiv_{\tau^\omega} h$ so $g, h$ do not satisfy (AIP). $g$ and $h$ are both bounded, but not finitely branching.

**Example 4.8.** $g'$ and $h'$ are shown in Fig. 29. Again we have $\pi_n(g') \equiv_{\tau^\omega} \pi_n(h')$ for each $n$ (using the second $\tau$-law T2), but not $g' \equiv_{\tau^\omega} h'$, so $g', h'$ do not satisfy (AIP). $g'$ and $h'$ are both finitely branching, but not bounded.
Note: although $g$ and $g'$ (and $h$ and $h'$) are certainly related, they do not $\tau\delta$-bisimulate. However, if we change $g'$ so that each branch occurs infinitely many times, we do have a $\tau\delta$-bisimulation (this is a sort of infinite version of KFAR).

Remark 4.9. At this point, we cannot formulate the restricted version of (AIP) proved in Theorem 4.3 or Corollary 4.6 algebraically. We will be able to do this in Section 5, after we have discussed RDP and RSP.

5. The Recursive Definition Principle and the Recursive Specification Principle

In this section we will look at recursive specifications, which are sets of equations, and processes given by recursive specifications. The Recursive Definition Principle (RDP) states that certain specifications have a solution, while the Recursive Specification Principle (RSP) says that certain specifications have at most one solution. Specifications that satisfy both RDP and RSP have a unique solution.

Definition 5.1. A (recursive) specification $E = \{E_j : j \in J\}$ is a set of equations in the language of ACP, with variables $\{X_j : j \in J\}$ (J is some set) such that equation $E_j$ has the form $X_j = T_j$, where $T_j$ is a finite ACP-$\tau$-term (with finitely many variables) and $J$ contains a designated element $j_0$. If $J$ is (partially) ordered and has one minimal element, then $j_0$ is this minimal element.

Example 5.2. Let $E$ be

$X_0 = X_1 \parallel X_2 + X_3a,$
$X_1 = \tau \theta_H(X_0X_0),$
$X_2 = \tau X_2,$
$X_3 = \tau_i(aX_2 + X_3bX_1).$

Here $J = \{0, 1, 2, 3\}$, $j_0 = 0$, $E_2$ is equation $X_2 = \tau X_2$ and $T_2$ is term $\tau X_2$.

Definition 5.3. Let $J$ be a set, $E$ a recursive specification indexed by $J$, and let $\{x_j : j \in J\}$ be processes. Put $x = x_{j_0}$, $X = \{x_j : j \in J, j \neq j_0\}$.
(1) \( x \) is a solution of \( E \) with parameters \( \mathcal{X} \), notation \( E(x, \mathcal{X}) \), if substituting the \( x_j \) for variables \( X_j \) in \( E \) gives only true statements about processes \( \{x_j : j \in J\} \).

(2) \( x \) is a solution of \( E \), notation \( E(x, \_\_ \mathcal{X}) \), if there are processes \( \mathcal{X} = \{x_j : j \in J, j \neq j_0\} \) such that \( E(x, \mathcal{X}) \).

(3) \( x \) is (recursively) definable if there is a specification \( E \) such that \( x \) is the unique solution of \( E \).

**Definition 5.4.** The *Recursive Definition Principle* (RDP) for a recursive specification \( E \) is

\[
\text{(RDP)} \quad \exists x : E(x, \_\_ )
\]

i.e., there exists a solution for \( E \). While it is probably true that RDP holds in general in the model \( G_\kappa / \equiv_{T \mathcal{R}} \), we will prove it only for a restricted class of specifications.

**Definition 5.5.** The *Recursive Specification Principle* (RSP) for a recursive specification \( E \) is

\[
\text{(RSP)} \quad \frac{E(x, \_\_ ) \quad E(y, \_\_ )}{x = y}
\]

It is obvious that RSP does not hold for every specification \( E \) (every process is a solution of the trivial specification \( X_0 = X_0 \)).

In the sequel, we will formulate a condition of guardedness such that RSP holds for all guarded specifications in \( G_\kappa / \equiv_{T \mathcal{R}} (\kappa > \aleph_0) \). However, we run into big problems when we want to formulate guardedness for specifications containing abstraction operators \( \tau_i \). As a hint to the problems involved, consider the specification

\[
\begin{align*}
X_0 &= a \tau_{(b)}(X_1), \\
X_1 &= b \tau_{(a)}(X_0).
\end{align*}
\]

This specification certainly looks guarded, but has infinitely many solutions in \( G_\kappa / \equiv_{T \mathcal{R}} \), so does not satisfy RSP. (If \( p \) is any process not containing an \( a \) or \( b \), then \( a \cdot p \) is a solution for \( X_0 \), and \( b \cdot p \) is a solution for \( X_1 \).) Because of these problems, we will formulate guardedness and the following theorems only for specifications that contain no abstraction.

**Definition 5.6.** Let \( T \) be an open ACP, term without an abstraction operator \( \tau_i \). An occurrence of a variable \( X \) in \( T \) is guarded if \( T \) has a subterm of the form \( aM, \) with \( a \in A \) (so \( a \neq \tau \)), and this \( X \) occurs in \( M \). Otherwise, the occurrence is unguarded.
Examples 5.7. Let $T$ be the term
\[ aX_0 + \tau X_1 + a \parallel X_2 + X_3 \parallel aX_4. \]
In $T$, $X_0$ and $X_4$ occur guarded and $X_1$, $X_2$, $X_3$ unguarded.

Definition 5.8. Let $E = \{E_j : j \in J\}$ be a specification without an abstraction operator $\tau$, and let $i, j \in J$. We define $X_i \rightarrow^u X_j \leftrightarrow X_j$ occurs unguarded in $T_i$ and we call $E$ guarded if relation $\rightarrow^u$ is well-founded (i.e., there is no infinite sequence
\[ X_i \rightarrow^u X_{j_2} \rightarrow^u X_{j_3} \rightarrow^u \cdots. \]
Next we start the proof of RDP and RSP in $G_\kappa/ \equiv_{\tau^B} (\kappa > \aleph_0)$.

Definition 5.9. Let $E = \{E_j : j \in J\}$ be a specification, and let $j \in J$. An expansion of $X_j$ is an open ACP-term obtained by a series of substitutions of $T_j$ for occurrences of $X_i$ in $E_j$. To be more precise, we use:

1. substitution: if we obtain $t$ by substituting $T_j$ for an occurrence of $X_i$ in $s$, then $t$ is an expansion of $s$;
2. reflexivity: $t$ is an expansion of $t$;
3. transitivity: if $t$ is an expansion of $s$ and $u$ is an expansion of $t$, then $u$ is an expansion of $s$. For more details, see [3, Section 2.7].

Lemma 5.10. Let $E$ be a guarded recursive specification in which no abstraction operator $\tau_i$ occurs and let $j \in J$ (the index set of $E$). Then $X_j$ has an expansion in which all occurrences of variables are guarded.

Proof. Essentially, this is [3, Lemma 2.14]. We build up such an expansion in the following way. If, in $T_j$, all occurrences of variables are guarded, we are done. Otherwise, substitute $T_i$ for all unguarded $X_i$ in $T_j$ and repeat this process. This must stop after finitely many steps, for otherwise we obtain by König's Lemma an infinite sequence $X_i \rightarrow^u X_j \rightarrow^u \cdots$, which contradicts the well-foundedness of $\rightarrow^u$. \hfill \Box

Theorem 5.11. Let $E$ be a guarded recursive specification in which no abstraction operator occurs. Then, in the model $G_\kappa/ \equiv_{\tau^B} (\kappa > \aleph_0)$, $E$ has a solution which is finitely branching and bounded.

Proof. We will construct a solution $g$ in stages $g_n$ for $n \in \mathbb{N}$. For $n = 1$, let $T^1$ be an expansion of $X_{j_0}$ in which all variables are guarded ($T^1$ exists by Lemma 5.10). Then it is easy to see that $\pi_1(T^1)$ does not contain any variables, so is a finite closed ACP-term. Let $g_1$ be the canonical graph of $\pi_1(T^1)$. By canonical, we mean that we do not use any ACP-equations in constructing $g_1$, but only the operations defined in Section 3.2 (we can replace all variables occurring in $T^1$ by $\delta$ since they
do not matter anyway). Note that \( g_1 \) is finite. Now, suppose \( g_n \) is constructed and is the canonical graph of \( \pi_n(T^n) \), with \( T^n \) an expansion of \( X_{i_0} \) such that \( \pi_n(T^n) \) does not contain any variables. Now, if \( X_i \) is a variable occurring in \( T^n \), expand \( X_i \) to a term \( S_i \) in which all variables occur guarded (\( S_i \) exists by Lemma 5.10). \( T^{n+1} \) is the result of substituting the \( S_i \) for each \( X_i \) occurring in \( T^n \). Then \( T^{n+1} \) is an expansion of \( X_{i_0} \) and \( \pi_{n+1}(T^{n+1}) \) does not contain any variables, so is a finite closed ACP-term. \( g_{n+1} \) is the canonical graph of \( \pi_{n+1}(T^{n+1}) \). Note that \( g_{n+1} \) is finite, and \( \pi_n(g_{n+1}) = g_n \) (not just \( \cong_{rb} ! \)). Now we define \( g = \bigcup_{n=1}^{\infty} g_n \) (leaving out all \( \downarrow \)-labels in non-endpoints). Note that, for each \( n \), \( \pi_n(g) = g_n \) and that \( g \) is finitely branching and bounded. It remains to be shown that \( g \) is a solution of \( E \).

The same way we constructed \( g = g_{i_0} \), we can construct graphs \( g_j \) for each \( j \in J \).

We will show that the graphs \( \{g_j : j \in J\} \) satisfy all equations of \( E \). Let \( i_0 \in J \), and let equation \( E_{i_0} \) be

\[
X_{i_0} = T_{i_0}(X_{i_1}, \ldots, X_{i_m}),
\]

where \( X_{i_1}, \ldots, X_{i_m} \) are the variables occurring in \( T_{i_0} \). We have to show

\[
g_{i_0} \cong_{rb} T_{i_0}(g_{i_1}, \ldots, g_{i_m}).
\]

We do this by AIP (Corollary 4.6 applies since \( g_{i_0} \) is finitely branching and bounded).

So fix \( n \in \mathbb{N} \). Let, for \( 0 \leq k \leq m \), \( T^n_{i_0} \) be an expansion of \( X_{i_0} \) such that \( \pi_n(T^n_{i_0}) \) contains no variables and \( \pi_n(g_{i_0}) \) is its canonical graph. Then

\[
\pi_n(T^n_{i_0}(g_{i_1}, \ldots, g_{i_m}))
\]

\[
= \pi_n(T^n_{i_0}(\pi_n(g_{i_1}), \ldots, \pi_n(g_{i_m})))
\]

(\text{use Definition 3.21})

\[
= \pi_n(T^n_{i_0}(\pi_n(T^n_{i_1}), \ldots, \pi_n(T^n_{i_m})))
\]

(by assumption)

\[
= \pi_n(T^n_{i_0}(T^n_{i_1}, \ldots, T^n_{i_m}))
\]

(again by Definition 3.21)

\[
= \pi_n(T^n_{i_0})
\]

(by construction of \( T^n_{i_0} \))

\[
= \pi_n(g_{i_0})
\]

(by assumption).

This finishes the proof. \( \square \)

\section*{Theorem 5.12.}

Let \( E \) be a guarded recursive specification in which no abstraction operator occurs. Then, in the model \( G_x / \cong_{rb} \), \( E \) has a unique solution \( (\kappa > \aleph_0) \).

\section*{Proof.}

By Theorem 5.11, \( E \) has a solution \( g \) which is finitely branching and bounded. Let \( h \) be any other solution of \( E \). We will show \( g \cong_{rb} h \) by AIP. So let \( n \in \mathbb{N} \), and let \( T^n \) be an expansion of \( X_{i_0} \) so that \( \pi_n(g) = \pi_n(T^n) \). On the other hand, if \( h = h_{i_0} \) solves \( E \) with parameters \( \{h_j : j \in J, j \neq i_0\} \) and \( T_{i_0} \) has variables \( X_{j_1}, \ldots, X_{i_m} \), then

\[
E_{i_0} : T_{i_0}(h_{j_1}, \ldots, h_{j_m})
\]

(\text{for } h \text{ is a solution})

\[
\cong_{rb} T_{i_0}(T_{i_0}(h), \ldots, T_{i_m}(h))
\]
(for the same reason, for some sequences $h$ from $\{h_j : j \in J\}$)

\[ \iff \tau_\delta T^n(h) \text{ (for some sequence $h$),} \]

whence $\pi_n(h) \iff \pi_n(T^n(h)) = \pi_n(T^n(X)) = \pi_n(T^n)$. \hfill \Box

Note that Theorem 5.12 does not suffice to conclude that the equation $x = ix + y$, occurring in Example 3.30, has a unique solution $x$ for each given process $y$. In this paper, we do not consider equations with parameters at all. We refer to [21] for a discussion on solving equations with parameters.

Now we can give the following algebraical formulation of AIP, which holds in the model $G_\omega / \iff \tau_\delta (\kappa > \aleph_0)$.

**Theorem 5.13.** $G_\omega / \iff \tau_\delta (\kappa > \aleph_0)$ satisfies the following principle, which we will call $\text{AIP}^-$:

\[
\text{for all } n \quad \pi_n(x) = \pi_n(y) \\
(\text{AIP}^-) \quad x \text{ is specifiable by a guarded } E \text{ without } \tau_\delta \\
\quad x = y
\]

**Proof.** If $x$ is the solution of a guarded recursive specification in which no abstraction operator occurs, in the model it is the equivalence class of a finitely branching and bounded graph, by Theorems 5.11 and 5.12, which satisfies $\text{AIP}$ by Corollary 4.6. \hfill \Box

It is a drawback of the previous theorems that we cannot use abstractions in our specifications. We can partially remedy this deficiency however by introducing a hiding operator $t_\tau$. This we do in Definition 5.14. We also remark that, in [15], another formulation of $\text{AIP}^-$ appears, which is a little less restrictive and which we can also use in the presence of an abstraction operator.

**Definition 5.14.** We define an auxiliary theory $\text{ACP}^i$ as follows:

1. $\text{ACP}^i$ extends $\text{ACP}^i$;
2. $\text{ACP}^i$ has a new atom $t \in A$ with $t|a = \delta$ for all $a \in A$;
3. $\text{ACP}^i$ has a new operator $t_\tau$ (where $I \subseteq A_* - \{\delta\}$) defined by the four equations in Table 5. (Here $a \in A_*$, so $a = \tau$ or $a = t$ is possible, and $x$, $y$ are processes over $\text{ACP}^i$; compare [3, Section 2.10].

**Definition 5.15.** We extend $G_\omega$ with a new element

\[
\begin{array}{c}
\text{1} \\
\text{1}
\end{array}
\]
(t a new label) and we define $t_I$ on $G_\kappa$ by stipulating that $t_I(g)$ is the graph $g$ with all labels from $I$ changed to $t$.

**Remark 5.16.** Theorem 5.12 still holds for specifications $E$ in which a hiding operator $t_I$ occurs. This is not hard to see.

**Corollary 5.17.** $G_\kappa / \equiv_{r-h} (\kappa > \aleph_0)$ satisfies the following principles, which we will call RDP and RSP:

$$\begin{align*}
\text{(RDP)} & \quad E \text{ guarded, no } \tau_I \\
& \quad \exists x: E(x, \_)
\end{align*}$$

$$\begin{align*}
\text{(RSP)} & \quad E(x, \_), E(y, \_) \\
& \quad x = y
\end{align*}$$

6. Computable graphs

In the previous sections, we have defined a model for $ACP_\kappa$, in which a number of desirable principles hold (KFAR, RSP, RDP, AIP⁻). In the rest of the paper we show that this model is not too big: every computable graph is the solution of a finite recursive specification. Thus, the graph models are the ‘natural’ models of $ACP_\kappa$.

In this paragraph, we look at computable graphs. We will prove that every computable finitely branching graph is definable by a finite guarded specification in the language of $ACP_\kappa$. We will prove this result via a number of intermediate results. First we define what we mean by a computable graph. In a computable graph, one must know at every point how many possibilities there are to proceed, and the label of each of those possibilities. Therefore, we need two computable functions od (for out-degree) and lb (for label). Since these must be number-theoretic functions, we need some coding of graphs. We do this by numbering the edges starting from each node. It also follows that we have to restrict ourselves to finitely
branching graphs (although countably branching graphs could possibly also be considered).

In order to show that every computable graph is the solution of a finite recursive specification, we first show in Theorem 6.7 that every partial computable function on natural numbers can be represented as the solution of a finite recursive specification. In the proof of Theorem 6.7, we use the principles RDP, RSP, AIP- and KFAR. In Theorem 6.8 and Corollary 6.9, we then prove that the theorem holds for every binary branching graph. In Lemma 6.10, we show that it is sufficient to look at binary branching graphs. The proof of Lemma 6.10 takes place in the graph model, and this is the only place in this section where the proof is not algebraical. To turn the proof of Lemma 6.10 into an algebraical proof, it will be necessary to formulate an extended version of KFAR, more extended even than the rule CFAR mentioned in Section 1.8. When such a proof is found, however, we will have shown that every process that is the unique solution of a computable recursive specification also is the unique solution of a finite recursive specification (after abstraction), independent of a model. In the present text, we only obtain this result (in Section 8) relative to the graph model.

6.1. Definitions

Definition 6.1. Let $g \in G_{\omega_0}$ (so $g$ is finitely branching). A coding of $g$ consists of the following:

1. If $s \in \text{NODES}(g)$ and the out-degree of $s$ in $n$, then the outgoing edges are named $0, 1, \ldots, n - 1$.
2. This leads to the following naming of nodes: a sequence $\sigma \in \omega^*$ names the node reached by following the path from $\text{ROOT}(g)$ with edge-names in $\sigma$.

Example 6.2. Let $g$ be the graph of Fig. 30 with indicated coding. $\text{ROOT}(g)$ has name $\varepsilon$ and the endpoint of $g$ has names $000, 10, 110, 20$ and $210$.

![Fig. 30.]

Remark 6.3. $g \in G_{\omega_0}$ is a tree $\iff$ each node has exactly one name.

Definition 6.4. Let $g \in G_{\omega_0}$ be coded. We define two partial functions

$$od : \omega^* \to \omega, \quad lb : \omega^* \to A \cup \{\uparrow, \downarrow\},$$
as follows:

1. \( \text{od}(\sigma) \) is the out-degree of the node named by \( \sigma \) if \( \sigma \) names a node;
2. \( \text{od}(\sigma) \) is undefined otherwise;
3. \( \text{lb}(\sigma^*n) \) is the label of edge \( \epsilon \) starting at node \( \sigma \) if \( \sigma \) names a node and
   \( n < \text{od}(\sigma) \) (here \( \sigma^*n \) is sequence \( \sigma \) followed by number \( n \));
4. \( \text{lb}(\sigma^*0) \) is the label of endnode \( \sigma \) if \( \sigma \) names a node and \( \text{od}(\sigma) = 0 \);
5. \( \text{lb}(\sigma) \) is undefined otherwise.

**Definition 6.5.** \( g \in G_{\epsilon \delta} \) is *computable* if there is a coding of \( g \) such that functions \( \text{od} \) and \( \text{lb} \) are computable (since the set \( A \) is assumed to be finite, coding of \( A \cup \{\delta, \downarrow\} \) into \( \omega \) is not important).

**6.2. Results**

Now we start the proof of the main theorem of this section. The first step towards proving it will be to show that every computable function can be represented by a finite guarded specification. First we say what we mean by a representation.

**Definition 6.6.** Let \( D \) be a finite set of data. We suppose we have a number of *communication channels* \( 0, 1, \ldots, k \) \( (k \geq 1) \), of which channel 0 is the *input channel* and channel 1 the *output channel*. Any other channel is an *internal channel*. Furthermore, we suppose our set of atoms \( A \) contains elements

1. \( s_i(d) = \text{send } d \text{ along channel } i \ (d \in D, i \leq k) \);
2. \( r_i(d) = \text{receive } d \text{ along channel } i \ (d \in D, i \leq k) \);
3. \( c_i(d) = \text{communicate } d \text{ along channel } i \ (d \in D, i \leq k) \).

On these elements, we define the communication function by

\[
\text{s}_i(d) \mid r_i(d) = c_i(d)
\]

and all other communications give 8.

Now suppose \( f : D^* \rightarrow D^* \) is a partial function. We say process \( \hat{f} \) *represents* \( f \) iff for any \( \sigma, \rho \in D^* \) \( f(\sigma) = \rho \Leftrightarrow \) inputting sequence \( \sigma \) along channel 0 will be followed by outputting sequence \( \rho \) along channel 1; and \( f(\sigma) \) is undefined \( \Leftrightarrow \) inputting sequence \( \sigma \) along channel 0 will be followed by deadlock. To be more precise, suppose a sequence \( \sigma = d_1 \ldots d_n \) is given, and we have a marker 'eos' indicating the end of a sequence.

We define the *sender* \( S_\sigma = s_0(d_1) \cdot s_0(d_2) \cdot \ldots \cdot s_0(d_n) \cdot s_0(\text{eos}) \) and the *receiver* \( R \) by the following finite guarded specification (which has a unique solution in \( G_{\epsilon \delta} \) by Theorem 5.12):

\[
R = \sum_{d \in D} r_i(d) \cdot R + r_i(\text{eos})
\]
Then, we will hide unsuccessful communications:

\[ H' = \{ s_i(d), r_i(d) \mid d \in D \cup \{ \text{eos} \}, i = 0, 1 \}, \]

and now we can give the formal definition: process \( \hat{f} \) represents function \( f \) iff, for any \( \sigma, \rho \in D^* \), say \( \sigma = d_1 \ldots d_n, \rho = e_1 \ldots e_m \) (with \( n, m \geq 0 \)):

1. \( f(\sigma) = \rho \iff \partial_H(\langle S_\sigma \parallel \hat{f} \parallel R \rangle) = c_0(d_1) \cdot c_0(d_2) \cdot \ldots \cdot c_0(d_n) \cdot c_0(\text{eos}) \cdot c_1(e_1) \cdot \ldots \cdot c_1(e_m) \cdot c_1(\text{eos}) \cdot \delta. \)

2. \( f(\sigma) \) is undefined \( \iff \partial_H(\langle S_\sigma \parallel \hat{f} \parallel R \rangle) = c_0(d_1) \cdot c_0(d_2) \cdot \ldots \cdot c_0(d_n) \cdot c_0(\text{eos}) \cdot \delta. \)

**Theorem 6.7.** Let \( f : \omega^* \to \omega^* \) be a partial computable function. Then \( f \) can be represented by a process, defined using a finite guarded recursive specification.

**Proof.** Let \( f \) be given. It is well-known that \( f \) can be represented by a Turing machine over a finite alphabet \( D \) with finitely many states \( 0, \ldots, k \) (\( k \geq 1 \)) of which \( 0 \) is the starting state and \( k \) the ending state. In turn, we will simulate this Turing machine by a finite specification

\[ x = t_f \circ \partial_H(\langle C \parallel S_2 \parallel S_3 \rangle), \text{ namely } \hat{f} = \tau_{(0)}(x). \]

Here \( C \) is a finite control and \( S_2 \) and \( S_3 \) are stacks. We have the following picture (Fig. 31). The specifications of \( S_2 \) and \( S_3 \) are

\[
\begin{align*}
S_i = \sum_{d \in D \cup \{ \text{eos} \}} r_i(d) T^d_i S_i + r_i(\text{stop}) & \quad (i = 2, 3), \\
T^d_i = s_i(d) + \sum_{e \in D \cup \{ \text{eos} \}} r_i(e) T^d_i T^e_i & \quad (\text{for each } d \in D \cup \{ \text{eos} \})
\end{align*}
\]

(see, e.g., [11]), (the extra atom ‘stop’ is needed for successful termination). \( C \) is specified using variables \( C_0, C_1, \ldots, C_k, C_{k+1}, C_{k+2} \) (think of these \( C_i \) as the ‘states’ of \( C \), and \( C_0, \ldots, C_k \) correspond to the states of the Turing machine). The
specification of $C$ consists of three parts:

1. input,
2. calculation,
3. output.

**Part 1: input**

\[
\begin{align*}
C &= r_0(eos)s_2(eos)s_3(eos)C_{k+2} + \sum_{d \in D} r_0(d)s_2(eos)s_2(d)C_{k+1}, \\
C_{k+1} &= r_0(eos)s_3(eos)C_{k+2} + \sum_{d \in D} r_0(d)s_2(d)C_{k+1}, \\
C_{k+2} &= r_2(eos)s_2(eos)C_0 + \sum_{d \in D} r_2(d)s_3(d)C_{k+2}.
\end{align*}
\]

When $C_0$ is reached, input sits in $S_3$ in the right order, and ends with an 'eos' (end-of-stack).

**Part 2: calculation**

This specification will have one equation for each Turing-machine instruction in the Turing-machine representation of $f$:

(a) for each TM instruction $i d e R m$ ($i < k, m \leq k; d, e \in D$) (meaning that if, in state $i$, the head reads $d$, it is changed to $e$, the head moves right and goes into state $m$), we have an equation

\[
C_i = r_3(d)s_2(e)C_m;
\]

(b) for each TM instruction $i d e L m$ ($i < k, m \leq k; d, e \in D$) (the head moves left instead of right), we have an equation

\[
C_i = r_3(d)s_3(e)\sum_{f \in D} r_3(f)s_3(f)C_m.
\]

Figures 32 and 33 might clarify the matter: if the Turing machine is in the position of Fig. 32, control and stacks are as in Fig. 33.

**Part 3: output**

When state $C_k$ is reached, the output sits in $S_3$ in the right order, and $S_2$ is empty, so we put

\[
C_k = r_3(eos)r_2(eos)s_3(stop)s_2(stop)s_1(eos) + \sum_{d \in D} r_3(d)s_1(d)C_k.
\]

This completes the specification of $C$. 
Next we hide all unsuccessful communications by encapsulation: we define

$$H = \{s_i(d), r_i(d) : d \in D \cup \{\text{eos, stop}, i = 2, 3\} \}$$

and we hide all internal communications by abstraction: we define

$$I = \{c_i(d) : d \in D \cup \{\text{eos, stop}, i = 2, 3\} \},$$

and consider

$$\hat{f} = \tau_\iota(x),$$

where $x$ is the unique solution of specification $X = t_\iota \circ H(C \parallel S_2 \parallel S_3)$. Informally, we will write

$$\hat{f} = \tau_\iota \circ H(C \parallel S_2 \parallel S_3).$$

Now we want to show that $\hat{f}$ indeed represents $f$, so let $\sigma \in D^*$ be given (instead of working with $f$ we work with its Turing machine representation). Let $H' = \{s_i(d), r_i(d) : d \in D \cup \{\text{eos}, i = 0, 1\} \}$ as in Definition 6.6 and consider

$$\delta_{H'}(S_\sigma \parallel \hat{f} \parallel R).$$

Let $\sigma = d_1 \ldots d_n$ and let $S_\sigma^\rho$ denote stack $S$, with contents $\rho \in D^*$ followed by 'eos'.

Fig. 32.

Fig. 33.
Then
\[
\partial_H(S_{x} \parallel \hat{f} \parallel R) = \partial_H(S_{x} \parallel (\hat{f} \parallel R)) + \partial_H(\hat{f} \parallel (S_{x} \parallel R)) + \partial_H(R \parallel (\hat{f} \parallel S_{x})) \\
+ \partial_H((S_{x} \parallel \hat{f}) \parallel R) + \partial_H((S_{x} \parallel R) \parallel \hat{f}) + \partial_H((\hat{f} \parallel R) \parallel S_{x})
\]
(by Expansion Theorem 3.31)
\[
= \delta + \delta + \delta + c_0(d_1)\partial_H \\\n(S_{d_1...d_n} \parallel \tau_1 \circ \partial_H((s_2\text{eos}s_2(d_1)C_{k+1}) \parallel S_2 \parallel S_3) \parallel R) + \delta + \delta \\\n= c_0(d_1)\partial_H(S_{d_1...d_n} \parallel \tau_1\circ\partial_H(C_{k+1} \parallel S_{d_1}^d \parallel S_2) \parallel R) \\\n= c_0(d_1)\tau \circ \partial_H(S_{d_1...d_n} \parallel \tau_1 \circ \partial_H(C_{k+1} \parallel S_{d_1}^d \parallel S_3) \parallel R) \\\n\vdots \\\n= c_0(d_1)c_0(d_2)\ldots c_0(d_n) \\\n\cdot \partial_H(s_0\text{eos}) \parallel \tau_1 \circ \partial_H(C_{k+1} \parallel S_{d_1}^d \parallel S_3) \parallel R) \\\n= c_0(d_1)\ldots c_0(d_n)c_0(\text{eos}) \cdot \partial_H(\tau_1 \circ \partial_H(C_{k+1} \parallel S_{d_1}^d \parallel S_3) \parallel R) \\\n= c_0(d_1)\ldots c_0(d_n)c_0(\text{eos}) \cdot \partial_H(\tau_1(c_2(d_n)c_0(d_n) \\\n\cdot \partial_H(C_{k+2} \parallel S_{d_1}^d) \parallel R)) \parallel R) \\\n\vdots \\\n= c_0(d_1)\ldots c_0(d_n)c_0(\text{eos}) \cdot \partial_H(\tau_1 \circ \partial_H(C_0 \parallel S_3^d) \parallel S_3^d) \parallel R).
\]

So we have reached the calculation part of the specification. Now we have two cases, according to whether or not \(f(x)\) is defined.

Case 1: \(f(x)\) is defined, say \(f(x) = p\). We claim that then
\[
\tau_1 \circ \partial_H(C_0 \parallel S_3^d) \parallel S_3^d) = \tau \circ \partial_H(C_k \parallel S_3^d) \parallel S_3^d).
\]

This can be seen if we look at Figs. 32 and 33: each position of the Turing machine is mirrored by a position of the specification: thus position

\[
\tau \cdot \tau_1 \circ \partial_H(C_i \parallel S_3^d) \parallel S_3^d)
\]

\((i < k; \sigma', \sigma'' \in D^*, d \in D)\) corresponds to the Turing machine in state \(i\) with as tape contents the reverse of \(\sigma'\) followed by \(d\) followed by \(\sigma''\) and head pointing at position \(d\). Thus, all we have to show is that the TM instructions 'do the correct thing'.

(a) Suppose there is a TM instruction \(i d e R m\). Then
\[
\tau \cdot \tau_1 \circ \partial_H(C_i \parallel S_3^d) \parallel S_3^d) = \tau \cdot \tau_1(c_3(d) \cdot \partial_H((s_2(e)C_m) \parallel S_3^d) \parallel S_3^d)) \\\n= \tau \cdot \tau_1(c_2(e) \cdot \partial_H(C_m \parallel S_3^d) \parallel S_3^d)) \\\n= \tau \cdot \tau_1 \circ \partial_H(C_m \parallel S_3^d) \parallel S_3^d).
\]
Suppose there is a TM instruction \( i d e L m \). Then
\[
\tau \cdot \tau_I \circ \partial_H(C_1 \parallel S_2^{\sigma'} \parallel S_3^{\sigma''}) = \tau \cdot \tau_I \left( c_2(d) \right)
\]

\[
\cdot \partial_H \left( \left( s_3(e) \sum_{f \in D} r_2(f) s_k(f) C_m \parallel S_2^{\sigma'} \parallel S_3^{\sigma''} \right) \right)
\]

\[
= \tau \cdot \tau_I \left( c_2(e) \right)
\]

\[
\cdot \partial_H \left( \left( \sum_{f \in D} r_2(f) s_3(f) C_m \parallel S_2^{\sigma'} \parallel S_3^{\sigma''} \right) \right)
\]

\[
= \tau \cdot \tau_I \left( c_2(f) \cdot \partial_H((s_3(f) C_m) \parallel S_2^{\sigma'} \parallel S_3^{\sigma''}) \right)
\]

\[
= \tau \cdot \tau_I \left( c_2(f) \cdot \partial_H(C_m \parallel S_2^{\sigma'} \parallel S_3^{\sigma''}) \right)
\]

Thus, since the Turing machine terminates on input \( \sigma \), with \( \rho \) on the tape, in state \( k \), with the head pointing at the first symbol of \( \rho \), we must have that
\[
\tau_I \circ \partial_H(C_0 \parallel S_2^0 \parallel S_3^2) = \tau \cdot \tau_I \circ \partial_H(C_k \parallel S_2^0 \parallel S_3^2).
\]

Then we can finish the calculation (let \( \rho = e_1 \ldots e_m \))
\[
\partial_H([\tau_I \circ \partial_H(C_k \parallel S_2^0 \parallel S_3^2)]) \parallel \mathcal{R}
\]

\[
= \tau \cdot \partial_H((\tau_I \circ \partial_H(C_k \parallel S_2^0 \parallel S_3^2)) \parallel \mathcal{R})
\]

\[
= \tau \cdot c_i(e_1) \cdot \partial_H(\tau_I \circ \partial_H(C_k \parallel S_2^0 \parallel S_3^{\sigma''})) \parallel \mathcal{R})
\]

\[
= \tau \cdot c_i(e_1) \ldots c_i(e_m) \partial_H(\tau_I \circ \partial_H(C_k \parallel S_2^0 \parallel S_3^2)) \parallel \mathcal{R})
\]

\[
= \tau \cdot c_i(e_1) \ldots c_i(e_m)
\]

\[
\cdot \partial_H(\tau_I(c_2(e_1) c_3(e_1) \partial_H([s_2(\text{stop}) s_1(\text{eos})]) \parallel S_2 \parallel S_3)) \parallel \mathcal{R})
\]

\[
= \tau \cdot c_i(e_1) \ldots c_i(e_m) \partial_H(\tau \cdot \tau_I(c_3(\text{stop}) c_2(\text{stop}) s_1(\text{eos}))) \parallel \mathcal{R})
\]

\[
= \tau \cdot c_i(e_1) \ldots c_i(e_m) \tau \partial_H(s_1(\text{eos})) \parallel \mathcal{R})
\]

\[
= \tau \cdot c_i(e_1) \ldots c_i(e_m) c_i(\text{eos}),
\]

which finishes the proof of Case 1.

**Case 2:** \( f(\sigma) \) is undefined. In this case, the Turing-machine calculation does not terminate, state \( k \) will never be reached, and process
\[
\tau_I \circ \partial_H(C_0 \parallel S_2^0 \parallel S_3^2)
\]

will do an infinite number of internal steps (steps from \( I \)). We will prove the following claim, which will finish the proof of Case 2.

**Claim.** \( \tau_I \circ \partial_H(C_0 \parallel S_2^0 \parallel S_3^2) = \tau \delta \).
To prove this, we put $y = \partial_H(C_0 \parallel S_2^d \parallel S_2^e)$ and consider $x = t_f(y)$. Since the Turing machine does not terminate, it will keep doing instructions
(a) $i d e R m$, or
(b) $i d e L m$ ($i, m < k$; $d, e \in D$).
A general step of type (a) looks like:
$$t_f \circ \partial_H(C_i \parallel S_2^d \parallel S_3^d) = t_f(c_3(d)c_2(e)\partial_H(C_m \parallel S_2^d \parallel S_3^d))$$
and a general step of type (b) looks like:
$$t_f \circ \partial_H(C_i \parallel S_2^d \parallel S_3^e) = t_f(c_3(d)c_2(e)c_1(f)\partial_H(C_m \parallel S_2^d \parallel S_3^e))$$
Thus, process $t_f(y) = t_f \circ \partial_H(C_0 \parallel S_2^d \parallel S_3^d)$ has states of the form
$$t_f \circ \partial_H(C_i \parallel S_2^d \parallel S_3^d)$$
and will do 2 or 4 t-steps to go from one such state to the next. From this, we conclude that, for each $n$, $\pi_n(t_f(y)) = t^n$. Now consider specification $X = tX$. This is a finite guarded specification with no abstraction operator, so it has a unique solution by RDP+RSP, to which AIP$^-$ applies.
We call this process $t^n$. It is easy to see that $\pi_n(t^n) = t^n$ for each $n$, so applying AIP$^-$ (Theorem 5.13) we obtain $t_f(y) = t^n$, so $t_f(y) = t \cdot t_f(y)$ because $t_f(y)$ will satisfy the specification of $t^n$. From this last equation, it follows, by KFAR$_1$, that $\tau_f(y) = \tau_{(t)} \circ t_f(y) = \tau \cdot \tau_{(t)}(\delta) = \tau \delta$, which proves the claim, and at the same time ends the proof of Theorem 6.7.

Thus, every computable function can be represented using a finite guarded specification. We want to prove that every computable graph is definable using a finite guarded specification, but we will first prove this with two extra restrictions: the graph must be bounded and binary (i.e., an element of $G_3$).

**Theorem 6.8.** Let $g \in G_3$ be computable and bounded. Then $g = \tau_{(t)}(h)$, with $h$ the solution of a finite guarded recursive specification.

**Proof.** Code $g$ such that functions ‘od’ and ‘lb’, defined in Definition 6.4, are computable. Let ‘od’ and ‘lb’ be process representations of od, lb (defined in the proof of Theorem 6.7).
First we will give an infinitary specification of $g$. We have a state $X_\sigma$ for each name $\sigma$ of a node which is not a $\downarrow$-endpoint (so our index set is the set of all $\sigma \in \{0, 1\}^*$ with od($\sigma$) > 0 or lb($\sigma^*0$) = $\delta$, with designated element $\varepsilon$, a name of the root). We have seven cases:
1. od($\sigma$) = 0, so lb($\sigma^*0$) = $\delta$. Then $X_\sigma = \delta$.
2. od($\sigma$) = 1, and od($\sigma^*0$) > 0 or lb($\sigma^*0^*0$) = $\delta$. Then $X_\sigma = \text{lb}($($\sigma^*0)$)$X_{\sigma^*0}$. 

(3) \( \text{od}(\sigma) = 1 \), and \( \text{lb}(\sigma^0) = \downarrow \). Then \( X_\sigma = \text{lb}(\sigma^0) \).

(4) \( \text{od}(\sigma) = 2 \), both \( (\text{od}(\sigma^0) > 0 \text{ or } \text{lb}(\sigma^0) = \delta) \) and \( (\text{od}(\sigma^1) > 0 \text{ or } \text{lb}(\sigma^1) = \delta) \). Then \( X_\sigma = \text{lb}(\sigma^0)X_{\sigma^0} + \text{lb}(\sigma^1)X_{\sigma^1} \).

(5) \( \text{od}(\sigma) = 2 \), and \( (\text{od}(\sigma^0) > 0 \text{ or } \text{lb}(\sigma^0) = \delta) \) but \( \text{lb}(\sigma^1) = \downarrow \). Then \( X_\sigma = \text{lb}(\sigma^0)X_{\sigma^0} + \text{lb}(\sigma^1) \).

(6) \( \text{od}(\sigma) = 2 \), and \( \text{lb}(\sigma^0) = \downarrow \) but \( (\text{od}(\sigma^1) > 0 \text{ or } \text{lb}(\sigma^1) = \delta) \). Then \( X_\sigma = \text{lb}(\sigma^0) + \text{lb}(\sigma^1)X_{\sigma^1} \).

(7) \( \text{od}(\sigma) = 2 \), and \( \text{lb}(\sigma^0) = \text{lb}(\sigma^1) = \downarrow \). Then \( X_\sigma = \text{lb}(\sigma^0) + \text{lb}(\sigma^1) \).

It is not hard to see that \( g \) is need the solution of this specification, with parameters which we will call \( x_\sigma \) (we have guardedness since \( g \) is bounded). Now we want to give a finite specification for \( g \). We will describe three parts:

1. the transition from \( X_\sigma \) to \( X_{\sigma^i} \) \((i = 0, 1)\), execution of steps,
2. the history, saved in a stack
3. the calculation, containing \( \text{od} \) and \( \text{lb} \).

We have the configuration shown in Fig. 34. We have channels 2, 3, 4, 5, 6, 7 (all internal) and we extend the alphabet \( A_\tau \) by

1. \( \{s_2(d), r_2(d), c_2(d) \mid d \in A_2 \cup A \cup \{\tau, \downarrow\} \cup \{0, 1\}\} \),
2. \( \{s_3(d), r_3(d), c_3(d) \mid d \in \text{start, stop, } 0, 1, 2\} \),
3. \( \{s_4(d), r_4(d), c_4(d) \mid d \in \text{start, stop} \cup A \cup \{\tau, \downarrow\}\} \),
4. \( \{s_5(d), r_5(d), c_5(d) \mid d \in \text{start, } 0, 1, \text{cos}\} \),
5. \( \{s_6(d), r_6(d), c_6(d) \mid d \in \{0, 1, \text{cos}\}\} \),
6. \( \{s_7(d), r_7(d), c_7(d) \mid d \in \{0, 1, \text{cos}\}\} \).

**Fig. 34.**

**Part 1: description of \( P \)**

\( P \) has states \( P, P_a \) for \( a \in A \), and \( P_{(a,b)} \) for \( a, b \in A_r - \{\delta\} \), with the following specification:

\[
    P = \sum_{a,b \in A_r \setminus \{\delta\}} r_2((a, b)) P_{(a, b)} + \sum_{a \in A_r} r_2(a) P_a + r_2(\downarrow);
\]

\[
    P_{(a, b)} = a s_2(0) P + b s_2(1) P,
\]

\[
    P_a = a s_2(0) P, \quad \text{if } a \neq \delta
\]

\[
    P_\delta = \delta.
\]
Part 2: description of $S$

$S$ is a stack that keeps track of the history up to the point reached, and has states $S$, $T_0$, $T_1$, with the following specification ($k = 5, 6, 7$):

$$
S = (s_k(\text{eos}) + r_k(0)T_0 + r_k(1)T_1)S + r_5(\text{stop}),
$$
$$
T_i = s_k(i) + \sum_{j=0,1} r_k(j)T_jT_i + r_5(\text{stop}) \quad (i = 0, 1).
$$

Part 3: description of $\widehat{od}$, $\widehat{ib}$, $R$

We assume $\widehat{od}$ and $\widehat{ib}$ are specifications as given in the proof of Theorem 6.7 that work as follows:

- $\widehat{od}$ has input channel 6 and output channel 3;
- $\widehat{ib}$ has input channel 7 and output channel 4.

Upon receiving a signal 'start' from $R$, they will read the contents $\sigma$ of stack $S$, return those data to the stack, calculate $\widehat{od}(\sigma)$ respectively $\widehat{ib}(\sigma)$ and send the result to $R$. Thus, after abstraction from channels 5 and 6, we have (let $S$ contain $\sigma$):

$$
\widehat{od} = r_3(\text{start})s_3(\widehat{od}(\sigma))\widehat{od} + r_3(\text{stop}),
$$
$$
\widehat{ib} = r_4(\text{start})s_4(\widehat{ib}(\sigma))\widehat{ib} + r_4(\text{stop}).
$$

$R$ is the finite control, and is given by the following equation:

$$
R = s_3(\text{start}) \left[ r_3(0)s_5(0)s_4(\text{start}) \sum_{l=5,6} r_4(l)s_2(l)s_3(\text{stop})s_4(\text{stop})s_5(\text{stop}) \right] \\
+ \left[ r_3(1)s_5(0)s_4(\text{start}) \sum_{l \in A_r - \{6\}} r_4(l)s_2(l)r_2(0) \\
+ r_3(2)s_5(0)s_4(\text{start}) \sum_{l \in A_r - \{6\}} r_4(l)r_5(0)s_5(1)s_4(\text{start}) \\
\sum_{l' \in A_r - \{5\}} r_4(l')r_3(1)s_2(\langle l, l' \rangle) \sum_{i=0,1} r_2(i)s_5(i) \right] R.
$$

Next we do encapsulation:

$$
H = \{ r_i(d), s_i(d) : i = 2, ..., 7 ; d \text{ from appropriate sets} \}
$$

and abstraction:

$$
I = \{ c_i(d) : i = 2, ..., 7 ; d \text{ from appropriate sets} \}.\]
Now, let $S^\sigma$ denote stack $S$ with contents $\sigma$; then we can define processes $\{y_\pi: \pi$ a node-name} by the following equation:

$$Y'_\pi = \tau_I \circ \partial_H (P \parallel S^\sigma \parallel R \parallel \widehat{od} \parallel \widehat{ib}), \quad y_\pi = \tau_{[\pi]}(y'_{\pi})$$

(this equation indeed defines a process since all equations for $P$, $S$, $R$, $\widehat{od}$, $\widehat{ib}$ are guarded).

Claim. $y_\sigma = \tau x_\sigma$.

Proof. We show processes $y_\sigma$ satisfy the seven defining equations for $x_\sigma$, multiplied by $\tau$.

(1) $\od(\sigma) = 0$, so $\lb(\sigma^*0) = \delta$. Then

$$y_\sigma = \tau_I \circ \partial_H (P \parallel S^\sigma \parallel R \parallel \widehat{od} \parallel \widehat{ib})$$

$$= \tau_I (c_2(\text{start})c_3(1)c_2(0)c_4(\text{start})c_4(\lb(\sigma^*0)))$$

$$ \cdot c_2(\lb(\sigma^*0))\partial_H (P_{\lb(\sigma^*0)} \parallel S^{\sigma^0} \parallel \tau_2(0)R \parallel \widehat{od} \parallel \widehat{ib}))$$

$$= \tau \cdot \tau_I (\lb(\sigma^*0)c_2(0) \cdot \partial_H (P \parallel S^{\sigma^0} \parallel R \parallel \widehat{od} \parallel \widehat{ib}))$$

$$= \tau \lb(\sigma^*0)\tau_I \circ \partial_H (P \parallel S^{\sigma^0} \parallel R \parallel \widehat{od} \parallel \widehat{ib}) = \tau \lb(\sigma^*0)y_{\sigma^*0}.$$

(2) $\od(\sigma) = 1$ and $(\od(\sigma^*0) > 0$ or $\lb(\sigma^*0^*0) = \delta$). Then

$$y_\sigma = \tau_I \circ \partial_H (P \parallel S^\sigma \parallel R \parallel \widehat{od} \parallel \widehat{ib})$$

$$= \tau_I (c_2(\text{start})c_3(1)c_2(0)c_4(\text{start})c_4(\lb(\sigma^*0)))$$

$$ \cdot c_2(\lb(\sigma^*0))\partial_H (P_{\lb(\sigma^*0)} \parallel S^{\sigma^0} \parallel \tau_2(0)R \parallel \widehat{od} \parallel \widehat{ib}))$$

$$= \tau \cdot \tau_I (\lb(\sigma^*0)c_2(0) \cdot \partial_H (P \parallel S^{\sigma^0} \parallel R \parallel \widehat{od} \parallel \widehat{ib}))$$

$$= \tau \lb(\sigma^*0)\tau_I \circ \partial_H (P \parallel S^{\sigma^0} \parallel R \parallel \widehat{od} \parallel \widehat{ib}) = \tau \lb(\sigma^*0)y_{\sigma^*0}.$$

(3) $\od(\sigma) = 1$ and $\lb(\sigma^*0^*0) = \downarrow$. Then

$$y_\sigma = \tau_I \circ \partial_H (P \parallel S^\sigma \parallel R \parallel \widehat{od} \parallel \widehat{ib})$$

$$= \tau \lb(\sigma^*0)y_{\sigma^*0} = \tau \lb(\sigma^*0)y_{\sigma^*0} = \tau \lb(\sigma^*0)\tau_I \circ \partial_H (P \parallel S^{\sigma^0} \parallel R \parallel \widehat{od} \parallel \widehat{ib})$$

$$= \tau \lb(\sigma^*0)\tau_I (c_3(\text{start})c_3(0)c_2(0))$$

$$ \cdot c_4(\text{start})c_4(\downarrow)c_2(\downarrow)c_4(\text{stop})c_4(\text{stop})c_2(\text{stop}))$$

$$= \tau \lb(\sigma^*0)\tau = \tau \lb(\sigma^*0).$$

(4) $\od(\sigma) = 2$, both $(\od(\sigma^*0) > 0$ or $\lb(\sigma^*0^*0) = \delta$) and $(\od(\sigma^*1) > 0$ or $\lb(\sigma^*1^*0) = \delta$). Then

$$y_\sigma = \tau_I \circ \partial_H (P \parallel S^\sigma \parallel R \parallel \widehat{od} \parallel \widehat{ib})$$

$$= \tau_I (c_3(\text{start})c_3(2)c_3(0)c_4(\text{start})c_4(\lb(\sigma^*0))c_5(0)c_5(1))$$

$$ c_4(\text{start})c_4(\lb(\sigma^*1))c_5(1)c_2(\lb(\sigma^*0), \lb(\sigma^*1)))$$

$$\partial_H (P_{\lb(\sigma^*0), \lb(\sigma^*1)} \parallel S^\sigma \parallel \left( \sum_{i=0,1} r_i(i)s_i(i)R \parallel \widehat{od} \parallel \widehat{ib} \right))$$
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\[ \tau \cdot \tau_1 (\text{lb}(\sigma^*0) c_2(0) c_3(0) \partial_H (P \parallel S^{\sigma^*0} \parallel R \parallel \od \parallel \text{\hat{b}}) + \text{lb}(\sigma^*1) c_2(1) c_3(1) \partial_H (P \parallel S^{\sigma^*1} \parallel R \parallel \od \parallel \text{\hat{b}})) = \tau (\text{lb}(\sigma^*0) y_{\sigma\ast^0} + \text{lb}(\sigma^*1) y_{\sigma\ast^1}). \]

(5) \( \od(\sigma) = 2 \) and \( (\od(\sigma^*0) > 0 \) or \( \text{lb}(\sigma^*0) = \delta) \) but \( \text{lb}(\sigma^*1) = \downarrow. \) Then

\[ y_\sigma = \tau (\text{lb}(\sigma^*0) y_{\sigma\ast^0} + \text{lb}(\sigma^*1) y_{\sigma\ast^1}) = \tau (\text{lb}(\sigma^*0) y_{\sigma\ast^0} + \text{lb}(\sigma^*1)). \]

(6) and (7): likewise. \( \Box \) (of Claim)

Now we will give a finite guarded recursive specification with a unique solution \( h \), so that \( g = \tau_{t_1}(h) \). We have three cases (\( X \) is the designated element).

Case 1: \( \od(e) = 0 \). The root has out-degree 0, so since graph \( \rightarrow \rightarrow \rightarrow \) is not in \( G_X \), we have \( g = \rightarrow \rightarrow \rightarrow \), and we can define \( X = \delta \).

Case 2: \( \od(e) = 1 \). Suppose \( \text{lb}(0) = a \). Then

\[ X = at_1 \circ \partial_H (P \parallel T_0 \parallel R \parallel \od \parallel \text{\hat{b}}) = a Y_0. \]

Case 3: \( \od(e) = 2 \). Suppose \( \text{lb}(0) = a \) and \( \text{lb}(1) = b \). Then

\[ X = at_1 \circ \partial_H (P \parallel T_0 \parallel R \parallel \od \parallel \text{\hat{b}}) + bt_1 \circ \partial_H (P \parallel T_1 \parallel R \parallel \od \parallel \text{\hat{b}}). \]

We see that this is a finite guarded specification. Moreover, since \( y_\sigma = \tau x_\sigma \), it is clear that \( \tau_{t_1}(h) \) satisfies the equation for \( X_\sigma \), whence \( g \cong_{\tau_{t_1}} \tau_{t_1}(h) \). This finishes the proof of Theorem 6.8. \( \Box \)

Corollary 6.9. Let \( g \in G_3 \) be computable. Then \( g = \tau_{t_1}(k) \), where \( k \) is recursively definable by a finite guarded specification.

Proof. Put \( h = t_{t_1}(g) \), the graph with all \( \tau \)-labels replaced by \( t' \)-labels, where \( t' \) is some new atom. Since \( h \) is computable, binary but also bounded, by Theorem 6.8 there is a specification \( E \) with unique solution \( k \) such that \( h \cong_{\tau_{t_1}} \tau_{t_1}(h) \). It easily follows that

\[ g \cong_{\tau_{t_1}} \tau_{t_1}(h) \cong_{\tau_{t_1}} \tau_{t_1}(k). \]

Thus, we removed the restriction that \( g \) must be bounded. Next, we will remove the restriction that \( g \) must be binary. First we need a lemma.

Lemma 6.10. Let \( g \in G_{N_0} \). Then \( g \cong_{\tau_{t_1}} h \), for some \( h \in G_{N_0} \) of which all non-root nodes have out-degree 0 or 2. If, moreover, \( g \) is computable, \( h \) is also computable.

Proof. We can assume that \( g \) is root-unwound (so \( g \in G_{N_0}^\prime \)), and coded (see Definition
6.1. We define \( h \) as follows:

1. \( \text{NODES}(h) = \{(s, n) : s \in \text{NODES}(g), s \neq \text{ROOT}(g), n < \text{out-degree}(s)\} \)
   \[ \cup \{(s, 0) : s \in \text{NODES}(g), \text{and } s = \text{ROOT}(g) \text{ or out-degree}(s) = 0\} \]

2. \( \text{EDGES}(h) = \left\{ \begin{array}{c}
   (s, 0) \xrightarrow{l} (t, 0) : s \in \text{EDGES}(g), s = \text{ROOT}(g) \\
   (s, n) \xrightarrow{l} (s, n+1) : s \in \text{NODES}(g), s \neq \text{ROOT}(g) \\
   (s, n) \xrightarrow{l} (0, 0) : s \in \text{NODES}(g), s \neq \text{ROOT}(g)
\end{array} \right\} \)

3. \( \text{ROOT}(h) = (\text{ROOT}(g), 0) \).

4. The endpoint label of \( (s, 0) \in \text{NODES}(h) \) is the endpoint label of \( s \in \text{NODES}(g) \).

An example might clarify the matter (Fig. 35).

If \( g = \)

\[
\text{Fig. 35.}
\]

It is obvious that \( h \) is root-unwound, that all non-root nodes have out-degree 2 or 0 and that if \( g \) is computable, then so is \( h \). Now we can define \( R \subseteq \text{NODES}(g) \times \text{NODES}(h) \) as follows: \( R \) relates all nodes \( s \in \text{NODES}(g) \) with all \( (s, n) \in \text{NODES}(h) \) (\( n < \text{od}(s) \) or \( n = 0 = \text{od}(s) \)).

It is easy to prove that \( R : g \equiv_{\tau, s} h \):

1. If \( \xrightarrow{l} \) is an edge in \( g \) with label \( l \) (\( n < \text{od}(s) \)) and \( R(s, (s, k)) \), then
   (1.1) if \( k \leq n \), take path
   \[
   (s, k) \xrightarrow{l} (s, k+1) \xrightarrow{l} \cdots \xrightarrow{l} (s, n) \xrightarrow{0} (t, 0)
   \]
   in \( h \) with \( A \)-label \( l \) and \( R(t, (t, 0)) \);

2. If \( k > n \), take path
   \[
   (s, k) \xrightarrow{l} \cdots \xrightarrow{l} (s, \text{od}(s) - 1) \xrightarrow{l} (s, 0) \xrightarrow{l} \cdots \xrightarrow{l} (s, n) \xrightarrow{0} (t, 0)
   \]
   in \( h \) with \( A \)-label \( l \) and \( R(t, (t, 0)) \).
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(2) Conversely, for each edge \((s, n) \xrightarrow{0} (t, 0)\) in \(h\) we have \(\overrightarrow{s} \xrightarrow{n} \square\) in \(g\).

(3) Endpoints and root are alright since nothing is changed there. \(\square\)

Theorem 6.11. Let \(g\) be a computable graph. Then \(g = \tau_{K} (h)\), where \(h\) is recursively definable by a finite guarded specification.

Proof. By Lemma 6.10, we can assume that all non-root nodes of \(g\) have out-degree 2 or 0. Put \(h = \tau_{K} (g)\), and code \(h\) such that functions \(\text{od}, \text{lb}\) for \(h\) are computable with process representations \(\text{od}, \text{lb}\). Let the root have out-degree \(n_0 > 0\) (if \(n_0 = 0, h = \square\)). For all non-root nodes, we will use the specifications for \(P, S, R\) given in the proof of Theorem 6.8, with the only difference that the first element of stack \(S\) can be any number up to \(n_0\). Then \(h\) is given by the following specification \(E:\)

\[
X = \sum_{i < n_0} \text{lb}(i) \cdot \tau_i \cdot \delta_{h}(P \parallel T_i \parallel R \parallel \text{od} \parallel \text{lb}),
\]

\[P, S, T_i, R, \text{od}, \text{lb}, H, I\text{ given in the proof of Theorem 6.8.}\]

We see that \(E\) is finite and guarded, and that \(h\) is a solution of \(E\), using Theorem 6.8 and Corollary 6.9. \(\square\)

Remark 6.12. When we want to translate the trick in the proof of Lemma 6.10 in the graph-model to the theory of \(\text{ACP}\), we have to use an extended version of \(KFAR\). The details of this translation are not clear, however.

7. Computably recursively definable processes

In Section 6, we looked at computable graphs. In this section, we will discuss computable recursive specifications, and show that any process, recursively definable by a computable specification is already definable by a finite specification. First a remark about coding.

Remark 7.1 (coding). It is not hard to give a computable injective coding function with computable inverse from all finite \(\text{ACP}\)-terms to natural numbers, so we will not mention this function in the following.

Definition 7.2. Let \(E = \{ E_n : n < \omega \}\) be a specification. \(E\) is computable if the function \(f : n \rightarrow T_n\) is computable (\(T_n\) is the right-hand side of the equation for \(X_n\)).

Lemma 7.3. Let \(E\) be a computable guarded recursive specification, in which no abstraction operator occurs. Then, for each \(n < \omega\), we can computably find an expansion of \(T_n\) in which each occurring variable is guarded.
Proof. In a finite $ACP_r$-term, it is easy to compute which variables are guarded, and which are not, using Definition 5.5. Therefore, we can compute a guarded expansion of each $T_n$ as in the proof of Lemma 5.10. □

Lemma 7.4. Let $E$ be a computable guarded recursive specification, in which no abstraction operator occurs. Then $E$ has a computable solution in $G_{ \aleph_0}$.

Proof. First, note that all graph operations defined in Section 3.2 are computable, so that if graphs $g$, $h$ are computable (as defined in Definition 6.5), then so are graphs $g + h$, $g \cdot h$, $g \parallel h$, $g \mid h$, $\delta_H(g)$, $\tau_I(g)$, $\pi_n(g)$ and $t_1(g)$ (defined in Definition 5.15). Thus, we see that the canonical graph of each finite $ACP_r$-term is computable, so we obtain from the proof of Theorem 5.11 and Lemma 7.3 that each computable guarded specification without abstraction has a computable solution. □

Corollary 7.5. If $x$ is a process such that $x = \tau_I(y)$, where $y$ is the solution of a computable guarded specification without abstraction, then also $x = \tau_I(z)$, where $z$ is the solution of a finite guarded specification without abstraction.


8. The role of abstraction

In this last section, we show that the abstraction operator $\tau_I$ plays an essential role in the previous sections. In particular, we show that Theorem 7.5 does not hold if we cannot use abstraction. Our conclusion is that the defining power of theory $ACP_r$ is much greater than the defining power of theory $ACP$ (where $ACP$ is the theory given by the left-hand column of Table 1).

Definition 8.1. Let the set of atoms $A$ contain two elements $a$, $b$ different from $\delta$. Let a function $f : \omega \to \{ a, b \}$ be given. We define a recursive specification $E^f = \{ E^f_n : n < \omega \}$ by

$$E^f_n = f(n)E^f_{n+1}.$$ 

It is obvious that $E^f$ is a guarded specification without abstraction, which is computable if $f$ is computable. $E^f$ has a unique solution by RDP+RSP, which we call $x^f$ ($x^f = f(0)f(1)f(2) \ldots$). By Theorem 7.5, each $x^f$ for computable $f$ is the abstraction of a process, definable by a finite guarded specification without abstraction.

Theorem 8.2. There exists a computable function $f : \omega \to \{ a, b \}$ such that process $x^f$
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(defined in Definition 8.1) is not recursively definable by a finite guarded specification in which no abstraction operator occurs.

Proof. We can enumerate all finite guarded specifications without abstraction in a list \( (E_n : n < \omega) \). By Theorem 5.11, we can, for each \( n < \omega \), construct a graph \( g_n \in G_{\mathbb{N}_0} \) of which all levels are finite such that \( g_n \) is a solution of \( E_n \). By Lemma 7.4, each \( g_n \) is computable. Now, to each specification \( E_n \ (n < \omega) \) we assign a function \( f_n : \omega \to \{a, b\} \) in the following way:

- \( f_n(k) = a \) if all edges in \( g_n \) starting from a node at depth \( k \) have label \( a \);
- \( f_n(k) = b \) otherwise.

Since all \( g_n \) have all levels finite, it follows that all \( f_n \) are computable functions. Now, it follows immediately that if \( E_n \) defines a process \( x' \), it must be \( x'' \). Thus, the set of all processes \( x' \) recursively definable by a finite guarded specification without abstraction is included in \( \{x'' : n < \omega\} \). Now we define a computable function \( f : \omega \to \{a, b\} \) by

\[
\begin{align*}
    f(n) &= \begin{cases} 
        a & \text{if } f_n(n) = b, \\
        b & \text{if } f_n(n) = a.
    \end{cases}
\end{align*}
\]

\( f \) is not among \( \{f_n : n > \omega\} \), so process \( x' \) is not recursively definable by a finite guarded specification without abstraction. \( \square \)
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