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1. Introduction. Let K be a finitely generated extension field of Q, and R a finitely generated extension ring of Z in K. Let F (X 1 , ... , Xm) be a form in 
m ;;:;:: 2 variables with coefficients in K, and suppose that F is decomposable (i.e. that it factorizes into linear factors over some finite extension, G say, of 
K). Let b be an element of K* (1) and consider the decomposable form equation 

(1) 

The decomposable form equations are of basic importance in the theory of diophantine equations and have many applications in algebraic number theory. Important classes of decomposable form equations are Thue equations (when m = 2), norm form equations, discriminant form equations and index form equations. The Thue equations are named after A. Thue [31] 
who proved in the case K = Q, R = Z, m = 2, that if F is a binary form having at least three pairwise linearly independent linear factors in its factorization over the field of algebraic numbers, then (1) has only finitely many solutions. After several generalizations, Lang [13] finally extended Thue's result to the general case considered above (when K is an arbitrary finitely generated extension of Q and R is an arbitrary finitely generated 
subring of K over Z). 

In the case that K = Q, R = Z, and F is a norm form, Schmidt [24] gave a necessary and sufficient condition for F such that (1) has only finitely many solutions for every b E Q*. Later he generalized [25] this result by 
showing that all solutions of an arbitrary norm form equation over Z belong to finitely many families (cf. [25]) of solutions. These results of Schmidt were later extended by Schlickewei [20] to the case of arbitrary finitely generated subrings R of Q and by Laurent [14] to the above general case (when R is 

(1) K* denotes the set of non-zero elements of K. In general, for any integral domain R, R* will denote the unit group (i.e. the multiplicative group of invertible elements) of R. 
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an arbitrary finitely generated subring of an arbitrary finitely generated field 
K over Q). 

For discriminant form equations and index form equations, Gyory (cf. 
[3] in the case K = Q, R = Z and [7], [8] in the general case) gave general 
(and effective) finiteness criteria by using Baker's method. These led to 
various applications in algebraic· number theory (cf. Gy6ry [4], [11]). 

Under various restrictive conditions made for F and R, Schmidt [24], 
[26], [28], Schlickewei [21 ], [22], Gy6ry and Papp [ 12], Gy6ry [ 4 ], [ 5], [ 6], 
[7], [8], [9] and Evertse and Gy6ry [2] obtained finiteness theorems also for 
certain other decomposable form equations. 

In Section 2, we shall establish some general finiteness criteria for (1) 
and for some more general equations. Let !f1 be a finite set of pairwise 
linearly independent linear forms from G[X1 , .•• , XmJ which contains a 
maximal set Ii' 0 of pairwise linearly independent linear factors of F over G. 
We give a necessary and sufficient condition ( cf. Theorem 2), expressed in 
terms of K, G, !110 and !!' only, such that the equation 

(2) F(xl> ... , Xm) = b 1Il (x1, ... , Xm)ERm 

with I (x 1 , ... , xm) # 0 for all l E !f1 

has only finitely many solutions for every b EK* and every finitely generated 
subring R of K. If in particular Ii'= !!' 0 , our result provides a finiteness 
criterion (cf. Theorem 1) for equation (1). Our general finiteness theorems 
concerning decomposable form equations imply (in an ineffective form) the 
previously mentioned finiteness results about Thue equations (cf. Corollary 
to Theorem 1), norm form equations (cf. Theorems 5, 6, 6'), discriminant 
form equations and index form equations. 

The main tool in the proof of our finiteness theorems is the so-called 
Theorem on unit equations (cf. Section 4) which was proved independently by 
Evertse [1] (in the algebraic number field case) and by van der Poorten and 
Schlickewei [17] (in the general case). Its proof is based on the Schmidt
Schlickewei subspace theorem (cf. [23], [25], [27], [19]). 

In case G = K, we shall state the finiteness condition of our finiteness 
criteria (Theorems 1, 2) concerning decomposable form equations in two 
different ways: one of them follows naturally from the Theorem on unit 
equations, and the other shows that this condition is effectively decidable, 
provided that K and the coefficients of the forms in !!' can be given explicitly 
(cf. Section 3). Using the latter formulation of our finiteness condition, we 
shall show (cf. Section 4) that the Theorem on unit equations is a consequence 
of our Theorem 2. Thus the finiteness assertion in our Theorem 2 on 
decomposable form equations is in fact equivalent to the Theorem on unit 
equations. 

Section 5 is devoted to applications of our finiteness theorems on 
decomposable form equations to norm form equations. We give, as a 



Decomposable form equations 359 

cqnsequence, another proof for the above-mentioned results of Schmidt [24], 
[25], Schlickewei [20] and Laurent [14] on norm form equations. The 
finiteness criteria of Gyory [3], [8] concerning discriminant form and index 
form equations can also be deduced, in an ineffective form, from our 
Theorem 2. We shall not, however, deal with these applications, because 
these criteria followed in the same way from some earlier, less general (but 
effective or quantitative) versions (cf. [4], [8], [2]) of Theorem 2 concerning 
decomposable form equations. 

Our results will be. proved in Sections 6 to 8. 
We thank the referee for calling our attention to some simplifications 

and necessary corrections in the manuscript. 

2. General finiteness criteria. Before stating our results we have to 
introduce some notions from linear algebra. Let K be a finitely generated 
extension field of Q, let G be a finite extension field of K, let m be a positive 
integer, let V be a non-zero subspace of the K-vector space Km and let .29 be 
a finite set of linear forms in m variables with coefficients in G. A set of linear 
forms Ui. ... , l,] with coefficients in G is called linearly (in)dependent on V if 
there are (no) cx 1 , •.. , a,E G, not all 0, such that cc 1 11 + ... +oc, 1, = 0 identi
cally on V. The subspace V is said to be .ff-non-degenerate or .fi'-degenerate 
according as ff' does or does not contain a subset of at least three linear 
forms which are linearly dependent on V, but pairwise linearly independent 
on V. In particular, Vis .;f-degenerate if V has dimension 1. We call Van ff':. 

admissible subspace if no form in .;t is identically zero on V. 
In the remaining part of Section 2 it will be supposed that m ;;:.:: 2 and 

that G is a normal extension of K. Let F ( X) = F ( X 1 , ... , X m) be a decom
posable form of degree n ;;;::: 2 with coefficients in K, which factorizes into linear 
factors over G. Let .ff 0 be a maximal set of pairwise linearly independent 
linear factors of F. 

THEOREM 1. The following two statements are equivalent: 

(1.1) Every .Ii' 0 -admissible subspace of Km of dimension ;;:.:: 2 is !l' 0-non
degenerate; 

(1.2) For every subring R of K which is finitely generated over Z and for 
every beK*, the equation 

F(x) = b in x = (Xi, ... , Xm)ERm 

has only finitely many solutions. 

In the case m = 2 we immediately obtain the following result on Thue 
equations (see also Lang [13]). 

COROLLARY. Let F 0 (X1 , X 2) be a binary form with coefficients in K which 
.factorizes into linear factors over G. Then the following statements are 
equivalent: 
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(i) F 0 has at least three pairwise linearly independent linear factors in 

G[X1, X2J; 

(ii) For every subring R. of K which is .finitely generated over Z and for every 

beK*, the equation 

F 0 (x1 , x 2) = b in X 1 , x 2 ER 

has only .finitely many solutions. 

We shall now state a few extensions of Theorem 1. Let K, G, F, !e0 be 

as above and let now !e ;;:2 2 0 be a finite set of pairwise linearly independent 

linear forms in Xi. ... , Xm with coefficients in G. 

THEOREM 2. The following two statements are equivalent: 

(2.1) Every 2-admissible subspace of Km of dimension ~ 2 is 2 0-non

degenerate; 

(2.2) For every subring R of K which· is .finitely generated over Z and for every 

b EK*, the equation 

(2) F(x)=b inx=(x 1 ,. •• ,xm}ERm, withl(x)=FOforalllE!/1 

has only finitely many solutions . 

Theorem 2 immediately implies Theorem 1, because all solutions x of ( 1) 

satisfy l (x) =F 0 for all l in 2 0 . Let R be a subring of K. The following result 

which deals with the equation 

(2') F(x)=8 inx=(x1 , .•• ,xm)ERm, 8ER*withl(x)=F0foralllE.7, 

is in fact equivalent to Theorem 2. Two solutions (x 1 , 8 1), (x2 , 8 2) of (2') are 

called linearly (in)dependent if x1 , x 2 are linearly (in)dependent vect_ors in K'". 

Notice that if (2') is solvable and if R* is infinite, then the solutions of (2') 

can be divided into sets, each containing infinitely many pairwise linearly 

dependent solutions. 

THEOREM 2'. The following two statements are equivalent: 

(2'.l) Every !e-admissible subspace of Km of dimension ~ 2 is !e0-non

degenerate; 

(2'.2) For every subring R of K which is .finitely generated over Z, equation (2') 

has at most .finitely many pairwise linearly independent solutions. 

The statements (2.2), (2'.2) are in fact equivalent. (2'.2) follows from (2.2) 

by observing that R* is finitely generated (cf. [18]), whence that the cosets in 

R*/(R*t have a finite fuiI set of representatives, !/ say. Since every solution. 

(x, 8) of (2') is linearly dependent on a solution (x', 8 1) with 81 E ff', equation 

(2') can be reduced to a finite number of equations of type (2). (2.2) follows 

from (2'.2) by taking in (2) R [b, b- 1]· instead of R and ~oticing that for 
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every solution x of (2) there are at most finitely many solutions x' linearly 
dependent on x; namely those solutions x' for which x' = gx, where {!n = 1 
for some (] EK*. 

Let V be a subspace of Km. If Vis 2' 0 -non-degenerate, then we denote 
by S(V, 2o) the smallest integer r such that 2 0 contains r forms which are 
linearly dependent on V but pairwise linearly independent on V. Thus for 
20-non-degenerate V, S(V, 2 0);:::;:: 3. If Vis 2 0-degenerate, we put S(V, 2'0) 

= 2. In [2] we stated without proof that statement (2'.l) implies statement 
(2'.2) (with (2'.1) replaced by the obviously equivalent condition that 
SCV, 2o) ~ 3 for all 2-admissible subspaces V of Km of dimension ;:::;:: 2). 
Moreover, under the restriction that S (V, 2 0) = 3 for all 2'-admissible 
subspaces V of Km of dimension ;:::;:: 2, we derived explicit upper bounds for 
the number of solutions of (2) and for the maximal number of pairwise 
linearly independent solutions of (2'). These upper bounds depend on the 
choice of the transcendence basis of K over Q, as well as on R, b, the degree 
of F and the degree of G over K, but not on the coefficients of F. As a 
consequence of our results on decomposable form equations, we obtained in 
[2] explicit upper bounds of the same type for the numbers of solutions of 
Thue-Mahler equations, norm form equations from a restricted class, discri
minant form equations, index form equations and power integral bases of 
algebraic number fields. We remark that effective versions of these quantita
tive finiteness assertions were earlier established by Gyory [8], [9], [10]. 

The implications (2.1) -+(2.2), (2.2) -(2.1) in Theorem 2 are easy conse
quences of Theorems 3, 4 stated below. Let K, G, F, 2' 0 , .!£ have the same 
meaning as in Theorem 2. 

THEOREM 3. For every b EK* and every subring R of K which is finitely 
generated over Z, the solutions of (2) are contained in finitely many .!!'
admissible, 2 0-degenerate subspaces of K"'. 

The implication (2.l) -(2.2) of Theorem 2 follows immediately from 
Theorem 3 by observing that every subspace of K"' of dimension 1 can 
contain only finitely many solutions of (2). The implication (2.2) -> (2.1) is 
immediate from the next theorem. 

THEOREM 4. For every !.f-admissible, !.f 0-degenerate subspace V of Km of 
dimension ;:::;:: 2, there exist a b EK* and a subring R of K which is .finitely 
generated over z for which (2) has ir~finitely many solutions contained in V. 

3. Decidability of conditions (1.1) and (2.1). The importance of T?eorem 
2 is that it relates a statement (cf. (2.2)) about the finiteness of the number of 
solutions of decomposable form equations to a condition (cf. (2.1)) which can 
be formulated in terms of linear algebra. The question arises if there exists an 
algorithm which decides in a finite number of steps whether condition (2.1) 
holds. The following proposition gives such an algorithm in case G = K, 
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provided .that K and the coefficients of the forms in .ffl are given in an 
appropriate form which will be detailed below. Recently we obtained such an 
algorithm without assuming G = K. We shall not describe it here. 

For any system 9Jl of linear forms with coefficients in K, let 'Y(9Jl) denote 
the K-vector space generated by the forms of 9Jl If "f.i. . . ., "f~ are K-vector 

r 

spaces consisting of linear forms with coefficients in K, then L 'Yi denotes the 
i= 1 

smallest K-vector space containing 'Yi. ... , 'Y,. 

PROPOSITION. Let m, K, G, !f 0, ff be the same as in Theorem 2, and 
suppose that G = K. Then the following two statements are equivalent: 

(i) Every .ffl-admissible subspace of Km of dimension ~ 2 is .ffl 0 -non
degenerate; 

(ii) The forms in .ffl0 have rank mover K and for each proper non-empty subset 
.971 of .ffl o 

In [8] and [10] it has been explained that every element of K can be 
represented by a finite tuple of integers once K satisfies certain conditions. 
For convenience of the reader, we shall shortly describe how these represen
tations are established. The field K has a transcendence basis, say {z 1 , .•• , Zq 1, 
over Q, and can be written in the form K = Q(z l • •.. ' Zq, y) where y is 
algebraic over Q (z 1 , ... , Zq). We may assume without loss of generality that 

where d denotes the degree of y over Q (z i. ... , zq) and f 1 , •.. , h are 
polynomials in Z [ z ~ , ... , zq]. We call the tu pie (f1 , ... , /,i) an effective 
representation of K (relative to {z1 , .. ., Zq }). Given such an effective represen
tation of K, every element oc of K has a unique representation (up to sign) in 
the form 

(3) 

where P0 , ••• ,Pd are relatively prime polynomials from Z[zto ... , zq]. The 
tuple (P0 , ... , Pd) is called an effective representation of oi (relative to the 
effective representation of K ~onsidered above). If effective representations of 
K and IX, fJ EK are given, then it is possible to compute effective representa
tions of oi + f3, oc-f:J, ex.· f3 and, if p =ft 0, r.t.//3. For these and further remarks, 
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see [8], (10]. I_t is now clear that starting with effective representations of K 
and the coeffi~1_ents_ of the forms in 2, one can decide whether statement (ii) 
~f the Propos1ti~n is true. T_herefore , in case G = K the Proposition provides 
mdeed an algonthm for deciding whether statement (2.1) of Theorem 2 holds. 

4. Decomposable form equations and unit equations. Using the above 
Proposition, it is easy to deduce the following result as a consequence of 
Theorem 2'. 

THEOREM ON UNIT EQUATIONS. Let K be a finitely generated field 
characteristic 0, I' a finitely generated multiplicative subgroup of K*, and 
m ~ 2 an integer. Then the equation 

has at most .finitely many solutions with the property that x; 1 + x, 2 + ... 
+x;, =/= 0 for each non-empty subset (i1 , ••. ,i.} of {l, ... , m). 

This theorem on unit equations can be obtained by. applying Theorem 2' 
with G=K, F(X)=X1 X 2 .•. Xm(X1 + ... +XJ, 2 being the set of all 
linear forms of the type X; 1 + ... +Xis where {i1 , .•. , i,} is a non-empty 
subset of ( 1, ... , m]. It is easy to verify that condition (ii) of the Proposition 
is satisfied for this 2 and for 2 0 ={X1 , ... ,Xm, X 1 + ... +X,,.}. Indeed, 
rank 2 0 = m over K and for each proper, non-empty subset 2 1 of 
"f'"(..Pi) n r(Sf' 0 \ 2 1) n 2 always contains either the sum of the forms in 
ff 1 or the sum of the forms in 2 0 \ 2 1 . The subring R of K, generated 
by the elements of I', is finitely generated over Z, and Theorem 2' together 
with the Proposition above imply that the equation 

X X X (xl+ ... +Xm)=e in x=(x1, ... ,x )ERm, eER* 1 2··· m ml 

with l (x) =!= 0 for all l E !I' 

has at most finitely many pairwise linearly independent solutions. Since 
I' <;;;; R*, this proves the Theorem on unit equations. . 

The theorem on unit equations has been proved by Evertse [1] _m cas~ 
that K is an algebraic number field and by van der Poorten and Schbckewe1 
[17] in general. We shall prove our Theorem 3 as a conseque~ce .of the 
Theorem on unit equations. Hence the above _arg~me~ts show ~hat. th~ 
Theorem on unit equations, Theorem 3, the 1mphcahon (2.1) (~.2) o, 
Theorem 2 and the implication (2'.l) -+(2'.2) of Theorem 2' are eqmvalent 
statements. We mention that, for m = 2, the equivalen_ce o~_the Theorem on 

· · · · bl ) d th · pl1·cation (1) -+(n) of the Corolla-umt equat10ns (m two vana es an e im . . . . 
ry to Theorem 1 follow easily from observations made by Siegel m his 

paper (30]. 

4 - Acta Arithmetica L.4 
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5. Applications to norm form equations. Let K be a finitely generated 
extension of Q, M a finite extension of K of degree n ~ 2 and G a finite, 
normal extension of K containing M. There are n distinct K-isomorphisms of 
Minto G, a1 , .. • , a" say. Let cx 1, ... , a"' (m.~ 2) be elements of M which are 
linearly independent over Kand consider the linear form l(X) = cx 1 X 1 + ... 
+cxniXm· For i = 1, ... , n, we put J<il(X) = a,(cx1)X1 + ... +ai(cxm)Xm. Then 

i= 1 

is a norm form with coefficients in K. Let r be the K-vector space generated 
by cxi. ... , ex"' in M. We say that y·· is degenerate if there exist a µEM* and 
an intermediate field M' with K ~ M';; M such that µM';; r. We shall 
now deal with the norm form equation 

(4) N(cx1x1+ ... +cxmxm)=b m X1, ... ,XmER, 

where h EK* and R is a finitely generated subring of K over Z. For K = Q. 
R = z, Schmidt [24] proved that (4) has at most finitely many solutions for all 
be Q* if and only if r· has no a subspace of the form µM', where µEM* and 
M' is a subfield of M different from Q and the imaginary quadratic number 
fields. An easy consequence of Corollary 1.1 of Schlickewei (20] is that in 
case K = Q, (4) has at most finitely many solutions for all bE Q* and all 
finitely generated subrings R of Q over Z if and only if r is non-degenerate. 
Laurent [14] extended Schlickewei's results (20] to the case when K is an 
arbitrary finitely generated extension of Q and R is an arbitrary subring of K 
which is finitely generated over Z. 

We shall derive Theorem 5 below, due to Laurent [14], from our 
Theorem 2. We remark that Theorem 5 was earlier claimed without proof in 
our paper [2], p. 13. 

THEOREM 5. The following two statements are equivalent: 

(5.1) 'f" is non-degenerate; 
(5.2) For all b EK* and all subrings R of K' which are .finitely generated over 

Z, equation (4) has only finitely many solutions. 

One can assume without loss of generality that a 1 = 1 and that M 
= K(a2, ... , cxm) when J<ll, ... , 11"> are pairwise linearly independent. We 
shall derive Theorem 5 from Theorem 2 by showing that for ft' 0 

= {J<1>, ... , J<">}, the fi'0-admissible, .5f0-degenerate subspaces of K"' are 
exactly those subspaces V of K"' for which 

(5) /(V) = {/(x): XE V} = µM' 

for some µEM* and an intermediate field M' with K :: M' :: M such that 
µM';; /(Km)= r. Since here dim V = 1 if and only if M'::; K, statement 
(5.1) is equivalent to statement (2.1) with f/'0 = .sf= {J<ll, ... , /<">). 
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. ~sing Theorem 3, one can show that the solutions of (4) are contained 
m fimtely many subspaces V of Km of the type (5). We shall derive a more 
general result from Theorem 3. Suppose that Kand M have the same meaning 
as above. Let R be a subring of K which is finitely generated over z and has 
K as its quotient field. Let 9Jl be a finitely generated R-module contained in 
M. Let 'f' be the K-vector space in M generated by the elements of 9.ll For 
any intermediate field M' with K ;; M' ;; M, let RM. denote the integral 
closure of R in M' and UM' the multiplicative group of elements e of Rt. with 
NM' /K (1:) = 1. 

THEOREM 6. For every hEK*, the set of solutions of the equation 

(6) N M/dµ) = b in /lE 9R 

is the union of.finitely many sets of the type(µ' UM') n 9Jl where µ' is a solution 
of (6) and M' is a field with K;; M';; M, µ' M';; ·'f''. 

If the vector space '// generated by the elements of Wl in M is non
degenerate then, by Theorem 6, all solutions of (6) are contained in finitely 
many sets of the form (µ'UK)nffi'l=(µ'{l))n'JR= \µ'},i.e. (6) has only 
finitely many solutions. Thus the implication (5.1)-+ (5.2) of Theorem 5 
follows at once from Theorem 6. 

Laurent [14], Th. 8, proved the following generalization of Theorem 6 
which is in fact equivalent to Theorem 6. For any subgroup E of R*, U M'.E 

denotes the multiplicative group of elements e of R'tt· with N M'JK (e)E E. 

THEOREM 6'. For every b EK* and every subgroup E of R*, the set 1?{ 
solutions µ of the equation 

(6') 

is the union of finitely many sets of the type (µ' U M'.E) n ~m, y,·Jiere µ' is a 
solution of ( 6') and M' is a .field with K ;; M' ;; M, µ' M' ;; 'I'. 

Theorem 6 follows from Theorem 6' by taking E = ( 1 ] . Theorem 6' 
follows from Theorem 6 by observing that E/E" is finite, whence that (6') can 
be reduced to a finite number of equations of type (6), and that UM' ;; U M',E· 

As Laurent pointed out (cf. [14], Th. 9), in the case K = Q Theorem 6' 
implies the classical results of Schmidt [25], Th. 1 (see also [28], Ch. 7, .~h. 
4B) and Schlickewei [20], Th. 1.2, on the finiteness of the number of fa~11ies 
of solutions of norm form equations. We remark that Laurent [14] obta.med 
Theorem 6' in another way, as a consequence of his general finiteness 
theorem concerning intersections of a subvariety of a linear torus '.§ with 
subgroups of finite rank of ~. 

6. Proofs of Theorems 3 and 4. In the proof of Theorem 3 we shall need 
the following consequence of the Theorem on unit equations. 
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LEMMA 1. Let K be a finitely generated field of characteristic 0, let I' be a 
finitely generated multiplicative subgroup of K*; and let t ~ 2 be an integer. 
Then the solutions of the equation 

(7) x1 + ... +x1 =1 in (x1, ... , x1)EI' 

are contained in finitely many proper subspaces of K 1• 

Proo f. The solutions of (7) having some non-zero subs um obviously 
belong to finitely many proper subspaces of K1• Further, by the Theorem on 
unit equations (cf. Section 4), the solutions of (7) with no non-zero subsum, 
being finite in number, are also contained in finitely many proper subspaces 
of K 1• This proves Lemma 1. 11 

Let K, G, F, m, .ff'0 , ff' have the same meaning as in Theorem 2. Let 
b EK* and let R be a subring of K finitely generated over Z. Theorem 3 
follows immediately from the next lemma by taking W = Km. 

LEMMA 2. For every subspace W of Km, the solutions of equation (2) 
belonging to Rm n Ware contained in at most .finitely many .fi'-admissible, !£ 0 -

deg·enerate subspaces of W. 

Proof. We shall prove Lemma 2 by induction on r =dim W. The case 
r = 1 is trivial. Suppose that Lemma 2 is true for all r < p, where p ~ 2 
(induction hypothesis), and let Wbe a subspace of Km of dimension p. If Wis 
ff' 0 -degenerate, then there is nothing to prove. So suppose that W is ff' 0-non
degenerate, and that equation (2) has a solution in W. Then there exist linear 
forms J0 , 11 , ••. , l1 in ff' 0 which are pairwise linearly independent on W such 
that 

L c; l; (X) = 0 identically on W 
i=O 

for some c0 , c1 , .•• , c1 E G*. Let t be the smallest integer with this property. 
Since by assumption W is !£ 0 -non-degenerate, we have t ~ 2. Every solution 
x E Rm n W of (2) satisfies 

(8) ± (- C;l;(X)) = l 
i = 1 Co lo (x) · 

Let r be the unit group of the smallest extension ring of R which contains b, 
the c;, their inverses as well as all the coefficients of the linear factors of F. 
Since this extension ring is finitely generated, I' is also finitely generated. 
Further, for every solution x E Rm n W of (2), the numbers ci Ii (x)/c0 10 (x) 
belong to r. Hence, by (8) and Lemma 1, the vectors 



Decomposable form equations 367 

belong to finitely many proper subspaces of Gr. If Vis such a subspace of Gr 
and if( -c1 li(x)/c0 10 (x), ... , -c, lr (x)/c0 10 (x))E Vthen there are d; E G, not all 
zero, such that 

whence 

(9) 

± d. C; l;(x) = 0 
; = 1 ' Co lo (x) ' 

t 

L (d;c;)/;(x) = 0. 
i= 1 

t 

But by the minimality of t, L (d; c;) I; (X) is not identically zero on W. Hence 
i= 1 

the x E W satisfying (9) belong to a proper subspace of W. This shows that the 
solutions of (2) in Rm n W are already contained in at most finitely many 
proper subspaces of W. Together with the induction hypothesis this com
pletes the proof of Lemma 2. • 

Proof of Theorem 4. K, G, F, !£0 , ff' will have the same meaning 
as in Theorem 4. Let V be an !!'-admissible, !!'0 -degenerate subspace of 
Km of dimension ~ 2. It will be enough to prove Theorem 4 in the 
special case V =Km (with m ~ 2) and l(e1) =f. 0 for all IE!t' where 
e; = (0, ... , 0, 1, 0, ... , 0) E Km with a 1 on the ith place. Indeed, suppose 
that dim V = r ~ m. Then there exists an a E V with l(a) =f. 0 for all I in ff' 
and a bijective linear mapping A: K' """'V such that A (e'i) = a, where now 
e'i = (1, 0, ... , 0) EK'. Let 

ff'o = {l(AX): lE!f'o}, ff''= {/(AX): /E!f'} 

(with i being an abbreviation for (Xi. ... , X,)) and F'(X) = F(AX). Now K' 
is !£0-degenerate and l'(el) =f. 0 for all /' in .ft''. If the equation 

F' (i) = b in i ER' with l' (i) =I- 0 for all I' in !t'' 

has infinitely many solutions for some b EK* and some finitely generated 
subring R of K over Z, then it follows at once that (2) has infinitely ma~y 
solutions in x ERm n V, provided that R contains the entries of the rnatnx 

of A. 
Henceforth we shall assume that Km (with m ~ 2) is ff' o-degenerate and 

that l ( e1) =I- 0 for all I in ft'. Then 

(10) 
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First suppose that r < m. Then there exists a vector y EKm\ {O} with 
MyT = 0. By (12) we have AyT = 0, whence l;(Y) = 0 for i = 1, ... , r. Put 
X.i. = e1 +A.y for all lEN. It follows from (10) that 

F(x;.) = F(ei) = b0 for all AE N. 

Further, there are only finitely many A. in N such that 
l(x;.) = /(e1)+A./(y) =I= 0 for some LE~. 

This proves our theorem with b = b0 and R being the ring generated by the 
coordinates of .}' over z. 

Suppose now that r = m. For any integer i with 1 ~ i ~ t and r1 ~ 2 
there is an 17; EK! such that NK,;K(171) = 1 and that aii('7;)/aii'('7;) is not a 
root of unity for j, j' E { l, ... , r1} with j =I= j'. Indeed, choose 17; E K 1 such that 
K, = K (17;). Let w be the number of roots of unity in G and let s be an 
integer with s ~ wrf, Suppose that for each v in {O, 1, ... , s} there are 
j, j' E { 1, ... , r1} with j =I= j' and a root of unity l! in G such that 

aii (Y/i + v)/a;i' (17; + v) = l!· 

By our choice of s, there are v17 v2 in {O, l, ... , s} with v1 =I= v2 and j, j' in 
( 1, ... , rd with j =I= j' such that 

aii('1; + vi)/aii.(17; + vi) = CTii (11i + V2)/a;i' (11i + V2). 

This implies that aii(Y/i) = a1i'(17i) which contradicts our choice of 17/. Hence 
there is an element 1701 in K 1 such that aiJ(rJ01)/a1i' (11oi) is not a root of unity 
for j,j' in { 1, ... , r1} withj =I= j'. It is now obvious that 1'(; = 11cid N K;/K (1701) satisfies 
the required conditions. 

Let t 0 ~ 0 be the greatest integer for which r10 ~. 2. If t0 < t-1, then 
there are pairwise distinct rational integers h10 + 17 ... , h, such that 

t 

.(13) I a1h1 = ~· 
1=10 + 1 

(For instance, we may take h1 =a,·l for l=t0 +1, ... ,t-l and h, 
t- I 

= - L a1 • /). Take ~EK* such that e is not a root of unity. It is easily 
1=1 0 + 1 

seen that there are non-zero rational integers h17 ••• , h,0 such that if we 
define ~ 1 , •.• , ~m by 

{
(aiJ(17;)ti for i ~ t0 and j = 1, ... , r1; 

~<i.i>= ~h; for i>t0 andj=.l ift0 <t-1: 
t for i>t0 andj=lift0 =t-l, 

then ~Jeq is not a root of unity for p, qE {1, ... , m} with p =I= q. 
Let now rtp;. = e! for p = 1, ... , m and A.= 1, 2, ... Then the vectors rt.;. 

=(au, ... , am.<) are admissible and pairwise distinct. Since r = m, the matrix 
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where F 1 , ••• , F, are irreducible decomposable forms in K [X] with Fi(e1) 

= 1 and ai E N for i = 1, ... , t, and b0 EK*. We may assume without loss of 
generality that all forms l in !fl satisfy /(e1) = 1. Let /f, ... ,I~ be linear 
factors of Fi. ... , F,, respectively, belonging to !fl 0 and let Ki be the smallest 
extension of K containing the coefficients of It, i = 1, ... , t. Then we have 
degFi=[Ki:K] for i=l, ... ,t. Put [K;:K]=ri and suppose that r 1 ~r2 
~ ... ;;J:r,. Let r=r1 +r2 + ... +r,. For 1 :::;i::=;t and 1 ::=;j::=;ri we denote 
by (i,j) the integer r 1 +r2 + ... +ri-l +j if i ~ 2, and j if i = 1. For 
1:::; i:::; t, let cril, ... , cri,r; be the distinct K-isomorphisms of Ki in G. Let 
11 , ••• , l, be the forms in !fl 0 and suppose that these forms are ordered such 
that /<i.i> = criJ(/t). We call a vector or:== (oc 1, ••• , oc,)E G' ·admissible if there are 
a:f EK i. ... , 11.~ E K 1 such that oc<i.i> = aiJ(oct) for 1 :::; i :::; t, 1 :::; j :::; r;. Then for 
k = 1, ... , m, the vectors (li(ek), ... , /,(ek)) are admissible. For 1:::; i:::; t, let 
{wil, ... , wi,r;} be a K-basis of K; and let the r x r matrix Q be defined by 

D= [.01.02. 0 J 
0 Q, 

where, for 1 ~ i ::::;; t, Qi is the ri x r; matrix given by 

[
ail (Wn) . . . Un (wi,r;) l 

O; = ~;:,;«~;~) : : : ~i:,i·(~i:r) J 
It is easy to see that 

(11) a:EG' admissible<=> rl = OfJT(2) for some /JEK'. 

Let A be the r x m matrix 

l~1.{~i). ::: ~1.{~m~ l. 
L/,(ei) ... /,(em) J 

Then there exists an r x m matrix M, with entries in K, such that 

(12) A=DM. 

We are now in a position to prove our theorem under the restrictions 
we made before, namely that V =Km and that l(ei) = 1 for all I in !fl: .;R0 
contains exactly r pairwise linearly independent linear forms. By the assump
tion that Km is .sf 0-degenerate, these forms are linearly independent. Hence 
r ~ m. We distinguish two cases: 

(2) We denote by BT the transposed matrix of a matrix B. 
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A is invertible. Hence for every A.EN, there exists a unique x,i E Gm such that 

(14) AxI = rxI. 
Further, by ( 11) there exists a /J.i. E Km such that acI = Q{JI. This together with 
( 12) shows that 

MxI =/JI. 
Hence X;. EKm. Moreover, X;. eR'm, where R' denotes the ring generated by 

the entries of 11- 1 and by the coordinates of the vectors IX.i. (A.EN). The ring 
R' is obviously finitely generated over Z. Hence there exists a ring R c K, 

containing R' n K, which is finitely generated over Z. Thus X;. E Rm for A.EN, 
and, by (14), the X..t are pairwise distinct. By (13) we have 

t ri 

n n oc~L),). = 1 for all AEN 
i= I j= l 

which together with (10) and (13) implies 

F(x;.) = b0 for all AE N. 

We shall now show that for all but finitely many A., l(x,i) # 0 for all I in 
ff?. Let IE !e. Since 11 , ..• , lm are linearly independent, there are 
Ci. ... , cmEG, at least two of which are different from zero, such that 

m 

l(X) = L cplp(X) identically in X =(Xi. ... , Xm)· 
p= 1 

Suppose I (x;.) = 0. Then 
m 

(15) L Cp<Xp;. = 0. 
p= 1 

We recall that ap;. =~;for p = 1, ... , m and that ~J~q is not a root of unity 
m 

for p, qE {l, ... , m} with p # q. Putting now u,i = L cP~; for J..eN, (15) can 
p= 1 

be written as 

(16) u,. =0. 

The sequence {u;.}J.eN is however a non-degenerate, homogeneous, linear 
recurrence sequence (cf. [29)). As a consequence of the Skolem-Mahler-Lech 
theorem (cf. [15], [29)), (16) has only finitely many solutions in A.e N. This 
shows indeed that I (x,i) -=I= 0 for all but finitely many A.EN. By repeating the 
above argument for each I in ff?, one completes the pr.oof of the theorem. 11 

7. Proofs of Theorems 5 and 6. Let K be a finitely generated extension 
of Q, M a finite extension of K of degree n ~ 2 and G a finite, normal 
extension of K which contains ,M. By l(X) we shall denote the form a 1 X 1 
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+ ... +at:mXm where 2 ~ m ~ n and ct1 = 1, at: 2 , ..• , am are K-linearly inde
pendent elements of M such that M = K(rx 2 , . .• , a,,,). Let 0'1, •.• , <1'n be the 
K-isomorphisms of Min G and put /lll(X) = <J'i(ai) X1 + ... +ai(am)Xm for i 
= 1, ... , n. Finally, let ,20 = {t< 1>, ... , 1<n>). As we already observed after the 
statement of Theorem 5, Theorem 5 follows at once from Theorem 2 and 
Lemma 3 below. 

LEMMA 3. Let V be a subspace of Km with V # (0). Then the following two 
statements are equivalent: 

(i) V is !fJ 0-admissible and !fJ 0-degenerate; 
(ii) l(V) = µM' for some µEl(V)\ {OJ and some field M' with 

K~M'~M. 

Proof. First we shall prove the implication (i)-(ii). Let V be an ,20 -

admissible, 2 0-degenerate subspace of Km and choose µE l(V) with µ # 0. 
Put W' = l ( V) and W = µ- 1 l ( V). Then both W and W' are vector spaces 
over K. Further, 1 E Wand W, W' have the same dimension over K which 
will be denoted by p. Let M' ;;: K be the smallest subfield of M containing W, 
and let [M': K] = q. Then q ~ p. The vector space W has a basis of the form 
{ro1 = 1, w2, .. . , wP] over K. Let L(Y) = w1 Y1 + ... +wp YP and put IY>(Y) 

p 

= L <1'j (wi) }j for i = 1, ... , n. Among these linear forms there exist q 
j= 1 

pairwise linearly independent forms, L< 1>, ... , L(q) say, such that any other 
form Lrn with j > q is linearly dependent on one of the forms in 2 0 
= {L0 >, ... , L<q>}. It follows from (i) that KP is 2~-admissible and 2~
degenerate. Therefore L< ii, ... , L<q> are linearly independent. This implies 
however that q ~ p and hence that q = p. Consequently, M' =Wand so l(V) 
= µM' which proves (ii). 

We shall now show that (ii)-. (i). Suppose that /(V} = /lM' for some 
µ E /( V) with µ # 0 and some field M' with K ~ M' ;; M. Then V is 2 0 -

adrnissible. We shall prove that Vis 2 0 -degenerate. Let q = [M':K]. We 
rearrange the K-isomorphisms of M in G such that the distinct K-isomor
phisms of M' in G are exactly the restrictions of u 1 , ••• , CTq to M', respectively, 
while tor q + 1 ~ i ~ n, the restriction of <1'; to M' is equal to one of the 
restrictions of <1' 1 , ..• , O'q to M'. Hence for q + 1 ~ i ~ n, [<i> is linearly 
dependent on one of the forms 1<1>, ... , z<ql on V. The forms z<l>, ... , /<q> are 
linearly independent on V. For suppose that there are elements {31 , ..• , {Jq in 
G, not all zero, such that {J1/(ll + ... + /3qf(q) is identically zero on V. Then, 
with 13; = f3i O'; (µ) (i = 1, ... ' q), 

fi~ui(~)+ ... +P~uq(~) = 0 for all ~EM'. 

This implies however that for any K-basis {wi, .. ., wq} of M', the determi
nant of the matrix (u; (wi)) is 0 which is impossible. It follows that Vis ft! 0 -

degenerate. This completes the proof of (i). 111 
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We shall now derive Theorem 6 from Theorem 3 and Lemmas 3, 4. Let 
R be a subring of K which is finitely generated over Z and has K as its 
quotient field. Let 9Jl c M be a finitely generated R-module. ~t "//' be the 
K-vector space generated by the elements of '!Ul. Then 'f/' has a K-basis 
(cx 1 , .. ., cxm] such that fill;; ID'l' = Rcx 1 + ... +Ram. This can be seen by 
taking a set of generators of ~m over R, Pi, ... , fJm· say, and finding a set of 
K-linearly independent elements cx 1, ... ., °'m of "//' such that the Pi can be 
expressed as linear combinations in the cxi with coefficients in R. We may 
suppose without loss of generality that cx 1 = 1. Form= 1 Theorem 6 trivially 
holds with M' = K, hence it suffices to consider the case m ~ 2. Further, we 
may assume that M = K(cx 2 , •• ., cxm)· The solutions of the equation 

(6) NM;K(µ) = b 

in JI E fill' are, by Theorem 3 and Lemma 3, contained in at most finitely 
many sets of the form µ0 M', where 0 :f. µ0 E fill' and M' is a field with 
K ;; M' ;; M such that µ0 M' ;; 'I". But then the same finiteness assertion 
holds for all solutions µE fill of (6) with 0 :f. µ0 E fill which are now solutions 
of (6). Therefore it suffices to show that for every set µ0 M' of the type just 
mentioned, the solutions of (6) in µ0 M' n 9Jl are contained in finitely many 
sets of the type (µ'UM') n fill, where µ' is a solution of (6) in fill and V M' 
is the multiplicative group of units a in the integral closure RM' of R in M' 
with N M'/K (a) = 1. If now µ E µ0 M' n fill is a solution of ( 6), then 
µ0 1 µ e M' n µ0 1 fill and N M'/K (µ0 1 µ) is equal to one of the dth roots of 
N M/K (µ 0)- 1 b, where d = [M: M']. Hence the assertion follows from the 
following lemma with the choice fill' = M' n µ0 1 Wl, e = µ0 1 µ. 

LEMMA 4. Let ~lJI' be a .finitely generated R-module in M' and let b' EK*. 
Then all solutions of the equation 

(17) 

are Contained in finitely many subsets Of the form (e' UM') n fill', where e' is a 
solution of (17). 

Proof. Our proof of Lemma 4 will contain similar arguments as those 
used by Laurent [14] in the proof of his Theorem 8. For convenience of the 
reader, we shall give the complete proof of Lemma 4. As before, RM' and RK 
denote the integral closures of R in M' and in K, respectively. 

By a theorem of Nagata [16], RK and RM' are finitely generated over Z. 
Further, they are integrally closed (in their quotient fields). Hence on both 
fields K, M' there exist sets of additive valuations .AK• .AM' respectively, 
having the following properties: 

(18) RK = n {cxe K: vp(cx) ~ O}, RM'= n {cxe M': V'll(cx) ~ O} 
vpeJIK V13e·KM' 
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and 

(19) 
)for IXEK*, vp(o:)#O for an but finitely many VPEAK; 

1 for ()( EM'*, v'l.l (c.:) # 0 for all but finitely many v'l.l EA M'. 

Further, every V'l.1E.lfM, is an extension of some v1,e.fiK. If V'I.; is an 
extension of vP to M' we write "l.l Ip and we say that ~ divides p. For every 
v1, E .II K and every ~ EM'* we have 

(20) 

where the sum is taken over all '-l.l dividing p, and where the I-ii are positive 
integers, the residue class degrees of the ~·s with respect to M'/K. 

For all solutions ~ of (17) and for every vl'E .ltK, we have by (20) 

(21) If1, Vi;(~)= vP(b'). 
'I.lip 

Since Wl' is finitely generated over Z, there are integers c'l.1 (V-i1 E.#'M'), only 
finitely many of which are non-zero, such that V.11 ( ~) ~ c.11 for all ~ E 9R'. But, 
by (19), at most finitely many of the integers vp(b') are non-zero, hence (21) 
implies that there are only finitely many distinct tuples (V'l.1(,): V'l.1 E .fim,) 
with ~ E 9.R' satisfying ( 17). In view of ( 18), two elements '71' 1Jz of M'* satisfy 
V-i,(l'/d = V~,(17 2 ) for all V.1,E.#'M' if and only if 'f/z =t:11 1 for some sERt .. All 
solutions of ( 17) are therefore contained in finitely many sets of the type 
~,Rt- with ~,EM'*. We may assume that f is a solution of (17). Then for 
any s E Rt, for which ~, e is a solution of (17) we have N M'/K (e) = 1. This 
shows that all solutions of (17) are contained in finitely many sets of the type 
(~'UM') n Wl', where ~' is a solution of (17). 11 

8. Proof of the Proposition. We shall establish two lemmas which are 
more general than necessary for proving the Proposition. We shall need these 
lemmas in a later paper. 

W~ shall use the same notation as in Section 2. In particular, K is a field 
which is finitely generated over Q and G is a normal extension of K of_ finite 
degree g. For any linear form /(X) = r:x 1 X 1 + ... +ixmXm with 0: 1 , .•• , IXmEG, 
the forms /(il (X) are defined by O"; (ex i) X 1 + ... + O'i (o:m) X m (i = 1, ... , g), 
where a 1 , ... , <19 are the distinct K-automorphisms of G. If ,!'/' is a set of 
linear forms in G[X 1 , .... X,,,], we put y-<iJ = (l(i): le.<!)l. The set .S"is called 
self-conjugate if .'/' = Y~ 1 l = .<1< 2 J = ... = y-<9l. In case G = K, .C/ is trivially 
self-conjugate. The rank of a set Y of linear forms with coefficients in G, 
denoted by rank0 ( Y), is defined as the maximal number of linear forms in !I' 
which are linearly independent over G. Let t ·(.'I) be defined as in Section 3. 

LEMMA 5. Let !/ be a self-conjugate set of linear forms in 
G[X1 , •.• , XmJ. Then:!'·(.<~') has a basis of linear forms with coeffi,cients in K. 
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Proof. Let ·\w1 , .•. ,mg) be a K-basis of G and let /(X)E/I'. Then ther 
are linear forms ki(X), ... , k9 (X) with coefficients in K, such that I(~ 

g g 

= _L wi ki (X). Since Y' is self-conjugate, the forms /(il (X) = 2: <r; (wi) ki (~ 
1= 1 j= 1 

(i = 1, ... , g) also belong to !/'. However, the determinant of the matrix wit 
entries <ri (wi) is non-zero. Hence k1 (X), ... , kg (X) can be expressed as linea 
combinations of 1< 1)(X), .•. , /<9l(X). Therefore Y'(.<;I) is generated by linea 
forms with coefficients in K. This implies that 1'(51') has a basis of linea 
forms with coefficients in K. 11 

LEMMA 6. Let%, %', .#o, %1, ... , vf'"s-1 be finite, non-empty sets ( 

non-zero linear forms in G [X 1 , ... , X,] (s ~ 1, r ~ 2) such that 

(22) % is self-conjugate, % ;; %', % = .Al'0 u,;j/1 u ... u A's-1 • 

s- 1 

(23) ifs~ 2 then Y(.#i) n ( 2: 1'(%)) = (0) for i = 0, ... , s-1. 
j= 0 
J#i 

Then there exists an ,Ai''-admissible, %-degenerate subspace of K' of dimensio 

~ r - rank.6 (,Ai)+ s. 

Proof. We shall prove Lemma 6 under the additional assumption th~ 

(24) for each i in {O, ... , s-1} and h in {1, ... , g}, there is an i' i 
{O, ... , s-1} with A/hl =.;Vi,. 

For s = 1 or g = 1, (24) is trivially true. We shall now show th~ 

assumption (24) is no restriction when s ~ 2 and g ;;::: 2. To this end, v. 

define sets .Xkj (k = 1, ... , g, j = 0, ... , l-1) by 

wherej=i1 sk- 1 +i2 t- 2 + ... +ik with integers O~i1 , ... ,ik <s. Since~· 
is self-conjugate, we have the relations 

s-1 

(25) .;Vk-1,j= U %k,sj+q for k=2, ... ,g;j=0, ... ,sk-t_l. 
q=O 

We shall show by induction on k that 

,k_ 1 

(26) Y(.#k,i) n( L 1"'(%k,r)) = (0) for i = 0, ... , sk-1. 
r=O 
r;t:i 

By (23), (26) is obvious for k = 1. Suppose that (26) has been proved f1 
k=p-1, say, where p~2. Let k=p and O~i~sP-1. Write i=sj+ 



Decomposable form equations 

where 0 ~ q ~ s- 1 and 0 ~ j ~ sP- 1 -1. Let 

sP- J 

le 1'(%p,i) n( L 1'(%p,r)). 
r= 0 ,,,.; 

375 

By (25) there are forms /1 in 1'(.Al'p,sj+r) (0 ~ t ~ s-1, t of= q) and i in 
sP- J _ 1 

L "f/'(.1 ·p-1,u) such that 
u=O 
119'j 

s- 1 

The form I - L 11 belongs to 
t=O 
t"'q 

s-1 

1 = E 11+r. 
r= o 
Ii'</ 

sP- 1 -1 

1'(%p-1,j)n( L 1'(%p-1,u)). 
u= 0 
""'j 

s-1 

Together with the induction hypothesis, we obtain l = L 11• We have, 

however, le 1'( • .t"';t>). l1 e 1'(.A/1Pl) for t ¥= q and, by (23), 
s-1 

"f/'(.Af</l) n( L 1'(.A/1P>)) = (0). 
t=O 
,~,, 

This proves that l = 0. Hence (26) holds for k = p. 

t= 0 
1,;q 

Another consequence of (25) is that for k = 1, .. ., g, at least s sets 
among the %k,i (0 ~j ~ f-1) are non-empty. In view of (25), (26) it follows 
easily that (22), (23), (24) are satisfied if .¥ 0 , .. ., . 4'~- 1 are replaced by the 
non-empty sets among . t ~. 0 , ••. , • 1 ~.sfJ- l • Since there are at least s of such 
non-empty sets, it suffices to prove Lemma 6 for these non-empty sets, 
instead of . 1 ·0 , .•. , . i ~- 1 . 

From now on, we shall assume that % 0 , .. ., .A/"5 _ 1 satisfy (24), too. Let 
JV7 (i = 0, .. ., s-1) be maximal subsets of % 0 , •. ., JV5 _ 1 respectively, such 
that the forms in JV{ are linearly independent and for all i in { 0, .. ., s -1} 
and h in {1, .. ., g}, JVt<h> is equal to one of the sets .JV1, .. ., ~- 1 · Then, 
by (23), the forms in JV* = .A1 u ... u Jfli'- 1 are linearly independent. For i 
= 0, ... , s-1 we construct spaces "fr; of linear forms in G [X 1' ... , X,] as 
follows. Let 

JV7 = Pii. .. ., zi,ri} (i = o, .. ., s-1). 

If .%f<h> = . ¥t, say, then we assume that lkp is obtained from lip by applying 



376 J. H. Evertse and K. Gyory 

a,. to the coefficients of l1P, for p = 1, ... , ri ( = rk). Put "#i = (0) if r1 = t 
and if r1 ~ 2, let "H'1 be the vector space over G generated by the forms 
l;2 - e12 In, · .. , l;,.1 - ei,r; lil for certain ei2• .•• , e1,ri EK which can be chosen 
so that 

(27) 

and 

(28) 

Indeed, if r 0 = ... = r,_ 1 = 1 then (27), (28) are trivially satisfied. Suppose 
that ri ~ 2 for some i. Condition (27) can be satisfied by choosing the eip's so 
that eip = ekp whenever JVt = JV1'("> for some h. Further, it is easily seen that 
in view of the linear independence of the forms in .Al'* and the finiteness of 
A·'', we can choose the tuple of eip's to satisfy also (28). Putting "HI= "H'0 

+ ... + 'If~- 1' let V be the K-vector space defined by 

V = Ix eK': l(x) = 0 for all l E "#'']. 

By (27), 'II is self-conjugate. This implies together with Lemma 5 that "#'has 
a basis of linear forms with coefficients in K. Hence V has dimension 

r-rank6 ("#') = r-(rank6 (JV*)-s) = r-rank6 (..!V')+s. 

From Lemma 5 and from the fact that "#'' has a basis of linear forms with 
coefficients in K, it follows that the linear forms in G [X 1 , ••. , X,] which 
vanish identically on V are exactly those belonging to "#'. Together with (28) 
this shows that V is JV' -admissible. We shall complete the proof of Lemma 6 
by showing that V is JV -degenerate. Firstly, all forms in ./Vi are linearly 
dependent on /ii on V, for i = 0, ... , s-1. Secondly, 10 i. ... , ls- i. 1 are 
linearly independent on V. For suppose that oi0 101 + ... +a,_ 1 /s- 1, 1 = 0 
identically on V, that is that a0 101 + ... +as_ 1 fs-1.1 E "#' for some 
cx0 , ... , a,._ 1 eG. Since the forms in .¥"* are linearly independent, we have 
cxi In e "#i for i = 0, ... , s-1. In view of (28), this implies hollVever that rxi = 0 
for i = 0, ... , s-1 which completes the proof of Lemma 6. • 

Proof of the Proposition. Next suppose that G = K. First we prove 
the implication (i) _.(ii). Suppose that (i) holds. If rankg(~0) < m, then, by 
Lemma 6 with r ~ m, s = 1, there exists an 9"-admissible, Sf 0-degenerate 
subspace of Km of dimension ;::: m-rankd.!!'0)+ 1 ~ 2 which is impossible. 
Hence rankg (2'0) = rn. Suppose that there exists a proper, non-empty subset 2'1 
of Sf 0 with 
(29) "f"' n .ff=(/), 

where 

(30) 
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Let V be the subspace of Km defined by 

V = (xEKm: l(x) = 0 for all l in Y 1 
I. 

There are no lin~ar forms in K [X 1 , .. ., X mJ vanishing identically on v 
o~her t~an those .m f. Hence, by (29), Vis .:t'-admissible. Denote by r the 
d1mens1on of V. Smee, by (29), (30), dim f < m, we haver= m-dim i.;?!: 1. 
~et A: K' ~ V be a bijective linear mapping. For any set Y) of linear forms 
m K [X 1 , ••• , XmJ, put 

g;A = {IA: l E 9"} . 

Then ·rA = (0) and, by (29), no form in 2?A is identically zero. Further, we 
have by (30) 

Since !flt and (2?0\!fli)A are non-empty, this implies that (20 \YilA 
= 2?~ \ !flt. Thus 

where both sets !flt, .£'."~\..:et are non-empty. But these sets consist of linear 
forms in r variables, hence r ~ 2. Moreover, Yt is self-conjugate. Together 
with Lemma 6 this implies that there is an !/'A-admissible, !!'g-degenerate 
subspace W of K' of dimension at least 2. This shows that AW is an !!'
admissible, !fl 0 -degenerate subspace of V of dimension ~ 2 which contradicts 
assertion (i) of the Proposition. 

We shall now prove the implication (ii)--. (i). Suppose that (ii) holds. Let 
V be an 2?-admissible subspace of Km of dimension r ~ 2 and let A: K'--+ V 
be a bijective linear mapping. Then no form in 2?A is identically zero. 
Denote by Y 0 a maximal set of pairwise linearly independent linear forms in 
yg. Since rankK (!!70 ) = m, we have rankK (2~) = r and hence 2 0 has 
cardinality at least 2. Let 21 be a proper, non-empty subset of 2 0. Let !!' 1 

be the largest subset of 2 0 with the property that each form in 2t is 
linearly dependent on one of the forms in 21. Then each form in ( 2 0 \ 2 i)A 

is linearly dependent on one of the forms in 2 0 \ 21. From (ii) we infer that 

Thus 

Therefore, there are linear forms l1 , ... , IPE .:t'!, lp+ i, ... , lqE 2(, \ 21 (q > P 

~ 1) such that 
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q 

I IXj Ii# 0, 
i=p+l 

whence 
q 

I rx; I;= 0 with non-zero a.; EK for i = 1, ... , q. 
i= 1 

Since the forms in 2 0 are pairwise linearly independent, we have q ~ 3. 
Hence Kr is 2 0-non-degenerate. This implies however that V is 2 0-non
degenerate, which completes the proof of our Proposition. • 
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