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Abstract. We consider the velocity with which an invading population 
spreads over space. For a general linear model, originally due to Diekmann 
and Thieme, it is shown that the asymptotic velocity of population expansion 
can be calculated if information is available on: (i) the net-reproduction, ~; 
i.e. the expected number of offspring produced by one individual throughout 
its life, and (ii) the (normalized) reproduction-and-dispersal kernel, 
{J(a, x - e); i.e. the density of newborns produced per unit of time at position 
x by an individual of age a born at e. By means of numerical examples we 
study the effect of the net-reproduction and the shape of the reproduction­
and-dispersal kernel on the velocity of population expansion. The reproduc­
tion-and-dispersal kernel is difficult to measure in full. This leads us to derive 
approximation formulas in terms of easily measurable parameters. The 
relation between the velocity of population expansion calculated from the 
general model and that from the Fisher /Skellam diffusion model is discussed. 
As a final step we use the model to analyse some real-life examples, thus 
showing how it can be put to work. 

Key words: Space time - Integral equation - Dispersal - Asymptotic 
velocity of propagation - Approximation formulae - Cumulant generat­
ing function - Fisher/Skellam diffusion model. 

1. Introduction 

Once upon a time a rich Czech prince went muskrat hunting in Alaska. He liked 
this so much that he took five muskrats back home and released them at his 
country-seat near Prague. These introduced individuals and their offspring 
started to spread, and today muskrat populations are established throughout 
Europe. 
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This is one of many well-documented examples of biological invasions. A 
biological invasion can loosely be defined as a (on an evolutionary time scale) 
sudden extension of a populations range. Often such invasions are induced by 
man. Sometimes they are the result of natural extensions of range. An epidemic 
of an infectious disease can be viewed as the expansion of a population of disease 
organisms and therefore also falls in the category of invasions. 

Invading species often have an influence on the ecosystem or the agricultural 
system. From the point of view of the economist or the nature conservationist, 
this influence is often considered to be negative. This fact led the Scientific 
Committee on Problems of the Environment (SCOPE) to organize a program on 
'The Ecology of Biological Invasions' (Levin, in press; Mooney and Drake 1986; 
Komberg and Williamson 1987; Anonymous 1985). This programme addresses 
several questions concerning invasions, ranging from the invadability of ecosys­
tems to the development of management systems to prevent unwanted invasions. 

An invasion which starts at a certain place often does not have an immediate 
effect at another, distant, place. The spatial component is, therefore, frequently 
of considerable importance. After the pioneering work of Fisher ( 1937), Skellam 
( 1951 ), Kendall (1965) and Mollison ( 1972, 1977), Diekmann (1978, 1979) and 
Thieme ( 1977 a, b; 1979a, b) developed and studied a rather general model for the 
spatial spread of populations. The velocity with which an invading population 
spreads over space obviously depends on the population dynamical attributes of 
the individuals making up that population. Using the Diekmann/Thieme ap­
proach we show in this paper how individual behaviour and the velocity of 
population expansion are related. 

Although the models we present are of a general nature, we will use a 
terminology proper to animal species in the main text. In some examples we use 
a different, but compatible, terminology proper to the species under consider­
ation. For species with two sexes we consider females only. 

This paper bridges part of the gap between, on the one hand, some abstract 
theorems about the velocity of population expansion in the mathematical and 
biomathematical literature and, on the other hand, data concerning real biologi­
cal invasions. The paper is written for mathematically inclined biologists and 
mathematicians working on practical biological problems. Heuristic arguments 
and formal calculations abound in the paper. No proofs are given. 

2. Diffusion models 

To develop some intuition, terminology and notation we start with a discussion 
about diffusion models. The simplest diffusion equation, modelling spatial spread 
in two dimensions reads 

on (o 2n o 2n) at = ~s oxi +OX~ + f(n)n, (2.1) 

where n(t, x) is the population density at position x = (x1 , x2 ) at time t, s is the 
'diffusion constant' indicating the rate of random movement and f(n) is the per 
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capita 'population growth rate' as a function of local population density. We 
assume that f'(n) ~ 0 for all n ~ 0. 

First consider the linear equation obtained by putting f(n) = f(O), for all n. 

The solution, with initial condition n(O, x) = o(x), is given explicitly by 

n(t, x) = - 1- exp (-lxl2 + f(O)t). (2.2) 
2nst 2st 

It is easily seen that for any e ( > 0) 

n(t, x) ____, { 0 
t-+- 00 00 

where 

if lxl > (C0 + e)t 

if Ix!< (C0 - e)t 
(2.3) 

(2.4) 

(2.3) states that if one travels in a straight line away from the origin with a 

velocity larger (smaller) than C0 , one will, in the long run, observe a population 

with density zero (infinity). In this sense C0 is the asymptotic velocity of 

population expansion. Note that, due to the rotational symmetry, the value of C0 

does not depend on the direction. From (2.2) it is also seen that contours of equal 

population density behave like expanding circles. Contours of equal rate of 

population change, 8n/8t, behave in the same way. 

The non-linear model (2.1) cannot be solved explicitly. Now consider so­

called travelling plane wave solutions, i.e. solutions of the form 

n(t, x) = n(x · v - Ct), (2.5) 

where C ( ~O) is the velocity of the wave and u is a unit vector giving the 

direction of movement. Such a solution can be visualized as a function of x, 

which has, at a given time, a constant value on lines x · u =constant. This 

function of x is shifted with constant velocity, C, in the direction v without any 

change in shape. It can be shown (e.g. Fisher 1937; Aronson and Weinberger 

1975; Hadeler and Rothe 1975; Diekmann and Temme 1976) that (2.1) has 

travelling plane wave solutions for every C ~ C0 , where C0 is defined by (2.4). 

The velocity C0 is called the minimal wave velocity. 

Aronson and Weinberger (1975, 1978) show that, at least for initial condi­

tions with a bounded spatial support, C0 is still the asymptotic velocity of 

population expansion in the sense of (2.3). The density dependence has not 

changed it! (In this situation we, of course, have to replace the 'ro' at the 

right-hand side of (2.3) by n, where fi is the solution of f(fi) = 0.) (Various more 

subtle aspects of the convergence of solutions of (2.l) to travelling wave 

solutions are studied by, e.g., Kolmogorov et al. (1937), and Bramson (1983).) 

Note that founder populations always have a bounded spatial support. 

A physical analog makes the fact that the minimal wave velocity is also the 

asymptotic velocity intuitively clear. Imagine a large number of firepots aligned 

such that they can kindle each other. Attach to each pot a piece of slowmatch 

that can set fire to that particular pot. We can now create (the illusion of) a 

travelling wave by setting fire to all pieces of slowmatch simultaneously but at 
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distances from the firepot which increase linearly with the serial number of the 
pot. The steepness of this linear relation detenn.ines the wave velocity. How­
ever, if we try to make the velocity too small cross kindling takes over. 
Consequently the velocity produced by cross kindling necessarily corresponds 
to the lowest possible wave velocity. If we set fire to only a small number of 
slowmatches at one end of the line of firepots (the analogue of a founder 
population with bounded support), this will always produce a wave of burning 
firepots with the minimal velocity. 

Sometimes the dispersion of individuals is not isotropic (rotationally sym­
metric). Diffusion rates may be different in the various directions or there may 
be a systematic movement of individuals in a certain direction. In the rotation­
ally symmetric (linear) case the circularity of contours of equal population 
density makes that the (minimal) velocity of a travelling plane wave solution is 
equal to the asymptotic velocity of population expansion along any straight line 
from the origin. In the non-rotationally symmetric case contours of equal 
population density are not circular, both the minimal plane wave velocity and 
the asymptotic velocity depend on the direction, and they are not necessarily 
equal (Fig. 1). As a simple example we consider the linear diffusion model: 

on on 1 o2n . 
-;- = - L m;-;- + 2 L sii -0 ~ + f(O)n, 
ut ; uX; ij X; ux1 

i,j = 1, 2 and s12 = s2 i-(2.6) 

With initial condition n(O, x 1, x2 ) = c5(x), the solution of (2.6) is 

exp ~(O)t - ~ (X - Mt)rs- 1(X - Mt) J 
n(t, Xi. X2) = ~ (2.7) 

2nt.y det S 

where X = (x1 , x2 ) r, M = (m1 , m2 ) r, S = (sii) and det S is the determinant of 
the matrix S. Contours of equal population density are for t -+ oo given by 

(X - Mt)rs- 1cx -Mt)= 2f(O)r2 • (2.8) 

x,-
Fig. 1. Contours of equal population 
density for a (linear) diffusion model 
with convection (Eq. (2.6)). The 
contours are expanding ellipses. The 
figure also illustrates the difference 
between the velocity of a plane pop­
ulation front, C0 (t/t), and the velocity 
of population expansion along a 
straight line from the origin, V(e) 
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Thes~ are expanding ellipses with their centre at Mt, and axes in the direction of 

the eigenvectors of~- Th~ length of the axes is given by A.;J2lfii> t, where the 

A; are the corres~ondmg e1g~nvalues (Fig. l). From this, the asymptotic velocity, 

V(e), of population expansion along a straight line from the origin making an 
angle Q with the x1 -axis is 

where 

V(e) = -(s12m2-s22m1) cose +(s12m1 -s11 m2) sine +JQ(Q) 
S22 COS2 !? - 2s12 COS (I sin Q + s11 sin2 (I ' (i.9) 

Q(e) = ((s12m2 - S22m1) COS Q + (s12m1 - Si J m2) sin !?J2 

-(s22 COS2 !? - 2S12 COS(! sin!? + s11 sin2 Q) 

· [s22mi- 2s12mim2 + s11m~ + 2(si2 - s11 s22 )f(O)]. 

The collection of vectors V(g) gives the shape of the contour of equal population 

density and is presented as the ellipse in Fig. 1 with t = 1. 

On the other hand, the asymptotic velocity of a plane wave front moving in 

the direction X1 = (y cos l/I), x2 = (y sin 1/1) can be calculated from the following 
one-dimensional version of (2.6). 

On On I o2n 
ot = -m oy + 2s oy 2 + f(O)n, (2.10) 

with coefficients 

m = (cos l/I, sin l/l)M; s =(cos l/J, sin l/J)S e~: ~). ( 2.l l) 

The solution of (2.10) corresponding to a Dirac mass initial condition is given by 

(2.2) if we substitute IY - mtl for lxl. This gives 

C0 (l/I) =(mi cos l/I + m2 sin t/I) ± j2f(O)P(l/I), (2.12) 

where 

P(l/I) = s, 1 cos2 l/I + 2s12 cos l/I sin l/I + s22 sin2 l/I. 

The solution of (2.10) can be visualized as a (moving) function of y which has 

the shape of a Gaussian density, the area of which increases exponentially and 

which shifts with velocity m in the positive direction (Fig. 2). It is obvious that 

when m is large enough, compared to s and f( 0), the population does not build 

up in the negative direction. The asymptotic velocity in that direction is then 

negative. For instance, consider Eq. (2.12); when m1 > j2f(O)P(t/!), there is a 

(large) positive C0 (l/I) if one looks in the t/l = 0 direction and a (small) negative 

C0 (t/I) if one looks in the opposite direction (l/I = n). This is illustrated in Fig. 2b. 

Similarly, when Mis large enough, the ellipse (2.8) does not enclose the origin. 

Diffusion equations, such as ( 2.1 ), are often applied in studies on the spatial 

spread of populations (Okubo 1986; Williamson and Brown 1986; Lubina and 

Levin 1988; Andow et al., preprint; Kallen et al. 1985; Caughley 1970; Watt 

1968; Noble 1974). Although much insight is gained, there is an inherent 
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a Fig. 2a,b. The solution of a linear 
diffusion model with convection (Eq. 
(2.10)). Horizontal: distance y; verti­
cal: number of individuals, n (log 
scale). In a the convection velocity is 

b 

small compared to the diffusion co­
eftkient and the population growth 
rate. The velocities of population ex­
pansion in both the positive and the 
negative y direction are therefore 
positive; in b convection is much 
larger, resulting in a negative veloc­
ity in the negative y direction 

draw-back to the use of the diffusion equation formulation. These equations 
make very specific assumptions about the processes at the individual level, to wit: 
(i) every individual moves at random throughout its life, (ii) the reproduction­
and death-rate of the individuals only depend on their local environment (be it 
constant, /(0), or dependent on population density, f(n)). The life history of 
species generally is more complicated. For example, reproduction- and death­
rates may depend on age, or an individual may settle down permanently on a 
breeding ground at the end of its juvenile period. It is interesting to know how 
the velocity of population expansion is related to the life history of the individ­
uals comprising the population. 

In practical applications, quantities like the probability to survive to a certain 
age and the settlement pattern of juveniles can be obtained experimentally. The 
question then is how we can calculate the velocity of population expansion from 
such experimentally observed quantities. 

In the following section we shall present a modelling framework that allows 
us to answer this question. 

3. The linear model 

3.1. The integral equation for the birth rate 

We assume a constant environment. This entails a fixed relation between age and 
the average population dynamical behaviour (rate of giving birth, probability of 
dying, etc.) of an individual (provided 'individuals are born equal'). Therefore 
we can write down an age structured model (compare Metz and Diekmann 1986, 
chap. IV). 

Individual behaviour. A 'general' model should incorporate as few assumptions as 
possible about reproduction and dispersal at the individual level. We define the 
function B(a, x, e) to be the density of newborns produced per unit of time at 
position x by an individual of age a born at ~. B will be called the reproduction­
and-dispersal kernel. 
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Throughout this paper we assume the habitat to be homogeneous, i.e. 

B(a, x, ~) = B(a, x - ~). 

When B is ro!ationally symmetric it is a function of the distance Ix - ~I only. 
The function B can be normalized by defining 

where 

~ = f 00 f B(a, x) dx da 
Jo JR2 

(3.la) 

(3.lb) 

~s the expe~ted total number of offspring produced by one individual throughout 

its whole hfe. This quantity is known as the net-reproduction. We assume that B 

is such that this integral exists and is finite. It is obvious that a necessary and 

sufficient condition for a population to grow if it is infinitesimally small is Ro > 1. 

Throughout this paper we restrict our attention to this situation. Note that f3 can 

be interpreted as a probability density. f3 will be called the normalized reproduc­
tion-and-dispersal kernel. 

The marginal density, 

{3°(a) = r {J(a, x) dx, 
JR2 

(3.2) 

is the probability density of a random variable called 'the age-at-child-bearing'. 

A biological interpretation of {3° can be found in Metz and Diekmann (1986, p. 

153). {3°(a) will be called the reproduction kernel. The marginal density, 

D(x) = 100 {3(a, x) da, (3.3) 

is called the dispersal density. It is the probability density of the place of birth of 

an average offspring from an individual which was born itself at the origin. 

We shall frequently assume that reproduction and dispersal are statistically 

independent, i.e.: 

{3(a, x) = {3°(a) · D(x). (3.4) 

Note the difference between statistical independence and the mechanistic in­

dependence incorporated in, for example, the diffusion models. Although disper­

sal rates in such models are independent of age the resulting accrued dispersal is 

a function of age and (3.4) does not apply. 

Example 1. For mammals and birds .iJ incorporates both the demographic and 

the dispersal characteristics of an individual. The demographic characteristics are 

the two basic life-table statistics: (i) the probability that an individual is still alive 

at age a, L(a), usually called the age specific suvivorship and (ii) the rate of 

offspring production of an individual at age a, m(a). The dispersal characteristic 

is the conditional dispersal density, D*(a, x, ~I alive), defined as the probability 

that an individual born at ~ is living at x at age a, given that it is still alive. The 
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reproduction-and-dispersal kernel is given by 

B(a, X, e) = L(a)m(a)D*(a, x, e I alive). 

When individuals of a species first disperse and then settle down permanently 
on their breeding-ground at the end of the juvenile period, (3.4) applies. 

Example 2. For infectious diseases the definition of 'individual' requires some 
care. For some diseases one pathogen individual is equivalent to one individual 
in our model. In other cases a complete population of pathogen individuals 
localized in one host is equivalent to one 'individual' in our model. For 
instance, one fox is one 'individual' if we consider rabies, even though a rabid 
fox contains millions of rabies viruses. For any particular disease, 'individual' 
has to be chosen such that we can assume that, once infected, the course of the 
individual's infectivity is an autonomous process. Define the infectivity /(a), to 
be the number of new infections caused per unit of time by an individual which 
has been infected time a ago. /(a) includes the probability that the individual is 
still alive. 

The precise biological interpretation of the dispersal density, 
D*(a, x, e !alive) depends on the transfer mechanism of the pathogen. When 
disease is transmitted through physical contacts, D* is the probability that a 
host having its centre of activity at e infects, at age of illness a, a host having 
its centre of activity at x. When the infection is transmitted through air-borne 
spores, D is the probability that a spore released at e, infects a suscept at x. 

By definition, B(a, x, e) = I(a)D*(a, x, e !alive). 
When the spatial behaviour of an individual does not change during the 

course of its illness (3.4) applies. When the dispersal of fungal spores takes 
place at a much shorter time scale than the time scale of spore production we 
can again use (3.4). 

The birth rate equation. Denote by b(t, x) the number of births per unit of area 
and per unit of time at position x at time t. This quantity equals the sum of all 
current births at x from parents of all possible ages born at all possible places. 
The current births due to parents of age a born at e is equal to the number 
(actually the density) of parents born time a ago at e, b(t - a, e), times their 
per capita rate of offspring production at x, RoP(a, x - e). The population 
equation therefore takes the form: 

b(t, x) =Ro r<X> r b(t - a, e)p(a, x - e) de da. 
Jo JR2 (3.5) 

Note that this equation is a spatial variant of the renewal equation, originally 
due to Lotka, which is used in demography. 

Remark I. Actually the time integral extends backwards only till the time 
the population was founded and we also have to describe the influence of 
the founder population. However, in this paper we are interested in the asymp­
totic behaviour of the model and we can therefore restrict our attention to 
(3.5). 
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Remark 2. The total number of individuals at position x at time t, n(t, x), can be 
calculated from 

n(t, x) = f'"' I b(t - a, ~).P(a, x - ~) d~ da, 
Jo JR2 (3.6) 

where .P(a, x - ~) is the probability that an individual of age a born at ~ is alive 

and living at x. Since no individual lives forever it is reasonable to assume that 

..2' is such that this integral exists and is finite. 

3.2. The velocity of population expansion 

Plane wave solutions. Travelling plane wave solutions of (3.5) have the form 

b(t, x) = F(Ct - x · u) 

where u =(cos ljt, sin l/tV for some I/I E [O, 2n:). Substitution of the trial solution, 

b(Ct -x · u) = ( exp(.).(Ct-x · u)), (3.7) 

leads to the characteristic equation 

L(C, ).) = 1, (3.8) 

where 

Applying the transformation (~! = ~ 1 cos lft + ~2 sin ljt; ~2 = -~ 1 sin t/J + 
~2 cos l/t) and immediately dropping the primes yields 

L(C, A)= Ro f" L: e-A.(Ca-~i>i(a, ~ 1 ) d~ 1 da, (3.9a) 

where 

Pca, ~1) = L: fJ(a; ~1cos1/1- ~2 sin1/1, ~ 1 sin l/t + ~2 cos l/t) d~2 - (3.9b) 

Note that f3 is the marginal-distribution of f3 over the line x · u = 0. When ). and 

C are chosen such that ( 3.8) holds, there is a travelling wave solution of 

exponential form, (3.7). We can restrict our attention to ). ~ 0 only, as any 

relations for ). < 0 are automatically found when we consider (3.8) with v 

replaced by - v and C by - C. The interpretation is given by the following 

observation: Consider someone looking in a certain direction and observing a 

travelling wave characterized by (.)., C). Next the observer turns around n rad. 

and looks in the opposite direction. He will now characterize the same travelling 

wave by ( - )., - C). 
For rotationally symmetric fJ the existence of solutions of (3.8) was studied 

by Diekmann ( 1978). He noted that: (i) Lis defined in a (right hand) neighbour-
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hood of A. = O; (ii) for fixed C, Lis a convex function of A.; (iii) for every A.> 0, 
L is a decreasing function of C; and (iv) 

~~l.i=o <(=) 0 for; C>(=) 0. 

In particular (iv) implies that one can restrict attention to C > 0. In the 
non-rotationally symmetric case (iv) becomes 

oL -
a.A. (O) = Ro<e1 - ea), (3.10) 

where 

and 

Now there can be solutions with C ~ 0, as we saw in the diffusion equation 
models. (In Sect. 5 an example is given where we find negative velocities.) In 
addition to (iii), we note that Lis defined for C E (c1, c2 ), where c1 ~ 0, c2 > c1 

and c1, c2 E IR. Furthermore, if C l c1 , L-. oo, and (iii) holds for every 
C E (C1, C2). 

Now, under our assumption Ro> 1 and following the same reasoning as in 
Diekmann ( 1978) it can be concluded that there is a C0 E IR such that there exist 
travelling wave solutions of (3.5) for every C ~ C0 • This C0 can be calculated 
from 

L(C0 , A.0 ) = 1, 

oL 
oA. (Co, A.o) = 0. 

(3.11) 

The asymptotic velocity of population expansion. For rotationally symmetric p, 
the n-dimensional version of Eq. (3.5) is a special case of the model studied by 
Diekmann ( 1978, 1979) and Thieme ( 1977, 1979). They proved that if one 
assumes that the founder population has bounded support, C0 is the asymptotic 
velocity of population expansion in the sense of Eq. (2.3). In an n-dimensional 
discrete time model Weinberger ( 1978, 1982) showed that knowledge of the 
minimal wave velocity of plane fronts in all directions suffices to describe the 
asymptotic velocity of spread in the non-rotationally symmetric case as well. 
(For related work of Lui we refer to Creegan and Lui ( 1984) and the references 
given there.) Although a proof for the continuous version of the non-rotationally 
symmetric case is still lacking, we are convinced that one can safely assume that 
the minimal wave velocity of plane fronts, C0 , determines (in a manner described 
below) the asymptotic velocity of population expansion for the population model 
(3.5). 
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Contours of equal birth rate. As discussed above there is a difference between the 
minimal velocity, C0 (l/J), of a plane wave travelling in a direction which makes an 
angle ~ with the x 1 -axis, and the asymptotic velocity, V(e) of population 
expansion along a straight line from the origin making an angle e with the 
X1 -~xis (Fig. I). Given C0(l/I), how can we calculate V(e)? In Appendix I we 
derive that, under the biologically reasonable assumption that V is a smooth 
function of e, V and C0 are related by 

V(e) cos(lj; - e) = C0 (l/I), 

- V(e) sin(l/J - e) = C~(l/I). 
(3.12) 

In concrete calculations we may vary tjJ from Oto 2n and solve (3.12) for V and 
(!. The collection of pairs (e, V) so obtained yields the 'graph' of V. This 'graph' 
is directly related to the contours of equal birth rate. Looking at the population 
from high up in the air we will see that for sufficiently large t these contours are 
approximately given by 

{(tV(e) cos(p), tV(e) sin(e)) le E [O, 2n) }. 

Remark. In his paper on a discrete time model for the spatial spread of genes, 
Weinberger (1983) also considers the relation between C0 (l/J) and V(e). In 
Appendix I we show how Weinberger's results are related to (3.12). 

4. Non-linear models: How robust are the linear results? 

In Sect. 3 we considered density independent population growth. 
Of course at higher densities the population will, through its influence on the 

environment, which in its turn influences the birth-and-dispersal kernel, change 
its own dynamical properties. Is the velocity of population expansion in the 
non-linear case equal to the one in the linear case? 

Diekmann (1978, 1979) and Thieme (1977a,b; 1979a,b) investigated, for rota­
tionally symmetric dispersal, a special type of non-linearity. In his discrete time 
model Weinberger ( 1982) investigated a similar type of non-linearity, and he 
included non-rotationally symmetric dispersal. Both Diekmann and Thieme and 
Weinberger showed that the minimal velocity of population expansion of the 
corresponding linear model is still the asymptotic velocity of population expan­
sion of the full non-linear variant. The particular types of density dependence 
considered by these authors have clear biological relevance and the results give 
much insight. One would, however, like to have results on non-linear models 
where the density dependent feedback is of a more general nature. Such results 
are absent in the literature. 

Together with a redefinition of 'asymptotic velocity of population expansion' 
we developed, on basis of some worked examples, a conjecture on the velocity of 
population expansion of non-linear models. These notes were included in the 
preprint version of this part and they are available on request. 
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In loose biological terms the conjecture runs as follows: Consider a non­
linear model for the spatial spread of a population and its associated linear 
version found by assuming that the population lives forever in a 'virgin' 
environment. 

Assume that: 

(i) the average rate of reproduction of an individual experiencing throughout its 
life an environment 'occupied' by a certain (possibly varying) population is 
always smaller than the rate of reproduction in a 'virgin' environment (i.e. in 
particular there are no Allee-like effects), and that 

(ii) the influence of an individual on the environment very far from its (present) 
position is negligible. 

Assumption (i) implies that the total birth rate at time t at position x is always 
smaller in the non-linear model than in the linear variant. From this, one expects 
that the asymptotic velocity of population expansion of a non-linear model can 
never be larger than that of its linear variant. Assumption (ii) suggests that the 
population dynamical behaviour of the forefront of an expanding population is 
accurately described by the linear model. Thus we expect that the asymptotic 
velocity of population expansion of such a non-linear model can never be smaller 
than that of its linear variant. 

Together, these observations lead us to conjecture that the asymptotic 
velocity of population expansion of a non-linear model satisfying (i) and (ii) for 
the spatial spread of a population equals that of its linear variant. 

5. Some numerical examples 

The general linear model can be adapted to a particular species by an appropri­
ate choice of p(a, x). Under the assumption of statistical independence of 
reproduction and dispersal this amounts to a choice of two functions, p0 and D 
(see (3.4)). In this section we introduce some candidates in the form of 
parametrized families of functions. We use two mechanistic submodels for 
dispersal together with two descriptive submodels for reproduction. Next we 
show how C0 depends on various parameters. 

5.1. Rotationally symmetric dispersal 

Models for the dispersal density. In the paper 'Models of dispersal in biological 
systems', Othmer et al. (1988) give an excellent overview of mechanistic models 
of individual dispersal behaviour. Such models can be used as submodels for the 
dispersal density, D. Here, we will use two mechanistic models for dispersal that 
lead to well-known probability densities with simple Laplace transforms. 

(i) The Gaussian density. This density arises when juveniles move at random till 
a certain age and then settle down on a permanent breeding ground (e.g. sessile 
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aquatic organisms with swimming larvae). It also arises in the case of infectious 
diseases amongst animals, when transmission is through physical contacts. The 
relative frequency with which places within a home-range are visited can often be 
described by a Gaussian density. Now, let two individuals have the centres of 
their home-ranges at 0 and at x respectively. The probability of encounter per 
unit of time then is proportional to 

( 2n~D2 JR2 exp ( -1~~) exp ( I~ ~;12) d~ = 2n1<T~ exp ( - ~;)==D(x) (5.1) 

where ni is the variance of the Gaussian density describing the relative visiting 
frequency within the home-range, and a~= 2aI is the variance of the Gaussian 
density describing the contact rate with neighbouring individuals. The marginal 
distribution is also Gaussian, with variance a~. 

(ii) The Bessel density. Assume the juveniles of a species move at random with 
diffusion constant s, and that they settle down at a constant rate r.p. In a slightly 
different context Williams ( 1961) and Broadbent and Kendall ( 1953) showed 
that these assumptions lead to a distribution of settled individuals 

1 100 1 [ Ix 12 J D(x) =--2 - exp -r --2- dr 
4n11 1 0 r 411 1 r 

(5.2a) 

=-Ko -I (x) 
2n11f n 1 ' 

(5.2b) 

where ai = s /2r.p is the variance of the position of settled individuals on a line 
transect through the source and K0 is the modified Bessel function of the second 
kind of order zero. 

The marginal density is the double-exponential density 

D(x) = ~J2 _!__exp [-J2 _!__ lxl]· 
0'2 <I2 

The relation between 111 and a2 is 

for a 1 ~ a ~ a 1 + a2 

for a> a 1 + a2 

(5.3) 

(5.4) 

(5.5) 

where a 1 is the duration of the juvenile period, and a2 is the duration of the 
reproductive period. The mean, µ, of this density is (a 1 + a2 )/2, its variance, v2, 

is a~/12. 
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Fig. 3a-d. Contour lines of the scaled wave velocity, C6 = C0 µ/a, as a function of the net-reproduc­
tion, Ro, and the coefficient of variation, v / µ, of the reproduction kernel, u 2 is the variance of the 
dispersal density. a Uniform density reproduction kernel, (5.5), and Gaussian dispersal density, (5.1). 
b Gamma-density reproduction kernel, (5.6), and Gaussian dispersal density, (5.1). c Uniform 
density reproduction kernel, (5.5), and Bessel contact distribution, (5.3). d Gamma-density reproduc­
tion kernel, (5.6), and Bessel contact distribution, (5.3) 

(ii) The gamma-density 

/3 0( ) = q(qay- 1 exp( -qa) 
a I'(q) . (5.6) 

The mean, µ, of this density is r/q and its variance, v2, is r/q 2• 

Results. Figure 3 shows that the wave velocity increases with increasing Ro as is 
expected. For small v/µ, the distance between lines of equal velocity increases 
with increasing In Ro in examples with the Gaussian dispersal density, whereas it 
is constant in examples with the Bessel dispersal density (except near R0 = 1). 
This can be understood by the following heuristic argument. Consider an 
infinitely long straight line of individuals of age zero. Their contribution to the 
population density of the next generation at a distance x, is roughly proportional 
to RoD(x), where 15 is the marginal-density of D. Define 'the effective distance', 
X 0tr, to be the distance beyond which Roi5(x) decreases below a certain number, 
say n. For the Bessel dispersal density 

Xeff = ..!!j_ ln [Ro ~J2], (5.7) J2 n a2 



Spatial population expansion 543 

which leads us to expect a logarithmic dependence of C0 on Ro. In the case of a 
Gaussian dispersal density, however, 

Xetr= <J2J2j1n [Ro ~J2 ]· (5.8) 
n a2,J;c 

explaining the observed increases in distance between the lines of equal C0 for 
increasing Ro. 

Another feature, associated with Xeff• is that the wave velocities for the Bessel 
dispersal density are larger than for the Gaussian dispersal density. The wave is 
dragged forward by the tail of the dispersal density. The tail of the Bessel density 
is thicker than the tail of the Gaussian density, or in other words if n > 0, 
Xetr-Bessel > Xetr-Gauss. 

When the coefficient of variation of the reproduction kernel is increased, the 
offspring production will start at a lower age (in the block-function case) or 
increase faster after a= 0 (in the gamma-density case). Since offspring that is 
produced earlier contributes sooner to population growth, the wave velocity 
becomes larger with increasing coefficient of variation. 

It appears that the shape of the dispersal density is more critical to the wave 
velocity than the shape of the reproduction kernel. We will return to this 
important point in Sect. 6 and the Discussion. 

5.2. Non-rotationally symmetric dispersal 

The dispersal density. As discussed the Bessel density is a mechanistic model 
describing the dispersal of spores or seeds under the influence of turbulent 
diffusion. Often there will also be an average displacement due to a prevailing 
wind direction. Assume that the wind is blowing in the x2-direction; (5.2a) still 
holds if we put 

(5.9) 

where m is the average wind velocity, m*, divided by cp. The marginal density 
(3.9b) now has the form 

(5.10) 

where a 2 is given by (5.4). 

The reproduction kernel. In this example we use for the reproduction kernel a 
CJ-function at a=µ. 

p0(a) = CJ(a - µ). (5.11) 
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Fig. 4. Contours of equal birth rate 
for the non-rotationally symmetric 
dispersal density, (5.10), and a {J. 

function reproduction kernel, (5.1 l), 
for various values of the net-repro­
duction, Ro, and wind velocities, m 

The results can be compared with the results of the rotationally symmetric Bessel 
density for both reproduction kernels with v2 = 0. 

Results. From Fig. 4 we see that for small Ro and large m no velocity of 
population expansion is calculated in the direction opposite to the wind direc­
tion. Too few births occur in this direction to build up a population wave and 
we thus have V < 0. The contours of equal population density appear to be 
ellipse shaped. We return to this point in Sect. 6. 

6. Various approximations 

For every normalized reproduction-and-dispersal kernel p(a, x) the associated 
wave velocity can be calculated, as long as the transform integral (3.9) does exist. 
It would, however, be useful to have approximations for C0 in terms of global 
characteristics of the normalized reproduction-and-dispersal kernel. Such ap­
proximations may provide useful rules of thumb. Moreover, in practice, mea­
surements of the birth kernel have a limited accuracy. This also leads us to 
search for approximations of C0 based on easily measurable quantities. Finally, 
comparing such approximations with numerical results for specific normalized 
reproduction-and-dispersal kernels show to what extent C0 depends on the 
details of the reproduction and dispersal process. 

6.1. Rotationally symmetric dispersal 

(i) Small Ro. Let /(C, A.) ==ln L(C, A.). Formula (3.9a) then transforms into 

/(C, A.)= In Ro+ In f" f..: e-J.(e+ca)P{a, ~) d~ da. (6.1) 

The second part of the right-hand side is the so-called curnulant generating 
function off evaluated at A. and A.C. We shall denote the bivariate cumulants as 
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Kif where the first index refers to e and the second to a. By definition the cumulants 

are the coefficients in the Taylor expansion of the cumulant generating function. 
Then (6.1) can be written as 

In particular 

l(C, A.)= In~+ I t "n-_t·~., Ct( - .. w. 
n=li=i(n-1).l. 

"01 = µ := 100 f 00 a{J(a, e) de da, Jo -oo 

which is the mean age-at-child-bearing, 

loo f"" -"02 = V2 •= a2{J(a, e) de da - µ 2, 
0 -oo 

the variance of the age-at-child-bearing, 

loo J"" -"20 = o- 2== e2p(a, e) de da, 
0 -oo 

(6.2) 

which is the variance of the marginal density of the places where an average female 
gives birth throughout its life relative to its place of birth. Due to symmetry 

"if = 0 for i odd. 

Further relations between moments and cumulants may be found in Kendall and 

Stuart (1958). The first terms of system (3.11) become 

0 = ln ~ - µCA. + !(0-2 + v2c2)A. 2 - !"21CA.3 

-iK03 C2A. 3 + i4(K40 + 6K22C2 + K04C4)A. 4 + · · ·, 

0 = - µC + (o-2 + v2C2)A. - ~K21 A. 2C --!1eo3 C3 A. 2 

+i-<"40 + 6"22 c 2 + "04 C4)A. 3 + · · · . 

Now define e2 =In~. and assume that C0 and A.o can be written as 

C0 = cx1e + cx2e2 + cx3e3 + · · ·, 

A.o = f31e + P2e 2 + fJ3e 3 + · · ·. 

Substitution in (6.3) and solving for subsequent cx;'s and {J;'s leads to 

where 

and 

C0 ~ ~ J2 In ~[ l + ex In ~] 
µ 

1 
A.0 ~ - J2 In ~[ 1 - f3 In ~] 

O" 

(6.3) 

(6.4) 

(6.5) 
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where 

Note that 1C4-0 already occurs in oc3 while K03 only occurs in oc5 • This is consistent 
with the observation in Sect. 4 that the wave velocity is more sensitive to the 
shape of the dispersal density than to that of the probability density of the 
age-at-child-bearing. 

The wave velocity predicted by approximation formula (6.4) was com­
pared with the values of the four examples from Sect. 4. From Fig. 5 it can 
be seen that in the case of a Gaussian contact distribution the formula is 
adequate even when R0 is large, provided the coefficient of variation of the 
probability density of the age-at-child-bearing is small. This is due to the fact 
that expanding up to the second cumulant amounts to replacing the dispersal 
density by a Gaussian density. As expected, the parameter area where the 
approximate formula is accurate is larger for the complete formula ( 6.4) (ex­
pansion up to order e2) than for (6.4) with a set equal to zero (expansion up to 
order e). 
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Fig. Sa-d. Parameter region where the wave velocity approximated with (6.4) deviates less than 10% 
from the exact value. a Formula ( 6.4) with ex set equal to zero compared to the numerical examples 
of Fig. 3a,b; b formula (6.4) with a: set equal to zero compared to the numerical examples of Fig. 
3c,d; c formula (6.4) compared to the numerical examples of Fig. 3a,b; d formula (6.4) compared to 
the numerical examples of Fig. 3c,d 
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(ii) Concentrated reproduction kernels. The previous expansion is based on the 
presupposition that Co or, equivalently, Ro - 1 is small. Another possibility is 
to consider reproductioll kernels that are very concentrated. Assume, for the 
sake of simplicity, that P(a, ~) = p0(a)D(~), and write 

po(a) = e-1h (a~µ) 

with 

l'"' ah(a) da = 0. 

Let R1 denote the jth cumulant of h. Then K01 = </K.1 and Kif = 0 for both j # 0 
and i # 0. Breaking off the expansion of /(C, A.) after terms with e2 yields for 
Gaussian .t5 

(J" 

Co=­
µ 

2 ln R0 
(6.6) 

(6.7) 

From Fig. 6 we see that the parameter area where the deviation is smaller 
than 10% is slightly larger than the corresponding area for the perturbation 
expansion ( 6.4) up to order e. 

When the dispersal density is not Gaussian, the expansion of /(C, A.) 
in general contains infinitely many terms of order one, and we are not able 
to get a simple explicit expression for C0 . Yet it may be a good idea, 
in situations where one has a mechanistic model for the dispersal density, 
to derive an approximation for C0 which is based only on the mean and 
variance of the reproduction kernel. We shall not elaborate this any further 
here. 

0.6 

0.4 

0.2 

' ' ' ' ' 
\ deviation >10% 
' ', 

', 
deviation<10% -·--

Fig. 6. Parameter region where the wave velocity ap­
proximated with (6.6) deviates less than 10% with the 
numerical examples of Fig. 3a,b 



548 F. van den Bosch et al. 

6.2. Non-rotationally symmetric dispersal 

Starting point for the perturbation expansion is again Eq. (6.2). Now the "v 
depend on t/J, the angle between the direction of movement and the x 1-axis. 
Proceeding as before, but taking into account first order terms only, we find 

Co(l/I) = 1'10 + J"~1"20 + "Io~o2 -21eo1"10"11 J2 ln Ro, (6.S) 
"01 "01 

The various cumulants now are 

(i) "01 = roo r ap(a, e) da de•=µ, Jo JR2 
the mean age at child bearing. 

(ii) "02 = roo r a2P(a, e) de da - µ2 •=v 2, Jo JR2 
the variance of the age at child bearing. 

(iii) "10 = f00 
[ e . 0 p(a, e) da de·= 'l'1 cos"' + 'l'2 sin"' Jo JR2 

where 

(i,j = 1, 2 and i -::/:; j) 

the mean displacement in the x;-direction of the birthplace of a child relative to 
that of its mother. 

(iv) "20 = f00 r <e . 0 - "10)2P(a, e) da de= ui1 COS2"' Jo JR2 
+ 2uy2 cos ifJ sin ifJ + u~2 sin2 ifJ 

where 

(i,j = 1, 2) 

is the covariance of the components of the displacement in the x 1 -direction 

(v) ICu = roo [ (e '0 - IC1o)(a - µ)p(a, e) de da = <f'1 COS l/J + <f'2 Sin t/J Jo JR2 
where 

(i = 1, 2) 
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is the covariance of the age at childbearing and the component of the displace­
ment in the X;-direction. Substitution into (6.8) and rearranging yields 

with 

and 

,1, (Yi Y2 . ) J ln Ro Co('!')= µcos ift + µ sm ift +2-µ- · P(l/t) 

P(l/J) = (q11 cos2 i/t + 2q12 cos l/I sin ifJ + q22 sin2 ift)µ 

q11 = (µ 2af1+v2yi-2µy 1 <p 1)/µ 4 , 

q,2 = (µ2ai2 + V2Y1 Y2 - µ(Y1 <fJ2 + Y2<fJ1 )) I µ 4, 

q12 = (µ2a~2 + v 2y~ - 2µY2<fJ2)/µ 4 • 

(6.lOa) 

(6.lOb) 

This completes the derivation of the approximation formula for the velocity of 
plane wave solutions. 

Concerning the contours of equal birth rate and the asymptotic velocity of 
population expansion in a certain direction from the origin, V(e), we observe 
that Eq. (6.lOa) has the same form as Eq. (2.12). Combining the results of Sect. 
2 and formula ( 6.10) we conclude that, up to the first order in e = ~. V(Q) 
is given by Eq. (2.9) if we replace m1, m2,f(O), S11 , S12 , S22 by y1/µ, 
Y2/µ, (In R0)/µ, µq 11 , µq 12 , µq22 respectively. In Cartesian coordinates the locus of 
vectors (V(e) cos p, V(e) sine), e e [O, 2n), is given by Eq. (2.8) with the same 
substitution. 

6.3. Connections with the Fisher/ Ske/lam velocity 

Diffusion models are often used in the study of invasions. The most influential 
model is that of Fisher (1937) and Skellam (1951). In this section we investigate 
under which conditions the asymptotic wave velocity calculated from such 
diffusion models is a valid approximation to the asymptotic wave velocity of the 
general model. We also derive mechanistic interpretations of the phenomenolog­
ical parameters in these diffusion models. 

Randomly moving individuals. One of the basic assumptions of diffusion models 
is that an individual shows, apart from a systematic movement in a certain 
direction, random movement. The conditional dispersal density D*(a, x Jalive), is 
then given by Eq. (2.7) with/(O) = 0 and t replaced by a. The reproduction-and­
dispersal kernel is obtained by multiplying D* with the reproduction kernel p0(a) 
defined in Sect. 3.1. Substitution of the resulting kernel in (3.1 l) yields 

{
Ro f" exp{ -a(F(i/J)A. 2 + A.C*) },B 0(a) da = I, 

(6.11) 

R 0 [2F(if;)A. - C*) I'° exp{ -a(F(if;)A. 2 + A.C*) },8°(a) da = 0 
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where 

C* = C - m1 cos I/I - m2 sin I/I 

and 

P(l/I) = s11 cos2 I/I + 2s12 cos I/I sin I/I + s22 sin2 t/J. 

The intrinsic rate of natural increase, r, can be calculated from the Euler 
equation (Keyfitz 1968; Roughgarden 1979): 

1 = Ro l"' exp( - ra){3°(a) da. ( 6.12) 

Substitution of (6.12) in (6.11) finally yields Eq. (2.12) and 

A. (·I·) = C0 - m1 cos_t/t - m2 sin t/t 
0 o/ 2P(t/t) . 

We conclude that provided we identify the intrinsic rate of natural increase 
with f(O), the wave velocity of the general model and the diffusion model are 
equal irrespective of the shape of p0(a). This justifies the procedure used by, for 
instance, Lubina and Levin ( 1988) and Okubo ( 1986). 

Slow growing populations. Individuals of most species do not move at-random 
throughout their lives. When is the velocity from the diffusion model an 
approximation to the velocity of population expansion for such species? With 
the identification 

f(O) = ln R0 , 
µ 

P(l/I) = P(t/t) (Eqs. (2.12) and (6.lOb)), 

'Ii m;=-, 
µ 

i = 1, 2, 

(6.13) 

Eq. (2.12) is equal to the perturbation expansion for C0 (l/J) (Eq. (6.10)). 
For the rotationally symmetric case Fig. 5 shows that the diffusion model 
velocity is a valid approximation when Ro is small, say Ro ~ 1.5, i.e. for slow 
growing populations. Identification ( 6.13) also relates the phenomenological 
parameters J(O), m; and Sy to the mechanistic parameters Ro. µ, v2, }';, aij and 

Remark 1. The lowest order term in the perturbation expansion of ( 6.12) reads 
r = ln Ro/µ (see Metz and Diekmann 1986, pp. 153-154), which is equal to the 
identification of f(O) chosen. 

Remark 2. On basis of the preceding discussion one might expect that any 
model for the spatial spread of a population can be approximated by the 
diffusion model provided that Ro- 1~1, so that the population grows slowly, 
and we look at correspondingly large time and space scales. 
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7. Applications 

In this section we give three real-life examples and show how the theory 
developed in this paper can be put to work. 

7.1. The muskrat (Ondatra zibethicus) 

Observed velocity. As discussed in the introduction, the muskrat started its 
invasion into Europe in 1905. The velocity of population expansion before 1930 
is larger than after 1930 (Hoffman 1958, Fig. 44). This difference is due to the 
large-scale trapping programs started around 1925/30. The velocity of popula­
tion expansion in the 1905-1930 period is 11 km year- 1 (Andow et al., in 
preparation). 

Demography. All available literature data on the life history characteristics of the 
muskrat are from the period after 1930. Doude van Troostwijk (1976), Becker 
(1967) and Moens (1978) give age specific survivorship curves, L(a) for field 
populations. Mallach (1971) calculated that the trapping programs cause about 
30% mortality per year. Using these data L(a) for the 1905-1930 period is 
calculated (Table 1). 

Approximately 10% of the young of the year already reproduce in the second 
half of the breeding season, all individuals reproduce in the spring after their 
birth (Hoffman 1958; Vincent and Quere 1972). The number of young per litter 
is about 6.6, the number of litters per year is approximately 3 (Moens 1978; 
Vincent and Quere 1972; Doude van Troostwijk 1976; Hoffman 1958; Artimo 
1960). These data provide the age-specific fertility, m(a) (Table 2). 

The sex-ratio in the muskrat is 0.9 : 1.0 for ~ : ~ (Doude van Troostwijk 
1976; Moens 1978; Vincent and Quere 1972). Together with Table 1 we find 
~ = 3.1 (dimensionless) andµ= 1.41 (year), v = 0.51 (year). 

Dispersal. The only European large-scale capture-mark-recapture experiment we 
know is from Mallach ( 1971). Young of the year as well as the adults disperse. 
This dispersal mainly takes place between two successive breeding seasons 
(Verkaik 1987; Mallach 1971). It is well known that males disperse over larger 

Table 1. Life-table statistics of the muskrat in the 1905-1930 period 

Age interval L(a) m(a) L(a)m(a) po( a) 

0-0.5 0.976 0 0 0 

0.5-1.0 0.788 l 0.79 0.11 

1.0-1.5 0.385 10 3.85 0.56 

1.5-2.0 0.154 10 1.54 0.22 

2.0-2.5 0.060 10 0.60 0.09 

2.5-3.0 0.014 10 0.14 0.02 

3.0-3.5 0.002 10 0.02 0.00 
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Table 2. The number of recoveries of marked female muskrats, within one year after marking, at 
various distances from the place of marking (Mallach 1971) 

Class boundary (km) 0 2 3 4 5 10 15 20 30 
Number recovered 81 3 5 3 3 8 4 2 0 

distances than females (Doude van Troostwijk 1976; Mallach 1971; Errington 
1963). Successful colonization depends on the dispersal of females. Therefore 
we use data of Mallach for females recaptured (trapped) within one year after 
ringing (Table 2). 

We thus have information about the distance, d, between the capture and 
recapture position. It can be shown (van den Bosch et al., in preparation) that 
for n observations of this distance, the variance of the marginal density of 
recaptured individuals, cr~atch• equals 

and the kurtosis 

2 l,;(d;)2 
<1 catch= 2n 

1 3 1 ~ 4 
Ycatch = 4-8 - f.., (d;) - 3. 

a n ; 

(7.1) 

(7.2) 

In this case we have information about the recaptured individuals only. So, 
(7.1) and (7.2) give the parameters of a 'dispersal density of trapped (dead) 
individuals'. We are, however, interested in the variance and kurtosis of the 
places where an average individual gives birth during the whole course of its 
life. It can be shown (van den Bosch et al., in preparation) that these can be 
calculated from 

and 

2 µ 2 
<1 = -- <1 catch 

µcatch 

µcatch ( 3 V~tch) + 3 (V )
2 

Y = -- Ycatch - -2- -
µ µcatch µ 

(7.3) 

(7.4) 

where µcatch and v~tch are the mean age and the variance of the age of the 
individuals caught in the traps, respectively. Furthermore, in the case of disper­
sal during the whole course of an individual's life 

;;~ =(;)2. (7.5) 

Together with Table 2 we find er = 4.5 (km) and y = 4. 79 (dimensionless). 

Expected velocity. Substitution of the estimated parameters in ( 6.4) yields an 
expected velocity of population expansion of 6.97 km year- 1 for the 1905-
1930 period. 
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Discussion. Using data on very accurate controlled experiments on focus expan­
sion Van den Bosch et al. (1988c) found discrepancies of 19% and 33% 
between the observed and expected velocity of focus expansion. In this light 
and considering the inaccuracy of the type of field data used, a deviation of 
36% between observed and expected velocity of population expansion is rea­
sonable. The data on survival and reproduction stem from growing popula­
tions, but whether these populations were still in their exponential phase is 
questionable. This can cause severe underestimation of the net-reproduction, 
~- Another major source of error might be in the dispersal density. This 
density results from only one study. Whether these data are representative for 
Europe is questionable. 

Since the net-reproduction is 3.1, the Fisher/Skellam velocity is not a valid 
approximation in this case. Applying the Fisher/Skellam velocity we find 
4.8 km year- 1, which deviates 56% from the observed velocity. This again 
shows the importance of the higher moments of the dispersal density ( cf. Sects. 
5 and 6). 

Andow et al. (in press) also analyse the muskrat invasion. Much insight in 
this invasion is gained from their detailed analysis of the velocity of population 
expansion in various directions. In another paper Andow et al. (in preparation) 
use the Fisher/Skellam velocity for the muskrat invasion. They estimate the 
input parameters, /(0), the intrinsic rate of increase and, s, the diffusion 
coefficient, from literature data, and calculate an expected velocity of popula­
tion expansion between 6 and 32kmyear- 1• Using our estimates on~ andµ 
and Eq. (6.13) we find /(0) =0.80year- 1 which is well in the range 0.2-
1.1 year- 1 estimated by Andow et al. From our estimate of 112 and (6.13) we 
find S = 10.24 km2 year- 1• This is small compared to the range of 5.12-
230.1 km2 year- 1 given by Andow et al. The latter range is calculated from 
data given by Doude van Troostwijk (1976) and Artimo (1960) on 'distance of 
solitary muskrats caught, from the nearest pocket of infestation'. There catches 
comprise both males and females, while, as discussed, males should be left out 
of the calculations. Moreover, Artimo only gives data for pioneers at large 
distances from the established population, and gives no notice of pioneers that 
only travelled short distances. Furthermore, both Doude van Troostwijk and 
Artimo give no measurements of the time it took the individuals to move the 
distance given. From this we conclude that the data of Doude van Troostwijk 
and Artimo are insufficient to calculate parameters of the dispersal. The data 
from Mallach do not have this problem but yield an estimate of the velocity of 
population expansion which is too low. 

7.2. Rabies (Lyssavinus spp.) 

Since 1940, a rabies epidemic, originating from Poland, is expanding over 
Europe. The velocity of expansion ranges from 30 to 60 km year- 1• 

Jnfectivity. Rabies has a long latency period with highly variable duration and a 
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short infective period. The infectivity during the infectious period is approxi­
mately constant (Sikes 1962). The average duration of the latency and infec­
tious periods is approximately 35 and 5 days, respectively (Berger 1976; 
MacDonald and Bacon 1982; Bacon 1985). If for the time being we consider 
p0(a) to be a uniform distribution then µ equals approximately 0.1 year. This 
value ofµ is given by many authors (Anderson 1982; Smith 1985; Kallen et al. 
1985). 

Although there seems to be consensus about the averages, very little infor­
mation is available about the variability of the latency and the infective period. 
For the use in his stochastic simulation model, Berger ( 1976) constructed 
probability densities for the latency and infectious period based on a small 
number of experiments done in the thirties by Prof. Dr. G. Schoop (Berger, 
personal communication). Although these densities might still be far from 
realistic they at least give some insight. Now consider p0 (a) to be a block 
function with a stochastic latency period, t, and a stochastic infectious period, 
i. In Appendix II it is shown how µ and v, can be calculated for such a 
stochastic block function. For Berger's data 

µ = 33.44 days, 

v = 4.94 days. 

Since the coefficient of variation and ~ are both small this term is negligible 
in ( 6.4). So, our first conclusion is that detailed information about the proba­
bility density oft and i is not necessary as long as µ is accurately determined. 
In the rest of our discussion we leave the coefficient of variation term out of 
consideration. 

Dispersal. Andrall et al. (1982) reported that three radio-tracked foxes used the 
same home-range before and during the period in which they were rabid. The 
only behavioural change appeared to be that the proportion of time spent 
active increased (thereby increasing the contact rate with other foxes). There­
fore 'dispersal' and infectivity production are statistically independent (Eq. 
(3.4)). Consequently K21 equals zero in (6.4). 

The frequency with which places in the home-range are visited is well 
described by a two-dimensional Gaussian density (e.g. Ball 1981). The fourth 
cumulant of a Gaussian density is zero. We are thus in a situation, where oc = 0 
in ( 6.4). This implies that (6.4) effectively gives the Fisher/Skellam velocity. 
When space is completely 'filled-up' with fox home-ranges 

(7.6) 

where ay is the variance of the Gaussian density, F the fox population density 
and w a constant. Lambinet et al. (1978) give 

a 1 =2.3 km 
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at a population density of one fox Icm-2• So, 

()) ~ 5.3. 

Using (5.1) we find that the standard deviation, q 2 , of the marginal dispersal 
density is given by 

Net-reproduction. Finally, we need information about the net-reproduction, R@. 
It is obvious that Ro depends on population density. We make the assumption 
that 

R@=€JF. (7.7) 

The threshold population density, Fn below which no rabies epidemic is 
possible is reported to be in the range 0.25 to 1.0 fox km- 2 (Lloyd 1976; 
Andral and Toma 1977). The most recent, and therefore hopefully most accu­
rate, estimate of Fr is 0.4 fox Icm- 2 (Steck and Wandeler 1980). At this 
threshold Ro = 1, so 

e = 2.5 km2 fox- 1• 

Velocity of disease expansion. Substitution of (7.6) and (7.7) in (6.4) yields 

C0 = 2 ~ Jn(~F). (7.8) 

The resulting relations between C0 and Fis depicted in Fig. 7. 

Discussion. A striking feature is that intermediate velocities only occur for 
extremely small ranges of fox density. There is either an epidemic travelling at 
a, more or less, constant velocity, or there is no epidemic at all. This corre­
sponds to observations in the field (e.g. Bogel and Moegle 1980). Another 
remarkable thing is that for somewhat larger densities the velocity of rabies 
expansion slightly decreases with increasing fox population density. We do not 
know of any data confirming or falsifying this. 

Kallen et al. ( 1985) also investigate the spatial spread of rabies. They use a 
diffusion type model and derive a velocity equation which is basically the same 
as the Fisher/Skellam velocity. The (major) difference between their and our 
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approach is in the determination of the parameters. In our terminology Kfillen et 
al. use 

8F-l 
f(O)=-µ-

which is for small F approximately equal to ln(8F)/µ used in (7.8). In order 
to estimate the diffusion coefficient s Kallen et al. assume that when 
rabies viruses 'enter the limbic system foxes lose their sense of direction and 
territorial behaviour and start to wander around in a more or less random way'. 
This is in contradiction to the observations of Andral et al. ( 1982). Using this 
assumption s is estimated from s = KA where A is the average territory area and 
1/K is the average time after infection until a fox leaves its territory. A 
mechanistic basis for this estimation is not given. The spatial behaviour of foxes 
is so widely different from the continuous random movement incorporated in the 
diffusion model that the interpretation and estimation of s creates a major 
difficulty. This results in the unconvincing estimation method described. Using 
the identification ( 6.13) overcomes this problem. Due to the absence of an 
influence of fox density on territory size, the velocity of rabies spread calculated 
by Kallen et al. increases with population density while equation (7.8) predicts a 
slightly decreasing C0 at the somewhat larger population densities. It would be 
worthwhile to confront these two opposite predictions with field data. 

7.3. Focus development in cultivar mixtures 

Many fungal plant diseases develop so-called foci or hot-spots. Disease foci 
originate from a single infected plant. From this centre of infection the disease 
expands in a circular pattern. Van den Bosch et al. (1988a,b,c) used the 
Diekmann/Thieme model to study the radial velocity of focus expansion. We 
refer to these papers for further information. Here we only illustrate how the 
model can be used to gain insight in possible strategies for disease control. A 
more detailed presentation of the experiment presented here, will be published 
elsewhere (van den Bosch et al., in press). 

Motivation. The effectiveness of cultivar mixtures to control fungal diseases of 
the foliage in small grain corps is well documented (e.g. Browning and Frey 
1969; Wolfe 1985). We investigate the velocity of focus expansion in mixtures of 
susceptible and resistant plants, at constant total plant density. 

Theory. Fungal plant diseases are transferred between hosts by means of airborne 
spores. Inside the canopy layer spores move under the influence of turbulence and 
are trapped by infected and susceptible plants alike. The transfer mechanism, 
therefore, satisfies the assumptions underlying the Bessel density (5.2). The 
discussion of the numerical examples and Eq. (5.7) imply that in this situation 

C0 =Ai In .Ro+ Bi 

where A 1 and B1 are constants. 

(7.9) 
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Fig. 8. The velocity of focus expansion, 
c, as a function of the fraction suscepti­
ble plants, f, in the experimental plots. 
Points represent observed c values, verti­
cal bars their standard deviations. En­
tries are plot numbers. The drawn lines 
is the fitted equation (7.3) 

Denote by Ro the net-reproduction of the fungus in a field consisting of plants 
of the susceptible cultivar only. Assume that the plants of the susceptible and 
resistant cultivar have the same morphology, the same development rate, the same 
spore trapping characteristics and so on. Then the only effect of the cultivar 
mixture is that a fraction 1 - f of the spores is 'removed' from the epidemic 
process. So, 

~=/Ro. 

Substitution of (7.10) in (7.9) shows that, according to the theory, 

C0 =A In/ +B. 

(7.10) 

(7.11) 

Experiment. A field experiment was designed to test relation (7.11) using the stripe 
rust (Puccinia striiformis West.)-wheat (Triticum aestivum L.) pathosystem. 

Twelve wheat plots were established with mixtures of a susceptible cultivar 
(Okapi) and a resistant cultivar (Samo). Mixing ratios 1:0; 1:1; 1:2 and 1:4 
(Okapi:Samo) were planted in three replicates. Foci were initiated by planting 
pots with infected wheat plants at the centre of each plot. The expansion of the 
focus was assessed at about weekly intervals. 

Discussion. The radial velocity of focus expansion shows considerable variation 
within and between plots (Fig. 8). Equation (7.11), however, fits the data well. 
Generalizing from the theoretical considerations and the experimental evidence we 
can state: 



558 F. van den Bosch et al. 

In a mixture of susceptible and resistant plants, the radial velocity of focus 
expansion increases linearly with the logarithm of the proportion of susceptible 
plants. 

8. Discussion 

We have shown how the velocity of population expansion can be calculated from 
knowledge of the demographic and dispersal attributes of individuals. The 
operationalization of the existing theory, discussed in this paper, also led to several 
biologically motivated extensions which are now in need of a mathematical analysis. 

The asymptotic result from Sect. 3 gives us the velocity with which a population 
will eventually expand. It does not tell how quickly this asymptote is approached. 
Simulation models of invasions usually show a rapid convergence to the 'final' 
velocity (Zadoks and Kampmeyer 1977; Nobel 1974; Ammerman and Cavali­
Zforza 1984; Zawolek 1989; Minogue and Fry 1983a,b). Furthermore many 
real-life examples also show convergence to a constant velocity within the time span 
of the invasion (Hengeveld 1989; Andow et al., in press; Okubo 1988; Van den 
Bosch 1988c; Minogue and Fry 1983). Although it would be useful to have estimates 
on the speed of convergence, we have a gut feeling that at least the front of invading 
populations approaches the asymptotic velocity within an 'experimentally' reason­
able time span and that the asymptotic result of Sect. 3 can be used in many 
situations. 

In Sects. 5 and 6 we showed that the shape of the dispersal density is a major 
determinant of the asymptotic velocity of population expansion. In experimental 
and data analytical papers on population expansion it often turns out that data 
on the dispersal of individuals around their place of birth are difficult to assess 
and often scarce or absent. Much experimental effort is needed to improve this 
situation. Besides the estimation of 'distance dispersed', much effort should be given 
to the disperal behaviour itself since this behaviour determines the shape of the 
disperal density. For this kind of research the paper by Othmer et al. ( 1988) presents 
a perfect guideline. 

The advantage of the present approach, based on the work of Diekmann and 
Thieme, is that, contrary to diffusion models, not many assumptions are made 
about reproduction, survival and dispersal of individuals. Amongst the only 
assumptions made are (i) the absence of Allee like effects and (ii) the presence of 
a sufficiently large range of population densities between the very low densities 
where demographic stochasticity becomes apparent, and the large densities where 
non-linear effects raise their head. (See Mollison (1985, 1986) for a discussion of 
the consequences of this last assumption being flouted.) This general approach 
yields a correspondingly general result about the velocity of population expansion. 
The real-life examples discussed in Sect. 7 furthermore show that we have been 
able to catch the essentials of the processes underlying population expansion for 
a wide variety of species. Consequently, analyzing the velocity aspect of invasions 
is open. Such studies are expected to give insight into the important ecological 
phenomenon of biological invasions. 
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Appendix I: The relation between V(q) and C0 (t/f) 

Let V(g) be the asymptotic velocity of population expansion in the e direction, 
i.e. 

where 

lim b(t, ty) = { 0 
I-+ OC) OC) 

for all y outside A 

for all y inside A 

A= {v(e)(:~: ! } e e [O, 2n) }-

(I.I) 

(I.2) 

Let C0 (tf;) be the minimal wave speed in the direction tft. We expect that a 
consistency relation between V(e) and C0 (1/J) must hold. We first present a 
geometrical derivation of this relation and then turn to a result of Weinberger 
( 1983). 

Assume that V(e) is a smooth function of e. Now, consider Fig. 9. Trans­

late the intersection point (x, y) to the origin and rotate the figure over !n - tf;. 
The contour can, due to our smoothness assumption, locally be approximated 
by 

y = -ax2 + o(x 2). 

Now let 6>(x) be the angle with the x-axis of the normal to the contour at 

point x (Fig. 9b). Then 

6> = !n + arctan( -2ax) = 1n - 2ax + O(x 3). 

In a small timestep Li the contour is at most O(Ll) translated, so we can restrict 

Fig. 9. See the text 

a b c 
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to x's of this order. In the timestep LI the point (x, y) on the contour is translated 
to: 

(x, y) = ( x + C ( t/t + e - ~) cos( 8)LI ; y + C ( t/t + e - ~) sin( 8)LI) 

:::::: (x + C(t/t - 2ax)2axLI; y + C(t/J - 2ax)L1). 

So, the translated contour is up to second order terms given by 

y = -ax2 + C(t/t - 2ax)LI :::::: -ax 2 - C'(t/t)2axLI + C(t/J)LI 

(see Fig. 9c), and the new top of the parabola is now 

(x, y) = ( - C'(t/t)LI; C(t/t)LI) 

which finally leads to 

t/t -Q = arctan ( -~) 

V(e) = j(C(t/t))2 + (C'(t/t))2 

or equivalently Eq. (3.12). 
Weinberger (1983) has derived the characterization 

A= {x: x 1 cos t/t + x2 sin t/t ~ C0(t/t) for all t/t E [O, 2n)} (I.3) 

in the context of a discrete time model. Combining (I.2) and (1.3) we find 

Co(t/t) 
V(e) ~ (,,, ) •= Fq(t/t), for all t/t E [O, 2n). 

cos"' -e 
(I.4) 

A point x of the boundary separating the 'inside' from the 'outside' of the set A 
necessarily satisfies 

or similarly 

dFe _o· 
dt/t - ' 

which, in its turn, equals (3.12). 

(I.5) 

(I.6) 

Inequality (1.4) is more restrictive than (1.5). What then is the difference 
between (3.12) and the Weinberger result? To answer this question consider the 
function Fq(t/t). Note that for (t/t - e) ~tn, Fq(t/I) ~ oo. Using the first equation 
of (I.6) we possibly find, besides the absolute minimum, one or more local 
minima and maxima. If such a local minimum exist it can if we gradually change 
e: (a) disappear because the local minimum and maximum fuse, (b) become the 
absolute minimum leaving the former absolute minimum as local minimum, or 
( c) a combination of these two. Combining this with the second equation of (1.6) 
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it can be seen that the graph of V(q) consists, at least, of a closed curve resulting 
from the absolute minimum (the AMCC). The local minima/maxima could 
possibly cause isolated closed curves 'outside' the AMCC, loops on the 'outside' 
of the AMCC fusing with the AMCC at one point, or more exotic possibilities 
like double loops in conjunction with closed curves, etc. The important point is 
that the properties of Fe(t/I) mentioned ensure that loops and isolated closed 
curves cannot occur 'inside' the AMCC. The closed convex set A as given by 
Weinberger equals the AMCC leaving our the isolated closed curves and pruning 
the loops. This pruning may result in a sharp angle. It is at such sharp angles 
where the geometrical derivation breaks down. 

In conclusion we can say that Eq. (3.12) tells the whole story if V(q) is a 
smooth function of(!, which is biologically reasonable. In other situations (3.12) 
also gives us the desired contour of equal birth rate/population density after 
pruning of loops and crossing out isolated islands. Whether or not such loops or 
islands do actually occur for 'decent' kernels we do not know. 

Appendix Il: The mean and variance of a stochastic block function 

In this appendix we show how the mean and variance of the reproduction kernel 
can be calculated for a stochastic block function. Since these calculations are 
used in the rabies example we use the terminology of infectious diseases. 

Consider a block function with a stochastic latency period (t), a stochastic 
infective period (i) and a stochastic infectiousness m. When ( and ,· are 
independent variables, respectively with probability density ft and suiVivor 
function Jff.., the average infectiousness of an individual 't' time after infection is 

i('t') = (il[D)- 1 f /(x)-*:.(r -x) dx. 

This model subsumes the usual two stages (latent and infective) differential 
equation models in which both f, and ff, are assumed to be exponential. The 
two special time kernels from Sect. 4, the block and gamma kernels, can be 
derived from it by assuming the densities of ,· and ( to be respectively both 
degenerated and gamma (C! - 1, t) and exponential (t). 

The mean and variance of i('t') can be calculated as follows. The mean 
inf ectivity of an individual is given by 

/('t') = 4[17('t')], 

where the individual infectivity !!.. equals 

'1('t') = nH('t' - {) - H('t' - ~ - i.)} 

with H the Heaviside step-function. And 

joo [ [<'+i J }'=Jo l('t') dr = 8 1- -n{-r)D-r = 4[0]. 
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By definition i('r) = t - 1 /y/( r). The mean, µ, of the time kernel is found from 

["' [i(. + ~ J 8[e"tCl + !Ki 2] 
µ =Jo -ri(r) dr = y - I ~ r!J.(T) dr = -S[(e"] - . 

When ~' i_ and ~ are independent 

µ = 8[6 + !S[i..]( 1 + C2[i_]), (Il.1) 

where C[i] is the coefficient of variation of i. The calculation of the variance, v2, 

proceeds -along the same lines 

i"" [i~ + ~ J l[Ct 2i_] + [(t i 2] + tG[(i 3] 
µ 2 + v2 = -r 2/(r) dr = y- 111 -r 217(r) d-r = . . 

o ~ - ll[(e] 

And under the independence assumption, 

v2 = var[6 + ! var[i_]( 1 - !C2[i_]) + (8[i_]) 2(il + tS[i_]C3[i_]), (Il.2) 

where S[ i] is the skewness of i. 
(Il.lf and (Il.2) relate the quantities used in Sect. 5 to quantities which are 

sometimes slightly better known. Usually we can make fair guesses about the 
mean and variance of the latency period. (II.I) and (II.2) moreover show that 
contrary to the situation for the contact distribution in the case of the time 
kernel, an approach based on a direct phenomenological measurement may be 
preferable to an approach based on detailed micromodels. A quantity like the 
skewness of the infective period, S[i], is difficult to measure. Yet this quantity 
occurs already in the expression for the variance, v2, of the time kernel. 

For the probability density given by Berger (1976) we find 
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