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SUMMARY 

The iterated 8-methods employing residue smoothing for finding both steady state and time-accurate 
solutions of semidiscrete hyperbolic differential equations are analysed. By the technique of residue 
smoothing the stability condition is considerably relaxed, so that larger time steps are allowed which 
improves the efficiency of the method. The additional computational effort involved by the explicit 
smoothing technique used here is rather low when compared with its stabilizing effect. However, in the case 
where time-accurate solutions are desired, the overall accuracy may be decreased. This paper investigates the 
effect of residue smoothing on both the stability and accuracy, and presents a number of explicitly given 
methods based on the iterated implicit midpoint rule (8 = 1/2). Numerical examples confirm the theoretical 
results. 

INTRODUCTION 

In References 2 and 3 function iteration methods for solving the implicit relations associated with 
implicit linear multistep methods were studied in the case of semidiscrete parabolic differential 
equations. It was shown that iterated multistep methods could be stabilized considerably by using 
residue smoothing techniques based on smoothing matrices. The impressive parabolic stability 
boundaries derived in these papers tempted us to study residue smoothing techniques.in iterated 
multistep methods for semidiscrete hyperbolic equations. However, a first investigation revealed 
that the hyperbolic case is much more complicated than the parabolic case and therefore we 
decided to start with the relatively simple case of an iterated one-step method; in fact, we chose 
the iterated 8-method. In this paper, we show that, in hyperbolic schemes, residue smoothing may 
also relax the stability conditions substantially. It turned out that the smoothers used in parabolic 
problems are not suitable in the hyperbolic case, so that we have to construct new smoothing 
matrices. It should be remarked that residue smoothing in solving hyperbolic problems has 
already been used by Lerat,8 Jameson4 and Turkel, 10 but these authors employ quite different, 
usually implicit, smoothing operators. 

The numerical schemes obtained in this paper are completely explicit and, by virtue of their 
simple structure, they vectorize extremely well on vector computers. They can be used for finding 
both steady state and time-accurate solutions of semidiscrete hyperbolic differential equations. 
The methods are illustrated by integrating the hyperbolic initial-boundary-value problem 

ou ou at= a(x, t, u) ox, u(x, t0 ) = g(x), u(O, t) = b(t), a(x, t, u) < 0, 0;::;; x ;::;; 1, t ~ t 0 (1) 

Suppose that this problem is semidiscretized by symmetric differences on a uniform grid 
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time, we consider the following modification: 

y<O> = Yn; yU> = yU-1) - ,rn SRn(tU- ll, yU-1)) 

t<Ol = tn; tU> = tU- ll - rU>[tU- l) - tn - h] 
(6) 

where j = 1, ... , m. Here, Sis a smoothing matrix which is defined by a polynomial of degree k of 
a difference matrix D, i.e. 

(7a) 

where Dis some (possibly rough) approximation to the normalized Jacobian matrix of the right­
hand-side function: 

J af 
D ~ -, J:= -a (tn + O(tn+I - tn), Yn + 8(71 - Yn)) 

p y 
(7b) 

with p denoting the spectral radius of the matrix J. The smoothing polynomial Sk(x) is required to 
satisfy the condition Sk(O) = 1, so that S approximates the identity matrix in the space spanned by 
eigenvectors of D with eigenvalues close to the origin. Examples of smoothing polynomials are 

S ( ) = T,. + 1 (1 + 2x) - 1 S ( ) = T,. + 1 ( 1 + 2x2 ) - 1 S ( ) = U 2 k (.JI+?) 
kx 2(k+1)2x' zkX 2(k+1)2x2, 2kx 2k+1 (8) 

Here, Tm and Um denote Chebyshev polynomials of the first and second kind. For special values of 
k these polynomials allow an extremely efficient implementation of the corresponding smoothing 
matrices (cf. Reference 2). The first family of these polynomials is appropriate in parabolic 
problems. 

The scheme (6) may be interpreted as an m-stage, one-step Runge-Kutta method in which the 
Runge-Kutta parameters are replaced by matrices. Thus, the iterated 0-method can be re­
presented by a Butcher array. For example, the Butcher arrays form = 1 and m = 2 are given by 

0 i 0 --- -------' 
r<1>s 

In practice, however, the representation (6) is more suited for implementation. 

Amplification polynomial 

In view of the special form (6), the most obvious approach is to choose the relaxation 
parameters such that the iteration error is rapidly decreased in magnitude. Since the iteration 
error in (6) is approximately given by 

m 

en+i := 11 - Yn+t R: Pm(S[I - OZ])en, Pm(x):= Il [1 - rU>x], Z := hJ (9) 
j = 1 

we should choose the amplification polynomial P m(x) of the 8-method appropriately. Usually, the 
iteration error en is dominated by eigenvectors of S[I - OZ] with eigenvalues close to 1. This 
suggests that we should choose P rn(x) such that it is small in magnitude in the neighbourhood of 
x = 1. Ideally, we should minimize P m(x) on the set of eigenvalues of S[I - OZ] which are close to 
1. However, owing to the introduction of the polynomial Sk, these eigenvalues are located on a 
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complicated curve in the complex plane and it seems unlikely that we can exploit its particular 
form. Therefore, we consider the spectrum of S[l - 8Z] as an arbitrary set of points in the 
complex plane. and. by applying Zarantonello's lemma (cf. Reference I!), we see that, as far as 
damping of the iteration error is concerned, we cannot do better than concentrating all zeros of 
P ,,,(x) at a fixed point in the centre of the region where we want P ,,,(x) to be small in magnitude. 
Obviously, this leads us to equal values for rUl and, since at least one relaxation parameter should 
be I. we find rui = ! for all j, so that 

(10) 

In the next section, where we investigate the linear stability of the iterated tl-method, we shall see 
that this polynomial is also obtained by solving the order conditions derived from the stability 
polynomial of the iterated 8-method. 

Stability polynomial 

In order to derive the stability polynomial. for the iterated 8-method, we have to establish a 
(approximate) relation between Yn+ 1 and y. when the method is applied to the linear test equation 
y' = Jy = h- 1 Zy. From (9) we have 

r;-Yn+1=P,,.(S[I-8Z])[r;-y.] (9') 

and from (5) we find that 
r; = [/- ezr 1 [/ + (1- tl)Z]y. 

Substitution of r1 into (9') and using (7a) yields 

l +[1-8-Pm(Sk(x)[l -tlz])]z 
Yn+i=R(D,Z)y", R(x,z):=· l-8z ---------- (11) 

R(D, Z) will be called the stability matrix and R(x, :) the stability polynomial. Notice that R(x. z) is 
a polynomial in both x and z. We remark that in the ideal case (the so-called model situation) 
where D equals the normalized Jacobian, i.e. if D = p - 1 J = (hp)- 1 Z, the stability polynomial 
R(x, z) = R((hp)- 1 z, z) is a polynomial of z alone. This 'simplified' stability polynomial plays a 
central role in our (linear) stability considerations. 

Unfortunately, when using the smoothing polynomials (8), the method generated by the 
amplification polynomial ( 10) has poor stability properties. As an alternative and more successful 
approach, we choose the smoothing polynomial in such a way that the resulting stability 
polynomial of the tl-method is suitable for integrating hyperbolic equations. Since stability 
polynomials govern not only the stability but to some extent also the overall accuracy of one-step 
methods we shall derive accuracy and stability conditions at the same time. In this approach, we 
may profit from the many results available in the literature on stability polynomials for 
hyperbolic equations (e.g. References 5, 6 and 7). In this connection, we observe that if we succeed 
in identifying R( (hp)- 1 z, z) with a given stability polynomial with constant coefficients, then we 
obtain smoothing polynomials of the form 

( 12) 

with si = cihp)i, where the ci are constants. As a consequence, the non-zero coefficients of xi zi in 
R(x, z) are proportional to (hp)i. This feature should be taken into account in the following 
accuracy considerations. 
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Accuracy conditions. The order of accuracy can be estimated by the local error E:n+ 1 : = y(tn+ 1 ) 

- Yn + 1 , where y(t) denotes the exact solution through the point (t", Yn). In order to derive an 
expression for this error we first observe that, by virtue of the property that the components of y(t) 
form a grid function defined on a grid with mesh size A, we may assume the existence of an integer 
p for which the grid functions 

Dj y(t) . 
yj(t): = ---;;rP' } = 0, 1, 2, ... 

are bounded as A tends to 0 (p may be considered as the order of the difference matrix D). 
Furthermore, we use a notation by means of the forward shift operator E, i.e., 

Eyi(t) = Yj+ 1 (t) 

We can now express the local error in the form 

en+ 1 (A, h) = h[I - Rz(D, O)]y'(t") + ih2 [I - Rzz(D, O)]y"(tn) + O(h3 ) 

= h[l - R,(APE, O)]y~(tn) + !-h2 [1 - Rzz(AP E, O)]y~(tn) + O(h3 ) (13) 

The expansion (13) indicates that, for sufficiently smooth grid functions y'(t.) and y"(t.), the 
global error defined by h- 1 e.+ 1 (A, h) is controlled by the 'error' function 

Writing 

we obtain 

Amk(AP, h) = L a;j hi !)JP 
ij 

Global error= L laijlO(hiAjP) 
ij 

(14) 

(15a) 

(15b) 

In the actual derivation of the error constants a;j it is convenient to write the amplification 
polynomial in the form 

Prn(X) = 1 + Cl1X + Cl2X2 + Cl3X3 + ... + ClrnXm 

so that the stability polynomial can be represented as 
m 

R(x, z) = 1 - z L aj[Sk(x)Y[l - ezy- 1 

j = 1 

(16) 

(11 ') 

Here, the coefficients Clj are easily expressed in terms of the relaxation parameters. We can now 
express the error function Amk(AP, h) in terms of 8, the coefficients Clj and the smoothing 
polynomial Sk. It is easily verified that 

so that 

m m 
Rz(X, 0) = - L aJSk(x)]j, Rzz(x, 0) = 28 L (j - l)e>:i[Sk(x)]i 

j=l j=l 

m 

Amk(AP, h) = 1 + h + h2 + L aj[l - 2h8(j - l)][Sk(AP)]j 
j = 1 

The error constants aii can be determined by writing 

mk 

Amk(!3.P, h) = L aih)AiP, 
j=O 

(17) 
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The first three coefficient functions a1(h) are given by 
m 

a0 (h) = 1 + h + h2 + I aj[l - 2h6(j - 1)] 
j = 1 

m 

a 1(h) = I ja1[1 - 2h8(j- l)]s 1 
.J = 1 

m 

a2 (h) = I jai[l - 2h8(j - 1)][s2 +tu - l)si] 
j = 1 

(as in (12), the parameters s1 denote the coefficients of the smoothing polynomial Sk(x)). 
We distinguish the case where the coefficient ai is constant and s1 is of order hi and the case 

where both ai and s1 are constant. The corresponding values of the error constants aii are listed in 
Tables I and II. 

We shall use the method parameters e and rxi to make the first error constants a;i and the 
smoothing parameters si vanish to maximize the stability boundary. In Table III the correspond­
ing parameter values of e and ai, and the resulting relaxation parameters together with the orders 
of the global error are listed form = 1, 2, 3. Since e = 1/2 for all m, we are in fact iterating the 
implicit midpoint rule. Furthermore, since the relaxation parameters all equal 1, the amplification 
polynomial P m(x) is identical with (10). Of course, this is a consequence of our decision to use all 
method parameters 8 and a1 for increasing the order of accuracy. If one or more of the method 
parameters are used for improving the stability, then the amplification polynomial will not 
necessarily be equal to (10). Without claiming that it is the best strategy, we shall confine our 
considerations to methods with 8 = 1/2, rUl = l (j = 1, ... , m), and with smoothing polynomial 

i = 0 

i = 1 

i = 2 

Table I. Error constants a;i for rxi constant and si = ci(hp)i 

j=O 

m 

1 + I rxj 
j= I 

m 

i - w I u - llo:j 
j =I 

j = 1 

0 

j =I 

m 

- 28c 1 p L j(j- l)rxi 
j =I 

j=2 

0 

0 

m 

p2 I jo:j[c2 +tu - I)cIJ 
j = 1 

Table II. Error constants aii for o:i and si constant 

j=O j = 1 j=2 
---··-·~--~----- ··---

m 

I jrx;(s2 +tu - l)si] 
j = I j =I 

m m "' i = 1 1 - w I u - t)o:j - ws, I j(j - t)o:j - 28 I j(j - l)o:j[s2 +tu - lJsD 
j =I j = 1 j =I 

i=2 0 0 
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Table IU. Specification of the Method(m, Sk) 

Global error 
r< 3l s1 = ci(hp)i sJ constant 

- 1 

O(h + hp!lP) 

O(h2 + h2p~P) 
O(h + ~P) 
O(hl + MP + ~2P) 

Sk such that the stability is optimal in some sense. These methods will be denoted by 
Method(mSd. 

Stability conditions. According to Table III and using (10) and (11), the stability polynomial of 
Method(m, Sk) reduces to the form 

R( )·- 1 + [1 - (1 - Sk(x)[l - tzJrJz 
x, z .- 1 

1 -2z 
(18) 

The region in the (x, z)-space where the modulus of this polynomial is bounded by 1 will be called 
the stability region. 

Example 1. Consider Method(l, S 1 ) where S 1 (x) = 1 + s 1x,s 1 being a positive constant. Then 
the stability polynomial (18) is given by 

R(x, z) = 1 + z(l + s 1 x) 

In the (x, z)-plane, the stability region is given by 11 + z(l + s1 x)I ~ 1. Let us consider this region 
for imaginary values of x and z. In Example 2 below, it will be shown that the largest possible 
imaginary stability boundary equals 1 and is obtained for s 1 = 1. Setting x = i~, z = ihp( with 
hp = 1 and - 1 ~ ~, ( ~ 1, we find that, in the(~, ()-plane, the stability region is bounded by the 
lines ( = 0 and (~ 2 - 2~ + ( = 0. 0 

In order to obtain manageable stability conditions, we consider the model situation where the 
difference matrix D actually equals the normalized Jacobian (hp)- 1Z, so that S = Sk((hpr 1 z). 
Evidently, for a given value of hp, the iterated 8-method is stable if the modulus of the stability 
polynomial R((hp)- 1 z, z) is bounded by 1 when z runs through the eigenvalues of the matrix Z. 
Such a value of hp will be called a stable hp-value. In actual computation, where the value is 
estimated during the integration process, it is recommended to require that there is a sufficiently 
large interval of stable hp-values. To be more precise, suppose that the method has the interval 
[et, {J] as its range of stable hp-values, and let p* be an estimate for the true spectral radius p. 
Usually, we desire the largest possible step h, so that we set h = {J/ p*. Since it is required that 
hp E [o:, {J], we have only stability if p* satisfies the inequality p ~ p* ~ {Jp/a. 

In this paper, we shall assume that the spectrum of the matrix Z is (essentially) imaginary. Thus, 
we are faced with the problem to keep the values 

R((h ) _ 1 )·= 1 +[t-(1-Sk((hp)- 1 z)[l -1zJtJz [-"hp .h J p Z, Z . 1 , Z E 1 , 1 p 
1 - zZ 

( 19) 

on the unit disk for a maximum range of hp-values by a judicious choice of the smoothing 
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polynomial Sk. In the ideal case where the whole interval [O, p] contains stable hp-values, f3 is 
called the imaginary stability boundary and will be denoted by /3;mag· 

Example 2. Consider again Method(l, Si) of Example 1. It is easily verified that the poly­
nomial (19), i.e. 

R((hp)- 1 z,z) = 1 + z(l + s1 (hp)- 1z) 

assumes values on the unit disk for all values of z in the imaginary interval 

[ - iH, iH], H:= 
hp(2s 1 - hp) 

sr 
provided that hp :s:;; 2s 1 • Thus, if z runs through the interval [ - ihp, ihp ], then we should require 
H ~ hp resulting in hp ::::;,; 2si/(1 + sI}. This leads us to put s1 = 1 to obtain the largest possible 
imaginary stability boundary Pimag = 1. D 

More generally, we have the following theorem on the maximal attainable imaginary stability 
boundaries of the iterated implicit midpoint rule. 

Theorem i. The imaginary stability boundary of Method(m, Sk) can never exceed m(k + 1) - 1 

Proof The polynomial R((hp)- 1 z, z) is of the form 1 + z + /3 2 z2 + P3 z3 + ... 
+ Pm<k+ l)zm<k+ lJ. It is known12 that the imaginary stability boundary of such polynomials 

cannot exceed the degree of the polynomial minus 1, i.e. /3;mag::::;,; m(k + 1) - 1. D 

In the following sections we consider one-stage, two-stage and three-stage methods in which 
the smoothing polynomial is determined such that the stability polynomial (19) is a polynomial 
with fixed coefficients possessing a large imaginary stability boundary /3;mag· As we already 
observed, the coefficients of the polynomials Sk obtained, and therefore the generated methods 
Method(m, Sk), are hp-dependent. Since it is sometimes convenient to have methods independent 
of p, we also consider methods where hp is replaced by /3imas• so that the coefficients of the 
smoothing polynomial are constant. We remark that, as a consequence, the range of stable hp­
values may change. 

ONE-STAGE METHODS 

In this section we consider the Method(!, Sk) defined in Table III. The stability polynomial of 
these methods is given by 

R(x, z) = 1 + zSk(x) 

From this expression we immediately conclude: 

(20) 

Theorem 2. Method( I, Sk) has a zero imaginary stability boundary if Sk is real-valued. D 

However, if the smoothing polynomial is complex-valued, then methods with non-zero 
imaginary stability boundaries are easily constructed. 

Methods of O(h + hpAP) 

Our starting point is a result of Kinnmark and Gray5 stating that the polynomials I k+ 1 (z) 
which satisfy I k + 1 (0) = I I.+ 1 (0) = 1 and which assume values on the unit disk in the largest 



8-METHOD FOR HYPERBOLIC EQUATIONS 

possible imaginary interval [ - ik, ik], are given by 

Thus, by identifying R((hp)- 1 z,z) with Ik+ 1(z), that is, 

Sk(x) = Ik+ 1 (hpx) - 1 
hpx 

279 

(21) 

(22) 

we achieve that (in the model situation) the range of stable hp-values is given by O ~ hp ~ k, so 

that the imaginary stability boundary /3imag equals k. Notice that, according to Theorem 1, this 

value is optimal. It follows from Table III that the method is O(h + hpflP). For future reference, 
we list the first three smoothing polynomials (Table IV). 

Methods of O(h + AP) 

Let us define 

Sdx) = Ik+ 1 (kx) - 1 
kx 

so that in the model situation where x = z / hp we have 

R((hp)- 1 z, z) = 1 + h: [1k+i (~; )- 1 J 

(22*) 

(23) 

The first three smoothing polynomials together with the ranges of stable hp-values of this stability 

polynomial are given in Table V. It turns out that here the stability range equals [O, k] so that at 
least for k ~ 3 the 'fixed smoothing polynomial' versions of Method(l, Sk) possess a non-zero 

imaginary stability boundary /3imag = k. We did not succeed in proving this property for all k. 
Finally, we remark that the methods are O(h + AP) accurate for all values of k (cf. Table II). 

Table IV. Smoothing polynomials for use in 
Method(l, Sk) 

k Sk(x) /3imag 

1 + hpx 

2 1 + thpx + ±(hpx)2 2 

3 1 + ~hpx + n(hpx)2 + a4i(hpx)3 3 

Table V. Smoothing polynomials for use in 
Method(l, Sk) 

Stable 
k Sh) hp-range 

1 l+x [O, 1] 

2 1 + x + x 2 [O, 2] 

3 f(3 + Sx + 4x2 + 4x3 ) [O, 3] 
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TWO-STAGE METHODS 

Next we consider the Method(2, Sk) as defined in Table m. The stability polynomial of these 
methods is given by 

R(x, z) = 1 + zSk(x){2 - Sk(x)[l - t z]} 

For this polynomial we have 

Theorem 3. 

(24) 

(a) If the eigenvalues of Z are purely imaginary, and if the smoothing polynomial is real-valued, 
then the stability condition of Method (2, Sk) is given by 

(25) 

where 

·- 4 ± j4- 3,2 

S±{O.- 2+!(2 

(b) If the conditions of (a) are satisfied, then the imaginary stability boundary cannot exceed the 

value J473. 
Proof 

(a) If Sk(x) is real-valued and if z = i' with ' real, then we have 

[R(x, z)j 2 = [1 - t(2 (Sk(x})2 ] 2 + (2 [Sk(x)(2 - Sk(x))J 2 

The stability condition [R(x, z)j ~ 1 leads to the inequality 

[1 + H 2 J [Sdx)] 2 - 4Sk(x) + 3 ~ 0 

for all non-zero values of Sk(x). This leads straightforwardly to the condition (25). 

(26) 

(27) 

(b) For real values of Sk(x) condition (27) can be satisfied only if ( 2 satisfies the condition 
4 ~ 3,2, that is 

1'1~A 
Thus, the imaginary stability boundary can never exceed the value J473. D 

This theorem reveals that real-valued smoothing polynomials are not very effective in 
hyperbolic schemes. Therefore, we have concentrated on more general complex-valued smoothing 
polynomials in order to increase the imaginary stability boundary. However, since the coefficients 
f3i of R((hp)- 1 z, z) are not free but functions of the k smoothing coefficients si, we should not 
expect to find boundaries as large as the upper bound m(k + 1) - 1 stated in Theorem 1. 

Met hods of 0 (h 2 + h2 pfiP) 

The Method(2, Sk) employing the smoothing polynomial Sk(x) = 1 + s1 x + ... + skxk con­
tains the k free parameters { s 1, .... , sk} for maximizing the imaginary stability boundary /3imag· In 
the model situation the stability polynomial is of the form 

(24') 

We used a numerical search in order to determine suitable parameter values. In Table VI we list a 
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Table VI. Smoothing polynomials for use in Method(2, Sk) 

k 

2 

3 

1 + :;thpx 

1 + tfihpx + -fs(hpx) 2 

1 + 275 hpx + ~(hpx)2 + ~(hpx)3 

f3imag 

2·5 

3·75 

6 

281 

few smoothing polynomials and the generated imaginary stability boundaries which are appro­
priate for use in Method(2, Sd. These boundaries are about 83, 75 and 85 per cent of the upper 

bounds given in Theorem I. According to Table HI the corresponding methods are of 
O(h2 + h2 pN). 

Methods of O(h2 + MP + A2P) 

By replacing in Table VI the problem parameter hp by /3;mag we obtain smoothing polynomials 
with constant coefficients generating methods of O(h2 + hAP + A2P). In Table VII, the analogue 

of Table VI is given. Unlike the case of one-stage methods, the price for having fixed smoothing 
polynomials is a reduced interval of stable hp values. However, we shall see that in actual 

computation the intervals of unstable hp values hardly influence the accuracy. Notice that the hp­
independent version of Method(2, S3 ) allows larger steps than the hp-dependent version. 

THREE-STAGE METHODS 

Finally, we consider the Method(3, Sk) of Table III. 

Methods of O(h 2 + h2p 2 A2P) 

Similar to the previous section we computed smoothing polynomials for use in the 
O(h2 + h2p2 A2P) version of Method(3, Sd. See Table VIII. 

Methods of O(h 2 + A2P) 

The analogue of Table VII is given by Table IX. Again the method using the third degree 
smoothing polynomial is rather sensitive to an accurate estimate of the spectral radius. 

k 

1 

2 

3 

Table VII. Smoothing polynomials for use in Method(2, Sd 

!(8 + 5x) 

lo (80 + 66x + 45x2 ) 

510 (50 + 84x + 54x2 + 8lx3 ) 

Stable hp-range 

[1·25, 2·5] 

[O, 0·89] + [2·89, 3·75] 

[O, 0·94] + [4-62, 4·67] + [4·85, 5·02] 

+ [5·13, 5-42] + [5-47, 6·25] 
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k 

2 

3 
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Table VIII. Smoothing polynomials for use in Method(3, Sk) 

k Sk(x) Pimag 

1 + ihpx 2·6 

2 l + /rihpx + m(hpx)2 5·5 

3 1 + 23060'0 hpx + 2660 (hpx)2 + Jh(hpx)3 5·75 

Table IX. Smoothing polynomials for use in Method(3, Sk) 

to(40 + 13x) 

20100 (2000 + 825x + 1452x2 ) 

32 ~00 (32000 + 33764x + 26979x2 + 24334x3 ) 

SMOOTHING 'MATRICES 

Stable hp-range 

[0·58, 0·62] + [1·08, 2·6] 

[0·63, 0·84] + [3-47, 5·54] 

[5-61, 5·75] 

In our numerical experiments we integrated the semidiscrete hyperbolic problem given in (2). 
However, in order to obtain a Jacobian matrix with an appropriate difference structure, we 
modify this system slightly. Instead of substituting the boundary value y0 in the equation for y1, 

we convert the boundary condition y0 = b(t) into a differential equation by analytical or 
numerical differentiation. Thus, if b 1(t) is available, then we add to (2) the equation 

dyo = b,(t) 
dt 

(28) 

The normalized Jacobian matrix of the right-hand-side function of the system { (2), (28}} is 
approximated by 

0 0 

1 0 - 1 

0 1 0 - 1 
1 

D=- (29) 
2 

1 0 - 1 0 

1 0 -1 

0 -1 4 -3 

We shall use this difference matrix for generating the smoothing matrices S = Sk(D) when 
integrating problems of the form { (2), (28) }. Notice that (29) does have a difference structure 
indeed, which would not be the case if y0 is eliminated from the equation for Yi. 

For an efficient implementation it is desirable to compute Sin advance. In the Appendix we 
have listed the matrices S = Smk associated with Method(m, Sk) for all polynomials Sk specified in 
Tables V, VII and IX. 
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NUMERICAL EXAMPLES 

In our experiments, we chose problems of the f01:m { (2), (28)} and we discretized the problems as 
indicated in the Introduction. The initial and boundary conditions were taken from the exact 
solution u(x, t). Thus, by specifying the functions u(x, t) and a(x, t, u), and the grid size ..:ix, the 
initial-value problem { (2), (28)} is completely defined. 

We represent the maximum absolute error (with respect to the solution u) at the end point of 
the integration interval in the form 10-•d, where sd may be considered as the number of correct 
significant digits. In the sections below we present sd / sd*-values for a few problems. Here, sd and 
sd* respectively correspond to the hp-dependent and hp-independent versions of the smoothing 
polynomial occurring in Method(m, Sk). To provide a reference, we also list the sd-value obtained 
for the implicit midpoint rule, when solved exactly using Newton iteration. Unstable results are 
indicated by an asterisk. 

Model problem 

Table X lists results for a model problem semidiscretized on a fixed grid with various values of 
the time step h. From this table the following conclusions can be drawn. 

1. All methods are stable when hp lies in the range given in the Tables IV-IX. 
2. Except for Method(2, S 1 ) the accuracy is not affected by the intervals of instability 

associated with the hp-independent versions of the two- and three-stage methods. 
3. The first-order and zero-order time discretization error of the hp-dependent and hp­

independent versions of the one-stage methods is clearly recognizable (in the two- and three­
stage methods, the time discretization error is hidden by the space and smoothing errors). 

4. Except for the hp-independent version of Method(2, Sk) the accuracy is not affected by the 
degree k of the smoothing polynomial. 

5. The hp-independent and hp-dependent versions of the three-stage method as well as the hp­
dependent version of the two-stage method produce results of the same accuracy as the 
implicit midpoint rule; however, this rule requires much more computational effort. 

Linear problem with varying coefficients 

Our second problem differs from the model problem by an (x, t)-dependent coefficient function 
a. From the various methods we selected the (m, k) = (1, 3), (2, 3) and (3, 2) methods which possess 
the best stability characteristics. Together with the Newton iterated implicit midpoint rule the sd­
values obtained are listed in a box like 

Method(l, S3 ) 

Method(3, S2 ) 

Method(2, S3 ) 

Newton 

Table XI presents the sd-values obtained. Again we observe the correct order behaviour of the 
various methods and, similar to the model example, the intervals of instability associated with the 
hp-independent version did not manifest themselves. A comparison of the accuracy behaviour of 
the hp-dependent and hp-independent versions reveals that in the three-stage scheme both 
versions yield the accuracy of the implicit midpoint rule. In the one- and two-stage methods, 
however, we observe a difference in favour of the hp-dependent version. 
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00 
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320 3· l/2·6 3·1/2·6 3· 1/2·4 4·6/4·3 4·6/4·2 4·6/3·5 4·6/4·6 4·6/4·6 4·6/4·5 4·6 

640 3-4/2·6 3-4/2·6 3-4/2-4 4·6/4·3 4·6/4·1 4·6/3·5 4·6/4·6 4·6/4·6 4·6/4·5 4·6 
:0 
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)> 
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Table XI. sd/sd*-values obtained for a:= - x/(2(1 + t)), u = sin(x2 (1 + t)- 1 ) and O,,;; t,,;; l 

Cl 

°" 
:0 

tu = fo dx =-Jo dx =lo dX = l~O dx = Jio "' 0 
;;::: 

h - .t 1 ·8/1 ·7 2·8/2·3 l ·8/1 ·8 2·9/2·9 */1 ·5 2·9/2·9 */1 ·4 */1·4 */1·4 */* 
;;::: 

-5 t:l 
2·9/3·0 JO 3·0/3·0 3·1 3· 1/3·0 3·2 */* 3·2 */* 3·2 '"" m 

··-------... ';O 

h = 110 2·1/1·5 3-2/2·3 2·1/2·0 3-4/2·9 2· 1/2· 1 3·5/3-5 */1·8 3-6/3·5 */0·8 */* 

3-2/3-3 3-3 3-5/3-6 3-6 3-7/3-7 3-8 3-8/3-7 3-8 */* 3-8 

h = fo 2-4/1-4 3·3/2·2 2-4/1 ·8 3·7/2·8 2-4/2·3 4·0/3-4 2-4/2-4 4·1/4·0 */1 ·8 3·6/4· 1 

3·4/3·3 J4 3·8/3·8 3·8 4·2/4·2 4·2 4·3/4·3 4-4 4·4/4-4 4-4 

h = ./o 2-8/1 ·4 3·4/2·2 2·7/1·7 3·9/2·8 2·7/2·1 4·3/3-4 2·7 /2·6 4·6/4·0 2·7/2·7 4·7/4·6 

3-4/3·4 3-4 3·9/3·9 3·9 4·4/4-4 4·4 4·8/4·8 4·8 4·9/5·0 5·0 
------ ----

h =to 3·2/1-4 3-4/2·2 3·0/1 ·7 3·9/2·8 3·0/2·0 4·5/3-4 3·0/2·4 4·9/4·0 3·0/2·9 5·2/4·6 
3·4/3-4 3-4 3·9/3·9 3·9 4·5/4·5 4·5 5·0/5·0 5·0 5·4/5·4 5·4 



Table XII. sd/sd*-values obtained for a: = - u, u = !( - t + .jt2 + 4x) and 1 ~ t ~ 2 

8.x = io 8.x =lo 8.x =lo 8.x = 1~0 

h = /o 2·2/1·7 3·5/2·1 2·1/2·0 3· 1/2·3 */2·2 2·8/2·6 */2-3 */2·9 
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4-4/3·0 4·4 5·0/3·3 5·0 5·6/3·6 5·6 6-1/3·9 6-1 
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Non-linear problem 

Our third problem is non-linear, that is, the coefficient function a depends on u. The analogue 
of Table XI is given by Table XII. In this example, the difference in the accuracies produced by the 
hp-dependent and hp-independent versions is much larger than in the previous examples, 
especially for the two- and three-stage methods. Apparently, in this non-linear problem, the 
influence of the smoothing error on the global error is rather large, resulting in a superior 
behaviour of the hp-dependent version of the method, particularly for small h. However, we 
should realize that in practical applications usually the largest possible step size will be used. For 
these values of h the difference of both versions is much less pronounced. 

Furthermore, we observe that the three-stage method using the hp-dependent version produces 
(for all stable step sizes) almost the same accuracy as the implicit midpoint rule. However, this 
Method(3, S2 ) requires considerably less computational effort than the implicit midpoint rule (in 
our implementation we measured a factor 8). 

APPENDIX 

For the actual computer solution to the semidiscretization { (2), (28)} of the initial-boundary­
value problem (1) by means of the hp-independent methods, the following explicitly written out 
algorithm may be used, 

Y(O) = Yn,· (j) = (j-1) - S [ (j-1) - - hij'(tn + t(j-1) Yn + yU-1))] 
Y Y mk Y Yn 2 , 2 

t(O) = tn; t(j) = tn + h 

where j = 1, ... , m and where Smk is the smoothing matrix which is defined by one of the 
following matrices (notice that the dimension of these smoothing matrices equals the number of 
semidiscrete differential equations in { (2), (28)} ): 

2 0 

1 2 - 1 0 

1 0 2 -1 0 
S11 = -

2 

0 1 2 - 1 0 

0 2 - 1 

0 - 1 4 - 1 

4 0 

2 3 -2 1 0 

l l 2 2 -2 0 
S12 =-

4 

0 1 2 2 -2 1 

0 3 - 1 1 

0 -1 5 -3 3 
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6 0 

4 4 -3 2 -1 0 

2 3 2 -2 2 - 1 0 
2 2 2 -2 2 - 1 0 

1 
Su= -

6 
0 1 2 2 2 -2 2 - 1 

0 1 2 2 1 - 1 

0 3 -2 7 -3 
0 -1 5 -6 11 -3 

16 0 

5 16 -5 0 

1 0 5 16 -5 0 
S21 =-

16 
0 5 16 -5 0 

0 0 5 16 -5 

0 -5 20 



80 0 

13 80 - 13 0 

1 0 13 80 - 13 0 
S31 = -

80 
0 13 80 -13 0 

0 13 80 - 13 

0 - 13 52 41 



128000 0 
55 361 101021 - 43194 26979 - 12167 0 

26979 43194 74042 - 31027 26979 - 12167 

12167 26979 31027 74042 - 31027 26979 

0 12167 26979 31027 74042 - 31027 

s - 1 I 
33 - 128000 

... 
0 12167 26979 31027 74042 

0 12167 26979 31027 

0 12167 26979 

0 12167 
- 12167 

0 

- 12167 0 

26979 - 12167 0 

- 31027 26979 - 12167 

74042 - 31027 26979 

31027 61875 5474 

39146 - 14996 126942 

58190 - 61180 131 514 

0 

- 12167 

- 9522 

- 35 259 

11643 
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If these matrices are used, then the maximally stable time step is given by h = f3mkP - i, where p 

denotes the spectral radius of af / ay and f3mk is given in the following table: 

f3mk k = 1 k=2 k=3 

m=l 1 2 3 

m=2 2·5 3·75 6-25 

m=3 2·6 5·54 5·75 

If smaller steps are used, then weak unstable behaviour may occur for m ~ 2 (cf. Tables VII* 
and IX*). 
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