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## Chapter 1

## Quantum Computation


#### Abstract

A little more than a century ago, before the birth of quantum physics, the physical description of the world was, as we would say today, classical. Every particle had a defined position and velocity, and one could, in principle, predict the state of a closed physical system at any future moment from the complete description of its current state. Although the physical description of the world seemed nearly complete, some experiments were still incompatible with the physical theories of that age. In fact, it turned out that the whole foundation of physics had to be changed to fully explain these phenomena.


Old quantum theory The first such phenomenon was black body radiation, studied from 1850. According to classical physics, the amount of energy radiated out of an ideal black body in thermal equilibrium would be infinite. This follows from summing up the contributions of all possible wave forms. This obvious inconsistency was resolved by Planck in 1900 [Pla01], who postulated that energy is quantized, that is it comes in discrete chunks instead of a continuous range of energies. In 1905, Einstein explained the photoelectric effect [Ein05] by postulating that light also comes in quanta called photons; he later got the Nobel prize for it. The photoelectric effect is an emission of electrons from matter upon the absorption of a photon with wavelength smaller than a certain threshold; if the wavelength is too big, no electron is emitted. In 1913, Bohr explained the spectral lines of the hydrogen atom [Boh13], again using quantization, and in 1924 de Broglie stated that also particles can exhibit wave characteristics and vice versa [Bro24]; we call this wave-particle duality. These theories, though successful, were strictly phenomenological, without formal justification for quantization. Shortly afterward, mathematical formalisms arose that possessed quantization as an inherent feature.

Modern quantum physics In 1925, Heisenberg developed matrix mechanics and Schrödinger developed wave mechanics; these two approaches were later
shown to be equivalent. A few years later, Dirac and von Neumann formulated the rigorous basis for quantum mechanics as the theory of linear operators on Hilbert spaces. Here physical observables correspond to eigenvalues of these operators and thus may be discrete.

Quantum physics satisfactorily explains both quantization and wave-particle duality. It also exhibits two new interesting phenomena, both later verified in the laboratory. The uncertainty principle, formulated by Heisenberg in 1927 [Hei27], is a phenomenon that two consecutive measurements on the same object (say position and velocity) possess a fundamental limitation on accuracy. Entanglement is a phenomenon that certain quantum states of two objects have to be described with reference to each other even if they are spatially separated. Quantum physics, however, does not contradict classical physics. The correspondence principle, formulated by Bohr in 1923, states that quantum systems reduce to classical in the limit of large quantum numbers.

Quantum mechanics is needed to explain certain macroscopic systems such as superconductors and superfluids. Despite initial reluctance on the part of many physicists, quantum physics turned out to be one of the most successful physical theories ever. The whole world nowadays is dependent on electronics and computers. They are based on semiconductors that could not be understood let alone built without quantum physics.

Quantum physics has several interpretations. Being built on the same basis, they do not differ in predictions, but some of them are more suitable to explain certain effects. The Copenhagen interpretation, largely due to Bohr in 1927, is the most widely accepted one among physicists. According to it, quantum mechanics provides probabilistic results because the physical universe is itself probabilistic rather than deterministic. The many-worlds interpretation, formulated by Everett in 1956, instead postulates that all the possibilities described by quantum theory simultaneously occur in a multiverse composed of independent parallel universes. In this thesis, we will stick to the Copenhagen interpretation, because it nicely describes the process of quantum measurement.

Double-slit experiment To illustrate quantum mechanics, consider the following simple experiment, first performed by Young in 1801. It is outlined in Figure 1.1. We send a beam of coherent light through a double-slit to a light sensitive film. When the film is developed, we see a pattern of light and dark fringes, called the interference pattern. This pattern is well explained by the wave theory of light formulated by Huygens, as follows. When a wave goes through the double-slit, two waves similar to the waves on the water level are formed. These two waves interfere: in the light spots constructively and in the dark spots destructively. This explains why the film is lit more on some places.

There is another theory of light, the corpuscular theory, formulated by Newton and supported by Einstein that claims that light is quantized-there is a smallest


Figure 1.1: Double-slit experiment
amount of light, a photon, that one can produce. This photon behaves like a particle, a little ball that has its own trajectory. Consider thus the following thought experiment. We attenuate the light source such that at every moment, at most one photon is produced. Assuming the corpuscular theory, this photon goes along one concrete trajectory chosen at random. The final position should then be distributed according to a bell-like distribution with one maximum in the middle. Let us send many single photons one after another so that the film is exposed enough, and develop the film. One would expect the picture to contain the bell-like pattern. However, it turns out that the interference pattern arises instead. It seems as if each of the individual photons behaves like a wave and interferes with itself.

Since it is very difficult to produce single photons, this experiment has been so far just a thought experiment. However, one can perform a similar experiment with other particles. In 1961, Jönsson performed it with electrons, and in 1974 Merli et al. performed it in the setting "one electron at a time", both observing the interference pattern described above. Interestingly, if one puts a detector behind the slits that measures which trajectory the electron has chosen, the interference pattern disappears. None of this could be explained with classical physics!

Postulates of quantum physics Quantum physics postulates that a photon (and also any other particle) is a kind of wave. It does not possess a concrete position, but instead a so-called wave function assigns amplitudes to all possible positions. An amplitude somehow corresponds to the probability of measuring the photon at a given position. The wave function evolves in time according to Schrödinger's equation. This equation is linear, as is its solution, and hence a principle of superposition holds-any linear combination of solutions to the equation is also a solution. When a system is in a linear combination, called superposition, of two states, then any future state is the same linear combination
of the two individual evolved states. An observer, however, does not have access to the wave function and can only observe the system, which usually causes a disturbance. There are systems, for which quantum physics cannot, even in principle, predict the outcome of a measurement with certainty. This profound result was unacceptable for many physicists, including Einstein who initially helped to develop the theory.

Quantum computation Let us move from continuous quantum systems (such as position or velocity of a particle) to discrete ones, for example electron spin (a non-classical feature of electron corresponding to presence of angular momentum) or polarization of light (which can be horizontal or vertical, or a superposition of both). Consider a system of $n$ such particles. Label the classical states of each particle by 0 and 1 . There are $2^{n}$ possible classical states of the system and each has assigned a quantum amplitude. Since simulating this quantum system involves computation of exponentially many amplitudes, classical computers seem to be of little help and the best way to understand a quantum system is building it and experimenting with it. It was Feynman who first proposed [Fey82, Fey85] that since computers based on quantum physics can easily simulate quantum systems, they may be more powerful than classical computers. Deutsch then laid the foundations of quantum computing [Deu85] by defining a universal quantum Turing machine.

The real interest in quantum computing started in 1994, when Shor discovered a polynomial-time quantum algorithm for factoring [Sho97], a problem for which no fast classical algorithm is known (it may exist though). Since several widely used cryptosystems rely on the intractability of this problem, even a slight possibility of building a quantum computer is a threat. Two years later, Grover discovered a universal quantum search algorithm [Gro96] that is quadratically faster than the best classical algorithm. Thanks to its universality, quantum computers can solve many problems that include some form of search faster. Since that time, much progress has been made in various areas, including but not limited to quantum cryptography, quantum error correction, and quantum communication. Several books on these topics have been written; let us just mention the excellent textbook [NC00] by Nielsen and Chuang that covers the foundations in much more detail than presented in this chapter.

Structure of the thesis In this thesis, we explore fast quantum algorithms and also lower bounds, that is proofs of optimality of the algorithms. In the rest of Chapter 1, we introduce the basic principles of quantum computing and present several quantum algorithms, including the analysis of their running time. In Chapter 2, we introduce two basic lower-bound techniques: the quantum adversary method and the polynomial method. In Chapter 3, we present new faster quantum algorithms for matching and network flows, based on quantum search.

In Chapter 4, we present a new faster quantum algorithm for matrix verification, based on quantum random walks. In Chapter 5, we present new results unifying and extending the quantum adversary method. In Chapter 6 and Chapter 7, we prove several direct product theorems, and we apply them in Chapter 8, where we prove several new and tight time-space tradeoffs for quantum computation.

### 1.1 Postulates of quantum mechanics

### 1.1.1 State space

Information Classical information is measured in bits. A bit is a unit of information that represents a binary outcome $b \in\{0,1\}$. If we want to store more information, we can split it into several bits. For example, an outcome with 256 possible values can be stored in 8 bits, which is often called a byte, because there are $2^{8}=256$ possible combinations of the values of 8 bits. Bits are not the only way of measuring information. We could instead decide that the basic unit is a trit that represents a ternary outcome $t \in\{0,1,2\}$. However, the theory would stay the same, hence we rather stick to the (simpler) bit.

One qubit A quantum variant of a bit is called a quantum bit, or simply qubit. If a qubit represents one of the two classical outcomes $b \in\{0,1\}$, we say that it is in a computational basis state and denote it by $|b\rangle$. The term $|b\rangle$ is a column vector with one 1 at the $b^{\text {th }}$ position and zeroes everywhere else, that is

$$
|0\rangle=\binom{1}{0}, \text { and } \quad|1\rangle=\binom{0}{1} .
$$

As we have already said, a quantum computer may not only be in a computational basis state, but also in a linear combination of those; we call it a superposition state. A general state of a qubit $\varphi$ can thus be expressed as

$$
|\varphi\rangle=\alpha_{0}|0\rangle+\alpha_{1}|1\rangle=\binom{\alpha_{0}}{\alpha_{1}},
$$

where $\alpha_{0}, \alpha_{1} \in \mathbb{C}$ are so-called quantum amplitudes. The amplitude $\alpha_{x}$ is related to the probability of the qubit being in the state $x$. A vector like $|\varphi\rangle$ is called a ket-vector.

Scalar product Let us define a scalar product on states so that we can define a norm and measure distances between states. For a ket-vector $|\varphi\rangle$, let $\langle\varphi|=$ $|\varphi\rangle^{\dagger}=\overline{|\varphi\rangle^{T}}$ denote the complex conjugate of the transpose of $|\varphi\rangle$. We call it a $b r a$-vector and it is used as a linear operator. The scalar product of $|\varphi\rangle,|\psi\rangle$ is the usual matrix product $\langle\varphi| \cdot|\psi\rangle$, often shortened as $\langle\varphi \mid \psi\rangle$, which looks like a bracket
and that is where the names $b r a$ - and ket-come from. The norm of a quantum state $|\varphi\rangle$ is defined as $\|\varphi\|=\sqrt{\langle\varphi \mid \varphi\rangle}$. Quantum mechanics requires that physical quantum states are normalized, hence the amplitudes of a qubit satisfy

$$
1=\|\varphi\|^{2}=\langle\varphi \mid \varphi\rangle=\left(\overline{\alpha_{0}}\langle 0|+\overline{\alpha_{1}}\langle 1|\right)\left(\alpha_{0}|0\rangle+\alpha_{1}|1\rangle\right)=\overline{\alpha_{0}} \alpha_{0}+\overline{\alpha_{1}} \alpha_{1}=\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2} .
$$

It will often be convenient to work with unnormalized states. Quantum bits are elements of the two-dimensional complex Hilbert space $\mathcal{H}=\mathbb{C}^{2}$. In a finite dimension, a Hilbert space is a vector space with a scalar product. The computational basis $\{|0\rangle,|1\rangle\}$ is an orthonormal basis for $\mathcal{H}$, that is every basis vector is normalized and the scalar product between different basis vectors is 0 .

Quantum phase The amplitude $\alpha_{x}$ of a basis state $|x\rangle$ can be decomposed as $\alpha_{x}=\left|\alpha_{x}\right| \cdot e^{i \theta}$ for some real $\theta$, that is as a product of the absolute value of the amplitude and a complex unit; the latter is called a quantum phase. The quantum phase is something new that classical randomized computers do not have. We say that two states $|\varphi\rangle,|\psi\rangle$ differ by a global phase $e^{i \theta}$, if $|\varphi\rangle=e^{i \theta}|\psi\rangle$. If the quantum states are parts of a larger quantum system, for example $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ versus $\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i \theta}|1\rangle\right)$, we call the quantum phase a relative phase.

There are two important one-qubit states that have their own names: the plus state and the minus state. The plus state is a uniform superposition of both basis states, that is a superposition with equal amplitudes of all states, and the minus state differs by the relative phase of $|1\rangle$ as follows.

The Hadamard basis $\{|+\rangle,|-\rangle\}$ is an orthonormal basis of $\mathcal{H}$ different from the computational basis. This means that the quantum phase is as important a quantity as the absolute value of the amplitude.

Many qubits A classical computer with $n$-bit memory is at every moment in exactly one of $2^{n}$ possible states. We can index them by $n$-bit strings $x \in\{0,1\}^{n}$ or by integers $0,1, \ldots, 2^{n}-1$. Again, a quantum computer can be in a superposition of these states. We describe it formally as follows.

Let $a_{1}, a_{2}$ be two vectors of dimensions $n_{1}, n_{2}$. The tensor product $a=a_{1} \otimes a_{2}$ is the vector of dimension $n=n_{1} n_{2}$ such that

$$
\begin{equation*}
a\left[i_{1} n_{2}+i_{2}\right]=a_{1}\left[i_{1}\right] a_{2}\left[i_{2}\right] . \tag{1.1}
\end{equation*}
$$

If the vectors are quantum states, we often write $|x\rangle|y\rangle,|x, y\rangle$, or even $|x y\rangle$ instead of the longer $|x\rangle \otimes|y\rangle$. For example, if $x=x_{1} \ldots x_{n}$ is an $n$-bit string, then $|x\rangle=\left|x_{1}\right\rangle \otimes \cdots \otimes\left|x_{n}\right\rangle$ is a column vector with one 1 at the position whose binary representation is $x$ and zeroes everywhere else.

Let $\mathcal{S}_{1}, \mathcal{S}_{2}$ be two Hilbert spaces spanned by vectors $\left\{\left|s_{1, i}\right\rangle\right\}_{i}$ and $\left\{\left|s_{2, j}\right\rangle\right\}_{j}$. The direct sum $\mathcal{S}=\mathcal{S}_{1} \oplus \mathcal{S}_{2}$ is the Hilbert space spanned by $\left\{\left|s_{1, i}\right\rangle\right\}_{i} \cup\left\{\left|s_{2, j}\right\rangle\right\}_{j}$. For example $\mathcal{H}=\mathbb{C} \oplus \mathbb{C}$. The tensor product $\mathcal{S}=\mathcal{S}_{1} \otimes \mathcal{S}_{2}$ is the Hilbert space spanned by $\left\{\left|s_{1, i}\right\rangle \otimes\left|s_{2, j}\right\rangle\right\}_{i, j}$. For example, $\mathcal{H} \otimes \mathcal{H}$ is spanned by $\{|0\rangle|0\rangle,|0\rangle|1\rangle,|1\rangle|0\rangle,|1\rangle|1\rangle\}$, which we shorten as $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$. Let $\mathcal{S}^{\otimes 1}=\mathcal{S}$ and $\mathcal{S}^{\otimes(n+1)}=\mathcal{S} \otimes \mathcal{S}^{\otimes n}$ denote a tensor power of $\mathcal{S}$. A state of an $n$-qubit quantum computer is an element of $\mathcal{H}^{\otimes n}$, which is spanned by all $n$-bit strings $\left\{|x\rangle: x \in\{0,1\}^{n}\right\}$.

Entanglement If a state of a composite quantum system $|\varphi\rangle \in \mathcal{S}_{1} \otimes \mathcal{S}_{2}$ can be written as $|\varphi\rangle=\left|\varphi_{1}\right\rangle\left|\varphi_{2}\right\rangle$ with $\left|\varphi_{1}\right\rangle \in \mathcal{S}_{1}$ and $\left|\varphi_{2}\right\rangle \in \mathcal{S}_{2}$, we call it a product state, otherwise we call it an entangled state. An entangled state is similar to a probability distribution of two random variables that are not independent.

All computational basis states are by definition product states, but there are states which cannot be written as a direct product of two states. Perhaps the simplest example is the following quantum state. It is called a singlet or an $E P R$ pair after the inventors Einstein, Podolsky, and Rosen who first showed [EPR35] its peculiar properties. It can be expressed as

$$
\begin{equation*}
\frac{|00\rangle+|11\rangle}{\sqrt{2}} \tag{1.2}
\end{equation*}
$$

We will say more about this state in the section about quantum measurement, in Example 1.1.3. The EPR-pair is at the heart of a physical experiment designed by Bell [Bel64] that provably cannot be explained by classical physics, and that thus gives strong indications in favor of the validity of quantum physics. Most quantum states are entangled. This follows from a counting argument: the Hilbert space on $n$ qubits has dimension $2^{n}$ whereas product states can be described using just $2 n$ complex parameters.
1.1.1. Remark. In this thesis, we mostly use numbers, roman letters, and English names for computational basis states $(|2\rangle,|i\rangle, \mid$ good $\rangle)$, and Greek letters and punctuation for superposition quantum states $(|\varphi\rangle,|+\rangle)$, unless stated otherwise.

### 1.1.2 Evolution

Linear evolution Physical operations are linear on quantum states. If the original state is denoted by $|\varphi\rangle$ and the state after applying the operation U is denoted by $\mathrm{U}|\varphi\rangle$, then

$$
\mathbf{U}(\alpha|\varphi\rangle+\beta|\psi\rangle)=\alpha \mathbf{U}|\varphi\rangle+\beta \mathbf{U}|\psi\rangle
$$

Therefore it is sufficient to specify the effect of $U$ on all basis states from some fixed basis, and the effect on all superposition states follows from linearity. If $\{|x\rangle\}_{x=1}^{N}$ is an orthonormal basis for the Hilbert space and $\mathrm{U}:|x\rangle \rightarrow \sum_{y=1}^{N} u_{y, x}|y\rangle$
for some complex coefficients $u_{y, x}$, then U is represented in this basis by the $N \times N$ matrix

$$
\mathbf{U}=\left(\begin{array}{cccc}
u_{1,1} & u_{1,2} & \ldots & u_{1, N} \\
u_{2,1} & u_{2,2} & \ldots & u_{2, N} \\
\vdots & \vdots & \ddots & \vdots \\
u_{N, 1} & u_{N, 2} & \ldots & u_{N, N}
\end{array}\right)=\sum_{x, y} u_{y, x}|y\rangle\langle x| .
$$

This matrix representation illuminates why we have chosen the syntax $\mathrm{U}|\varphi\rangle$ for the state of the quantum system after applying the operation - the state is determined by the matrix-vector product of U and $|\varphi\rangle$.

Unitary operations Physical quantum states are normalized. It is therefore reasonable to require that a quantum operation does not violate this constraint, but it preserves the norm of the quantum state.

$$
\| \mathrm{U}|\varphi\rangle\|=\| \varphi \|
$$

A norm-preserving linear operator is called a unitary operator. Elementary linear algebra implies that every unitary operator U satisfies $\mathrm{U}^{\dagger} \mathrm{U}=\mathrm{UU}^{\dagger}=\mathrm{I}$, where the adjoint operator $\mathrm{U}^{\dagger}=\overline{\mathrm{U}^{T}}$ is the complex conjugate of the transpose of U and I is the identity. It follows that unitary operators

- are reversible (that is they have an inverse) and $\mathbf{U}^{-1}=\mathbf{U}^{\dagger}$,
- are diagonalizable and all their eigenvalues are complex units,
- preserve scalar product, because $\langle\varphi| \mathrm{U}^{\dagger} \cdot \mathrm{U}|\psi\rangle=\langle\varphi \mid \psi\rangle$,
- map orthonormal bases to orthonormal bases.

Since unitary operators are reversible, quantum computers cannot perform any irreversible operations, such as storing a number into memory or removing an unused register. The most common ways to load a number are to add it modulo some fixed number or to xor it bitwise, that is add it bitwise modulo 2 .

Elementary quantum gates Let us present a few simple one-qubit gates. We represent them in the computational basis. The simplest ones are the Pauli operators $\mathrm{I}, \mathrm{X}, \mathrm{Y}, \mathrm{Z}$.

$$
\mathrm{I}=\left(\begin{array}{ll}
1 & 0  \tag{1.3}\\
0 & 1
\end{array}\right), \quad \mathrm{X}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \mathrm{Y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad Z=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

I is the identity operator that does nothing, $\mathbf{X}$ is the bit flip, and $\mathbf{Z}$ is the phase flip. The Pauli operators form a group if we ignore the global phase. Other useful one-qubit operators are

$$
\mathrm{R}_{\theta}=\left(\begin{array}{cc}
1 & 0  \tag{1.4}\\
0 & e^{i \theta}
\end{array}\right), \quad \mathrm{H}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) .
$$

$\mathrm{R}_{\theta}$ is the phase shift by angle $\theta$ and H is the Hadamard gate. The Hamadard gate is very remarkable. It is self-inverse, that is $\mathrm{H}^{2}=\mathrm{I}$, and it maps the computational basis $\{|0\rangle,|1\rangle\}$ to the Hadamard basis $\{|+\rangle,|-\rangle\}$ and vice-versa. Very roughly, one can think of H as a reversible coin flip operator, because it replaces a computational basis state by a superposition of both states, on the other hand one can still recover the original state by another application of H . As we will see, it is very often used in quantum algorithms.

Two important two-qubit operators are the controlled-NOT operator, which maps $|x\rangle|y\rangle \rightarrow|x\rangle|x \oplus y\rangle$, where $x \oplus y=(x+y) \bmod 2$, and the controlled- $Z$ operator, which maps $|x\rangle|y\rangle \rightarrow(-1)^{x y}|x\rangle|y\rangle$. In matrix form, they are respectively

$$
\text { controlled-NOT }=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right), \quad \text { controlled }-Z=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

An important three-qubit operator is the Toffoli gate, which maps $|x, y\rangle|z\rangle \rightarrow$ $|x, y\rangle|z \oplus x y\rangle$, that is it computes the logical AND of the first two bits.

Many qubits The quantum gates presented above act on 1-3 qubits. If we apply a quantum gate on a subset of bits in a many-qubit quantum system, then the overall quantum operation can be expressed in terms of a tensor product. If $\mathrm{U}_{1}, \mathrm{U}_{2}$ are operators, then $\mathrm{U}=\mathrm{U}_{1} \otimes \mathrm{U}_{2}$ maps $|\varphi\rangle \otimes|\psi\rangle \rightarrow \mathrm{U}_{1}|\varphi\rangle \otimes \mathrm{U}_{2}|\psi\rangle$. For example, if we have a 4 -qubit system and apply the Hadamard transform on the second qubit and the controlled-NOT operator on the last two qubits, then the quantum operation is $\mathbf{I} \otimes \mathrm{H} \otimes$ controlled-NOT. In matrix form, the tensor product of two matrices is analogous to the tensor product of two vectors defined by equation (1.1).

We can apply several gates in parallel on different qubits. For example, if we apply the Hadamard gate on each qubit in an $n$-qubit system, the operator maps

$$
\begin{align*}
|x\rangle=\left|x_{1} \ldots x_{n}\right\rangle & \xrightarrow{\mathrm{H}^{\otimes n}}\left(\mathrm{H}\left|x_{1}\right\rangle\right) \otimes \cdots \otimes\left(\mathrm{H}\left|x_{n}\right\rangle\right)=\bigotimes_{i=1}^{n} \mathrm{H}\left|x_{i}\right\rangle \\
& =\frac{1}{2^{n / 2}} \bigotimes_{i=1}^{n} \sum_{y_{i} \in\{0,1\}}(-1)^{y_{i} x_{i}}\left|y_{i}\right\rangle  \tag{1.5}\\
& =\frac{1}{2^{n / 2}} \sum_{y \in\{0,1\}^{n}} \bigotimes_{i=1}^{n}(-1)^{y_{i} x_{i}}\left|y_{i}\right\rangle \\
& =\frac{1}{2^{n / 2}} \sum_{y \in\{0,1\}^{n}}(-1)^{\sum_{i=1}^{n} y_{i} x_{i}}|y\rangle=\frac{1}{2^{n / 2}} \sum_{y \in\{0,1\}^{n}}(-1)^{x \bullet y}|y\rangle,
\end{align*}
$$

where $x \bullet y$ is the bitwise scalar product of $x$ and $y$.

### 1.1.3 Measurement

We have described what quantum states are like and what kind of operations one can apply on them. If all quantum systems were closed and did not interact with the environment, then the description would be complete. However, we often want to look at the quantum state at the end of the computation and read the outcome. By reading the outcome we perform a (unitary) interaction on the joint system computer-user, but this operation is not unitary on the subsystem containing only the computer.

One can describe the interaction in two ways: as a probabilistic measurement or using the density matrix formalism. We use both of them in this thesis, because some aspects of quantum computing are better understood in terms of a measurement and some in terms of a density matrix.

Projective measurement The simplest kind of measurement is a projective measurement. It can be described as follows. The Hilbert space of the quantum system is split into a direct sum of orthogonal subspaces $\mathcal{S}=\mathcal{S}_{1} \oplus \cdots \oplus \mathcal{S}_{m}$. Each subspace corresponds to one possible outcome of the measurement. Decompose the measured quantum state $|\varphi\rangle \in \mathcal{S}$ as

$$
|\varphi\rangle=\sum_{i=1}^{m} \alpha_{i}\left|\varphi_{i}\right\rangle
$$

where $\alpha_{i} \in \mathbb{C}$ and $\left|\varphi_{i}\right\rangle \in \mathcal{S}_{i}$ is a normalized quantum state. This decomposition is unique modulo quantum phases of the sub-states $\left|\varphi_{i}\right\rangle$ thanks to the orthogonality of the subspaces. If the quantum state $|\varphi\rangle$ is measured using this projective measurement, then the outcome is a random variable $I \in\{1,2, \ldots, m\}$ with

$$
\operatorname{Pr}[I=i]=\left|\alpha_{i}\right|^{2} .
$$

This illuminates why we want quantum states to be normalized - the probabilities have to sum up to 1 . After the measurement, if the outcome was $i$, then the quantum state collapses to $\left|\varphi_{i}\right\rangle$.

Measuring often disturbs the quantum state. Roughly speaking, the more information we get, the more the quantum state gets collapsed. The only way to not collapse an arbitrary quantum state is to have only one subspace $\mathcal{S}=\mathcal{S}_{1}$, that is to not measure at all. On the other hand, if we have a promise that the quantum state lies in a restricted set of possible quantum states, then it may be possible to configure the subspaces such that the collapsed state is equal to the original state. For example, if we know that the quantum state lies in some orthonormal basis, then we simply measure in this basis and obtain full information while not disturbing the state at all.

A convenient way of representing a projective measurement is in terms of projectors. A projector is a linear operator P such that $\mathrm{P}^{2}=\mathrm{P}$. Projectors only
have eigenvalues 1 and 0 , and they thus have two eigenspaces: the subspace that stays untouched and the subspace that is mapped to the zero vector. We represent the $i^{\text {th }}$ subspace $\mathcal{S}_{i}$ by the projector to this subspace, denoted by $\mathrm{P}_{i}=\Pi_{\mathcal{S}_{i}}$, and require that

$$
\mathrm{P}_{i}^{2}=\mathrm{P}_{i}, \text { and } \quad \sum_{i=1}^{m} \mathrm{P}_{i}=\mathrm{I}
$$

If a state $|\varphi\rangle$ is measured by the projective measurement $\left\{\mathrm{P}_{i}\right\}_{i=1}^{m}$, then the probability of obtaining the outcome $i$ is $\| \mathrm{P}_{i}|\varphi\rangle \|^{2}=\langle\varphi| \mathrm{P}_{i}|\varphi\rangle$ and the quantum state then collapses to $\mathrm{P}_{i}|\varphi\rangle / \| \mathrm{P}_{i}|\varphi\rangle \|$.
1.1.2. Example. The measurement of all qubits of an $n$-qubit system in the computational basis is described by the projective measurement $\{|i\rangle\langle i|: i \in$ $\left.\{0,1\}^{n}\right\}$. Measuring nothing at all is described by the projective measurement $\left\{\mathrm{I}_{n}\right\}$, where $\mathrm{I}_{n}$ is the identity operator on $n$ qubits. The measurement of the $1^{\text {st }}$ qubit of an $n$-qubit system in the Hadamard basis is described by the projective measurement $\left\{|+\rangle\langle+| \otimes \mathbf{I}_{n-1},|-\rangle\langle-| \otimes \mathbf{I}_{n-1}\right\}$.
1.1.3. Example. (EPR-Pair) Let us measure the first qubit of the singlet $\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ from equation (1.2) in the computational basis. The projectors are $\{|00\rangle\langle 00|+|01\rangle\langle 01|,|10\rangle\langle 10|+|11\rangle\langle 11|\}$. The quantum state hence collapses to $|00\rangle$ with probability $\frac{1}{2}$ and to $|11\rangle$ with probability $\frac{1}{2}$. The interesting thing is that both qubits collapse to the same value, but we cannot tell beforehand which one. If we measure any of these two qubits first, we get a completely random outcome and that outcome determines the value of the other qubit when measured next. The measurement on the first qubit thus influences the state of the second qubit that can be physically or even causally separated (the collapse of the wave function is immediate and there is no limit such as the speed of light). This was the reason why Einstein strongly argued [EPR35] for many decades against quantum physics. It, however, turns out that no information can be transferred by measuring entangled states, hence the general theory of relativity is not contradicted. Note that this behavior only occurs with entangled states. Elementary linear algebra implies that if a sub-state of a product state is measured in an arbitrary basis, the other sub-state is not influenced.

POVM measurement Projective measurements are not the most general measurements. A very popular and elegant generalization is the POVM measurement, named after Positive Operator Valued Measure. An operator E is called selfadjoint or Hermitian, if $\mathrm{E}^{\dagger}=\mathrm{E}$, and it is called positive semidefinite, denoted by $\mathrm{E} \succeq 0$, if $\langle v| \mathrm{E}|v\rangle \geq 0$ for every vector $v$. Positive semidefinite operators are Hermitian and all their eigenvalues are non-negative. A POVM measurement is
described by a list of positive semidefinite operators $\left\{\mathrm{E}_{i}\right\}_{i=1}^{m}$ such that

$$
\mathrm{E}_{i} \succeq 0, \text { and } \quad \sum_{i=1}^{m} \mathrm{E}_{i}=\mathrm{I}
$$

The difference between a projective and POVM measurement is that $\mathrm{E}_{i}$ may not be a projector, but it can have non-negative eigenvalues smaller than 1. The probability of obtaining the outcome $i$ is $\langle\varphi| \mathrm{E}_{i}|\varphi\rangle=\operatorname{Tr}\left(\mathrm{E}_{i} \cdot|\varphi\rangle\langle\varphi|\right)$. If we care how the quantum state looks like after the measurement, we need to specify the measurement operators in more detail. In particular, we have to choose the Cholesky decomposition $\mathrm{E}_{i}=\mathrm{M}_{i}^{\dagger} \mathrm{M}_{i}$; it always exists. The state then collapses to $\mathrm{M}_{i}|\varphi\rangle / \| \mathrm{M}_{i}|\varphi\rangle \|$. The probabilities, however, do not depend on the decomposition.

The elegant mathematical formulation of POVM measurements in terms of semidefinite programs allows solving several measurement related problems by techniques of semidefinite optimization.

### 1.1.4 Density operator formalism

The formalism of quantum measurements is a bit inconvenient for some problems, because it uses the concept of randomness to determine the state of the quantum system after a measurement. It is often useful to have an object that completely describes the quantum system and manipulate it deterministically. Classically, for example, such an object may be a probability distribution. If the evolution of a system is not fully deterministic, but depends on the outcome of a random process, we simply track the probabilities of possible states instead of concrete states during time.

Density operator Let us show how to combine probability distributions with quantum states. Let an $n$-qubit quantum system be in one of the states $\left|\varphi_{i}\right\rangle$, with respective probabilities $p_{i}$. We call $\left\{p_{i},\left|\varphi_{i}\right\rangle\right\}_{i=1}^{m}$ an ensemble of pure states. The density operator for the system is

$$
\begin{equation*}
\rho=\sum_{i=1}^{m} p_{i}\left|\varphi_{i}\right\rangle\left\langle\varphi_{i}\right| \tag{1.6}
\end{equation*}
$$

For example, if the system is in the computational basis state $|x\rangle$, then $\rho=|x\rangle\langle x|$ contains exactly one 1 on the main diagonal and it contains 0 everywhere else. If the system is in an arbitrary quantum state $|\varphi\rangle$ with certainty, then $\rho=|\varphi\rangle\langle\varphi|$ is a rank-1 Hermitian operator. Finally, if the system is in a probabilistic mixture of computational basis states described by the probability distribution $p$, then $\rho=$ $\sum_{x=0}^{2^{n}-1} p_{x}|x\rangle\langle x|$ is a diagonal operator whose diagonal represents the probability distribution. If $\rho=|\varphi\rangle\langle\varphi|$ for some $|\varphi\rangle$, we call it a pure state, otherwise we call it a mixed state.

Evolution and measurement Suppose that a quantum system $\rho$ undergoes a unitary evolution $U$. Since $|\varphi\rangle$ is mapped to $U|\varphi\rangle$, the density operator is mapped as

$$
\rho \xrightarrow{\mathrm{U}} \sum_{i=1}^{m} p_{i} \mathrm{U}\left|\varphi_{i}\right\rangle\left\langle\varphi_{i}\right| \mathrm{U}^{\dagger}=\mathrm{U} \rho \mathrm{U}^{\dagger} .
$$

Suppose that we apply a POVM measurement (or a simpler projective measurement) specified by positive semidefinite operators $\mathrm{E}_{j} \succeq 0$ with Cholesky decomposition $\mathrm{E}_{j}=\mathrm{M}_{j}^{\dagger} \mathrm{M}_{j}$ such that $\sum_{j} \mathrm{E}_{j}=\mathrm{I}$. It is not hard to see that the probability of obtaining the outcome $j$ is $\operatorname{Tr}\left(\mathrm{E}_{j} \rho\right)$. The density operator after observing $j$ and remembering the result is

$$
\rho_{j}=\frac{\mathrm{M}_{j} \rho \mathrm{M}_{j}^{\dagger}}{\operatorname{Tr}\left(\mathrm{E}_{j} \rho\right)} .
$$

Imagine that a quantum system is prepared in the state $\rho_{j}$ with probability $q_{j}$. The density operator is then $\rho=\sum_{j} q_{j} \rho_{j}$. It follows that if we measure the quantum system $\rho$ and forget the result, then the density operator is

$$
\rho \xrightarrow{\mathrm{M}} \sum_{j} \operatorname{Tr}\left(\mathrm{E}_{j} \rho\right) \rho_{j}=\sum_{j} \mathrm{M}_{j} \rho \mathrm{M}_{j}^{\dagger}
$$

Properties of the density operator It is immediate from equation (1.6) that $\rho$ is a positive semidefinite operator with trace 1 . The trace of an operator is the sum of its diagonal entries; it does not depend on the basis. The rules of quantum evolution and measurement imply that two quantum ensembles that lead to an equal density operator $\rho$ are indistinguishable. For example, the uniform mixture of $|0\rangle,|1\rangle$ is the same as the uniform mixture of $|+\rangle,|-\rangle$, because $|0\rangle\langle 0|+|1\rangle\langle 1|=$ $I=|+\rangle\langle+|+|-\rangle\langle-|$. We cannot say, when we get an ensemble, whether someone flipped a coin and picked a state at random from the computational basis or from the Hadamard basis. Hence it is not important what states we use to define a quantum ensemble and the only thing that matters is the density operator.

Reduced density operator Perhaps the most important application of the density operator is the description of subsystems of a composite system. Let $\rho_{A B}$ be the state of a composite system $A B$. Then the reduced density operator for system $A$ is

$$
\rho_{A}=\operatorname{Tr}_{B}\left(\rho_{A B}\right),
$$

where $\operatorname{Tr}_{B}$ the partial trace over system $B$. The partial trace is the (unique) linear operator such that

$$
\operatorname{Tr}_{B}\left(\rho_{A} \otimes \rho_{B}\right)=\rho_{A} \cdot \operatorname{Tr}\left(\rho_{B}\right)
$$

for all operators $\rho_{A}, \rho_{B}$. The usual trace operator is a special case of the partial trace when we trace out the whole system $\operatorname{Tr}=\operatorname{Tr}_{A B}$.

One may wonder why the reduced density operator $\rho_{A}$ should be defined this way. The answer is that $\rho_{A}$ is the only density operator that gives correct probabilities for all measurements on the subsystem $A$ alone, meaning the same probabilities as if the measurement was done on the joint system $A B$.
1.1.4. Example. Let us calculate the reduced density operator for the $1^{\text {st }}$ qubit of the singlet (1.2). The density matrix of the joint system is $\rho_{A B}=\frac{1}{2}(|00\rangle\langle 00|+$ $|00\rangle\langle 11|+|11\rangle\langle 00|+|11\rangle\langle 11|)$. If we trace out the second qubit, the reduced density operator is $\rho_{A}=\frac{1}{2}(|0\rangle\langle 0|+|1\rangle\langle 1|)=\frac{1}{2} \cdot I$, that is the completely mixed state.

Purification Purification is a mathematical procedure that allows us to associate pure states with mixed states. Given a density operator $\rho_{A}$, we introduce a new fictitious quantum system $R$, called the reference system, such that the quantum state of the joint system $A R$ is a pure state and the reduced density matrix for system $A$ is exactly $\rho_{A}$. This trick allows us to handle mixed states using the same techniques as pure states.

The purification can be done as follows. Suppose the density operator $\rho_{A}$ has rank $\ell$. We find the eigenvectors of $\rho_{A}$, denote them by $\left|\varphi_{i}\right\rangle$, and write $\rho_{A}=$ $\sum_{i=1}^{\ell} p_{i}\left|\varphi_{i}\right\rangle\left\langle\varphi_{i}\right|$. Let $R$ be an $\ell$-dimensional Hilbert space with computational basis $|i\rangle$. It is not hard to verify that

$$
\rho_{A}=\operatorname{Tr}_{R}(|\varphi\rangle\langle\varphi|), \text { where } \quad|\varphi\rangle=\sum_{i=1}^{\ell} \sqrt{p_{i}}\left|\varphi_{i}\right\rangle_{A}|i\rangle_{R}
$$

### 1.2 Models of computation

The laws of quantum physics allow us to perform any unitary operation or POVM measurement in principle. This does not mean that all operations can be done efficiently, that is using a small number of elementary quantum gates. By a simple counting argument, there are many more operations than short sequences of elementary quantum gates, hence to compute or even approximate some operations one needs (exponentially) many elementary quantum gates.

In this section we present models for classical and quantum computation. There are two basic models: the Turing machine and the circuit model. The circuit model is much more convenient for quantum algorithms, hence we will stick to it.


Figure 1.2: Classical circuit computing the parity of 4 bits

### 1.2.1 Quantum circuits

Classical circuits A circuit is represented by an acyclic oriented graph. The leaves are labeled by input bits and the other vertices are labeled by gates from the set $\{\neg, \wedge, \vee\}$. A computation is naturally induced by the graph as follows. We sort the vertices into a topological order, that is every vertex is placed after all its ancestors; if the graph is acyclic, then such an order always exists. Then the values of all vertices are computed in this sorted order. A vertex labeled by an input bit gets the value of the input bit, and a vertex labeled by a gate gets the value of the logical operation on the values of its ancestors. The outcome of the computation is the list of values of all vertices without descendants. A classical circuit computing the parity of 4 bits is outlined in Figure 1.2.

If all gates have at most $d$ inputs, we say that the circuit has $f a n$-in $d$. The fan-out is the maximal number of outgoing edges. Two important complexity measures are associated to a circuit: the size is the number of gates, and the depth is the length of the longest path. The above set of gates is universal, that means any function $f:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$ is computed by a finite circuit composed of these gates.

Reversible circuits Reversible computation is a slightly restricted model of computation, where each individual computational step must be reversible, that is the state of the computation before any step can be computed from the state after applying the step. It is clear that reversible computers can only compute reversible functions.

We model reversible computation by reversible circuits as follows. When the input size is $n$, the memory is of fixed size $m \geq n$ and it is initialized to the state $x_{1} \ldots x_{n} 0 \ldots 0$. One computational step consists of applying a gate from
the set $\{\neg$, controlled-NOT, Toffoli $\}$ on a subset of bits. Every bit is used exactly once, the fan-in and fan-out of each gate are equal, and each elementary gate is reversible. The controlled-NOT gate flips the target bit if the value of the source bit is 1 . The Toffoli gate flips the target bit if the logical AND of the two source bits is 1 . We use reversible circuits with constant fan-in, and the logical AND of $n$ bits can thus be computed using $O(\log n)$ operations.

The set of gates above is universal, that means any permutation $f:\{0,1\}^{n} \rightarrow$ $\{0,1\}^{n}$ is computed by a finite circuit composed of these gates. The restriction of reversibility is not as big a handicap as one might think, because there are several known classical tricks that turn any computation into a reversible one at little cost-at most quadratic slowdown and twice bigger memory consumption. One of them is called uncomputation and it works as follows. If $A$ tries to overwrite a register, we use a fresh ancilla register instead. The computation thus leaves a lot of garbage behind. We clean it by running the computation of $A$ backwards, which is possible since no data was overwritten.

$$
\left.|x\rangle|0\rangle|0\rangle \xrightarrow{A}|x\rangle \mid \text { garbage }\rangle|0\rangle \xrightarrow{\text { copy }}|x\rangle \mid \text { garbage }\rangle \mid \text { outcome }\rangle \xrightarrow{A^{-1}}|x\rangle|0\rangle \mid \text { outcome }\right\rangle .
$$

Since we copied the outcome into an ancilla register, we end up with the input, the outcome, and an array of fresh zero bits. Any classical computation of a function $f_{1}:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$ can thus be turned into a reversible computation of the permutation $f_{2}:\{0,1\}^{n+m} \rightarrow\{0,1\}^{n+m}$ such that $f_{2}:|x\rangle|y\rangle \rightarrow|x\rangle\left|y \oplus f_{1}(x)\right\rangle$. For details and tradeoffs, see [Ben89].

Quantum circuits Quantum computation can be modelled by quantum circuits that are a straightforward extension of reversible circuits. We simply extend classical reversible gates $\{\neg$, controlled-NOT, Toffoli $\}$ by linearity to unitary operators and add a few purely quantum gates, in particular the Hadamard gate H and all phase shifts $\mathrm{R}_{\theta}$. It follows that every reversible circuit is automatically a valid quantum circuit.

An example quantum circuit which is very different from any classical circuit is outlined in Figure 1.3. Classically, computing the parity of $n$ bits is hard even if we allow $\{\wedge, \vee\}$-gates with unbounded fan-in and fan-out, that is one needs a circuit of logarithmic depth [Raz87, Smo87]. In the quantum case, unbounded fan-out, that is the mapping

$$
(\alpha|0\rangle+\beta|1\rangle)|0 \ldots 0\rangle \rightarrow \alpha|0 \ldots 0\rangle+\beta|1 \ldots 1\rangle
$$

implies unbounded parity in constant depth. The trick behind the circuit is that when the controlled-NOT gate is applied in the Hadamard basis, the control qubit and the target qubit get swapped.

Adding $\mathrm{H},\left\{\mathrm{R}_{\theta}\right\}_{\theta \in[0,2 \pi]}$ is sufficient to get the full power of quantum computing. The Pauli operators do not have to be added, because $X$ is the gate $\neg, Z=R_{\pi}$,


Figure 1.3: Quantum circuit computing the parity of $n$ bits
and Y can be expressed using X and $\mathrm{R}_{\theta}$. The controlled- Z can be expressed using the controlled-NOT and the Hadamard gate. The set of gates above is universal, that is every unitary operator on $n$ qubits is computed by a finite quantum circuit composed of these gates. In fact, there exist smaller sets of gates that are universal. For example, unlike the classical case, the Toffoli gate is not necessary and it can be computed using only one-qubit gates and the controlledNOT $\left[\mathrm{BBC}^{+} 95\right]$. There even exist finite universal sets of gates where we only allow phase shifts $\mathrm{R}_{\theta}$ with angle $\theta$ taken from a finite set, such that the gates can approximate efficiently any unitary operator within any precision [ADH97].

### 1.2.2 Quantum query complexity

Oracle model Many quantum algorithms are developed for the so-called oracle model, also called the black-box model, in which the input is given as an oracle so that the only knowledge we can gain about the input is in asking queries to the oracle. The input is a finite string $x \in \Sigma^{n}$ of some length $n$, where $x=x_{1} x_{2} \ldots x_{n}$ and $\Sigma$ is the input alphabet. The goal is to compute some function $f: \Sigma^{n} \rightarrow \Sigma^{\prime}$ of the input $x$, where $\Sigma^{\prime}$ is the output alphabet. We associate letters from the input alphabet with numbers $\{0,1, \ldots,|\Sigma|-1\}$. Some of the functions we consider are Boolean, that is $\Sigma=\Sigma^{\prime}=\{0,1\}$, some not. We use the shorthand notation $[n]=\{1,2, \ldots, n\}$.

As our measure of complexity in this model, we use query complexity. The query complexity of an algorithm A computing a function $f$ is the number of queries used by A. The query complexity of $f$ is the minimum query complexity among all algorithms computing $f$.

An alternative measure of complexity would be to use the time complexity which counts the number of basic operations used by an algorithm, that is the number of queries plus the number of (bounded fan-in) elementary gates. The time complexity is always at least as large as the query complexity, and thus a lower bound on the query complexity is also a lower bound on the time complexity. For most existing quantum algorithms, including Grover's search [Gro96], the time complexity is within polylogarithmic factors of the query complexity. A notorious exception is the so-called Hidden Subgroup Problem which has polynomial query complexity [EHK04], yet polynomial time algorithms are known
only for some instances of the problem.
One query The oracle model in the classical setting is called the model of decision trees $\left[\mathrm{BBC}^{+} 01\right]$. A classical query consists of an index $i \in[n]$, and the answer of the number $x_{i}$. There is a natural way of modelling a query so that it is reversible. The input is a pair $(i, b)$, where $i \in[n]$ is an index and $b \in \Sigma$ a number. The output is the pair $\left(i,\left(b+x_{i}\right) \bmod |\Sigma|\right)$. There are (at least) two natural ways of generalizing a query to the quantum setting, in which we require all operations to be unitary. The first way is to consider a quantum query as a unitary operator that takes two inputs $|i\rangle|b\rangle$, where $i \in[n]$ and $b \in \Sigma$, and outputs $|i\rangle\left|\left(b+x_{i}\right) \bmod \right| \Sigma\rangle$. The oracle is then simply just a linear extension of the reversible query given above. We allow the oracle to take some arbitrary ancilla state $|z\rangle$ as part of the input that is untouched by the query.

$$
\begin{equation*}
\mathrm{O}_{x}^{\prime}|i, b, z\rangle=\left|i,\left(b+x_{i}\right) \bmod \right| \Sigma|, z\rangle \tag{1.7}
\end{equation*}
$$

The ancilla $|z\rangle$ contains any additional information currently part of the quantum state that is not involved in the query.

The second way is to consider a quantum query as a unitary operator $\mathrm{O}_{x}$ that takes two inputs $|j\rangle$ and $|b\rangle$, and outputs $e^{\frac{2 \pi i}{|i|} x_{j} b}|j\rangle|b\rangle$, where $j \in[n]$ and $b \in \Sigma$. Here we use the letter $j$ to denote the index, because $i=\sqrt{-1}$ denotes the complex unit. Again, we allow the query to take some arbitrary ancilla state $|z\rangle$ that is untouched by the query. We say that the oracle is computed in the phases by $\mathrm{O}_{x}$. Both operators $\mathrm{O}_{x}^{\prime}$ and $\mathrm{O}_{x}$ and unitary. The two operators are equivalent in that one query to either oracle can be simulated by a superposition query to the other oracle preceded and followed by a basis change (in particular by the Fourier transform). Hence the choice of $\mathrm{O}_{x}$ or $\mathrm{O}_{x}^{\prime}$ only influences the query complexity and the time complexity by a multiplicative constant. Though the first way is possibly the more intuitive, we often adopt the second way as it is very convenient.

$$
\mathrm{O}_{x}|j, b, z\rangle=e^{\frac{2 \pi i}{\Sigma \mid} x_{j} b}|j, b, z\rangle
$$

We mostly work with binary input alphabet $\Sigma=\{0,1\}$ and then the oracle $\mathrm{O}_{x}$ can be expressed in the following simpler form.

$$
\mathrm{O}_{x}|i, b, z\rangle= \begin{cases}|i, b, z\rangle & b=0, \text { also called non-query }  \tag{1.8}\\ (-1)^{x_{i}}|i, b, z\rangle & b=1, \text { also called query }\end{cases}
$$

We may think of one query as a one-round exchange of information between two parties, the algorithm and the oracle. In the classical binary setting, the algorithm sends an index $i \in[n]$ to the oracle, and the oracle responds with one bit of information, namely $x_{i}$. In the quantum setting, the algorithm sends the $\log _{2}(n)$ qubits $|i\rangle$ to the oracle $\mathrm{O}_{x}$, and the oracle responds with $(-1)^{x_{i}}|i\rangle$. The algorithm and oracle thus exchange a total number of $2 \log _{2}(n)$ qubits, and thus, a quantum
query to $\mathrm{O}_{x}$ can convey up to $2 \log _{2}(n)$ classical bits of information about the oracle by Holevo's theorem [Hol73, CDNT98]. The super-dense coding [BW92] achieves this upper bound.

Information theoretically, a function $f:\{0,1\}^{n} \rightarrow\{0,1\}^{\log _{2}(n)}$ that outputs at $\operatorname{most} \log _{2}(n)$ bits, can potentially be solved by a constant number of queries to the oracle. An example of such a problem is the Deutsch-Jozsa problem [DJ92], which is to distinguish balanced Boolean functions from constant functions. (A function $f$ is constant if $f(x)=f(y)$ for all inputs $x, y$, and it is balanced if it is not constant and $\left|f^{-1}(f(x))\right|=\left|f^{-1}(f(y))\right|$ for all inputs $x, y$.) The deterministic complexity of the Deutsch-Jozsa problem is $\left\lfloor\frac{n}{2}\right\rfloor+1$ and its randomized complexity is constant.

Quantum algorithms A quantum algorithm in the oracle model starts in a state that is independent of the oracle. For convenience, we choose the state $|\overrightarrow{0}\rangle$ in which all qubits are initialized to 0 . It then evolves by applying arbitrary unitary operators U to the system, alternated with queries $\mathrm{O}_{x}$ to the oracle $x$, followed by a measurement of the final state, the outcome of which is the result of the computation. In symbols, a quantum algorithm $A$ that uses $t$ queries computes the final state

$$
\left|\psi_{x}^{t}\right\rangle=\mathrm{U}_{t} \mathrm{O}_{x} \mathrm{U}_{t-1} \cdots \mathrm{U}_{1} \mathrm{O}_{x} \mathrm{U}_{0}|\overrightarrow{0}\rangle
$$

which is then measured. If the algorithm computes some function $f: \Sigma^{n} \rightarrow$ $\Sigma^{\prime}$, we measure the $\log \left|\Sigma^{\prime}\right|$ leftmost bits of the final state $\left|\psi_{x}^{t}\right\rangle$, producing some outcome $r$.

Without loss of generality, we assume that quantum algorithms only perform one final measurement at the end of the computation. If a measurement is needed in the middle, it can be postponed and the following quantum operations that depend on the outcome of that measurement are replaced by controlled quantum operations, like the controlled-NOT.

Query complexity The success probability $p_{x}$ of A on input $x \in \Sigma^{n}$ is the probability that $r=f(x)$. For total functions $f: \Sigma^{n} \rightarrow \Sigma^{\prime}$, we define the success probability of A as the minimum of $p_{x}$ over all $x \in \Sigma^{n}$. For partial functions $f: S \rightarrow \Sigma^{\prime}$, where $S \subseteq \Sigma^{n}$, we take the minimum over $S$ only. A quantum algorithm A has error at most $\epsilon$ if the success probability of A is at least $1-\epsilon$. We say that an algorithm A for a Boolean function has 1 -sided error if its success probability is 1 on all zero-inputs (or on all one-inputs), otherwise we call the error 2-sided.
1.2.1. Definition. For an $\varepsilon \geq 0$, let $Q_{\epsilon}(f)$ denote the minimum query complexity of any quantum algorithm that computes $f$ with 2 -sided error at most $\epsilon$, and as is common, let $Q_{2}(f)=Q_{\frac{1}{3}}(f)$ denote the 2-sided bounded error quantum query complexity with $\epsilon=\frac{1}{3}$. Let $Q_{E}(f)=Q_{0}(f)$ denote the exact quantum query complexity of $f$.

Sometimes we run a classical algorithm (possibly using quantum subroutines) whose query complexity depends on random choices made by the algorithm. In such a case, it makes sense to talk about the expected query complexity on an input, which is the average query complexity over all random choices. Note that we do not define this concept for quantum algorithms, where we only use one measurement at the end of the computation and thus have no information whatsoever about the progress of the computation.

### 1.3 Quantum search

One of the two most important quantum algorithms is Grover search [Gro96] invented by Lov Grover in 1996. The algorithm can be used for searching any unstructured database and it is quadratically faster than the best classical algorithm. Several improved variants of the basic algorithm are known and we describe the most important ones here [BBHT98, BHMT02].

### 1.3.1 Searching ones in a bit string

For simplicity, let us restrict our attention to the following simple problem.
1.3.1. Problem. (Unordered search) Decide whether a given n-bit input string $x$ contains a one, and if it does, find the position of some.

Assume for simplicity that $n$ is a power of 2 ; this allows us to implement the algorithm in a very simple way. The famous quantum algorithm Grover SEARCH that optimally solves this problem is outlined in Figure 1.4.
1.3.2. Theorem ([Gro96, BBHT98]). Let $w=|x|$ be the number of ones in the input string. If the number of iterations can be written as $t=(1+2 k+\varepsilon) \frac{\pi}{4} \sqrt{\frac{n}{w}}$ for some integer $k \geq 0$ and real $|\varepsilon| \leq \frac{1}{2}$, then Grover search $(n, t)$ finds a one with probability at least $\frac{1}{2}$.

Proof. The algorithm starts in a uniform superposition over all input bits. We show that after performing the Grover iteration $t$ times, the quantum state will be close to a uniform superposition over all ones, and hence a measurement will yield an index of some one with high probability. The analysis is based on the fact that in the Grover iteration, the $n$-dimensional quantum state actually lies in a two-dimensional real subspace $\mathcal{S}$ spanned by the uniform superposition over all zeroes $\left|\psi_{0}\right\rangle=\frac{1}{\sqrt{n-w}} \sum_{i: x_{i}=0}|i\rangle$ and the uniform superposition over all ones $\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{w}} \sum_{i: x_{i}=1}|i\rangle$.

Grover search (input string of length $n=2^{\ell}$, number of iterations $t$ ) returns some $i$ such that $x_{i}=1$.

1. Let $i$ denote a $\log n$-bit number that indexes the input bits. Put the quantum register into the superposition

$$
|\psi\rangle=\frac{1}{\sqrt{n}} \sum_{i=0}^{n-1}|i\rangle
$$

2. Repeat $t$ times the following so-called Grover iteration G:
(a) Phase flip. Multiply the quantum phase of $|i\rangle$ by -1 if $x_{i}=1$.

$$
\mathrm{O}_{x}:|i\rangle \rightarrow(-1)^{x_{i}}|i\rangle
$$

(b) Diffusion. Apply the diffusion operator as follows.

- Apply the Hadamard gate on each qubit of $|i\rangle$.
- Multiply the quantum phase of $|i\rangle$ by -1 if $i \neq 0$.
- Apply the Hadamard gate on each qubit of $|i\rangle$.

$$
\begin{equation*}
\mathrm{D}:|i\rangle \rightarrow-|i\rangle+\frac{2}{\sqrt{n}}|\psi\rangle \tag{1.9}
\end{equation*}
$$

3. Measure $|i\rangle$ in the computational basis and return it.

Figure 1.4: Quantum algorithm Grover search [Gro96]
First, the initial state of the algorithm can be written as

$$
\begin{align*}
|\psi\rangle & =\sqrt{\frac{n-w}{n}}\left|\psi_{0}\right\rangle+\sqrt{\frac{w}{n}}\left|\psi_{1}\right\rangle=\cos \alpha\left|\psi_{0}\right\rangle+\sin \alpha\left|\psi_{1}\right\rangle \\
\text { where } \sin \alpha & =\left\langle\psi \mid \psi_{1}\right\rangle=\sqrt{\frac{w}{n}} \tag{1.10}
\end{align*}
$$

and hence it is in $\mathcal{S}$. Second, the phase flip computed by the oracle $\mathrm{O}_{x}$ maps $\left|\psi_{0}\right\rangle \rightarrow\left|\psi_{0}\right\rangle$ and $\left|\psi_{1}\right\rangle \rightarrow-\left|\psi_{1}\right\rangle$ and hence it preserves $\mathcal{S}$. Third, the diffusion operator can be decomposed as $\mathrm{D}=\mathrm{H}^{\otimes \log n} \cdot \mathrm{O}_{0} \cdot \mathrm{H}^{\otimes \log n}$, because

$$
\begin{aligned}
|i\rangle \xrightarrow{\mathrm{H}^{\otimes \log n}} \frac{1}{\sqrt{n}} \sum_{j=0}^{n-1}(-1)^{i \bullet j}|j\rangle & \text { by equation (1. } \\
\xrightarrow{\mathrm{O}_{0}}-\frac{1}{\sqrt{n}} \sum_{j=0}^{n-1}(-1)^{i \bullet j}|j\rangle+\frac{2}{\sqrt{n}}|0\rangle & \text { using } 0 \bullet j=0
\end{aligned}
$$



Figure 1.5: The Grover iteration G drawn as a rotation in two dimensions

$$
\xrightarrow{\mathrm{H}^{\otimes \log n}}-|i\rangle+2|\psi\rangle \cdot\langle\psi \mid i\rangle .
$$

H is self-inverse

$$
\text { and }\langle\psi \mid i\rangle=\frac{1}{\sqrt{n}}
$$

Here $i \bullet j$ denotes the bitwise scalar product of $i$ and $j$. We conclude that

$$
\mathrm{D}=-\mathbf{I}+2|\psi\rangle\langle\psi|
$$

and it maps

$$
\begin{aligned}
& \left|\psi_{0}\right\rangle \rightarrow-\left|\psi_{0}\right\rangle+2 \cos \alpha\left(\cos \alpha\left|\psi_{0}\right\rangle+\sin \alpha\left|\psi_{1}\right\rangle\right)=\cos 2 \alpha\left|\psi_{0}\right\rangle+\sin 2 \alpha\left|\psi_{1}\right\rangle \\
& \left|\psi_{1}\right\rangle \rightarrow-\left|\psi_{1}\right\rangle+2 \sin \alpha\left(\cos \alpha\left|\psi_{0}\right\rangle+\sin \alpha\left|\psi_{1}\right\rangle\right)=\sin 2 \alpha\left|\psi_{0}\right\rangle-\cos 2 \alpha\left|\psi_{1}\right\rangle
\end{aligned}
$$

and hence it also preserves $\mathcal{S}$. The Grover iteration G can thus be written in the basis $\left\{\left|\psi_{0}\right\rangle,\left|\psi_{1}\right\rangle\right\}$ as a unitary matrix

$$
\mathrm{G}=\mathrm{D} \cdot \mathrm{O}_{x}=\left(\begin{array}{cc}
\cos 2 \alpha & \sin 2 \alpha \\
\sin 2 \alpha & -\cos 2 \alpha
\end{array}\right) \cdot\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)=\left(\begin{array}{cc}
\cos 2 \alpha & -\sin 2 \alpha \\
\sin 2 \alpha & \cos 2 \alpha
\end{array}\right)
$$

The operator G is a rotation by an angle of $2 \alpha$ in the two-dimensional subspace $\mathcal{S}$, so its $t$-th power is $\mathrm{G}^{t}=\left(\begin{array}{c}\cos 2 t \alpha-\sin 2 t \alpha \\ \sin 2 t \alpha \\ \cos 2 t \alpha\end{array}\right)$. We visualize the Grover iteration in Figure 1.5. The phase flip is a reflection around the vector $\left|\psi_{0}\right\rangle$, the diffusion is a reflection around the vector $|\psi\rangle$, and their composition is hence a rotation of the plane spanned by $\left|\psi_{0}\right\rangle$ and $|\psi\rangle$ by twice the angle $\alpha$ between the two vectors.

The initial state of the algorithm is $|\psi\rangle$ and the desired final state is $\left|\psi_{1}\right\rangle$. The total angle one has to rotate by is thus $A=\frac{\pi}{2}-\alpha$. It follows that the optimal number of Grover iterations is $t=\frac{A}{2 \alpha}=\frac{\pi}{4 \alpha}-\frac{1}{2}=\frac{\pi}{4} \sqrt{\frac{n}{w}}-\frac{1}{2}-O\left(\sqrt{\frac{w}{n}}\right)$, because $\alpha=\arcsin \sqrt{\frac{w}{n}}=\sqrt{\frac{w}{n}}+O\left(\left(\frac{w}{n}\right)^{3 / 2}\right)$ by expanding the power series. However, the algorithm has good success probability in a much wider range of $t$. Let

$$
\left|\psi^{t}\right\rangle=\mathrm{G}^{t}|\psi\rangle=\cos ((2 t+1) \alpha) \cdot\left|\psi_{0}\right\rangle+\sin ((2 t+1) \alpha) \cdot\left|\psi_{1}\right\rangle
$$

Generalized Grover search ( $n$-bit input string $x$ ) returns some $i$ such that $x_{i}=1$, or "zero string".

1. Let $\lambda=\sqrt[4]{4 / 3} \doteq 1.07$ and $M=\log _{\lambda}(20 \sqrt{n})$.

2 . For $m=0,1, \ldots, M$, do the following:

- Pick $t$ uniformly at random from $\left\{0,1, \ldots, \lambda^{m}\right\}$.
- Run Grover search $(x, t)$ and return $i$ if $x_{i}=1$.

3. Return "zero string".

Figure 1.6: Quantum algorithm Generalized Grover search [BBHT98]
denote the quantum state after $t$ Grover iterations. If the overlap between $\left|\psi^{t}\right\rangle$ and $\left|\psi_{1}\right\rangle$ is at least $\frac{1}{\sqrt{2}}$, that is if $\left|\left\langle\psi^{t} \mid \psi_{1}\right\rangle\right|=|\sin ((2 t+1) \alpha)| \geq \frac{1}{\sqrt{2}}$, then the final measurement yields an $i$ from the superposition over all ones with probability at least $\frac{1}{2}$, hence the success probability is at least $\frac{1}{2}$. The overlap is at least $\frac{1}{\sqrt{2}}$ for any angle from the intervals

$$
A \in\left[\frac{1}{4} \pi, \frac{3}{4} \pi\right] \cup\left[\frac{5}{4} \pi, \frac{7}{4} \pi\right] ;
$$

in the first interval the final state is close to $\left|\psi_{1}\right\rangle$ and in the second interval the final state is close to $-\left|\psi_{1}\right\rangle$. Since the rotation is periodical, one can add any integer multiple of $2 \pi$ without changing the success probability. Expressing $t=\frac{A}{2 \alpha}$ as $t=\left(k \pi+\frac{\pi}{2}+\varepsilon \frac{\pi}{2}\right) /\left(2 \sqrt{\frac{w}{n}}\right)$, where $k \in \mathbb{Z}$ and $|\varepsilon| \leq \frac{1}{2}$ finishes the proof.

Unknown number of solutions It may seem that to apply Grover search, one needs to know beforehand a good estimate of the Hamming weight of the input string, that is the number of ones. This is not a problem, because one can run the algorithm with $t \in\left\{1, \lambda, \lambda^{2}, \lambda^{3}, \ldots, n\right\}$ for some fixed $\lambda>1$. At least one guess will be close enough and the algorithm will have constant success probability. By refining this idea a bit further (so that we do not gain an additional logarithmic factor), we get the following algorithm.
1.3.3. Theorem (Quantum search [BBHT98]). The algorithm Generalized Grover search stops after $O(\sqrt{n})$ queries. If the Hamming weight of the input string is $|x| \geq 1$, then the algorithm finds a one with probability at least $1-\frac{1}{(4|x|)^{2}} \geq \frac{15}{16}$ and its expected query complexity is $O(\sqrt{n /|x|})$.

Proof. The algorithm is outlined in Figure 1.6. It runs Grover search several times with exponentially increasing numbers of iterations.

Assume that $x$ is not a zero string. Let $\mu=\log _{\lambda}(10 \sqrt{n /|x|})$. The crucial observation is that once $m \geq \mu$, that is when the value of $\lambda^{m}$ exceeds more than 12 times the optimal number of Grover iterations $\frac{\pi}{4} \sqrt{n /|x|}$, the total rotation after $\lambda^{m}$ iterations is $\lambda^{m} \alpha \geq 3 \cdot 2 \pi$. Since $t$ is actually picked uniformly at random from $\left\{0,1, \ldots, \lambda^{m}\right\}$, the final state $\left|\psi^{t}\right\rangle$ ends in a random position distributed almost uniformly around the circle. With probability $\frac{1}{2}$, the state lies in the good region where Grover search has success probability at least $\frac{1}{2}$. Hence in every round after $m \geq \mu$, the success probability is at least $\frac{1}{4}$, that is the error probability is at most $p \leq \frac{3}{4}$. (With more care, the expected error probability is $\frac{1}{2}$.)

Let $J$ be the random variable denoting the number of rounds after which the algorithm finishes. The expected query complexity can be expressed as a sum

$$
\begin{aligned}
T & =\sum_{j=0}^{M} \operatorname{Pr}[J=j] \cdot \sum_{m=0}^{j} O\left(\lambda^{j}\right)=\sum_{j=0}^{M} \operatorname{Pr}[J \geq j] \cdot O\left(\lambda^{j}\right) \\
& \leq \sum_{j=0}^{\mu-1} 1 \cdot O\left(\lambda^{j}\right)+\sum_{j=\mu}^{\infty} p^{j-\mu} O\left(\lambda^{j}\right)=O\left(\lambda^{\mu}\right) \cdot\left(1+\sum_{j=0}^{\infty}(p \lambda)^{j}\right) \\
& \leq O\left(\lambda^{\mu}\right)=O(\sqrt{n /|x|})
\end{aligned}
$$

where the last inequality holds because $p \lambda \leq \frac{3}{4} \cdot 1.07 \leq 0.81$. The number of rounds is limited by $M+1$, hence the total query complexity is at most $O(\sqrt{n})$. If there is at least one 1 in the input string, then it will be missed with probability at most $p^{k}$, where

$$
k=M-\mu=\log _{\lambda} \frac{20 \sqrt{n}}{10 \sqrt{n /|x|}}=\frac{\log _{\lambda}(4|x|)}{2}=\frac{\log _{p}(4|x|)}{2 \log _{p} \lambda}=-2 \log _{p}(4|x|)
$$

is the number of iterations after $\lambda^{m} \geq 10 \sqrt{n /|x|}$. We use that $\lambda=p^{-1 / 4}$. The success probability is hence at least $1-p^{k}=1-\frac{1}{(4|x|)^{2}}$.

Running time We show later in Chapter 2 that the query complexity of unordered search is $\Omega(\sqrt{n})$ and thus Grover search uses an asymptotically optimal number of queries. The running time of Grover search is, however, $O(\log n)$ times bigger than its query complexity, because $2 \log n$ Hadamard transforms and a logical OR of $\log n$ qubits are computed in each diffusion step. Grover showed [Gro02] how to reduce the running time to $O(\sqrt{n} \log \log n)$ while increasing the query complexity only by a constant factor, using techniques introduced in the rest of this chapter. Most algorithms presented in this thesis are efficient, that is their running time is within a polylogarithmic factor of their query complexity.

Exact quantum search Quantum search algorithms can be made exact, that is the error probability can be made zero, if we know exactly the number of ones
in the input. From the proof of Theorem 1.3.2, if the number of Grover iterations is exactly $t=\frac{A}{2 \alpha}=\frac{\pi}{4 \alpha}-\frac{1}{2}$, where $\alpha=\arcsin \sqrt{|x| / n}$, then the final state is exactly $\left|\psi_{1}\right\rangle$ and the measurement yields 1 with certainty. For example, if $|x|=\frac{n}{4}$, then $\alpha=\arcsin \frac{1}{2}=\frac{\pi}{6}$ and the optimal number of iterations is just $t=\frac{6}{4}-\frac{1}{2}=1$. We can always compute $t$ first, but the problem is what to do when the optimal $t$ is not an integer, because then neither $\lfloor t\rfloor$ nor $\lceil t\rceil$ iterations yield exactly $\left|\psi_{1}\right\rangle$.

The solution is to perform $\lfloor t\rfloor$ normal iterations and one last slower iteration. We change the last Grover iteration such that quantum phases get multiplied by $e^{i \theta_{1}}$ for some angle $\theta_{1}$ instead of -1 in the phase flip step and, similarly, by $e^{i \theta_{2}}$ in the step $\mathrm{O}_{0}$. It turns out that for every $\alpha^{\prime} \in[0, \alpha]$ there exist $\theta_{1}, \theta_{2}$ such that the slower Grover iteration rotates by angle $2 \alpha^{\prime}$.
1.3.4. Corollary (Exact quantum search [BHMT02]). For every $w \in$ $[1, n]$, there is a quantum algorithm that finds a one with certainty in an n-bit string containing exactly $w$ ones, and uses $O(\sqrt{n / w})$ queries.

Finding all ones If we want to find all ones in the input string instead of just one of them, we can iterate Generalized Grover search. We keep a list of all found ones in the memory and modify the oracle such that it flips the phase of $|i\rangle$ only if $x_{i}=1$ and the index $i$ is not yet in the list. At the beginning, the quantum search proceeds quite fast thanks to the existence of many solutions, and it gets slower at the end when only a few of them are left. The expected query complexity of finding all ones in a string of Hamming weight $|x|$ is

$$
\begin{equation*}
\sum_{k=1}^{|x|} O\left(\sqrt{\frac{n}{|x|-k+1}}\right)=\sum_{k=1}^{|x|} O\left(\sqrt{\frac{n}{k}}\right)=O(\sqrt{n|x|}) \tag{1.11}
\end{equation*}
$$

We need to take into account additional $O(\sqrt{n})$ queries for the final check that there are no more solutions.
1.3.5. Corollary $\left(\left[\mathrm{BBC}^{+} 01\right]\right)$. There is a quantum algorithm that finds all ones in an $n$-bit input string with probability at least $\frac{8}{9}$. It worst-case query complexity is $O((|x|+1) \sqrt{n})$ and its expected query complexity is $O(\sqrt{n(|x|+1)})$.

Proof. As stated above, we run Generalized Grover search while it succeeds in finding ones. The worst-case bound holds because there are at most $|x|+1$ iterations, each with $O(\sqrt{n})$ queries. The bound on the expected query complexity follows from Theorem 1.3.3 and (1.11). The algorithm succeeds if none of the $|x|$ ones is missed. By the same Theorem 1.3.3, when there are $w$ remaining ones, the error probability is at most $\frac{1}{(4 w)^{2}}$. By the union bound, the total error probability is at most $\frac{1}{16} \sum_{w=1}^{|x|} \frac{1}{w^{2}} \leq \frac{\pi^{2}}{16 \cdot 6}<\frac{1}{9}$.

### 1.3.2 Searching an unstructured database

Finding ones in a bit string is a rather specific problem. However, using a simple trick, Grover search can be used to search any unstructured database. Let $\Sigma$ be any finite alphabet, for example $[n]$. Consider an input consisting of a string $x \in \Sigma^{n}$ and an item $y \in \Sigma$. The problem is to decide whether there exists an index $i \in[n]$ such that $x_{i}=y$. We define the following oracle $\mathrm{P}_{x}$.

$$
\mathbf{P}_{x}:|i\rangle|y\rangle \rightarrow \begin{cases}-|i\rangle|y\rangle & x_{i}=y \\ |i\rangle|y\rangle & \text { otherwise }\end{cases}
$$

If our new oracle $\mathrm{P}_{x}$ is used instead of the original oracle $\mathrm{O}_{x}$, then Grover SEARCH implements searching for $y$ in the string $x$.

The oracle $\mathrm{P}_{x}$ can be computed using $\mathrm{O}_{x}^{\prime}$ as follows. Assume we have a clean ancilla register $z$. First, we load $x_{i}$ into $z$ using $\mathrm{O}_{x}^{\prime}$. Then we compare $y$ with $z$ and flip the quantum phase if they are equal. Finally, we unload $x_{i}$, that is clear the contents of the register $z$ by another application of $\mathrm{O}_{x}^{\prime}$. The computation only takes 2 queries and time $O(\log n)$ for the comparison of two numbers.

### 1.3.3 Amplitude amplification

Quantum computers offer substantial speedup in a yet more general setting. Assume we have a subroutine that performs some computational task with success probability $p>0$, and another subroutine that verifies deterministically whether the first subroutine succeeded. Classically, to amplify the success probability to a constant, we repeat the subroutines $c / p$ times for some constant $c$. The probability that the computation has always failed is $(1-p)^{c / p} \leq e^{-c}$. We call this process probability amplification, because for $p \ll 1$, the success probability after $t$ iterations gets amplified to roughly $t p$. This probability amplification is optimal as there is no algorithm that runs faster for all black-box subroutines. Quantum computers, however, perform quadratically better and they can amplify any subroutine using just $O(\sqrt{1 / p})$ applications. This process is called amplitude amplification, because the quantum amplitudes of the solutions get amplified in a similar way as the probabilities in the classical case.
1.3.6. Theorem (Amplitude amplification [BHMT02]). Let $S$ be a subset of $[n]$ and let $\mathrm{O}_{S}$ be a quantum algorithm that flips the phase of $|i\rangle$ if $i \in S$; the elements of $S$ are solutions we are looking for. Let A be a quantum algorithm that does not perform any measurements and that computes some superposition of elements $|\psi\rangle=\sum_{i=1}^{n} \alpha_{i}|i\rangle$. Let $p=\sum_{i \in S}\left|\alpha_{i}\right|^{2}$ denote the probability that we obtain an element from $S$ if we measure $|\psi\rangle$ in the computational basis. Then there is a quantum algorithm that uses $O(\sqrt{1 / p})$ applications of $\mathrm{A}, \mathrm{A}^{-1}, \mathrm{O}_{S}$, and finds an element of $S$ with constant probability.

Proof (Sketch). The algorithm is similar to Grover search, but it uses the subroutines $A$ and $A^{-1}$ instead of the Hadamard transform on each qubit. The final state after $t$ iterations is

$$
\left|\psi^{t}\right\rangle=\left(\mathrm{A} \cdot \mathrm{O}_{0} \cdot \mathrm{~A}^{-1} \cdot \mathrm{O}_{S}\right)^{t} \cdot \mathrm{~A}|0\rangle
$$

where $\mathrm{A}|0\rangle=|\psi\rangle$ is the superposition computed by the algorithm and $\mathrm{O}_{0}$ flips the phase of $|i\rangle$ if $i \neq 0$. Here we see why measurements are not allowed in A; we need to be able to reverse the computation.

By the same arguments as in Theorem 1.3.2, the quantum state stays in a two-dimensional real subspace $\mathcal{S}$ spanned by $\left|\varphi_{0}\right\rangle$ and $\left|\varphi_{1}\right\rangle$, where $\left|\varphi_{0}\right\rangle$ is the projection of $|\psi\rangle$ onto the bad subspace spanned by the set of basis states $|i\rangle$ for which $i \notin S$, and $\left|\varphi_{1}\right\rangle$ is the projection of $|\psi\rangle$ onto the good subspace. Note that $p=\left\|\varphi_{1}\right\|^{2}$. Normalize $\left|\psi_{1}\right\rangle=\frac{\left|\varphi_{1}\right\rangle}{\left\|\varphi_{1}\right\|}$. Then $\left\langle\psi \mid \psi_{1}\right\rangle=\frac{\left\langle\left\langle\mid \varphi_{1}\right\rangle\right.}{\left\|\varphi_{1}\right\|}=\frac{\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle}{\left\|\varphi_{1}\right\|}=\left\|\varphi_{1}\right\|=\sqrt{p}$. A simple computation yields that the optimal number of iterations is $t=\frac{\pi}{4 \alpha}-\frac{1}{2}$, where $\alpha=\arcsin \left\langle\psi \mid \psi_{1}\right\rangle$ like in equation (1.10), which is roughly $\frac{\pi}{4\left\langle\psi \mid \psi_{1}\right\rangle}=\frac{\pi}{4} \sqrt{\frac{1}{p}}$.

Let us show a non-trivial application of quantum amplitude amplification.
1.3.7. Problem (Element distinctness). The input is a sequence of $n$ numbers $x_{1}, \ldots, x_{n} \in[n]$. A collision is a pair $(i, j) \in[n] \times[n]$ such that $i \neq j$ and $x_{i}=x_{j}$. The problem is to decide whether there is a collision in $x$.

The classical complexity of element distinctness is $\Omega(n)$. The best known algorithm sorts the input numbers and then it looks for a collision in another round. Quantum computers cannot sort faster than $O(n \log n)$, however they can solve element distinctness polynomially faster.
1.3.8. THEOREM $\left(\left[\mathrm{BDH}^{+} 01\right]\right)$. There is a bounded-error quantum algorithm for element distinctness that uses $O\left(n^{3 / 4}\right)$ queries and runs in time $O\left(n^{3 / 4} \log ^{2} n\right)$.
Proof. The algorithm is outlined in Figure 1.7. The first step uses $O(\sqrt{n})$ queries. Sorting in the second step does not use any query. The Grover search in the third step uses $O(\sqrt{n})$ queries, because each Grover iteration uses 2 queries to load and unload the input number. In each iteration, $O(\log n)$ rounds of classical binary search within the contents of the memory are performed, however they use no further queries. Hence the first three steps together use $O(\sqrt{n})$ queries. Assume that there is a collision $(i, j)$ in $x$. The probability that we have picked the right interval $I$ containing at least one of $i, j$ is at least $\frac{1}{|I|}=\frac{1}{\sqrt{n}}$. The success probability of Grover search is at least $\frac{1}{2}$, hence the success probability of the first three steps is $p \geq \frac{1}{2} \frac{1}{\sqrt{n}}$. Amplitude amplification hence takes $O(\sqrt{1 / p})=O\left(n^{1 / 4}\right)$ rounds and the total query complexity is $O\left(n^{3 / 4}\right)$.

The running time is $O\left(\log ^{2} n\right)$ times bigger than the query complexity, because both sorting and binary searching in the first three steps take $O(\sqrt{n} \log n)$ operations on $\log n$-bit numbers.

Older Element distinctiness ( $n$ input numbers $x_{1}, \ldots, x_{n}$ ) returns whether there are $i \neq j$ such that $x_{i}=y_{i}$.

1. Pick a random number $s \in[\sqrt{n}]$. Let $I$ denote the interval $[(s-1) \sqrt{n}+1, s \sqrt{n}]$. Read the numbers indexed by $I$.

2 . Sort classically the numbers in $I$ according to their $x$-value.
3. For a specific $j \in[n]$, one can check if there is an $i \in I$ such that $x_{i}=x_{j}$ using classical binary search on $I$. Use Generalized Grover search to find out whether there is a $j \in[n]$ for which such an $i \in I$ exists.
4. Apply quantum amplitude amplification on the first three steps of the algorithm.

Figure 1.7: Quantum algorithm Older Element distinctness [ $\left.\mathrm{BDH}^{+} 01\right]$

### 1.4 Quantum random walks

A quantum walk is a quantum variant of a classical random walk on a graph. Instead of flipping a coin at random and walking based on the outcome of the coin flip, we put the coin into a quantum superposition and thus walk in a superposition of all directions. Quantum effects, such as negative interference, cause the properties of quantum walks to be different from those of random walks.

### 1.4.1 Element distinctness

In the previous section, we defined the element distinctness problem and presented a fast quantum algorithm for it based on quantum search. In this section, we show a fundamental quantum algorithm based on quantum walks that solves this problem even faster; in fact it is optimal. This algorithm is novel and quite universal, and a whole branch of quantum algorithms for several important and natural problems are inferred from it. We will see more examples later.
1.4.1. Definition. The Johnson graph $J(n, k)$ is defined as follows: its vertices are all subsets of $[n]$ of size $k$, and two vertices are connected by an edge if and only if their symmetric difference is 2 , that is one can get one subset from the other one by replacing one number.

Ambainis's quantum walk algorithm Element distinctness [Amb04] is outlined in Figure 1.8. It walks on the Johnson graph $J(n, k)$ for $k=n^{2 / 3}$. A graph vertex corresponds to a subset of $k$ input numbers loaded into the memory and one step of the walk corresponds to replacing one number by another one.

Element distinctiness ( $n$ input numbers $x_{1}, \ldots, x_{n}$ )
returns whether there are $i \neq j$ such that $x_{i}=y_{i}$.

1. Let $k=n^{2 / 3}$ denote the number of elements kept in the memory in each basis state. Put the quantum register into the superposition

$$
\frac{1}{\sqrt{\binom{n}{k}}} \frac{1}{\sqrt{n-k}} \sum_{\substack{S \subseteq[n] \\|S|=k}}|S\rangle \sum_{y \in[n]-S}|y\rangle .
$$

Read the numbers indexed by $S$ into a third register.
2. Repeat $t_{1}=\Theta(n / k)$ times the following:
(a) Phase flip $\mathrm{O}_{S}$. Multiply the quantum phase of $|S\rangle$ by -1 if there is a collision inside $S$.
(b) Diffusion D'. Apply $t_{2}=\Theta(\sqrt{k})$ steps of quantum walk by running $t_{2}$ times One Step $(|S\rangle|y\rangle)$.
3. Measure $S$ and verify classically whether there is a collision in the observed set $S$.

One Step (subset $|S\rangle$ of size $k$, index $|y\rangle$ outside $S$ ) is a quantum subroutine applying a unitary operation on its arguments.
4. Diffuse $|y\rangle$ by mapping $|S\rangle|y\rangle \rightarrow|S\rangle\left(-|y\rangle+\frac{2}{n-k} \sum_{y^{\prime} \notin S}\left|y^{\prime}\right\rangle\right)$.
5. Insert $y$ into the set $S$ and read $x_{y}$ by querying the input.
6. Diffuse $|y\rangle$ by mapping $|S\rangle|y\rangle \rightarrow|S\rangle\left(-|y\rangle+\frac{2}{k+1} \sum_{y^{\prime} \in S}\left|y^{\prime}\right\rangle\right)$.
7. Erase $x_{y}$ by querying the input and remove $y$ from the set $S$.

Figure 1.8: Quantum algorithm Element distinctness [Amb04]

At first glance, Element distinctness resembles Grover search. At the beginning, the quantum register is put into the uniform superposition of all basis states. Then a sequence of phase flips and diffusions is performed. Note that if a set $S$ is picked uniformly at random, then the probability that it contains a collision is roughly $p=(k / n)^{2}$ (assuming there is exactly one collision), and the number of iterations is proportional to $\sqrt{1 / p}=n / k$ exactly like in Grover SEARCH. There is, however, one crucial difference between the algorithms and that is the implementation of the diffusion step. An ideal diffusion operator maps
exactly like in equation (1.9). Had we performed exactly this operator D, we could apply Theorem 1.3.2 and conclude that the algorithm finds a collision with a constant probability. We do not do this for a simple reason: the ideal diffusion operator D costs $k$ queries to $x$, because it can replace a subset $S$ by another subset $S^{\prime}$ consisting of elements outside $S$. This means that the total number of queries of such an algorithm would be at least $\frac{n}{k} \cdot k \geq n$, which is worse than that of Older Element distinctness!

New diffusion operator This difficulty can be overcome as follows. We define a different diffusion operator $\mathrm{D}^{\prime}$ that can be computed using only $O(\sqrt{k})$ queries and prove that $\mathrm{D}^{\prime}$ behaves equally well as the ideal diffusion operator D for the purpose of quantum search. $\mathrm{D}^{\prime}$ is computed by $t_{2}$ applications of the quantum subroutine One Step. The quantum walk uses an additional register $|y\rangle$ called a coin flip register. It determines which number is to be added to or deleted from $S$, and the ideal diffusion operator (1.9) is applied on $|y\rangle$ in between these operations. This is the second difference from Grover search, which does not need to use any coin flip register. Basically, all discrete-time quantum walks use coin flip registers.
1.4.2. Theorem $([\operatorname{Amb} 04])$. Let $x_{1}, \ldots, x_{n}$ contain either no collision or exactly one collision. Then Element distinctness uses $O\left(n^{2 / 3}\right)$ queries and it has constant success probability.

Proof (sketch). The algorithm has already been described in Figure 1.8. Its total query complexity is $O\left(k+\frac{n}{k}(0+\sqrt{k})\right)=O\left(k+\frac{n}{\sqrt{k}}\right)$. We minimize it by setting $k=n^{2 / 3}$ and thus use $O\left(n^{2 / 3}\right)$ queries.

Assume that there is a collision $(i, j)$. It remains to prove that the subset $S$ at the end contains the collision with probability at least a constant. We analyze the eigenspaces of the unitary operator $\mathrm{G}=\mathrm{D}^{\prime} \cdot \mathrm{O}_{S}$. The analysis is feasible because, like in Grover search, the quantum state stays in a constant-dimensional subspace $\mathcal{S}$. Here $\mathcal{S}$ has 5 dimensions and it is spanned by $\left\{\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle,\left|\psi_{3}\right\rangle,\left|\psi_{4}\right\rangle,\left|\psi_{5}\right\rangle\right\}$,
where $\left|\psi_{\ell}\right\rangle$ is the uniform superposition of states of type $\ell$ as follows. Each state $|S\rangle|y\rangle$ has a type assigned according to the following table:

$$
\begin{array}{ccc}
\text { type }=1 \text { if } & |S \cap\{i, j\}|=0 & y \notin\{i, j\} \\
2 & & |S \cap\{i, j\}|=0 \\
3 & y \in\{i, j\}  \tag{1.12}\\
4 & |S \cap\{i, j\}|=1 & y \notin\{i, j\} \\
5 & & |S \cap\{i, j\}|=1 \\
& y \in\{i, j\} \\
& y \in\{i, j\} \mid=2 & y \notin\{i, j\}
\end{array}
$$

For example $\left|\psi_{1}\right\rangle=\sum_{S:|S \cap\{i, j\}|=0} \sum_{y \notin S \cup\{i, j\}}|S\rangle|y\rangle$. Note that there is no $6^{\text {th }}$ subspace, because when both $i, j \in S$, they cannot be simultaneously equal to $y$. It is straightforward to verify that both $\mathrm{O}_{S}$ and $\mathrm{D}^{\prime}$ preserve $\mathcal{S}$.

The operator One Step has 5 different eigenvalues. One of them is 1 with the uniform superposition being the eigenvector. The other ones are $e^{ \pm i \theta_{j}}$ for $j=1,2$ with $\theta_{j}=(2 \sqrt{j}+o(1)) \frac{1}{\sqrt{k}}$. Let us perform $t_{2}=\left\lceil\frac{\pi}{3 \sqrt{2}} \sqrt{k}\right\rceil$ quantum walk steps in the diffusion operator; this means that the eigenvalues are raised to the power of $t_{2}$. Hence $\mathrm{D}^{\prime}=\mathrm{ONE} \mathrm{Step}^{t_{2}}$ has eigenvalues 1 and $e^{ \pm i\left(\frac{2 \pi}{3} \sqrt{\frac{j}{2}}+o(1)\right)}$ for $j=1,2$. The latter eigenvalues are bounded away from 1 ; they are $e^{i \theta}$ with $\theta \in[c, 2 \pi-c]$ for a constant $c>0$ independent of $n, k$. Recall that the ideal diffusion operator D of Grover search in the proof of Theorem 1.3.2 has the same properties: it has one eigenvalue 1 with the uniform superposition being the eigenvector, and one eigenvalue -1 (which is bounded away from 1 ).

Ambainis showed [Amb04, Lemma 3] that these two properties are sufficient. He proved that any operator like this can be used instead of the ideal diffusion operator D and the quantum search will still behave like Grover search. It follows that $t_{1}=\Theta(\sqrt{1 / p})=\Theta(n / k)$ iterations are enough to find the collision with constant probability.

Running time The running time of Element distinctness can be much bigger than its query complexity. The phase flip costs 0 queries, because all elements from $S$ are read in the memory, but the computation takes some time. Two simple approaches fail: naive comparison of all pairs takes time $O\left(k^{2}\right)$ and sorting takes time $O(k \log k)$, hence the total running time would be $\Omega(n)$, which is slower than Older Element distinctness. One may try to store the elements in a balanced search tree, such as a red-black tree [Bay72], that takes time $O(\log k)$ per operation. This approach is fast, but it fails too for a different reason. The same set of elements can be encoded by many trees of different shapes depending on the order of insertions and deletions. We need to have a unique encoding for the sake of the quantum interference. The correct solution is to use a random hash function and compare all pairs within the same collision group.
1.4.3. Corollary ([AmB04]). There is a bounded-error quantum algorithm for element distinctness with 0 or 1 collision running in time $O\left(n^{2 / 3} \log ^{c} n\right)$ for some $c>0$.

Many collisions It remains to solve element distinctness in the case when there might be more than one collision. The proof of Theorem 1.4.2 does not work in this setting - the subspace $\mathcal{S}$ can have much more than 5 dimensions because the states cannot be classified into a constant number of cases like in equation (1.12). A simple trick of Valiant and Vazirani [VV86] helps here. If there are roughly $w$ collisions, we first pick a random subset $T \subseteq[n]$ of size $n / \sqrt{w}$ and then run Element distinctness on $T$. With constant probability, the number of collisions inside $T$ is 1 and hence the algorithm has constant success probability. If we do not know the value of $w$, then we probe all values from an exponentially decreasing sequence like in Theorem 1.3.3. The running time is decreased when there are many collisions.

### 1.4.2 Walking on general graphs

The quantum algorithm ElEMENT DISTINCTNESS from the previous section walks on a Johnson graph and the analysis in Theorem 1.4.2 is specific for this graph. There are many efficient classical algorithms that walk on different graphs, such as grids or hypercubes, therefore it is interesting to investigate whether quantum computing is of any help in the general case. It turns out that quantum walks converge quadratically faster on any undirected regular graph.

Let us define a few concepts from the classical theory of random walks on graphs.
1.4.4. Definition. Let $G=(V, E)$ be an undirected $d$-regular graph, that is a graph where each vertex has degree $d$. The normalized adjacency matrix $A$ is defined as $A[i, j]=\frac{1}{d}$ if $(i, j) \in E$, and 0 otherwise. $A$ has principal eigenvalue 1 with the all-ones vector being the eigenvector. The spectral gap of $G$, denoted by $\delta_{G}$, is the difference between 1 and the second largest eigenvalue of $A$.

The spectral gap is nonzero if and only if $G$ is connected. The spectral gap is proportional to the inverse of the mixing time of a random walk on the graph, that is the number of random walk steps after which the probability distribution on the vertices is close to uniform regardless of the starting vertex.

Many practical algorithms can be modelled as instances of the following abstract problem.
1.4.5. Problem. Let $G$ be a fixed graph on a vertex set $V$. Some subset of vertices $M \subseteq V$ are marked. The input is a bit string of vertex marks. The promise is that $|M|$ is either zero or at least $\varepsilon|V|$. The task is to decide which is the case.

Szegedy [Sze04] solved this problem by the algorithm Decide Marked Vertices outlined in Figure 1.9. The algorithm is a quantum walk algorithm. This means that if it queries a vertex $x$ at some moment, then only neighbors of $x$

Decide Marked Vertices (undirected graph $G=(V, E)$, marked vertices $M \subseteq V$, maximal number of iterations $t$ ) returns whether $M \neq \emptyset$.

1. Initialization. Put the quantum register into the superposition

$$
|\psi\rangle=\frac{1}{\sqrt{|V|}} \sum_{x \in V}|x\rangle\left|\psi_{x}\right\rangle, \text { where } \quad\left|\psi_{x}\right\rangle=\frac{1}{\sqrt{d}} \sum_{y:(x, y) \in E}|y\rangle
$$

is a uniform superposition of all neighbors of $x$.
2. Pick a number of iterations $\ell \in\{1,2, \ldots, t\}$ uniformly at random. Repeat $\ell$ times the following:
(a) Phase flip. Multiply the phase of $|x\rangle$ by -1 if $x \in M$.
(b) Diffusion. Perform one step of quantum walk on $G$. Map

$$
|x\rangle|y\rangle \rightarrow|x\rangle \otimes \mathbf{D}_{x}|y\rangle
$$

and, then, map

$$
|x\rangle|y\rangle \rightarrow \mathrm{D}_{y}|x\rangle \otimes|y\rangle,
$$

where $|x\rangle,|y\rangle$ are computational basis states, and

$$
\begin{equation*}
\mathrm{D}_{x}=-\mathrm{I}+2\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right| . \tag{1.13}
\end{equation*}
$$

3. Return "non-empty" if the final quantum state has small scalar product with the uniform superposition $|\psi\rangle$. The scalar product is estimated using Lemma 1.4.7.

Figure 1.9: Quantum algorithm Decide Marked Vertices [Sze04]
can be queried next time. The algorithm follows the same line as other quantum search algorithms: it starts in a fixed superposition and it interleaves phase flips and diffusion steps. However, the structure of its coin flip register is a bit more general than that of Element distinctness. Instead of using one additional register of dimension equal to the degree of the graph, the vertex register is doubled. It always holds that these two registers contain two adjacent vertices. At each step, one of the two registers is used as a control register and the other one as a coin flip register, and the roles of the two registers get exchanged after each application. The diffusion operator $\mathrm{D}_{x}$ defined by equation (1.13) maps

$$
\mathrm{D}_{x}:|y\rangle \rightarrow \begin{cases}-|y\rangle & (x, y) \notin E \\ -|y\rangle+\frac{2}{\sqrt{d}}\left|\psi_{x}\right\rangle & (x, y) \in E\end{cases}
$$

that is it diffuses the neighbors of $x$ like equation (1.9) and leaves other vertices untouched up to the phase. It follows that $\mathrm{D}_{x}$ can be implemented efficiently using only two transitions along an edge in $E$ : we first move from the old neighbor $y$ back into $x$ and then we move to the new neighbor $y^{\prime}$. It is simple to prove that $\mathrm{D}_{x}$ on a Johnson graph exactly computes the diffusion operator of Element distinctness up to an isomorphism between quantum registers, hence Decide Marked Vertices is not really a new quantum algorithm on this graph. However, as we have said above, Decide Marked Vertices works well even for more general graphs.
1.4.6. THEOREM ([SZE04]). Let $G=(V, E)$ be an undirected regular graph with spectral gap $\delta_{G}$ and let $M \subseteq V$ be a subset of vertices such that either $|M|=0$ or $|M| \geq \varepsilon|V|$. Let $t_{0}=\Theta\left(1 / \sqrt{\delta_{G} \varepsilon}\right)$. For every $t \geq t_{0}$, Decide Marked Vertices $(G, M, t)$ decides whether $M$ is non-empty with 1 -sided error $\gamma \in\left[\frac{1}{2}, \frac{7}{8}\right]$. The algorithm never makes an error when $M$ is empty.

Proof (Sketch). If there is no marked vertex, then the algorithm only performs the diffusions and both of them are identity on $|\psi\rangle=\frac{1}{\sqrt{|V|}} \sum_{x \in V}|x\rangle\left|\psi_{x}\right\rangle=$ $\frac{1}{\sqrt{|V|}} \sum_{y \in V}\left|\psi_{y}\right\rangle|y\rangle$. This means that the scalar product at the end is 1 . On the other hand Szegedy proved [Sze04, Lemma 7, Lemma 10, and Corollary 2] that, if there are many marked vertices, then after $t_{0}$ iterations the scalar product is at most a constant (smaller than 1) with constant probability. We estimate the scalar product by a swap test as follows. At the beginning, we put a one-qubit register $|z\rangle$ into the superposition $|+\rangle=\frac{|0\rangle+|1\rangle}{\sqrt{2}}$ and condition the whole algorithm by $|z\rangle$. At the end, we apply the Hadamard operation on $|z\rangle$ and measure it in the computational basis. By Lemma 1.4.7, we obtain 0 with certainty in the first case and 1 with constant probability in the second case.
1.4.7. Lemma (Hadamard TEst [BCWW01]). Let $|\varphi\rangle$ and $|\psi\rangle$ be two quantum states, let $|X\rangle=\frac{\sqrt{2}}{2}(|0, \varphi\rangle+|1, \psi\rangle)$ be their superposition with a control qubit, and let $|Y\rangle=(\mathrm{H} \otimes \mathrm{I})|X\rangle$ be the state after applying the Hadamard operation on the control qubit. If the control qubit of $|Y\rangle$ is measured in the computational basis, then $\operatorname{Pr}[Y=1]=\frac{1}{2}(1-\Re\langle\varphi \mid \psi\rangle)$.

Proof. We write

$$
|Y\rangle=\frac{|0, \varphi\rangle+|1, \varphi\rangle}{2}+\frac{|0, \psi\rangle-|1, \psi\rangle}{2}=|0\rangle \frac{|\varphi\rangle+|\psi\rangle}{2}+|1\rangle \frac{|\varphi\rangle-|\psi\rangle}{2}
$$

hence

$$
\begin{aligned}
\operatorname{Pr}[Y=1] & =\left\|\frac{|\varphi\rangle-|\psi\rangle}{2}\right\|^{2}=\frac{(\langle\varphi|-\langle\psi|)(|\varphi\rangle-|\psi\rangle)}{4} \\
& =\frac{\langle\varphi \mid \varphi\rangle+\langle\psi \mid \psi\rangle-\langle\varphi \mid \psi\rangle-\langle\psi \mid \varphi\rangle}{4}=\frac{1-\Re\langle\varphi \mid \psi\rangle}{2}
\end{aligned}
$$

Application to element distinctness Let us show how to solve element distinctness using the general quantum walk algorithm. As before, we walk on the Johnson graph $J(n, k)$ (see Definition 1.4.1). A vertex is marked if and only if the corresponding subset contains a collision; this can be tested by only looking at the elements of the subset. If the quantum register is in state $|S\rangle$, then the numbers indexed by $S$ are read in the memory. In the initialization step we need to read them all, hence it takes $O(k)$ queries. The phase flip on the other hand takes 0 queries. One step of the quantum walk takes 2 queries, one for an insertion and one for a deletion, because edges only connect subsets that differ by replacing one number.
1.4.8. LEMMA ([KNU03]). The spectral gap of $J(n, k)$ is $\delta_{J}=\frac{n}{(n-k) k}$.

If there is at least one collision, then the fraction of marked vertices is at least $\varepsilon=\left(\frac{k}{n}\right)^{2}$. By Theorem 1.4.6, $t_{0}=\Theta\left(\sqrt{1 / \delta_{J} \varepsilon}\right)=\Theta\left(\frac{n}{\sqrt{k}}\right)$ iterations of the quantum walk are sufficient. The total number of queries is thus $O\left(k+\frac{n}{\sqrt{k}}\right)$, which gives query complexity $O\left(n^{2 / 3}\right)$ for $k=n^{2 / 3}$. This complexity equals the complexity of ELEMENT DISTINCTNESS.

Comparison between the two quantum walk algorithms On a Johnson graph, Szegedy's quantum walk algorithm Decide Marked Vertices is just an extended version of Ambainis's algorithm ELEMENT DISTINCTNESS with a slightly different coin-flip register. The main differences between these two algorithms are: (1) Szegedy's walk performs a phase flip after every diffusion step, whereas Ambainis's walk only does it once in every $\Theta(\sqrt{k})$ steps, (2) Szegedy's
walk only decides whether there exists a solution, whereas Ambainis's walk actually finds a solution. On the other hand, Ambainis's walk has only been analyzed for the case of at most one collision, whereas Szegedy's walk is known to converge in every case. Moreover, Szegedy's versatile coin-flip register allows us to apply it on any graph. These two quantum walks are thus incomparable and there are algorithms (such as triangle finding [MSS05]) that exploit the faster speed of Ambainis's walk and that thus would not work fast with Szegedy's walk. It is an interesting open problem whether these two algorithms can be merged.

Walking on Markov chains Let us mention briefly a useful generalization of Decide Marked Vertices coming from the same paper [Sze04]. Theorem 1.4.6 also works for all symmetric ergodic Markov chains. A Markov chain is roughly speaking an undirected graph with weights on the edges that represent transition probabilities. This allows walking on non-regular graphs as long as we tune the weights such that the transition probabilities are symmetric. Thanks to its universality, this version can be regarded as a quantum walk version of amplitude amplification Theorem 1.3.6. It is not known whether quantum walks offer any speedup for directed graphs.

Finally, let us compare the performance of quantum random walks with classical random walks and quantum search. Problem 1.4.5 can be solved by classical random walks in $O\left(1 / \delta_{G} \varepsilon\right)$ iterations. Ordinary quantum search converges faster in $O\left(1 / \delta_{G} \sqrt{\varepsilon}\right)$ iterations, and, finally, quantum random walks converge fastest in $O\left(1 / \sqrt{\delta_{G} \varepsilon}\right)$ iterations.

### 1.5 Quantum counting

In several algorithms, one needs to estimate the number of solutions before searching for them, for example for the sake of the initialization of data structures. In this section, we present an elegant quantum algorithm for this problem. It combines Grover search and the quantum Fourier transform, which is the heart of the famous polynomial-time quantum factoring algorithm [Sho97] invented by Peter Shor in 1994.
1.5.1. Definition. For an integer $t$ and a real number $\beta \in \mathbb{R}$, let $\left|\varphi_{t}(\beta)\right\rangle=$ $\frac{1}{\sqrt{t}} \sum_{y=0}^{t-1} e^{2 \pi i \beta y}|y\rangle$. The quantum Fourier transform with respect to modulus $t$ maps $\mathrm{F}_{t}:|x\rangle \rightarrow\left|\varphi_{t}\left(\frac{x}{t}\right)\right\rangle$.

Coppersmith showed [Cop94] how to compute $\mathrm{F}_{2^{\ell}}$ by a quantum circuit of depth and size both $O\left(\ell^{2}\right)$ using no ancilla qubits. It is folklore that the depth can be improved to $O(\ell)$. Hales and Hallgren showed [HH99] how to approximate $\mathrm{F}_{t}$ by $\mathrm{F}_{t^{\prime}}$ with polynomially small error for any $t^{\prime} \geq t^{3}$. By concatenating these two constructions, $\mathrm{F}_{t}$ for any integer $t$ can be approximated in depth $O(\log t)$,

Quantum Counting (input string $x$, number of queries $t$ ) returns an estimate of $w=|x|$.

1. Initialize two registers to the state $\mathrm{F}_{t}|0\rangle \otimes|\psi\rangle$.
2. If the first register is $|y\rangle$, apply $y$ Grover iterations on the second register, that is map $|y\rangle|\psi\rangle \rightarrow|y\rangle \otimes \mathrm{G}^{y}|\psi\rangle$.
3. Apply $\mathrm{F}_{t}^{-1}$ to the first register.
4. Measure the first register and denote the outcome by $\tilde{y}$.
5. Return $\tilde{w}=n \cdot \sin ^{2}\left(\pi \frac{\tilde{y}}{t}\right)$.

Figure 1.10: Quantum algorithm Quantum Counting [BHMT02]
which is good enough for our purposes. Cleve and Watrous [CW00] later showed how to approximate $\mathrm{F}_{t}$ in depth $O(\log \log t)$, however we do not need their better construction here.

### 1.5.1 General counting algorithm

The algorithm is outlined in Figure 1.10.
1.5.2. Theorem ([BHMT02]). For any integers $k, t>0$, the algorithm Quantum Counting $(x, t)$ outputs an estimate $\tilde{w}$ of $w=|x|$ such that

$$
|\tilde{w}-w| \leq 2 \pi k \frac{\sqrt{w(n-w)}}{t}+\pi^{2} k^{2} \frac{n}{t^{2}}
$$

with probability at least $\frac{8}{\pi^{2}}$ when $k=1$, and with probability greater than $1-\frac{1}{2(k-1)}$ for $k \geq 2$. If $w=0$, then $\tilde{w}=0$ with certainty, and if $w=n$ and $t$ is even, then $\tilde{w}=n$ with certainty.

Proof. Following the proof of Theorem 1.3.2, the Grover iteration can be expressed in the basis $\left\{\left|\psi_{0}\right\rangle,\left|\psi_{1}\right\rangle\right\}$ as $\mathrm{G}=\left(\begin{array}{c}\cos 2 \alpha-\sin 2 \alpha \\ \sin 2 \alpha \\ \cos 2 \alpha\end{array}\right)$, where $\sin ^{2} \alpha=\frac{w}{n}$. G has eigenvectors $\left|\psi_{ \pm}\right\rangle=\frac{\left|\psi_{0}\right\rangle \pm i\left|\psi_{1}\right\rangle}{\sqrt{2}}$ with eigenvalues $e^{\mp 2 i \alpha}$. The starting vector can be decomposed as $|\psi\rangle=\cos \alpha\left|\psi_{0}\right\rangle+\sin \alpha\left|\psi_{1}\right\rangle=\frac{e^{-i \alpha}\left|\psi_{+}\right\rangle+e^{i \alpha}\left|\psi_{-}\right\rangle}{\sqrt{2}}$. Hence, after the first step, the quantum state is

$$
\left|\varphi_{t}(0)\right\rangle|\psi\rangle=\frac{1}{\sqrt{2 t}} \sum_{y=0}^{t-1}|y\rangle\left(e^{-i \alpha}\left|\psi_{+}\right\rangle+e^{i \alpha}\left|\psi_{-}\right\rangle\right),
$$

which gets mapped in the second step to

$$
\begin{aligned}
& \rightarrow \frac{1}{\sqrt{2 t}} \sum_{y=0}^{t-1}|y\rangle\left(e^{-i \alpha} \mathrm{G}^{y}\left|\psi_{+}\right\rangle+e^{i \alpha} \mathrm{G}^{y}\left|\psi_{-}\right\rangle\right) \\
& =\frac{e^{-i \alpha}}{\sqrt{2 t}} \sum_{y=0}^{t-1} e^{-2 i \alpha y}|y\rangle\left|\psi_{+}\right\rangle+\frac{e^{i \alpha}}{\sqrt{2 t}} \sum_{y=0}^{t-1} e^{2 i \alpha y}|y\rangle\left|\psi_{-}\right\rangle \\
& =\frac{e^{-i \alpha}}{\sqrt{2}}\left|\varphi_{t}\left(-\frac{\alpha}{\pi}\right)\right\rangle\left|\psi_{+}\right\rangle+\frac{e^{i \alpha}}{\sqrt{2}}\left|\varphi_{t}\left(\frac{\alpha}{\pi}\right)\right\rangle\left|\psi_{-}\right\rangle .
\end{aligned}
$$

Assume for a moment that $y=\frac{\alpha}{\pi} t$ is an integer. Let us pretend that we measure the second register in the $\left|\psi_{ \pm}\right\rangle$basis and the outcome is $\left|\psi_{-}\right\rangle$. Then the first register is in the state $\left|\varphi_{t}\left(\frac{y}{t}\right)\right\rangle$ and the inverse of the quantum Fourier transform $\mathrm{F}_{t}^{-1}$ maps it to $|y\rangle$. We know that $w=n \cdot \sin ^{2} \alpha=n \cdot \sin ^{2}\left(\pi \frac{y}{t}\right)$, which is exactly what the algorithm computes as $\tilde{w}$ in its last step. If the value of the second register was $\left|\psi_{+}\right\rangle$, then the computation of $\tilde{w}$ gives the same value thanks to $\sin ^{2}(-\alpha)=\sin ^{2} \alpha$. This means that we do not have to measure the second register at all and the outcome will be right anyway.

In reality it is very unlikely that $y=\frac{\alpha}{\pi} t$ would be an integer, hence it remains to prove that in such a case the inverse of the quantum Fourier transform gives a good approximation $\tilde{y}$ of $y$. Let $\tilde{\alpha}=\pi \frac{\tilde{y}}{t}$ be the approximation of the true angle $\alpha$. For any two numbers $\beta_{0}, \beta_{1} \in \mathbb{R}$, let $d\left(\beta_{0}, \beta_{1}\right)=\min _{z \in \mathbb{Z}}\left(z+\beta_{1}-\beta_{0}\right)$; thus $2 \pi d\left(\beta_{0}, \beta_{1}\right)$ is the length of the shortest arc on the unit circle going from $e^{2 \pi i \beta_{0}}$ to $e^{2 \pi i \beta_{1}}$. By the following Lemma 1.5.3, with probability at least $1-\frac{1}{2(k-1)}$, $d(\alpha, \tilde{\alpha}) \leq \frac{k}{t} \pi$. Using Lemma 1.5.4 with $\varepsilon=\frac{k}{t} \pi$, and $w=n \cdot \sin ^{2} \alpha$, the result easily follows.
1.5.3. Lemma ([BHMT02, Theorem 11]). Let $Y$ be the discrete random vari-
 integer, then $\operatorname{Pr}[Y=\beta t]=1$, otherwise, letting $\Delta=d\left(\beta, \frac{\tilde{y}}{t}\right)$,

- $\operatorname{Pr}[Y=\tilde{y}] \leq \frac{1}{(2 t \Delta)^{2}}$,
- for any $k>1$ we also have $\operatorname{Pr}\left[\Delta \leq \frac{k}{t}\right] \geq 1-\frac{1}{2(k-1)}$,
- and, in the case $k=1$ and $t>2, \operatorname{Pr}\left[\Delta \leq \frac{1}{t}\right] \geq \frac{8}{\pi^{2}}$.

Proof (Sketch). First, $\operatorname{Pr}[Y=\tilde{y}]=\left|\langle\tilde{y}|\left(\mathrm{F}_{t}^{-1}\left|\varphi_{t}(\beta)\right\rangle\right)\right|^{2}=\left|\left\langle\left.\varphi_{t}\left(\frac{\tilde{y}}{t}\right) \right\rvert\, \varphi_{t}(\beta)\right\rangle\right|^{2}$ which, after some manipulations, is equal to $\frac{\sin ^{2}(t \Delta \pi)}{M^{2} \sin ^{2}(\Delta \pi)} \leq \frac{1}{(2 t \Delta)^{2}}$. The second and the third part follow by summing probabilities from the first point and finding the minimum.
1.5.4. Lemma ([BHMT02, Lemma 7]). Let $a=\sin ^{2} \alpha$ and $\tilde{a}=\sin ^{2} \tilde{\alpha}$ with $\alpha, \tilde{\alpha} \in[0,2 \pi]$. Then

$$
|\tilde{\alpha}-\alpha| \leq \varepsilon \Longrightarrow|\tilde{a}-a| \leq 2 \varepsilon \sqrt{a(1-a)}+\varepsilon^{2}
$$

Proof. For $\varepsilon \geq 0$, using standard trigonometric identities, we obtain

$$
\begin{aligned}
& \sin ^{2}(\alpha+\varepsilon)-\sin ^{2} \alpha=\sqrt{a(1-a)} \sin 2 \varepsilon+(1-2 a) \sin ^{2} \varepsilon, \\
& \sin ^{2} \alpha-\sin ^{2}(\alpha-\varepsilon)=\sqrt{a(1-a)} \sin 2 \varepsilon+(2 a-1) \sin ^{2} \varepsilon .
\end{aligned}
$$

The inequality follows directly from $\sin \varepsilon \leq \varepsilon$.

### 1.5.2 Estimating the Hamming weight of a string

If we want to estimate $|x|$ within a few standard deviations, we can run QuANTUM Counting with $t=\sqrt{n}$ queries and $k=1$.
1.5.5. Corollary. For an n-bit string $x$, Quantum Counting ( $x, \sqrt{n}$ ) outputs an estimate $\tilde{w}$ of $w=|x|$ such that $|\tilde{w}-w| \leq 2 \pi \sqrt{\min (w, n-w)}+10$ with probability at least $8 / \pi^{2}$.

In several algorithms, one needs to decide whether some string contains at least $t>0$ ones. This problem is called a $t$-threshold function, denoted by $\mathrm{Thr}_{t}$. Formally, $\operatorname{Thr}_{t}(x)=1$ if and only if $|x| \geq t$. One call to Quantum CountING with $t=O(\sqrt{t(n-t+1)})$ queries gives a correct outcome with constant probability. Beals et al. $\left[\mathrm{BBC}^{+} 01\right]$ showed that this is optimal; we will present a different proof in Corollary 2.4.3. Quantum Counting is not the only way to compute this function. One could repeatedly use Grover search like in Corollary 1.3.5, however Quantum Counting has two significant advantages: the strong upper bound holds for the worst-case running time instead of for the expected running time, and the computation only uses $O(\log n)$ qubits instead of potentially $\Omega(n)$ qubits to remember all ones found so far.
1.5.6. Corollary ([BHMT02]). For every $n, t$, there is a quantum algorithm that computes the $t$-threshold function on an $n$-bit string using $O(\sqrt{t(n-t+1)})$ queries with constant success probability.

### 1.6 Summary

We have explained the basic concepts of quantum mechanics: superposition, evolution, and measurement. We have introduced the model of quantum circuits and defined the quantum query complexity. We have presented one of the two major quantum algorithms Grover search that searches quickly any unordered
database, and several its variations. We have analyzed its success probability and running time. We have sketched the model of quantum random walks and outlined two important quantum walk algorithms. Finally, we have presented algorithm Quantum Counting that approximates the number of solutions.

## Chapter 2

## Quantum Lower Bounds

This chapter is based on the following survey:
[HŠ05] P. Høyer and R. Špalek. Lower bounds on quantum query complexity. Bulletin of the European Association for Theoretical Computer Science, 87:78-103, October 2005.

### 2.1 Introduction

In this chapter, we offer an introduction to the study of limitations on the power of quantum computers. Can quantum computers really be more powerful than traditional computers? What can quantum computers not do? What proof techniques are used for proving bounds on the computational power of quantum computers? This is a highly active area of research and flourishing with profound and beautiful theorems. Though deep, it is fortunately also an accessible area, based on basic principles and simple concepts, and one that does not require specialized prior knowledge. One aim of this chapter is to show this by providing a fairly complete introduction to the two most successful methods for proving lower bounds on quantum computations, the adversary method and the polynomial method. The text is biased towards the adversary method since it is often used in this thesis and it yields very strong lower bounds. This text can be supplemented by the excellent survey of Buhrman and de Wolf [BW02] on decision tree complexities, published in 2002 in the journal Theoretical Computer Science.

The rest of the chapter is organized as follows. We discuss very basic principles used in proving quantum lower bounds in Section 2.2 and use them to establish our first lower-bound method, the adversary method, in Section 2.3. We discuss how to apply the method in Section 2.4, and its limitations in Section 2.5. We then give an introduction to the second method, the polynomial method, in Section 2.6. We compare the two methods in Section 2.7, discuss some open problems in Section 2.8, and give a few final remarks in Section 2.9.

We demonstrate the methods on a running example, and for this, we use one of the most basic algorithmic questions one may think of: that of searching an ordered set.
2.1.1. Problem. (Ordered search) In the oracle model, the input to ordered search is an $n$-bit string $x=x_{1} \ldots x_{n}$. We are promised that $x_{i} \leq x_{i+1}$ for all $1 \leq i<n$ and that $x_{n}=1$, and the goal is to find the leftmost 1 , that is $f(x)$ is the index $i \in[n]$ for which $x_{i}=1$ and no index $j<i$ exists with $x_{j}=1$.
2.1.2. Question. Can one implement ordered search significantly faster on a quantum computer than applying a standard $\Theta(\log n)$ binary search algorithm?

The classical query complexity of ordered search is $\left\lceil\log _{2}(n)\right\rceil$ and is achieved by standard binary search. The quantum query complexity of ordered search is at most $0.45 \log _{2} n$, due to the work of high school student M. B. Jacokes in collaboration with Landahl and Brookes [JLB05] (See also [FGGS99, BW98, HNS02]). Using the adversary method, we show that their algorithm is within a factor of about two of being optimal.

### 2.2 Distinguishing hard inputs

The first quantum lower bound using adversary arguments was given by Bennett, Bernstein, Brassard, and Vazirani in [BBBV97]. They show that any quantum query algorithm can be sensitive to at most quadratically many oracle bits, which implies a lower bound of $\Omega(\sqrt{n})$ for unordered search (Problem 1.3.1) and thus proves that the $O(\sqrt{n})$ algorithm Grover search [Gro96] is optimal. Interestingly, the lower bound of Bennett et al. was proved in 1994, well before Grover defined his search problem. In 2000, Ambainis [Amb02] found an important generalization of the method and coined it adversary arguments.

A constructive interpretation of basic adversary arguments is in terms of distinguishability. We will thus not be concerned with computing the function $f$, but merely interested in distinguishing oracles. Consider some algorithm A that computes some function $f: \Sigma^{n} \rightarrow \Sigma^{\prime}$ in the oracle model, and consider two inputs $x, y \in \Sigma^{n}$ for which $f(x) \neq f(y)$. Since A computes $f$, it must in particular be capable of distinguishing between oracle $x$ and oracle $y$. For a given problem we try to identify pairs of oracles that are hard to distinguish. If we can identify hard input pairs, we may derive a good lower bound. However, a caveat is that using only the very hardest input pairs does not yield good lower bounds for some problems, and we are thus naturally led to also consider less hard input pairs. A remedy is to use weights that capture the hardness of distinguishing each pair of oracles, and to do so, we define a matrix $\Gamma$ of dimension $2^{n} \times 2^{n}$ that takes non-negative real values,

$$
\begin{equation*}
\Gamma: \Sigma^{n} \times \Sigma^{n} \rightarrow \mathbb{R}_{0}^{+} \tag{2.1}
\end{equation*}
$$

We require that $\Gamma$ is symmetric and that $\Gamma[x, y]=0$ whenever $f(x)=f(y)$. We say that $\Gamma$ is a spectral adversary matrix for $f$ if it satisfies these two conditions. The symmetry condition on $\Gamma$ states that we are concerned with distinguishing between any two inputs $x, y$. We are not concerned with distinguishing $x$ from $y$, nor distinguishing $y$ from $x$. We discuss this subtlety further in Section 2.4 below when considering alternative definitions of weighted adversary arguments. The spectral adversary matrix $\Gamma$ allows us to capture both total and partial functions, as well as non-Boolean functions. Since we are only concerned with distinguishability, once we have specified the entries of $\Gamma$, we may safely ignore the underlying function $f$.

Weighted adversary arguments were first used by Høyer, Neerbek, and Shi in [HNS02] to prove a lower bound of $\Omega(\log n)$ for ordered search and a lower bound $\Omega(n \log n)$ for sorting. Barnum and Saks [BS04] used weighted adversary arguments to prove a lower bound of $\Omega(\sqrt{n})$ for read-once formulae, and introduced the notion $\Gamma$ that we adapt here. Barnum, Saks, and Szegedy extended their work in [BSS03] and derived a general lower bound on the query complexity of $f$ in terms of spectral properties of matrix $\Gamma$. Their lower bound has a very elegant and short formulation, a basic proof, and captures important properties of adversary methods, and we shall thus adapt much of their terminology.

As discussed above, the key to prove a good lower bound is to pick a good adversary matrix $\Gamma$. For our running example of ordered search, which is a partial non-Boolean function, we use the following weights.
2.2.1. Example. (Ordered Search) The weight on the pair $(x, y)$ is the inverse of the Hamming distance of $x$ and $y$,

$$
\Gamma^{\text {search }}[x, y]= \begin{cases}\frac{1}{|f(x)-f(y)|} & \text { if } x \text { and } y \text { are valid and distinct inputs to } f \\ & (f(x) \text { is the position of the leftmost } 1 \text { in } x) \\ 0 & \text { otherwise }\end{cases}
$$

The larger the Hamming distance between $x$ and $y$, the easier it is to distinguish them, and the smaller weight is assigned to the pair.

We have to choose how to measure distinguishability. The possibly simplest measure is to use inner products. Two quantum states are distinguishable with certainty if and only if they are orthogonal, and they can be distinguished with high probability if and only if their inner product has small absolute value.
2.2.2. Fact. ([BV97]) Suppose we are given one of two known states $\left|\psi_{x}\right\rangle,\left|\psi_{y}\right\rangle$. There exists a measurement that correctly determines which of the two states we are given with error probability at most $\epsilon$ if and only if $\left|\left\langle\psi_{x} \mid \psi_{y}\right\rangle\right| \leq \epsilon^{\prime}$, where $\epsilon^{\prime}=2 \sqrt{\epsilon(1-\epsilon)}$.

Since a unitary operator is just a change of basis, it does not change the inner product between any two quantum states, and thus the inner product can only change as a consequence of queries to the oracle.

### 2.3 Adversary lower bounds

Adversary lower bounds are of information theoretical nature. A basic idea in adversary lower bounds is to upper-bound the amount of information that can be learned in a single query. If little information can be learned in any one query, then many queries are required. We use spectral properties of $\Gamma$ to put an upper bound on the amount of information the algorithm learns about the oracle.

Let A be some quantum algorithm that computes some function $f$ with bounded 2 -sided error. For every integer $t \geq 0$ and every oracle $x$, let

$$
\left|\psi_{x}^{t}\right\rangle=\mathrm{U}_{t} \mathrm{O}_{x} \cdots \mathrm{U}_{1} \mathrm{O}_{x} \mathrm{U}_{0}|0\rangle
$$

denote the quantum state after $t$ queries to the oracle. To measure the progress of the algorithm, we define similarly to [Amb02, HNS02, BS04, BSS03] a weight function

$$
W^{t}=\sum_{x, y} \Gamma[x, y] \delta_{x} \delta_{y} \cdot\left\langle\psi_{x}^{t} \mid \psi_{y}^{t}\right\rangle
$$

where $\delta$ is a fixed principal eigenvector of $\Gamma$, that is a normalized eigenvector corresponding to the largest eigenvalue of $\Gamma$, and where $\delta_{x}$ denotes the $x^{\text {th }}$ entry of $\delta$.

The algorithm starts in a quantum state $\left|\psi_{x}^{0}\right\rangle=\mathrm{U}_{0}|0\rangle$ which is independent of the oracle $x$, and thus the total initial weight is

$$
W^{0}=\sum_{x, y} \Gamma[x, y] \delta_{x} \delta_{y}=\delta^{T} \Gamma \delta=\lambda(\Gamma),
$$

where $\delta^{T}$ denotes the transpose of $\delta$ and $\lambda(\Gamma)$ denotes the spectral norm of $\Gamma$. The final state of the algorithm after $t$ queries is $\left|\psi_{x}^{t}\right\rangle$ if the oracle is $x$, and it is $\left|\psi_{y}^{t}\right\rangle$ if the oracle is $y$. If $f(x) \neq f(y)$, we must have that $\left|\left\langle\psi_{x}^{t} \mid \psi_{y}^{t}\right\rangle\right| \leq \epsilon^{\prime}$ by Fact 2.2.2, and hence $W^{t} \leq \epsilon^{\prime} W^{0}$. If the total weight can decrease by at most $\Delta$ by each query, the algorithm requires $\Omega\left(\frac{W^{0}}{\Delta}\right)$ queries to the oracle.

Following Barnum, Saks, and Szegedy [BSS03], we upper-bound $\Delta$ by the largest spectral norm of the matrices $\Gamma_{i}$, defined by

$$
\Gamma_{i}[x, y]= \begin{cases}\Gamma[x, y] & \text { if } x_{i} \neq y_{i}  \tag{2.2}\\ 0 & \text { if } x_{i}=y_{i}\end{cases}
$$

for each $1 \leq i \leq n$. The theorem of [BSS03] is here stated (and proved) in a slightly more general form than in [BSS03] so that it also applies to non-Boolean functions. Our proof aims at emphasizing distinguishability and differs from the original.
2.3.1. Theorem (Spectral method [BSS03]). For any partial function $f$ : $S \rightarrow \Sigma^{\prime}$ with domain $S \subseteq \Sigma^{n}$, and any adversary matrix $\Gamma$ for $f$,

$$
Q_{2}(f)=\Omega\left(\frac{\lambda(\Gamma)}{\max _{i} \lambda\left(\Gamma_{i}\right)}\right)
$$

Proof. We prove that the drop in total weight $W^{t}-W^{t+1}$ by the $t+1^{\text {st }}$ query is upper-bounded by the largest eigenvalue of the matrices $\Gamma_{i}$.

For each $i \in[n]$ and $b \in \Sigma$, let $\mathrm{P}_{i, b}=\sum_{z \geq 0}|i, b ; z\rangle\langle i, b ; z|$ denote the projection onto the subspace querying the $i^{\text {th }}$ oracle number with multiplicative factor $b$, and let $\mathrm{P}_{i}=\sum_{b \in \Sigma} \mathrm{P}_{i, b}$. Let $\beta_{x, i}=\| \mathrm{P}_{i}\left|\psi_{x}^{t}\right\rangle \|$ denote the absolute value of the amplitude of querying the $i^{\text {th }}$ number in the $t+1^{\text {st }}$ query, provided the oracle is $x$. Note that $\sum_{i=1}^{n} \mathrm{P}_{i}=\mathrm{I}$ and $\sum_{i=1}^{n} \beta_{x, i}^{2}=1$ for any oracle $x$, since the algorithm queries one of the $n$ numbers $x_{1}, \ldots, x_{n}$. The $t+1^{\text {st }}$ query changes the inner product by at most the overlap between the projections of the two states onto the subspace that corresponds to indices $i$ on which $x_{i}$ and $y_{i}$ differ,

$$
\begin{align*}
\left|\left\langle\psi_{x}^{t} \mid \psi_{y}^{t}\right\rangle-\left\langle\psi_{x}^{t+1} \mid \psi_{y}^{t+1}\right\rangle\right| & \left.=\left|\left\langle\psi_{x}^{t}\right|\left(\mathrm{I}-\mathrm{O}_{x}^{\dagger} \mathrm{O}_{y}\right)\right| \psi_{y}^{t}\right\rangle \mid \\
& \left.=\left|\left\langle\psi_{x}^{t}\right|\left(\mathrm{I}-\mathrm{O}_{x}^{\dagger} \mathrm{O}_{y}\right)\left(\sum_{i \in[n], b \in \Sigma} \mathrm{P}_{i, b}\right)\right| \psi_{y}^{t}\right\rangle \mid \\
& =|\sum_{i \in[n], b \in \Sigma} \underbrace{\left(1-e^{\frac{2 \pi-1}{|\Sigma|}\left(y_{i}-x_{i}\right) b}\right)}_{=\Delta_{i}[b, b]}\left\langle\psi_{x}^{t}\right| \mathrm{P}_{i, b}| \psi_{y}^{t}\rangle \mid \\
& \left.\leq \sum_{i: x_{i} \neq y_{i}}\left|\left\langle\psi_{x}^{t}\right| \sum_{b \in \Delta} \Delta_{i}[b, b] \mathrm{P}_{i, b}\right| \psi_{y}^{t}\right\rangle \left\lvert\, \quad \quad\binom{\Delta_{i} \text { is diagonal }}{\lambda\left(\Delta_{i}\right) \leq 2}\right. \\
& \left.=\sum_{i: x_{i} \neq y_{i}}\left|\left\langle\psi_{x}^{t}\right| \mathrm{P}_{i} \cdot \Delta_{i} \cdot \mathrm{P}_{i}\right| \psi_{y}^{t}\right\rangle \mid \leq 2 \sum_{i: x_{i} \neq y_{i}} \beta_{x, i} \beta_{y, i} . \tag{2.3}
\end{align*}
$$

The bigger the amplitudes of querying the numbers $i$ on which $x_{i}$ and $y_{i}$ differ, the larger the drop in the inner product can be.

Define an auxiliary $|S|$-dimensional vector $a_{i}[x]=\delta_{x} \beta_{x, i}$ and note that

$$
\sum_{i=0}^{n}\left\|a_{i}\right\|^{2}=\sum_{i=0}^{n} \sum_{x} \delta_{x}^{2} \beta_{x, i}^{2}=\sum_{x} \delta_{x}^{2} \sum_{i=0}^{n} \beta_{x, i}^{2}=\sum_{x} \delta_{x}^{2}=1
$$

The drop in the total weight is upper-bounded by

$$
\begin{aligned}
\left|W^{t}-W^{t+1}\right| & =\left|\sum_{x, y} \Gamma[x, y] \delta_{x} \delta_{y}\left(\left\langle\psi_{x} \mid \psi_{y}\right\rangle-\left\langle\psi_{x}^{\prime} \mid \psi_{y}^{\prime}\right\rangle\right)\right| \\
& \leq 2 \sum_{x, y} \sum_{i} \Gamma_{i}[x, y] \delta_{x} \delta_{y} \cdot \beta_{x, i} \beta_{y, i} \\
& =2 \sum_{i} a_{i}^{T} \Gamma_{i} a_{i} \\
& \leq 2 \sum_{i} \lambda\left(\Gamma_{i}\right)\left\|a_{i}\right\|^{2} \\
& \leq 2 \max _{i} \lambda\left(\Gamma_{i}\right) \cdot \sum_{i}\left\|a_{i}\right\|^{2} \\
& =2 \max _{i} \lambda\left(\Gamma_{i}\right)
\end{aligned}
$$

The first inequality bounds the drop in inner product for a specific pair and follows from equation (2.3). The second inequality follows from the spectral norm of $\Gamma$. The second and third inequalities state that the best possible query distributes the amplitude of the query according to the largest principal eigenvector of the query matrices $\Gamma_{i}$.
2.3.2. Example. Returning to our example of ordered search, for $n=4$, the adversary matrix with respect to the ordered basis $(0001,0011,0111,1111)$ is given by

$$
\Gamma^{\text {search }}{ }^{(4)}=\left[\begin{array}{cccc}
0 & 1 & \frac{1}{2} & \frac{1}{3} \\
1 & 0 & 1 & \frac{1}{2} \\
\frac{1}{2} & 1 & 0 & 1 \\
\frac{1}{3} & \frac{1}{2} & 1 & 0
\end{array}\right] .
$$

The spectral norm is easily seen to be lower-bounded by the sum of the entries in the first row, $\lambda\left(\Gamma^{\text {search }}{ }^{(4)}\right) \geq 1+\frac{1}{2}+\frac{1}{3}$. In general, $\lambda\left(\Gamma^{\text {search }}\right)$ is lower-bounded by the harmonic number $H_{n-1}=\sum_{k=1}^{n-1} \frac{1}{k}$, which is at least $\ln (n)$. By a simple calculation, the spectral norm of the query matrices $\lambda\left(\Gamma_{i}^{\text {search }}\right)$ is maximized when $i=\lfloor n / 2\rfloor$, in which case it is upper-bounded by the spectral norm of the infinite Hilbert matrix $[1 /(r+s-1)]_{r, s \geq 1}$, which is $\pi$. We thus reprove the lower bound of $\left(1-\epsilon^{\prime}\right) \frac{\ln (n)}{\pi}$ for ordered search given in [HNS02].

### 2.4 Applying the spectral method

The spectral method is very appealing in that it has a simple formulation, a basic proof, and gives good lower bounds for many problems. However, estimating the spectral norm of a matrix may be difficult in general, so let us present a few variants of the spectral method that are easier to apply.

The first general quantum lower bound using adversary arguments was introduced by Ambainis in [Amb02]. It can be derived from the spectral method by applying simple bounds on the spectral norm of $\Gamma$ and each $\Gamma_{i}$. By definition, the numerator $\lambda(\Gamma)$ is lower-bounded by $\frac{1}{\|d\|^{2}} d^{T} \Gamma d$ for any non-negative vector $d$, and by the following lemma by Mathias, the denominator $\lambda\left(\Gamma_{i}\right)$ is upper-bounded by the product of a row-norm and a column-norm.
2.4.1. Lemma ([Mat90]). Let $M, N \geq 0$ be non-negative rectangular matrices of the same dimension, and let $G=M \circ N$ be the entry-wise product of $M$ and $N$. Let $\lambda(G)=\max _{v, w} \frac{v^{T} G w}{\|v\|\| \| w \|}$ denote the spectral norm of $G$. Then

$$
\lambda(G) \leq \max _{x, y} r_{x}(M) c_{y}(N)
$$

where $r_{x}(M)$ is the $\ell_{2}$-norm of the $x^{\text {th }}$ row in $M$, and $c_{y}(N)$ is the $\ell_{2}$-norm of the $y^{\text {th }}$ column in $N$.

Proof. Let $v, w$ be a pair of singular vectors of $G$ corresponding to the principal singular value, and let $\|v\|=\|w\|=1$. Then $\lambda(G)=v^{T} G w$. Using $G[x, y]=$ $M[x, y] \cdot N[x, y]$ and one Cauchy-Schwarz inequality,

$$
\begin{aligned}
\lambda(G)=v^{T} G w & =\sum_{x, y} G[x, y] v_{x} w_{y} \\
& =\sum_{x, y} M[x, y] v_{x} \cdot N[x, y] w_{y} \\
& \leq \sqrt{\sum_{x, y} M[x, y]^{2} v_{x}^{2}} \cdot \sqrt{\sum_{x, y} N[x, y]^{2} w_{y}^{2}} \\
& =\sqrt{\sum_{x} r_{x}(M)^{2} v_{x}^{2}} \cdot \sqrt{\sum_{y} c_{y}(N)^{2} w_{y}^{2}} \\
& \leq \sqrt{\max _{x} r_{x}(M)^{2} \sum_{x} v_{x}^{2}} \cdot \sqrt{\max _{y} c_{y}(N)^{2} \sum_{y} w_{y}^{2}} \\
& =\max _{x, y} r_{x}(M) c_{y}(N),
\end{aligned}
$$

which we had to prove.
Applying these two bounds, we can obtain Ambainis's lower bound in [Amb02] as follows. We refer to the method as an unweighted adversary method since it considers only two types of inputs: easy inputs and hard inputs. We construct an adversary matrix $\Gamma$ that corresponds to a uniform distribution over the hard input pairs.
2.4.2. Theorem (Unweighted method [Amb02]). Let $f: S \rightarrow\{0,1\}$ be a partial Boolean function with domain $S \subseteq\{0,1\}^{n}$, and let $A \subseteq f^{-1}(0)$ and $B \subseteq f^{-1}(1)$ be subsets of (hard) inputs. Let $R \subseteq A \times B$ be a relation, and set $R_{i}=\left\{(x, y) \in R: x_{i} \neq y_{i}\right\}$ for each $1 \leq i \leq n$. Let $m, m^{\prime}$ denote the minimal number of ones in any row and any column in relation $R$, respectively, and let $\ell, \ell^{\prime}$ denote the maximal number of ones in any row and any column in any of the relations $R_{i}$, respectively. Then $Q_{2}(f)=\Omega\left(\sqrt{m m^{\prime} / \ell \ell^{\prime}}\right)$.

Proof. Since $f$ is Boolean, any adversary matrix can by written as $\Gamma=\left(\begin{array}{cc}0 & G^{T} \\ G^{T} & 0\end{array}\right)$ for some rectangular matrix $G: A \times B \rightarrow \mathbb{R}^{+}$, and $\lambda(\Gamma)=\lambda(G)$. Define column vectors $v, w$ as $v_{x}=r_{x}(R)$ and $w_{y}=c_{y}(R)$, and an adversary matrix $G$ as $G[x, y]=\frac{1}{v_{x} w_{y}}$ if $(x, y) \in R$, and 0 otherwise. Then $\lambda(G) \geq \frac{v^{T} G w}{\|v\| \cdot\|w\|}=\frac{|R|}{|R|}=1$. For each $G_{i}$, we apply Lemma 2.4.1 with $M_{i}[x, y]=\frac{1}{v_{x}}$ and $N_{i}[x, y]=\frac{1}{w_{y}}$ if $(x, y) \in R_{i}$, and they are both 0 otherwise. Then $r_{x}\left(M_{i}\right) \leq \sqrt{\ell / v_{x}^{2}} \leq \sqrt{\ell / m}$ and $c_{y}\left(N_{i}\right) \leq$ $\sqrt{\ell^{\prime} / w_{y}^{2}} \leq \sqrt{\ell^{\prime} / m^{\prime}}$. Hence, by Lemma 2.4.1, $\lambda\left(G_{i}\right) \leq \max _{x, y} r_{x}(M) c_{y}(N) \leq$ $\sqrt{\ell \ell^{\prime} / m^{\prime}}$, and the result follows from Theorem 2.3.1.
2.4.3. Corollary. The threshold function $\operatorname{Thr}_{t}$, defined by $\operatorname{Thr}_{t}(x)=1$ if and only if $|x| \geq t$, has quantum query complexity $\Omega(\sqrt{t(n-t+1)})$.

Proof. This result was first proven using the polynomial method in $\left[\mathrm{BBC}^{+} 01\right]$; here we reprove it using the adversary method. Let $A=\{x:|x|=t-1\}$, $B=\{y:|x|=t\}$, and $R=\{(x, y): x \in A, y \in B,|y-x|=1\}$. Then every zero-input $x$ is connected with $n-t+1$ one-inputs $y$, and every one-input $y$ is connected with $t$ zero-inputs $x$. On the other hand, if we set a restriction that the two inputs must differ in some fixed $i^{\text {th }}$ bit, then the number of connections of any input is either 0 or 1. By Theorem 2.4.2, $Q_{2}\left(\operatorname{Thr}_{t}\right)=\Omega(\sqrt{(n-t+1) t /(1 \cdot 1)})=$ $\Omega(\sqrt{t(n-t+1)})$.

The unweighted adversary method is very simple to apply as it requires only to specify a set $R$ of hard input pairs. It gives tight lower bounds for many computational problems, including inverting a permutation [Amb02], computing any symmetric function and counting (lower bound first proven by the polynomial method in [NW99, $\mathrm{BBC}^{+} 01$ ], upper bound in [BHMT02]), constant-level AND-OR trees (lower bound in [Amb02], upper bounds in [BCW98, HMW03]), and various graph problems [DHHM04]. For some computational problems, the hardness does however not necessarily rely only on a few selected hard instances, but rather on more global properties of the inputs. Applying the unweighted method on ordered search would for instance only yield a constant lower bound. In these cases, we may apply the following weighted variant of the method, due to Ambainis [Amb03] and Zhang [Zha05].
2.4.4. Theorem (Weighted method [Amb03, Zha05]). Let $S \subseteq \Sigma^{n}$ and let $f: S \rightarrow \Sigma^{\prime}$ be a function. Let $w, w^{\prime}$ denote a weight scheme as follows:

- Every pair $(x, y) \in S^{2}$ is assigned a non-negative weight $w(x, y)=w(y, x)$ that satisfies $w(x, y)=0$ whenever $f(x)=f(y)$.
- Every triple $(x, y, i) \in S^{2} \times[n]$ is assigned a non-negative weight $w^{\prime}(x, y, i)$ that satisfies $w^{\prime}(x, y, i)=0$ whenever $x_{i}=y_{i}$ or $f(x)=f(y)$, and the inequality $w^{\prime}(x, y, i) w^{\prime}(y, x, i) \geq w^{2}(x, y)$ for all $x, y$, $i$ with $x_{i} \neq y_{i}$.

Then

$$
Q_{2}(f)=\Omega\left(\min _{\substack{x, y, i \\ w\left(x, y>0 \\ x_{i} \neq y_{i}\right.}} \sqrt{\frac{w t(x) w t(y)}{v(x, i) v(y, i)}}\right),
$$

where $w t(x)=\sum_{y} w(x, y)$ and $v(x, i)=\sum_{y} w^{\prime}(x, y, i)$ for all $x \in S$ and $i \in[n]$.
At first glance, the weighted method may look rather complicated, both in its formulation and use, though it is not. We first assign weights to pairs $(x, y)$ of inputs for which $f(x) \neq f(y)$, as in the spectral method. We require the weights
to be symmetric so that they represent the difficulty in distinguishing between $x$ and $y$.

We then afterwards assign weights $w^{\prime}(x, y, i)$ that represent the difficulty in distinguishing $x$ from $y$ by querying index $i$. The harder it is to distinguish $x$ from $y$ by index $i$, compared to distinguishing $y$ from $x$ by index $i$, the more weight we put on ( $x, y, i$ ) and the less on ( $y, x, i$ ), and vice versa.

To quantify this, define $t(x, y, i)=w^{\prime}(x, y, i) / w^{\prime}(y, x, i)$. Then $t(x, y, i)$ represents the relative amount of information we learn about input pairs $(x, z)$ compared to the amount of information we learn about input pairs $(u, y)$ for an average $u, z$, by querying index $i$. If we, by querying index $i$, learn little about $x$ compared to $y$, we let $t(x, y, i)$ be large, and otherwise small. Suppose we query an index $i$ for which $x_{i} \neq y_{i}$. Then we learn whether the oracle is $x$ or $y$. However, at the same time, we also learn whether the oracle is $x$ or $z$ for any other pair $(x, z)$ for which $x_{i} \neq z_{i}$ and $f(x) \neq f(z)$; and similarly, we learn whether the oracle is $u$ or $y$ for any other pair $(u, y)$ for which $u_{i} \neq y_{i}$ and $f(u) \neq f(y)$. The less information querying index $i$ provides about pairs $(x, z)$ compared to pairs $(u, y)$, the larger we choose $t(x, y, i)$. Having thus chosen $t(x, y, i)$, we set $w^{\prime}(x, y, i)=w(x, y) \sqrt{t(x, y, i)}$ and $w^{\prime}(y, x, i)=w(x, y) / \sqrt{t(x, y, i)}$.

We show next that the weighted method yields a lower bound of $\Omega(\log n)$ for the ordered search problem. This proves that the weighted method is strictly stronger than the unweighted method. We show in Section 5.3 that the weighted method is equivalent to the spectral method. The weighted method yields strong (though not necessarily tight) lower bounds for read-once formula [BS04] and iterated functions [Amb03]. Aaronson [Aar04b], Santha and Szegedy [SS04], and Zhang [Zha06] use adversary arguments to prove lower bounds for local search.
2.4.5. Example. To apply the weighted method on ordered search, we pick weights $w(x, y)=\Gamma^{\text {search }}[x, y] \delta_{x} \delta_{y}$; they are exactly the coefficients of the weight function $W^{t}$ for the input pair $(x, y)$. Now, consider $t(x, y, i)$ with $f(x) \leq i<f(y)$ so that $x_{i} \neq y_{i}$. By querying index $i$, we also distinguish between $x$ and $z$ for each of the $f(y)-i$ inputs $z$ with $i<f(z) \leq f(y)$, and we learn to distinguish between $u$ and $y$ for each of the $i-f(x)+1$ inputs $u$ with $f(x) \leq f(u) \leq i$. We thus choose to set

$$
t(x, y, i)=\frac{|f(x)-i|+1}{|f(y)-i|+1} .
$$

Plugging these values into the weighted method yields a lower bound of $\Omega(\log n)$ for ordered search.

### 2.5 Limitations of the spectral method

The spectral method and the weighted adversary method bound the amount of information that can be learned in any one query. They do not take into account
that the amount of information that can be learned in the $j^{\text {th }}$ query might differ from the amount of information that can be learned in the $k^{\text {th }}$ query.

In 1999, Zalka [Zal99] successfully managed to capture the amount of information that can be learned in each individual query for a restricted version of unordered search. In this restricted version, we are promised that the input $x$ is either the zero-string (so $|x|=0$ ) or exactly one entry in $x$ is one (so $|x|=1$ ), and the goal is to determine which is the case. By symmetry considerations, Zalka demonstrates that Grover search saturates some improved inequalities (which are similar to equation (2.3)) and hence is optimal, even to within an additive constant.

Since current adversary methods do not capture the amount of information the algorithm currently knows, we may simply assume that the algorithm already knows every number of the oracle and that it tries to prove so. This motivates a study of the relationship between the best bound achievable by the spectral method and the certificate complexity.
2.5.1. Definition. For any function $f$, the adversary bound for $f$ is

$$
\operatorname{Adv}(f)=\max _{\Gamma} \frac{\lambda(\Gamma)}{\max _{i} \lambda\left(\Gamma_{i}\right)}
$$

where $\Gamma$ ranges over all adversary matrices for $f$, that is $\Gamma$ is non-negative and symmetric, and $\Gamma[x, y]=0$ whenever $f(x)=f(y)$.
2.5.2. Definition. A certificate for an input $x \in \Sigma^{n}$, is a subset $C \subseteq[n]$ of input indices such that for any other input $y$ in the domain of $f$ that may be obtained from $x$ by flipping some of the indices not in $C$, we have that $f(x)=f(y)$. The certificate complexity $\mathrm{C}_{x}(f)$ of input $x$ is the size of a smallest certificate for $x$. The certificate complexity $\mathrm{C}(f)$ of a function $f$ is the maximum certificate complexity among its inputs. We also define the $z$-certificate complexity $\mathrm{C}_{z}(f)$ when taking the maximum only over inputs that map to $z$.

The spectral theorem can never yield a lower bound better than a quantity that can be expressed in terms of certificate complexity.
2.5.3. Theorem ([LM04, Zha05, ŠS06], Section 5.4). Let $f: S \rightarrow\{0,1\}$ be any Boolean function. If $f$ is partial, that is if $S \subsetneq\{0,1\}^{n}$, then the adversary bound $\operatorname{Adv}(f)$ is at most $\min \left\{\sqrt{\mathrm{C}_{0}(f) n}, \sqrt{\mathrm{C}_{1}(f) n}\right\}$. If $f$ is total, that is if $S=\{0,1\}^{n}$, then the bound is limited by $\sqrt{\mathrm{C}_{0}(f) \mathrm{C}_{1}(f)}$.

The spectral adversary method is also not suitable for proving lower bounds for problems related to property testing. If function $f: S \rightarrow \Sigma^{\prime}$ is a partial function with domain $S \subseteq \Sigma^{n}$ such that every pair of inputs that evaluate to different function values has Hamming distance at least $\varepsilon n$, then the spectral theorem does not yield a lower bound better than $1 / \varepsilon$ [LLS06].

The certificate complexity of a function $f:\{0,1\}^{n} \rightarrow \Sigma^{\prime}$ is itself polynomially related to the block sensitivity of the function.
2.5.4. Definition. An input $x \in\{0,1\}^{n}$ is sensitive to a block $B \subseteq[n]$ if $f(x) \neq f\left(x^{B}\right)$, where $x^{B}$ denotes the input obtained by flipping the bits in $x$ with indices from $B$. The block sensitivity $b s_{x}(f)$ of input $x$ is the maximum number of disjoint blocks $B_{1}, B_{2}, \ldots, B_{k} \subseteq[n]$ on which $x$ is sensitive. The block sensitivity $b s(f)$ of $f$ is the maximum block sensitivity of any of its inputs. We also define the $z$-block sensitivity $b s_{z}(f)$ when taking the maximum only over inputs that map to $z$.

For any Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$, the certificate complexity is upper-bounded by $\mathrm{C}(f) \leq b s_{0}(f) b s_{1}(f)$, and so is the spectral adversary bound. Conversely, $\operatorname{Adv}(f) \geq \sqrt{b s(f)}$ by a zero-one valued adversary matrix $\Gamma$, as follows: Let $x^{\prime} \in\{0,1\}^{n}$ be an input that achieves the block sensitivity of $f$, and let $B_{1}, B_{2}, \ldots, B_{k} \subseteq[n]$ be disjoint blocks on which $x^{\prime}$ is sensitive, where $k=b s(f)$. Set $\Gamma(f)\left[x, x^{B}\right]=1$ if and only if $x=x^{\prime}$ and $B$ is one of the $k$ blocks $B_{i}$, and then close $\Gamma$ under transposition. Then $\lambda(\Gamma)=\sqrt{k}$ and $\max _{i} \lambda\left(\Gamma_{i}\right)=1$, and thus

$$
\sqrt{b s(f)} \leq \operatorname{Adv}(f) \leq b s_{0}(f) b s_{1}(f)
$$

A useful property of the adversary method is that it composes for Boolean functions. Consider a function on $k n$ bits of the form $h=f \circ(g, \ldots, g)$, where $f$ : $\{0,1\}^{k} \rightarrow\{0,1\}$ and $g:\{0,1\}^{n} \rightarrow\{0,1\}$ are Boolean functions. A composition theorem states the complexity of function $h$ in terms of the complexities of $f$ and $g$. Barnum and Saks [BS04] use composition properties to prove a query lower bound of $\Omega(\sqrt{n})$ for any read-once formula, Ambainis [Amb03] proves a composition lower bound for iterated Boolean functions, and Laplante, Lee, and Szegedy [LLS06] prove a matching upper bound.
2.5.5. Theorem (Composition theorem [Amb03, LLS06]). For every pair of Boolean functions $f:\{0,1\}^{k} \rightarrow\{0,1\}$ and $g:\{0,1\}^{n} \rightarrow\{0,1\}$,

$$
\operatorname{Adv}(f \circ(g, \ldots, g))=\operatorname{Adv}(f) \cdot \operatorname{Adv}(g)
$$

### 2.6 Polynomial lower bounds

There are essentially two different methods known for proving lower bounds on quantum computations. The historically first method is the adversary method we discuss above. It was introduced in 1994 by Bennett, Bernstein, Brassard, and Vazirani, and published in 1997 in the SIAM Journal on Computing, in a special section that contains some of the most outstanding papers on quantum computing. The second method was introduced shortly after, in 1998, by Beals,

Buhrman, Cleve, Mosca, and de Wolf [ $\left.\mathrm{BBC}^{+} 01\right]$, and implicitly used by Fortnow and Rogers in [FR99]. Their approach is algebraic and follows earlier very successful work on classical lower bounds via polynomials (see for instance Nisan and Szegedy [NS94] on real polynomials, and Beigel's 1993 survey [Bei93] and Regan's 1997 survey [Reg97] on polynomials modulo 2). We first establish that any partial Boolean function can be represented by a real-valued polynomial.
2.6.1. Definition. Let $f: S \rightarrow\{0,1\}$ be a partial Boolean function with domain $S \subseteq\{0,1\}^{n}$, and let $p$ be a real-valued $n$-variable polynomial $p: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that $0 \leq p(x) \leq 1$ for all $x \in\{0,1\}^{n}$. We say that $p$ represents $f$ if $p(x)=f(x)$ for all $x \in S$, and $p$ approximates $f$ if $|p(x)-f(x)| \leq \frac{1}{3}$ for all $x \in S$. The degree of $f$, denoted $\operatorname{deg}(f)$, is the minimal degree of a polynomial representing $f$. The approximate degree of $f$, denoted $\widetilde{\operatorname{deg}}(f)$, is the minimal degree of a polynomial approximating $f$.

The crux in $\left[\mathrm{BBC}^{+} 01\right]$ is in showing that any quantum algorithm A computing some function $f$ gives rise to some polynomial $p_{\mathrm{A}}$ that represents or approximates $f$.
2.6.2. Theorem $\left(\left[\mathrm{BBC}^{+} 01\right]\right)$. Let A be a quantum algorithm that computes a partial Boolean function $f: S \rightarrow\{0,1\}$ with domain $S \subseteq\{0,1\}^{n}$, using at most $t$ queries to the oracle $\mathrm{O}_{x}^{\prime}$. Then there exists an n-variate real-valued multilinear polynomial $p_{\mathrm{A}}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of degree at most $2 t$, which equals the acceptance probability of A .

Proof. In this theorem, we use the oracle $\mathrm{O}_{x}^{\prime}$ which is equivalent to the oracle $\mathrm{O}_{x}$, since it allows for simple formulations. We first rewrite the action of $\mathrm{O}_{x}^{\prime}$ as

$$
\begin{equation*}
\mathrm{O}_{x}^{\prime}|i, b ; z\rangle=\left(1-x_{i}\right)|i, b ; z\rangle+x_{i}|i, b \oplus 1 ; z\rangle \tag{2.4}
\end{equation*}
$$

where we define $x_{i}=0$ for $i=0$ so that we can simulate a non-query by querying $x_{i}$ with $i=0$. Suppose we apply $\mathrm{O}_{x}^{\prime}$ on some superposition $\sum_{i, b, z} \alpha_{i, b, z}|i, b ; z\rangle$ where each amplitude $\alpha_{i, b, z}$ is an $n$-variate complex-valued polynomial in $x$ of degree at most $j$. Then, by equation (2.4), the resulting state $\sum_{i, b, z} \beta_{i, b, z}|i, b ; z\rangle$ is a superposition where each amplitude $\beta_{i, b, z}$ is an $n$-variate complex-valued polynomial in $x$ of degree at most $j+1$. By induction, after $t$ queries, each amplitude can be expressed as a complex-valued polynomial in $x$ of degree at most $t$. The probability that the final measurement yields the outcome 1, corresponding to accepting the input, is obtained by summing the absolute values of some of the amplitudes squared. The square of any of the absolute amplitudes can be expressed as a real-valued polynomial $p_{\mathrm{A}}$ in $x$ of degree at most $2 t$. The theorem follows.

The above theorem states that to any quantum algorithm A computing a Boolean function $f: S \rightarrow\{0,1\}$ with domain $S \subseteq\{0,1\}^{n}$, we can associate an
$n$-variate polynomial $p_{\mathrm{A}}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ that expresses the acceptance probability of the algorithm on any given input. If algorithm $A$ is exact, that is if $A$ always stops and outputs the correct answer, then $p_{\mathrm{A}}(x)=f(x)$ for all $x \in S$, and thus $p_{\mathrm{A}}$ represents $f$. If A has bounded error, then $0 \leq p_{\mathrm{A}}(x) \leq 1 / 3$ if $f(x)=0$ and $2 / 3 \leq p_{\mathrm{A}}(x) \leq 1$ if $f(x)=1$, and thus $p_{\mathrm{A}}$ approximates $f$. Furthermore, since the acceptance probability of any algorithm on any input is between 0 and 1 , it holds that $0 \leq p(x) \leq 1$ for every $x \in\{0,1\}^{n}$. The degree of $p_{\mathrm{A}}$ is at most twice the number of queries used by algorithm $A$. Consequently, the degree of a function is a lower bound on the quantum query complexity, up to a factor of two.
2.6.3. Corollary (Polynomial method $\left[\mathrm{BBC}^{+} 01\right]$ ). Let $f$ be any Boolean function. Then $Q_{E}(f) \geq \operatorname{deg}(f) / 2$ and $Q_{2}(f) \geq \widetilde{\operatorname{deg}}(f) / 2$.

### 2.7 Applying the polynomial method

The challenge in applying the polynomial method lies in the dimensionality of the input. Typically, the method is applied by first identifying a univariate or bivariate polynomial that captures essential properties of the problem, and then proving a lower bound on the degree of that polynomial. The second part is typically reasonably straightforward since polynomials have been studied for centuries and much is known about their degrees. The possibly simplest nontrivial example is when $f$ is the threshold function $\operatorname{Thr}_{t}$ defined by $\operatorname{Thr}_{t}(x)=1$ if and only if $|x| \geq t$. It is easy to see that $\operatorname{deg}\left(\operatorname{Thr}_{t}\right)=\Theta(n)$ for all nontrivial threshold functions, and thus $Q_{E}\left(\mathrm{Thr}_{t}\right)=\Omega(n)$. Paturi [Pat92] shows that $\widetilde{\operatorname{deg}}\left(\mathrm{Thr}_{t}\right)=$ $\Theta(\sqrt{t(n-t+1)})$, and we thus readily get that $Q_{2}\left(\operatorname{Thr}_{t}\right)=\Omega(\sqrt{t(n-t+1)})$, which is tight by Quantum Counting [BHMT02, $\mathrm{BBC}^{+} 01$ ]. This degree argument extends to any symmetric function $f$ by writing $f$ as a sum of threshold functions. The same tight lower bounds for symmetric functions can also be obtained by the unweighted adversary method (see Corollary 2.4.3).

For general non-symmetric functions, the polynomial method is, however, significantly harder to apply. For problems that are "close" to being symmetric, we can sometimes succeed in constructing a univariate or bivariate polynomial that yields a non-trivial lower bound. The first and, in our view, most important such a result was obtained by Aaronson in [Aar02] in which he proves a lower bound of $\Omega\left(n^{1 / 5}\right)$ on any bounded-error quantum algorithm for the collision problem.

The collision problem is a non-Boolean promise problem. The oracle is an $n$-tuple of positive integers between 1 and $m$, which we think of as a function $X:[n] \rightarrow[m]$. We model the oracle $\mathrm{O}_{X}^{\prime \prime}$ so that a query to the $i^{\text {th }}$ entry of the oracle returns the integer $X(i)$. Specifically, $\mathrm{O}_{X}^{\prime \prime}$ takes as input $|i, r ; z\rangle$ and outputs $|i, r \oplus X(i) ; z\rangle$ where $0 \leq r<2^{k}$ for $k=\left\lceil\log _{2}(m+1)\right\rceil$, and $r \oplus X(i)$ denotes bitwise addition modulo 2. We are promised that either $X$ is a one-to-one function, or $X$ is two-to-one, and the goal is to determine which is the case.

The result of Aaronson was soon improved by Shi [Shi02] to $\Omega\left(n^{1 / 4}\right)$ for general functions $X:[n] \rightarrow[m]$, and to $\Omega\left(n^{1 / 3}\right)$ in the case the range is larger than the domain by a constant factor, $m \geq \frac{3}{2} n$. The lower bound of Aaronson and Shi appears as a joint article [AS04]. Finally, Kutin [Kut05] and Ambainis [Amb05b] independently found remedies for the technical limitations in Shi's proof, yielding an $\Omega\left(n^{1 / 3}\right)$ lower bound for all functions, which is tight by an algorithm that uses Grover search on subsets by Brassard, Høyer, and Tapp [BHT97].

The best lower bound for the collision problem that can be obtained using the adversary method is only a constant, since any one-to-one function is of large Hamming distance to any two-to-one function. Koiran, Nesme, and Portier [KNP05] use the polynomial method to prove a lower bound of $\Omega(\log n)$ for Simon's problem [Sim97], which is tight [Sim97, BH97]. Simon's problem is a partial Boolean function having properties related to finite Abelian groups. Also for this problem, the best lower bound that can be obtained using the adversary method is a constant.

In contrast, for any total Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$, the adversary and polynomial method are both polynomially related to block sensitivity,

$$
\begin{gathered}
\sqrt{b s(f) / 6} \leq \widetilde{\operatorname{deg}}(f) \leq \operatorname{deg}(f) \leq b s^{3}(f) \\
\sqrt{b s(f)} \leq \operatorname{Adv}(f) \leq b s^{2}(f)
\end{gathered}
$$

Beals et al. $\left[\mathrm{BBC}^{+} 01\right]$ showed that $\operatorname{deg}(f) \leq b s^{3}(f)$, and it follows from Nisan and Szegedy [NS94] that $6 \widetilde{\operatorname{deg}}(f)^{2} \geq b s(f)$. Buhrman and de Wolf [BW02] provide an excellent survey of these and other complexity measures of Boolean functions.

The polynomial lower bound is known to be inferior to the weighted adversary method for some total Boolean functions. In [Amb03], Ambainis gives a Boolean function $f:\{0,1\}^{4} \rightarrow\{0,1\}$ on four bits, which can be described as "the four input bits are sorted" [LLS06], for which $\operatorname{deg}(f)=2$ and for which there exists an adversary matrix $\Gamma^{f}$ satisfying $\lambda\left(\Gamma^{f}\right) / \max _{i} \lambda\left(\Gamma_{i}^{f}\right)=2.5$. We compose the function with itself and obtain a Boolean function $f_{2}=f \circ(f, f, f, f):\{0,1\}^{16} \rightarrow\{0,1\}$ defined on 16 bits for which $\operatorname{deg}\left(f_{2}\right)=4$, and for which $\lambda\left(\Gamma^{f_{2}}\right) / \max _{i} \lambda\left(\Gamma_{i}^{f_{2}}\right)=2.5^{2}$, by Theorem 2.5.5. Iterating $d$ times, yields a function $f_{d}$ on $n=4^{d}$ bits of degree $\operatorname{deg}\left(f_{d}\right)=2^{d}$, with adversary lower bound $2.5^{d}=\operatorname{deg}\left(f_{d}\right)^{1.32 \ldots}$, by the composition theorem. Thus the constructed function $f_{d}$ is an example of an iterated function of low degree and high quantum query complexity. It is the currently biggest known gap between the polynomial method and the adversary method for a total function. Another iterated total function for which the adversary methods yield a lower bound better than the degree, is the function described as "all three input bits are equal" [Amb03].

The polynomial method is very suitable when considering quantum algorithms computing functions with error $\epsilon$ that is sub-constant, whereas the adversary method is not formulated so as to capture such a fine-grained analysis. Buhrman, Cleve, de Wolf, and Zalka [BCWZ99] show that any quantum algorithm for un-
ordered search that succeeds in finding an index $i$ for which $x_{i}=1$ with probability at least $1-\epsilon$, provided one exists, requires $\Omega(\sqrt{n \log (1 / \epsilon)})$ queries to the oracle, and show that this is tight. A possibly more familiar example is the following one.
2.7.1. Example. Any polynomial approximating the parity function with any positive bias $\epsilon>0$ (as opposed to bias $\frac{1}{6}$ where $\frac{1}{6}=\frac{2}{3}-\frac{1}{2}$ ) has degree $n$, since any such polynomial gives rise to a univariate polynomial of no larger degree with $n$ roots. Hence, any quantum algorithm computing the parity function with arbitrary small bias $\epsilon>0$ requires $n / 2$ queries to the oracle [ $\mathrm{BBC}^{+} 01$, FGGS98], which is tight.

A useful property of representing polynomials is that they compose. If $p$ is a polynomial representing a function $f$, and polynomials $q_{1}, q_{2}, \ldots, q_{k}$ represent functions $g_{1}, \ldots, g_{k}$, then $p \circ\left(q_{1}, \ldots, q_{k}\right)$ represents $f \circ\left(g_{1}, \ldots, g_{k}\right)$, when welldefined. This composition property does not hold for approximating polynomials: if each sub-polynomial $q_{i}$ takes the value 0.8 , say, then we cannot say much about the value $p(0.8, \ldots, 0.8)$ since the value of $p$ on non-integral inputs is not restricted by the definition of being an approximating polynomial. To achieve composition properties, we require that the polynomials are insensitive to small variations of the input bits. Buhrman, Newman, Röhrig, and de Wolf give in [BNRW05] a definition of such polynomials, and refer to them as being robust.
2.7.2. Definition. (Robust polynomials [BNRW05]) An approximate $n$ variate polynomial $p$ is robust on $S \subseteq\{0,1\}^{n}$ if $|p(y)-p(x)| \leq \frac{1}{3}$ for every $x \in S$ and $y \in \mathbb{R}^{n}$ such that $\left|y_{i}-x_{i}\right| \leq \frac{1}{3}$ for every $i=1, \ldots, n$. The robust degree of a Boolean function $f: S \rightarrow\{0,1\}$, denoted $\operatorname{rdeg}(f)$, is the minimal degree of a robust polynomial approximating $f$.

Robust polynomials compose by definition. Buhrman et al. [BNRW05] show that the robust degree of any total function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is $O(n)$ by giving a classical algorithm that uses a quantum subroutine for unordered search [Gro96] which is tolerant to errors, due to Høyer, Mosca, and de Wolf [HMW03]. Buhrman et al. [BNRW05] also show that $\operatorname{rdeg}(f) \in O(\widetilde{\operatorname{deg}}(f) \log \widetilde{\operatorname{deg}}(f))$ by giving a construction for turning any approximating polynomial into a robust polynomial at the cost of at most a logarithmic factor in the degree of $f$. This implies that for any composite function $h=f \circ(g, \ldots, g)$, we have $\widetilde{\operatorname{deg}}(h) \in$ $O(\widetilde{\operatorname{deg}}(f) \widetilde{\operatorname{deg}}(g) \log \widetilde{\operatorname{deg}(f))}$. It is not known whether this is tight. Neither is it known if the approximate degree of $h$ can be significantly smaller than the product of the approximate degrees of $f$ and $g$. The only known lower bound on the approximate degree of $h$ is the trivial bound $\Omega(\widetilde{\operatorname{deg}}(f)+\widetilde{\operatorname{deg}}(g))$.

An AND-OR tree of depth two is the composed function $f \circ(g, \ldots, g)$ in which the outer function $f$ is the logical AND of $\sqrt{n}$ bits, and the inner function $g$ is the logical OR of $\sqrt{n}$ bits. By the unweighted adversary method, computing AND-OR
trees of depth two requires $\Omega(\sqrt{n})$ queries. Høyer, Mosca, and de Wolf [HMW03] give a bounded-error quantum algorithm that uses $O(\sqrt{n})$ queries, which thus is tight. The existence of that algorithm implies that there exists an approximating polynomial for AND-OR tree of depth two of degree $O(\sqrt{n})$. No other characterization of an approximating polynomial for AND-OR trees of depth two of degree $O(\sqrt{n})$ is currently known. The best known lower bound on the approximate degree of AND-OR trees of depth two is $\Omega\left(n^{1 / 3}\right)$, up to logarithmic factors in $n$, by a reduction [Amb05b] from the element distinctness problem on $\sqrt{n}$ integers [AS04].

### 2.8 Challenges

There is a range of problems for which we do not currently know tight quantum query bounds. One important example is binary AND-OR trees of logarithmic depth. A binary AND-OR tree on $n=4^{d}$ variables is obtained by iterating the function $f\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(x_{1} \wedge x_{2}\right) \vee\left(x_{3} \wedge x_{4}\right)$ in total $d$ times. The classical query complexity for probabilistic algorithms is $\Theta\left(n^{0.753}\right)$ (see [Sni85] for a zero-error algorithm, [SW86] for a matching lower bound, and [San95] for a similar lower bound for all bounded-error algorithms). No better bounded-error quantum algorithm is known. The best known lower bound on the quantum query complexity is $\Omega(\sqrt{n})$ by embedding the parity function on $\sqrt{n}$ bits and noting that the parity function has linear query complexity, which can be shown by either method.

In Chapter 4, we present a quantum algorithm for verifying whether a product of two $n \times n$ matrices is equal to a third one that runs in time $O\left(n^{5 / 3}\right)$. The best known lower bound is $\Omega\left(n^{3 / 2}\right)$ by the unweighted adversary method, and we conjecture that it is not tight. Magniez, Santha, and Szegedy give in [MSS05] a quantum algorithm for determining if a graph on $n$ vertices contains a triangle which uses $O\left(n^{1.3}\right)$ queries to the adjacency matrix. The best known lower bound is $\Omega(n)$ by the unweighted adversary method, and has also been conjectured not to be tight [Amb03].

None of the adversary lower bounds above can be strengthened due to the limitation by the certificate complexity. The polynomial method might give a better bound, however coming up with such a bound is difficult due to the high dimensionality of the problem.

### 2.9 Summary

We have been focusing on two methods for proving lower bounds on quantum query complexity: the adversary method and the polynomial method. Adversary lower bounds are in general easy to compute, but are limited by the certificate complexity. Known lower bounds are constructed by identifying hard input pairs,
finding weights accordingly, and computing either the spectral norm of some matrices, or applying the weighted method. Polynomial lower bounds may yield stronger bounds, but are often hard to prove. Known lower bounds by the polynomial methods are constructed by identifying symmetries within the problem, reducing the number of input variables to one or two, and proving a lower bound on the degree of the reduced polynomial.

Barnum, Saks, and Szegedy give in [BSS03] a third lower-bound method that exactly characterizes the quantum query complexity in terms of a semidefinite program, but this strength turns out also to be its weakness: it is very hard to apply and every known lower bound obtained by the method can also be shown by one of the other two methods. A significant body of work has been conducted on lower bounds on communication complexity. We refer to de Wolf's excellent survey [Wol02] as a possible starting point.

## Part I

## Algorithms

## Chapter 3

## Matching and Network Flows

This chapter is based on the following paper:
[AŠ06] A. Ambainis and R. Špalek. Quantum algorithms for matching and network flows. In Proceedings of 23rd Annual Symposium on Theoretical Aspects of Computer Science, pages 172-183, 2006. Lecture Notes in Computer Science 3884.

### 3.1 Introduction

Matching Finding a matching in a graph is the following combinatorial optimization problem. We are given an undirected graph. If the graph is bipartite, one can think of its vertices as sets of boys on the left and girls on the right, and edges denote whether they like each other. A matching is a set of edges such that each vertex is connected to at most one of its neighbors, called a mate. The task is to find a matching of maximal size. A matching is perfect if each vertex has a mate.

Let $n$ denote the number of vertices and let $m$ denote the number of edges. The simplest classical algorithm based on augmenting paths runs in time $O\left(n^{3}\right)$ [Edm65, Gab76]. If the graph is bipartite, then the same simple algorithm finds a maximal matching in faster time $O\left(n^{5 / 2}\right)$ [HK73]. Finding a bipartite matching can be reduced to finding a maximal flow in a directed unit network, and one can achieve running time $O\left(\min \left(n^{2 / 3} m, m^{3 / 2}\right)\right)$ [ET75] using algorithms presented further in this section. The fastest known algorithm for general sparse graphs by Micali and Vazirani [MV80] runs in time $O(\sqrt{n} m)$. Recently, Mucha and Sankowski published a new randomized algorithm [MS04] based on matrix multiplication that finds a maximal matching in general graphs in time $O\left(n^{\omega}\right)$, where $2 \leq \omega \leq 2.38$ is the exponent of the best matrix multiplication algorithm.

Network flows Network flows is one of the most studied problems in computer science. We are given a directed graph with two designated vertices: a source and
a sink. Each edge is assigned a capacity. One can think of the graph as a pipe network where we want to push as much water from the source to the sink as possible. A network flow is an assignment of flows to the edges such that the flow going through each edge is less than or equal to the capacity of the edge, and the flow is conserved in each vertex, that is the total incoming and outgoing flow are equal for each vertex except for the source and the sink. The size of a flow is the total flow leaving the source. The task is to find a flow of maximal size.

After the pioneering work of Ford and Fulkerson [FF56], many algorithms were proposed. For networks with real capacities, the fastest algorithms run in time $O\left(n^{3}\right)$ [Kar74, MKM78]. They are based on augmenting the flow by blocking flows in layered residual networks [Din70]. Each augmentation takes time $O\left(n^{2}\right)$ and the number of iterations is at most $n$, because the depth of the residual network is increased in each step. If the network is sparse, one can achieve faster time $O\left(n m(\log n)^{2}\right)$ [GN79].

If all capacities are integers bounded by $u$, then the maximal flow can be found by a simple capacity scaling algorithm in time $O(n m \log u)$ [EK72, Din70]. The fastest known algorithm runs in time $O\left(\min \left(n^{2 / 3} m, m^{3 / 2}\right) \log \left(n^{2} / m\right) \log u\right)$ [GR98]. For unit networks with $u=1$, the logarithmic factor is not necessary and a simple combination of the capacity scaling algorithm and the blockingflow algorithm runs in time $O\left(\min \left(n^{2 / 3} m, m^{3 / 2}\right)\right)$ [ET75]. For undirected unit networks, there is an algorithm running in time $O\left(n^{3 / 2} \sqrt{m}\right)$ [GR99], the fastest known deterministic algorithm runs in time $O\left(n^{7 / 6} \mathrm{~m}^{2 / 3}\right)$, and the fastest known probabilistic algorithm runs in time $O\left(n^{20 / 9}\right)$ [KL98].

Our results In this chapter, we analyze the quantum time complexity of these problems. We use Grover search to speed up searching for an edge. We present quantum algorithms for finding a maximal bipartite matching in time

$$
O\left(n \sqrt{m} \log ^{2} n\right)
$$

a maximal non-bipartite matching in time

$$
O\left(n^{2}(\sqrt{m / n}+\log n) \log ^{2} n\right)
$$

and a maximal flow in an integer network in time

$$
O\left(\min \left(n^{7 / 6} \sqrt{m} \cdot u^{1 / 3}, \sqrt{n u} m\right) \log ^{2} n\right)
$$

when capacities are at most $u \leq n^{1 / 4}$. A similar approach was successfully applied by Dürr et al. [DHHM04] to the following graph problems: connectivity, strong connectivity, minimum spanning tree, and single source shortest paths. Our bipartite matching algorithm is polynomially faster than the best classical algorithm when $m=\Omega\left(n^{1+\varepsilon}\right)$ for some $\varepsilon>0$, and the network flows algorithm is polynomially faster when $m=\Omega\left(n^{1+\varepsilon}\right)$ and $u$ is small. Our non-bipartite matching algorithm is worse than the best known classical algorithm [MV80].

There is an $\Omega\left(n^{3 / 2}\right)$ quantum adversary lower bound for the bipartite matching problem [ $\left.\mathrm{BDF}^{+} 04, \mathrm{Zha} 05\right]$. Since the bipartite matching problem is a special case of the other problems studied in this chapter, this implies an $\Omega\left(n^{3 / 2}\right)$ quantum lower bound for all problems in this chapter.

The structure of this chapter is as follows. In Section 3.3, we present a quantum algorithm for computing a layered network from a given network. It is used as a tool in almost all our algorithms. In Section 3.4, we present a simple quantum algorithm for bipartite matching. In Section 3.5, we show how to quantize the classical algorithm for non-bipartite matching. In Section 3.6, we present a quantum algorithm for network flows.

### 3.2 Preliminaries

Graph theory A very good book about network flows is the book by Ahuja, Magnanti, and Orlin [AMO93]. It, however, does not contain most of the newest algorithms that we compare our algorithms to. In this chapter, we only use the following concepts. A layered network is a network whose vertices are ordered into layers such that the edges only go from the $i^{\text {th }}$ layer to the $i+1^{\text {st }}$ layer. For a given network and some flow, the residual network is a network whose capacities denote residual capacities of the edges with respect to the flow. When an edge has a capacity $c$ and carries a flow $f$, then its residual capacity is either $c-f$ or $c+f$ depending on the direction. An augmenting path in a network is a path from the source to the sink whose residual capacity is bigger than 0 . An augmenting path for the matching problem is a path that starts and ends in an unmatched vertex, and consists of alternated non-edges and edges of the current matching. A blocking flow in a layered residual network is a flow whose size cannot be increased by monotone operations, that is by only increasing the flow along some edges. A blocking flow may not be maximal; in such a case one has to decrease the flow along some edges to get out of a local maximum. A cut in a network is a subset of edges such that there is no path from the source to the sink if we remove these edges. The size of a cut is the sum of the capacities of its edges. Flows and cuts are dual to each other, and the size of a maximal flow is equal to the size of a minimal cut.

Black-box model Let us define our computational model. Let $V$ be a set of vertices and let $E \subseteq\binom{V}{2}$ be a set of edges. $V$ is fixed and $E$ is a part of the input. Let $n \geq 1$ denote the number of vertices and let $m$ denote the number of edges. We assume that $m \geq n-1$, since one can eliminate zero-degree vertices in classical time $O(n)$. We consider the following two black-box models for accessing directed graphs:

- Adjacency model: the input is specified by an $n \times n$ Boolean matrix $A$, where $A[v, w]=1$ if and only if $(v, w) \in E$.

Find Layered Subgraph (fixed vertex set $V$, input edge set $E$ and starting vertex $a$ ) returns layer numbers $\ell: V \rightarrow \mathbb{N}_{0}$.

1. Set $\ell(a)=0$ and $\ell(x)=\infty$ for $x \neq a$.

Create a one-entry queue $W=\{a\}$.
2. While $W \neq \emptyset$, do the following:

- take the first vertex $x$ from $W$,
- find by Grover search all its neighbors $y$ with $\ell(y)=\infty$, set $\ell(y):=\ell(x)+1$, and append $y$ to $W$,
- and remove $x$ from $W$.

Figure 3.1: Quantum algorithm Find Layered Subgraph

- List model: the input is specified by $n$ arrays $\left\{N_{v}: v \in V\right\}$ of length $1 \leq d_{v} \leq n$. Each entry of an array is either a number of a neighbor or a hole, and all neighbors are included in the list without repetition, that is $\left\{N_{v}[i]: i=1, \ldots, d_{v}\right\}-\{$ hole $\}=\{w:(v, w) \in E\}$.

Logarithmic factors Our algorithms are classical at a higher level, and they use quantum algorithms as subroutines. Quantum subroutines used in our algorithms may output an incorrect answer with a small constant probability. Our algorithms use a polynomial number $n^{c}$ of these subroutines. Because of that, we have to repeat each quantum subroutine $O(\log n)$ times, to make sure that the probability of an incorrect answer is at most $\alpha=n^{-c+1}$. Then the probability that some quantum subroutine in our algorithm outputs an incorrect answer is at most $1 / n$. This increases the running time of all our algorithms by a logarithmic factor. Furthermore, the running time of Grover search is bigger that its query complexity by another logarithmic factor.
3.2.1. Remark. For simplicity, we often omit logarithmic factors in the proofs, but we state them correctly in the statements of our theorems.

### 3.3 Finding a layered subgraph

We are given a connected directed black-box graph $G=(V, E)$ and a starting vertex $a \in V$, and we want to assign layers $\ell: V \rightarrow \mathbb{N}_{0}$ to its vertices such that $\ell(a)=0$ and $\ell(y)=1+\min _{x:(x, y) \in E} \ell(x)$ otherwise. The quantum algorithm described in Figure 3.1 based on Dijkstra's algorithm computes layer numbers for all vertices.
3.3.1. Theorem. Find Layered Subgraph runs in time $O\left(n^{3 / 2} \log ^{2} n\right)$ in the adjacency model and in time $O\left(\sqrt{n m} \log ^{2} n\right)$ in the list model.

Proof. The algorithm is a quantum implementation of breadth-first search. The initialization costs time $O(n)$. Every vertex is processed at most once. Recall that we omit logarithmic factors. In the adjacency model, every vertex contributes by time at most $O(\sqrt{n})$, because finding a vertex from its ancestor costs time at most $O(\sqrt{n})$ and discovering that a vertex has no descendant costs the same.

In the list model, processing a vertex $v$ costs time $O\left(\sqrt{n_{v} d_{v}}+\sqrt{d_{v}+1}\right)$, where $n_{v}$ is the number of vertices inserted into $W$ when processing $v$. Let $q$ be the total number of processed vertices. Since $\sum_{v} n_{v} \leq q \leq n$ and $\sum_{v}\left(d_{v}+1\right) \leq$ $m+q=O(m)$, the total running time is upper-bounded by the Cauchy-Schwarz inequality as follows:

$$
\sum_{v} \sqrt{n_{v} d_{v}} \leq \sqrt{\sum_{v} n_{v}} \sqrt{\sum_{v} d_{v}}=O(\sqrt{n m})
$$

and $\sum_{v} \sqrt{d_{v}+1} \leq \sqrt{q} \sqrt{m+q}=O(\sqrt{n m})$ is upper-bounded in the same way.

### 3.4 Bipartite matching

We are given an undirected bipartite black-box graph $G=\left(V_{1}, V_{2}, E\right)$ and we want to find a maximal matching among its vertices. This can be done classically in time $O\left(n^{5 / 2}\right)$ [HK73] by the algorithm from Figure 3.2.

The algorithm is correct because (1) a matching is maximal if and only if there exists no augmenting path [HK73], and (2) the minimal length of an augmenting path is increased by at least one after every iteration. Classically, the construction of $H$ and the depth-first search both cost $O\left(n^{2}\right)$. The maximal number of iterations is $O(\sqrt{n})$ due to the following statement.
3.4.1. Lemma. [HK73] If $M_{1}$ and $M_{2}$ are two matchings of size $s_{1}$ and $s_{2}$ with $s_{1}<s_{2}$, then there exist $s_{2}-s_{1}$ vertex-disjoint augmenting paths in $M_{1}$.

Proof (sketch). Consider the symmetric difference $X$ of the two matchings. $X$ consists of isolated vertices, vertex disjoint circles of even length, and vertex disjoint paths. There must be at least $s_{2}-s_{1}$ paths of odd length with one more edge from $M_{2}$ than from $M_{1}$. These are the augmenting paths.

Let $s$ be the size of the maximal matching $M$ in $G$, and let $s_{i}$ be the size of the matching $M_{i}$ computed after the $i^{\text {th }}$ iteration. Let $j$ be the number of the last iteration with $s_{j}<s-\sqrt{n}$. The total number of iterations is at most $j+1+\sqrt{n}$, because the algorithm finds at least one augmenting path in every

Find Bipartite Matching (fixed vertex sets $V_{1}, V_{2}$, input edge set $E$ ) returns a maximal matching $M$.

1. Set $M$ to the empty matching.
2. Let $a, b$ denote two new vertices not present in $V_{1}$ or $V_{2}$.

Let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ denote the following directed graph.

$$
\begin{aligned}
V^{\prime} & =V_{1} \cup V_{2} \cup\{a, b\} \\
E^{\prime} & =\left\{(a, x): x \in V_{1}, x \in W\right\} \\
& \cup\left\{(x, y): x \in V_{1}, y \in V_{2},(x, y) \in E,(x, y) \notin M\right\} \\
& \cup\left\{(y, x): x \in V_{1}, y \in V_{2},(x, y) \in E,(x, y) \in M\right\} \\
& \cup\left\{(y, b): y \in V_{2}, y \in W\right\},
\end{aligned}
$$

where $W$ is the set of vertices that are unmatched.
Find a maximal (with respect to inclusion) set $S$ of vertex-disjoint augmenting paths of minimal length. This is done as follows:
(a) Construct $H=$ Find Layered $\operatorname{Subgraph}\left(V^{\prime}, E^{\prime}, a\right)$.
(b) Perform depth-first search for vertex-disjoint paths from $a$ to $b$ in $H$. Each such path corresponds to an augmenting path in $M$. They all have the same length and this length is minimal, because $H$ is a layered graph. Figure 3.3 illustrates an example vertex disjoint set of augmenting paths.
3. Augment the matching $M$ by $S$.
4. If $S \neq \emptyset$, go back to step 2 , otherwise output the matching $M$.

Figure 3.2: Classical algorithm [HK73] Find Bipartite Matching


Figure 3.3: Vertex-disjoint augmenting paths in an example layered graph
iteration. On the other hand, by Lemma 3.4.1, there exist $s-s_{j}>\sqrt{n}$ vertexdisjoint augmenting paths in $M_{j}$. Since all augmenting paths in the $j^{\text {th }}$ iteration are of length at least $j+2$ (each iteration adds at least 1 to the minimal length of an augmenting path, and there are two more edges going from and to vertices $a, b)$, it must be that $j<\sqrt{n}$, otherwise the paths could not be disjoint. We conclude that the total number of iterations is at most $2 \sqrt{n}$.
3.4.2. Theorem (Bipartite matching). There exists a quantum algorithm that finds a maximal bipartite matching in time $O\left(n^{2} \log ^{2} n\right)$ in the adjacency model and $O\left(n \sqrt{m} \log ^{2} n\right)$ in the list model.
Proof. Recall that we omit logarithmic factors. We present a quantum algorithm that finds all augmenting paths in one iteration in time $O\left(n^{3 / 2}\right)$, resp. $O(\sqrt{n m})$. Since the number of iterations is $O(\sqrt{n})$, the upper bound on the running time follows. Our algorithm works similarly to the classical one; it also computes the layered graph $H$ and then searches in it.

The intermediate graph $G^{\prime}$ is not pre-computed, but it is generated on-line from the input graph $G$ and the current matching $M$. One edge query is answered using a constant number of queries as follows. The restriction of $G^{\prime}$ to $V_{1} \times V_{2}$ is a subgraph of $G$ with some edges removed; here we exploit the fact that lists of neighbors can contain holes. We also add two new vertices $a$ and $b$, add one list of neighbors of $a$ with holes of length $n$, and at most one neighbor $b$ to every vertex from $V_{2}$. Find Layered Subgraph computes $H$ from $G^{\prime}$ fast by Theorem 3.3.1. It remains to show how to find the augmenting paths.

This is simple once we have assigned layer numbers to all vertices. We find a maximal set of vertex-disjoint paths from $a$ to $b$ by depth-first search. A descendant of a vertex is found by Grover search over all unmarked vertices with a layer number that is bigger by one. All vertices are unmarked in the beginning. When we find a descendant of some vertex, we mark it and continue backtracking. Either the vertex will become a part of an augmenting path, or it does not belong to any and hence it need not be probed again. Each vertex is thus visited at most once.

In the adjacency model, every vertex costs time $O(\sqrt{n})$ to be found and time $O(\sqrt{n})$ to discover that it does not have any descendant. In the list model, a vertex $v$ costs time $O\left(\sqrt{n_{v} d_{v}}+\sqrt{d_{v}}\right)$, where $n_{v}$ is the number of unmarked vertices found from $v$. The sum over all vertices is upper-bounded like in the proof of Theorem 3.3.1. Note that during the construction of $G^{\prime}$ from $G, \sum_{v} d_{v}$ is increased by at most $2 n$.

### 3.5 Non-bipartite matching

We are given an undirected black-box graph $G=(V, E)$ and we want to find a maximal matching among its vertices. There is a classical algorithm [Edm65,

Gab76] running in total time $O\left(n^{3}\right)$ in $n$ iterations of time $O\left(n^{2}\right)$.
Each iteration consists of searching for one augmenting path. The algorithm Find Augmenting Path performs breadth-first search from some unmatched vertex $a$. The algorithm is described in Figure 3.4 and its progress on an example graph is outlined in Figure 3.5. Find Augmenting Path browses paths that consist of alternated non-edges and edges of the current matching. For each vertex, we store a pointer mate that either points to a mate of the vertex if it is matched, or it is set to nil. Let us call a vertex $v$ even if we have found such an alternating path of even length from $a$ to $v$; otherwise we call it odd. Newly reached vertices are considered odd. For each even vertex $v$, we store two pointers link and link2 for constructing the alternating path back, and a pointer first pointing at the last odd vertex on this path. Basically, if link2 is nil, then $v$ was discovered by the quantum search and link points to the previous even vertex on this path; it has always distance 2. If link2 is not nil, then $v$ became even by collapsing an odd-length circle and (link, link2) is the edge that caused the collapse.

If no augmenting path has been found from some vertex, then there will be none even later after more iterations of the algorithm. Hence it suffices to search for an augmenting path from each vertex exactly once.
3.5.1. Theorem (Non-bipartite matching). There exists a quantum algorithm that finds a maximal non-bipartite matching in time $O\left(n^{5 / 2} \log ^{2} n\right)$ in the adjacency model and $O\left(n^{2}(\sqrt{m / n}+\log n) \log ^{2} n\right)$ in the list model.

Proof. Recall that we omit logarithmic factors. The quantum algorithm iteratively augments the current matching by single augmenting paths, like the classical algorithm. An augmenting path is found by the quantum version of Find Augmenting Path that uses Grover search in faster time $O\left(n^{3 / 2}\right)$, resp. $O(n(\sqrt{m / n}+\log n))$. This implies the upper bound on the total running time, since there are $n$ vertices and each of them is used as the starting vertex $a$ at most once. Let us prove the time bound for the list model.

Let $q$ denote the number of even vertices found by Find Augmenting Path. For every even vertex $v$, we perform the following 3 quantum searches:

1. We look for an unmatched neighbor of $v$ in time $O\left(\sqrt{d_{v}}\right)$.
2. Let $o_{v}$ be the number of odd neighbors of $v$ whose mate is also odd. We find them all in total time $O\left(\sqrt{o_{v} d_{v}}\right)$.
3. Let $b_{v}$ be the number of bridges that are found during processing $v$. We find all even neighbors of $v$ whose pointer first is different from $v$ 's pointer first in time $O\left(\sqrt{b_{v} d_{v}}\right)$.
Clearly $\sum_{v} o_{v} \leq q \leq n$ and $\sum_{v} b_{v} \leq q \leq n$, and, since $\sum_{v} d_{v} \leq m$, by the CauchySchwarz inequality, the total time spent in all quantum searches is $O(\sqrt{n m})$.

Find Augmenting Path (fixed vertex set $V$, input edge set $E$, matching mate, unmatched vertex $a$ ) returns an augmenting path from $a$.

1. Create a one-entry queue of even vertices $W=\{a\}$.
2. Take the first vertex $v$ from $W$ and delete it from $W$.
3. If there is an unmatched vertex $w$ connected to $v$, then construct the augmenting path $a \rightarrow v$, add the edge $(v, w)$ to it, and exit.
A subpath $g \rightarrow h$ for arbitrary even vertices $g, h$ on the augmenting path is constructed recursively using the pointers of $h$ as follows:

- If link2 is nil, then link points at the last even vertex on the subpath. Construct thus subpath $g \rightarrow l i n k$ and add 2 edges (link, mate) and (mate, $h$ ) to it.
- Otherwise $h$ was reached via a bridge, link points at $h$ 's side of the bridge, and link2 at the other side. Construct subpath $g \rightarrow$ link2, then construct subpath $h \rightarrow$ link (it goes in the opposite direction), and join the two paths via (link, link2).

4. For every odd vertex $w$ connected to $v$, do the following:

- Let $w$ be connected to a mate $w^{\prime}$. If $w^{\prime}$ is even, do nothing.
- Otherwise mark $w^{\prime}$ as even, append it to $W$, and set its pointers as follows: link to $v$, link2 to nil, and first to $w$.

5. For every even vertex $w$ connected to $v$, do the following:

- If the pointers first of $v$ and $w$ are equal, do nothing.
- Otherwise $v$ and $w$ lie on a circle of odd length, and the edge $(v, w)$ is a bridge via which odd vertices turn to even. Find the nearest common odd ancestor $p$ of $v$ and $w$ using the link-list of pointers first. Collapse the circle as follows:
- Mark all odd vertices between $v$ and $p$ as even, append them to $W$, and set their pointers as follows: link to $v$, link2 to $w$, and first to $p$.
- Do the opposite for all odd vertices between $w$ and $p$.
- Finally, rewrite to $p$ all pointers first pointing at the odd vertices that have just become even.

6. If $W$ is empty, then there is no augmenting path from $a$ and we quit, otherwise go back to step 2.

Figure 3.4: Classical algorithm [Edm65, Gab76] Find Augmenting Path


- Thick solid lines denote the current matching and dotted lines are the remaining edges of the graph. Unmatched vertices are white.
- The vertices are numbered in the order in which they have turned even. The augmenting path is $0,7,1,6,3,4,5,2$, 8 , and the final unmatched vertex.
- Vertices 5, 6, 7, and 8 have been reached via the 3 highlighted bridges.

Figure 3.5: Progress of Find Augmenting Path on an example graph
Let us estimate the running time of collapsing one circle. Let $p_{1}$ be the length of the link-list of pointers first from one side of the bridge to the nearest common ancestor, let $p_{2}$ be the other one, and let $p=\max \left(p_{1}, p_{2}\right)$. The nearest common ancestor is found in time $O(p \log p)$ as follows. We maintain two balanced binary trees for each link-list, add vertices synchronously one-by-one, and search for every newly inserted vertex in the opposite tree until we find a collision. Let $r_{v}$ be the number of odd vertices collapsed during processing $v$. It holds that $r_{v}=p_{1}+p_{2}=\Theta(p)$ and $\sum_{v} r_{v} \leq q$. Hence the total time spent in collapsing circles is $O(q \log q)$. Immediate rewriting of the pointers first of even vertices inside collapsed circles would be too slow. We instead maintain aside a union tree of these pointers, and for every odd vertex converted to even, we just append its subtree to the node of the nearest common ancestor. The total time spent in doing this is $O(q \log q)$.

The augmenting path has length at most $n$ and it is constructed in linear time. We conclude that the total running time of finding an augmenting path is $O(\sqrt{n m}+n \log n)=O(n(\sqrt{m / n}+\log n))$, and it is $O(\sqrt{n m})$ for $m \geq n(\log n)^{2}$. The running time in the adjacency model is equal to the running time in the list model for $m=n^{2}$, and it is $O\left(n^{3 / 2}\right)$.

Our quantum algorithm is slower than the fastest known classical algorithm by Micali and Vazirani [MV80] running in total time $O(\sqrt{n} m)$. Their algorithm is quite complicated and it actually took a few years to prove it correct. It may be interesting to apply our techniques to that algorithm.

### 3.6 Integer network flows

We are given a black-box directed network with integer capacities bounded by $u$, and we want to find a maximal flow from the source to the sink. We present a fast quantum algorithm based on Grover Search and combining three classical techniques: blocking flows in layered residual networks [Din70], searching single augmenting paths [EK72], and switching between them at a good time [ET75].
3.6.1. Lemma. [ET75] Consider an integer network with capacities bounded by $u$, and a flow whose layered residual network has depth $k$. Then the size of the residual flow is at most $\min \left((2 n / k)^{2}, m / k\right) \cdot u$.

Proof.
(1) There exist layers $V_{\ell}$ and $V_{\ell+1}$ that both have less than $2 n / k$ vertices. This is because if for every $i=0,1, \ldots, k / 2$, at least one of the layers $V_{2 i}, V_{2 i+1}$ had size at least $2 n / k$, then the total number of vertices would exceed $n$. Since $V_{\ell}$ and $V_{\ell+1}$ form a cut, the residual flow has size at most $\left|V_{\ell}\right| \cdot\left|V_{\ell+1}\right| \cdot u \leq$ $(2 n / k)^{2} u$.
(2) For every $i=0,1, \ldots, k-1$, the layers $V_{i}$ and $V_{i+1}$ form a cut. These cuts are disjoint and they together have at most $m$ edges. Hence at least one of them has at most $m / k$ edges, and the residual flow has thus size at most $O(m u / k)$.
3.6.2. THEOREM (NETWORK FLOWS). Let $u \leq n^{1 / 4}$. There exists a quantum algorithm that finds a maximal network flow with integer capacities bounded by $u$ in time $O\left(n^{13 / 6} \cdot u^{1 / 3} \log ^{2} n\right)$ in the adjacency model and $O\left(\min \left(n^{7 / 6} \sqrt{m} \cdot u^{1 / 3}\right.\right.$, $\sqrt{n u} m) \log ^{2} n$ ) in the list model.

Proof. The algorithm iteratively augments the flow by blocking flows in layered residual networks until the depth of the network exceeds $k=\min \left(n^{2 / 3} u^{1 / 3}, \sqrt{m u}\right)$. Then it switches to searching augmenting paths while there are some. Our algorithm uses classical memory of size $O\left(n^{2}\right)$ to store the current flow and its direction for every edge of the network, and a 1-bit status of each vertex. Its first subroutine Find Blocking Flow is outlined in Figure 3.6.

The layered subgraph of $G^{\prime}$ is actually never explicitly constructed in the memory. When we need to find a neighbor of a vertex $v$ in it, we search among the neighbors of $v$ in $G^{\prime}$ conditioned on that their layer number is bigger by one; arrays with holes are used here to mask out unwanted vertices. Layer numbers are assigned to the vertices of $G^{\prime}$ fast by Theorem 3.3.1. When the flow $F$ is augmented by $\mu$ along a path $\rho$, no update of data structures is needed. Saturated edges will be automatically omitted at the next query, because the edges of $G^{\prime}$ and their capacities are computed on-line (in constant time per query).

Find Blocking Flow (fixed vertex set $V$, input edge set $E$, capacities, current flow, source, and sink) returns a blocking flow $F$.

1. Run Find Layered Subgraph ( $V, E^{\prime}$, source) to compute layer numbers of vertices of the residual network $G^{\prime}=\left(V, E^{\prime}\right)$. The capacity of each edge in $E^{\prime}$ is equal to the original capacity plus or minus the current flow depending on the direction. Only edges with nonzero capacities are included in $E^{\prime}$.
2. Mark all vertices in $V$ as enabled. Set $F$ to the empty flow.
3. Run depth-first search using Grover search as a subroutine, and find a path $\rho$ in the layered subgraph of $G^{\prime}$ from the source to the sink that only goes through enabled vertices. If there is no such path, exit. During back-tracking, disable all vertices from which there is no path to the sink.
4. Compute the minimal capacity $\mu$ of an edge on $\rho$.

Augment $F$ by $\mu$ along $\rho$.
5. Go back to step 3.

Figure 3.6: Quantum algorithm Find Blocking Flow

Let us compute how much time the algorithm spends in total in a vertex $v$ during the search the augmenting paths. Let $a_{v}$ denote the number of augmenting paths going through $v$ and let $e_{v, i}$ denote the number of outgoing edges from $v$ at the moment when there are still $i$ remaining augmenting paths in comparison to the final set that will be output by the algorithm. The capacity of every edge is at most $u$, hence $e_{v, i} \geq\lceil i / u\rceil$. We will again omit logarithmic factors. The time spent in quantum searches leading to an augmenting path in $v$ is thus at most

$$
\sum_{i=1}^{a_{v}} \sqrt{\frac{d_{v}}{e_{v, i}}} \leq \sqrt{u} \cdot \sum_{i=1}^{a_{v}} \sqrt{\frac{d_{v}}{i}}=O\left(\sqrt{u a_{v} d_{v}}\right) .
$$

Let $c_{v}$ denote the number of enabled vertices found from $v$ that do not lie on an augmenting path and are thus disabled. The time spent in quantum searches for these vertices is at most $O\left(\sqrt{c_{v} d_{v}}\right)$. Furthermore, it takes additional time $O\left(\sqrt{d_{v}+1}\right)$ to discover that there is no augmenting path from $v$, and in this case $v$ is disabled and never visited again.

Let $j$ denote the depth of the residual network and let $b_{j}$ be the size of its blocking flow. The total number of augmenting paths going through vertices in any given layer is at most $b_{j}$. We conclude that $\sum_{v} a_{v} \leq j b_{j}$. We also know that $\sum_{v} c_{v} \leq n$. Since $\sum_{v} d_{v} \leq m$, by the Cauchy-Schwarz inequality, the total time
spent by finding one blocking flow is

$$
\begin{aligned}
\sum_{v}\left(\sqrt{u a_{v} d_{v}}+\sqrt{c_{v} d_{v}}+\sqrt{d_{v}+1}\right) & \leq \sqrt{u} \sqrt{\sum_{v} a_{v}} \sqrt{\sum_{v} d_{v}}+2 \sqrt{n m} \\
& =O\left(\sqrt{j m b_{j} u}+\sqrt{n m}\right)
\end{aligned}
$$

Our algorithm performs at most

$$
k=\min \left(n^{2 / 3} u^{1 / 3}, \sqrt{m u}\right)
$$

iterations of finding the blocking flow in total time at most $\sqrt{m u} \cdot \sum_{j=1}^{k} \sqrt{j b_{j}}+$ $k \sqrt{n m}$. Let us assume that the algorithm has not finished, and estimate the size of the residual flow and thus upper-bound the number of augmenting paths that need to be found. The algorithm constructs in the $k^{\text {th }}$ iteration a layered network of depth bigger than $k$. By Lemma 3.6.1, the residual flow has size $O\left(\min \left((n / k)^{2}, m / k\right) \cdot u\right)=O(k)$, hence the algorithm terminates in $O(k)$ more iterations. From this point on, the algorithm only looks for one augmenting path in each layered network, hence its complexity drops to $O(\sqrt{n m})$ per iteration, omitting the factor $\sqrt{b_{j} u}$. The total running time is thus at most

$$
O\left(\sqrt{m u} \cdot \sum_{j=1}^{k} \sqrt{j b_{j}}+k \sqrt{n m}\right)+O(k \sqrt{n m}) .
$$

Let us prove that $\sum_{j} \sqrt{j b_{j}}=O\left(k^{3 / 2}\right)$. We split the sequence $[1, k]$ into $\log k$ intervals $S_{i}=\left[2^{i}, 2^{i+1}-1\right]$ of length $2^{i}$. By Lemma 3.6.1, the residual flow after $\ell=k / 2^{i}$ iterations is at most $O\left(\min \left((n / k)^{2} \cdot 2^{2 i}, m / k \cdot 2^{i}\right) \cdot u\right) \leq O\left(2^{2 i} k\right)=$ $O\left((k / \ell)^{2} \ell\right)=O\left(k^{2} / \ell\right)$. Since the total size of all blocking flows cannot exceed the residual flow, $\sum_{j=\ell}^{2 \ell-1} b_{j}=O\left(k^{2} / \ell\right)$. By applying the Cauchy-Schwarz inequality independently on each block, we get

$$
\begin{aligned}
\sum_{j=1}^{k} \sqrt{j b_{j}} & =\sum_{i=0}^{\log k} \sum_{j=2^{i}}^{2^{i+1}-1} \sqrt{j b_{j}} \leq \sum_{i=0}^{\log k} \sqrt{2^{i} \cdot 2^{i+1}} \sqrt{\sum_{j=2^{i}}^{2^{i+1}-1} b_{j}} \\
& \leq \sqrt{2} \sum_{i=0}^{\log k} 2^{i} \sqrt{k^{2} / 2^{i}}=\sqrt{2} \cdot k \sum_{k=0}^{\log k} 2^{i / 2}=O\left(k^{3 / 2}\right) .
\end{aligned}
$$

The total running time is thus $O(k \sqrt{m}(\sqrt{k u}+\sqrt{n}))$. Now, $k u \leq n$, because we assume that $u \leq n^{1 / 4}$ and $k u=\min \left(n^{2 / 3} u^{4 / 3}, \sqrt{m} \cdot u^{3 / 2}\right) \leq n^{2 / 3} n^{1 / 3}=n$. The running time is therefore $O(k \sqrt{n m})=O\left(\min \left(n^{7 / 6} \sqrt{m} \cdot u^{1 / 3}, \sqrt{n u} m\right)\right)$. The time for the adjacency model follows from setting $m=n^{2}$ and it is $O\left(n^{13 / 6} \cdot u^{1 / 3}\right)$.

It is actually simpler to compute a similar (weaker) upper bound on the running time of the network flows algorithm in the more general setting without
assuming $u \leq n^{1 / 4}$. One obtains $O\left(\min \left(n^{7 / 6} \sqrt{m}, \sqrt{n} m\right) \cdot u \log n\right)$ for arbitrary $u$ by setting $k=\min \left(n^{2 / 3}, \sqrt{m}\right)$. It would be interesting to apply techniques of Goldberg and Rao [GR98] to improve the multiplicative factor in Theorem 3.6.2 from $\operatorname{poly}(u)$ to $\log u$. That would make our algorithm useful in the more realistic setting of polynomially large capacities. If $m=\Omega\left(n^{1+\varepsilon}\right)$ for some $\varepsilon>0$ and $u$ is small, then our algorithm is polynomially faster than the best classical algorithm. For constant $u$ and $m=O(n)$, it is slower by at most a polylogarithmic factor. The speedup is biggest for dense networks with $m=\Omega\left(n^{2}\right)$.
3.6.3. THEOREM. Any bounded-error quantum algorithm for network flows with integer capacities bounded by $u=n$ has quantum query complexity $\Omega\left(n^{2}\right)$.

Proof. Consider the following layered graph with $m=\Theta\left(n^{2}\right)$ edges. The vertices are ordered into 4 layers: the first layer contains the source, the second and the third layer contain $p=\frac{n}{2}-1$ vertices each, and the last layer contains the sink. The source and the sink are both connected to all vertices in the neighboring layer by $p$ edges of full capacity $n$. The vertices in the second and third layer are connected by either $\frac{p^{2}}{2}$ or $\frac{p^{2}}{2}+1$ edges of capacity 1 chosen at random. The edges between these two layers form a minimal cut. Now, deciding whether the maximal flow is $\frac{p^{2}}{2}$ or $\frac{p^{2}}{2}+1$ allows us to compute the majority on $p^{2}$ bits. By Corollary 2.4.3, majority requires $\Omega\left(p^{2}\right)=\Omega\left(n^{2}\right)$ queries, hence the same lower bound also holds for the computation of a maximal flow.

### 3.7 Summary

We have presented two quantum algorithms for the problem of finding a maximal matching in a graph. If the graph is bipartite, then our quantum algorithm is polynomially faster than the best classical algorithm. In the non-bipartite case, there exists a more complicated classical algorithm that is faster than our quantum algorithm. It is possible that one can use similar techniques to quantize that algorithm too.

We have shown how to find quantumly a maximal flow in an integer network. If the capacities are upper-bounded by a polynomial of small degree, then our quantum algorithm is polynomially faster than the best classical algorithm. There is a classical algorithm whose complexity depends on the logarithm of the maximal capacity instead of on some polynomial function. If one could quantize that algorithm, then quantum computers would outperform classical ones in a much wider range of capacities.

## Chapter 4

## Matrix Verification

This chapter is based on the following paper:
[BŠ06] H. Buhrman and R. Špalek. Quantum verification of matrix products. In Proceedings of 17th Annual ACM-SIAM Symposium on Discrete Algorithms, pages 880-889, 2006.

### 4.1 Introduction

The computational complexity of matrix multiplication is the subject of extensive study. Matrix multiplication is the central algorithmic part of many applications, like for example solving linear systems of equations and computing the transitive closure of a graph. A fast algorithm for matrix multiplication thus implies a fast algorithm for a variety of computational tasks. Strassen [Str69] was the first to show that surprisingly two $n \times n$ matrices can be multiplied in time $O\left(n^{\omega}\right)$ for $\omega<3$. His result was improved by many subsequent papers. The best known bound to date is an algorithm with $\omega \approx 2.376$ by Coppersmith and Winograd [CW90]. It is a major open problem to determine the true value of $\omega$. Freivalds showed [Fre79] that verifying whether the product of two $n \times n$ matrices is equal to a third can be done with high probability in time proportional to $n^{2}$. We refer to this latter problem as matrix verification.

We study the computational complexity of matrix multiplication and verification on a quantum computer. The first to study matrix verification in the quantum mechanical setting were Ambainis, Buhrman, Høyer, Karpinski, and Kurur $\left[\mathrm{ABH}^{+} 02\right]$ who used a clever recursive version of Grover search to verify whether two $n \times n$ matrices equal a third in time $O\left(n^{7 / 4}\right)$, thereby improving the optimal classical bound of Freivalds.

In this chapter we construct a bounded-error quantum algorithm for the matrix verification problem that runs in time $O\left(n^{5 / 3}\right)$. Suppose we are verifying whether $A B=C$. An entry $(i, j)$ in $C$ is called wrong if $C[i, j] \neq$
$\sum_{k=1}^{n} A[i, k] \cdot B[k, j]$. When the number of wrong entries in $C$ is $w \leq \sqrt{n}$, our algorithm runs in expected time

$$
O\left(\frac{n^{5 / 3}}{w^{1 / 3}}\right)
$$

For $w=\sqrt{n}$ we have a matching lower bound. For larger values of $w$, the algorithm may run faster, but its performance depends on the concrete pattern of wrong entries. We use our fast quantum matrix verification algorithm as a building block to construct a quantum algorithm for computing the actual matrix product $A \cdot B$. When the number of nonzero entries in the final product is $w \leq \sqrt{n}$, our algorithm runs in expected time

$$
O\left(n^{5 / 3} w^{2 / 3} \log n\right)
$$

that is substantially faster than any classical method. For larger values of $w$, the classical algorithm by Indyk [Ind05] running in time $\tilde{O}\left(n^{2}+n w\right)$ takes over.

Our algorithm uses the quantum random walk formalism by Szegedy [Sze04] that he developed as a generalization of the quantum random walk technique of Ambainis [Amb04], see Section 1.4.1 and Section 1.4.2. Ambainis used a quantum random walk to obtain an optimal quantum algorithm for the element distinctness problem. If one were to adapt that method directly to the setting of matrix verification, one does obtain an $O\left(n^{5 / 3}\right)$ algorithm in terms of queries to the input. However that algorithm still requires $\Omega\left(n^{2}\right)$ time, because it computes several times a matrix product of sub-matrices. This costs no additional queries, because the sub-matrices are loaded in the memory, but it takes additional time. Using random vectors, we improve the running time of the quantum algorithm to $O\left(n^{5 / 3}\right)$.

We perform a quantum random walk on the product of two Johnson graphs, analyze its spectral gap, and estimate that in our setting enough of the vertices are marked if $A B \neq C$. See Section 4.3 for a detailed description of our matrix verification algorithm and Section 4.4 for the analysis of its running time. In Section 4.5, we introduce a combinatorial tool to analyze the behavior of our algorithm when many of the entries are wrong. In Section 4.6, we describe our matrix multiplication algorithm, and in Section 4.7, we discuss products of Boolean matrices.

### 4.2 Previous algorithm for matrix verification

Ambainis, Buhrman, Høyer, Karpinski, and Kurur $\left[\mathrm{ABH}^{+} 02\right]$ discovered a quantum algorithm for matrix verification running in time $O\left(n^{7 / 4}\right)$. Since it was never published, we briefly sketch it in Figure 4.1. It uses Freivalds's trick [Fre79] with multiplying the matrices by a random vector. The trick works as follows.

Older Matrix Verification (input $n \times n$ matrices $A, B, C$ ) returns whether $A B \neq C$.

1. Partition the matrices $B$ and $C$ into $\sqrt{n}$ blocks of $\sqrt{n}$ columns each. Let $B_{i}$ and $C_{i}$ be the individual sub-matrices of size $n \times \sqrt{n}$. It holds that $A B=C$ if and only if $A B_{i}=C_{i}$ for every $i$.
2. The verification of $A B_{i}=C_{i}$ is done with bounded error in time $O\left(n^{3 / 2}\right)$ by the following subroutine $V_{i}$ :
(a) Choose a random vector $x$ of dimension $\sqrt{n}$.
(b) Multiply both sides of the equation by $x$ from the right side. Compute classically $y=B_{i} x$ and $z=C_{i} x$ in time $O\left(n^{3 / 2}\right)$.
(c) Verify the matrix-vector product $A y=z$ by Grover search. Search for a row $j$ such that $(A y-z)_{j} \neq 0$. Quantum search over $n$ rows cost $O(\sqrt{n})$ iterations and a verification of one row takes time $n$.
3. If we pick a block $i$ at random, the probability that we have picked a block with a wrong entry is at least $1 / \sqrt{n}$. Apply amplitude amplification on top of this procedure, and verify all $\sqrt{n}$ blocks with bounded error using $O\left(n^{1 / 4}\right)$ calls to $V_{i}$.

Figure 4.1: Quantum algorithm Older Matrix Verification [ $\left.\mathrm{ABH}^{+} 02\right]$

Consider matrices $A, B$ of the same dimension over some field. If $A=B$, then $A v=B v$ for every vector $v$. On the other hand, if $A \neq B$ and $v$ is chosen uniformly at random, then $A v \neq B v$ with probability at least one half. Therefore matrix verification can be solved with constant 1-sided error in time $O\left(n^{2}\right)$. The quantum algorithm Older Matrix Verification uses this trick and two recursive applications of Grover search.

It seems that one cannot improve on this algorithm using only Grover SEARCH. Our algorithm is based on quantum walks and achieves better running time. It is inspired by Ambainis's quantum walk algorithm Element DistinctNESS [Amb04] from Section 1.4.1.
4.2.1. Remark. The running time of all algorithms presented in this chapter is polylogarithmic in the size of the field the matrices are over. We assume that the field has constant size and hide the dependency in the big-O constant. If the field contains polynomially many elements, then the running time is longer by a polylogarithmic factor.

### 4.3 Algorithm for matrix verification

Let $A, B, C$ be $n \times n$ matrices over some integral domain. An integral domain is a commutative ring with identity and no divisors of 0 . Any field, such as $\mathbb{R}$ or $\mathbb{G} \mathbb{F}(2)$, is an integral domain and so is $\mathbb{N}$. Matrix verification is deciding whether $A B=C$. We construct an efficient quantum walk algorithm for this problem. It is described in Figure 4.2 and its expected running time is analyzed in Section 4.4 and Section 4.5.
4.3.1. Definition. For a set $R \subseteq[n]$, let $\left.A\right|_{R}$ denote the $|R| \times n$ sub-matrix of $A$ restricted to the rows from $R$. Analogously, for a set $S \subseteq[m]$, let $\left.A\right|^{S}$ denote the $n \times|S|$ sub-matrix of $A$ restricted to the columns from $S$. These two notation can be combined, for example $\left.A\right|_{R} ^{S}$.

The intuition behind the algorithm is the following: The subroutine Verify Once performs a quantum walk on subsets $R$ of rows of $A$ and subsets $S$ of columns of $B$, multiplied by phase flips whenever $\left.C\right|_{R} ^{S}$ contains at least one wrong entry. It then estimates the scalar product of the superposition computed by the quantum walk and the uniform superposition. If $A B=C$, then the phase flip is never performed and the diffusion on a uniform superposition is equal to identity. Hence the superposition computed by the quantum walk stays uniform, and the scalar product is 1 . On the other hand, if $A B \neq C$ and $k$ is sufficiently large, then for the number of quantum walk steps $\ell$ drawn uniformly from $\{1,2, \ldots, k\}$, with high probability, the quantum walk converges to a superposition almost orthogonal to the uniform superposition. Since the optimal value of $k$ is not known beforehand, the main routine Matrix Verification tries a sequence of exponentially increasing $k$. We also use the following trick to improve the performance of the algorithm. Instead of checking all of $\left.A\right|_{R}$ and $\left.B\right|^{S}$, we multiply the matrices in Verify Once from both sides by random vectors $p, q$. This allows us to achieve both better running time and smaller space complexity.

### 4.4 Analysis of the algorithm

In this section, we prove that Matrix Verification has 1-sided bounded error and estimate its expected running time depending on the set of wrong entries. We use the formalism of Szegedy's quantum walk described in Section 1.4.2.

### 4.4.1 Multiplication by random vectors

Let Verify Full denote a modified version of Verify Once that does not use the random vectors $p, q$, but instead reads all sub-matrices into the memory and verifies $\left.\left.A\right|_{R} \cdot B\right|^{S}=\left.C\right|_{R} ^{S}$ in the phase-flip step (6a). Verify Full has the same query complexity as Verify Once, but its space complexity and running time

Matrix Verification (input $n \times n$ matrices $A, B, C$ ) returns whether $A B \neq C$.

1. Take any $1<\lambda<\frac{8}{7}$, for example $\lambda=\frac{15}{14}$.
2. For $i=0,1, \ldots, \log _{\lambda}\left(n^{2 / 3}\right)+9$, repeat 16 times the following:

- Run Verify Once $\left(2 \cdot \lambda^{i}\right)$.
- If it returns 1 , then return "not equal".

3. Return "equal".

Verify Once (number of rows $k$ ) returns 1 when $A B \neq C$ is detected.
4. Pick a number of iterations $\ell$ uniformly at random between 1 and $k$. Pick a random row vector $p$ and a random column vector $q$ of dimension $n$.
5. Initialization. Put the quantum register into the superposition $\sum_{\substack{R \subseteq[n] \\|R|=k}} \sum_{\substack{S \subseteq[n] \\|S|=k}}|R\rangle|S\rangle$. Think of $R$ as a subset of the rows of $A$ and $S$ as a subset of the columns of $B$. Compute vectors $a_{R}=\left.\left.p\right|^{R} \cdot A\right|_{R}$ and $b_{S}=\left.\left.B\right|^{S} \cdot q\right|_{S}$, and number $c_{R, S}=\left.\left.\left.p\right|^{R} \cdot C\right|_{R} ^{S} \cdot q\right|_{S}$ in time $2 k n+k^{2}$. Add a one-qubit control register set to $|+\rangle$. The quantum state is
6. Quantum walk. Conditioned on the value of the control register, perform $\ell$ iterations of the following:
(a) Phase flip. Multiply the quantum phase of $|R\rangle|S\rangle$ by -1 if $a_{R} \cdot b_{S} \neq c_{R, S}$. The scalar product is verified in time $n$ using no queries.
(b) Diffusion. Perform one step of quantum walk on $(R, S)$, that is exchange one row, and then one column. The update of $a_{R}$, $b_{S}$, and $c_{R, S}$ costs $2 n$ queries to $A, 2 n$ queries to $B$, and $4 k$ queries to $C$.
7. Apply the Hadamard transform on the control register, measure it in the computational basis, and return the outcome.

Figure 4.2: Quantum algorithm Matrix Verification
are bigger. Although the phase flip costs no additional queries, the time needed to compute classically $\left.\left.A\right|_{R} \cdot B\right|^{S}$ is at least $k n$, whereas the scalar product $a_{R} \cdot b_{S}$ is computed in time $n$.

The multiplication by $p, q$ complicates the analysis. For example, if there is exactly one wrong entry and the multiplication is over $\mathbb{G F}(2)$, then the wrong entry is completely hidden by a multiplication by zero with probability $\frac{3}{4}$. However, we prove that 16 independent calls to Verify Once have a better success probability than one call to Verify Full.

Let $R, S \subseteq[n]$ denote subsets of rows of $A$ and columns of $B$, and let

$$
W=\{(i, j) \mid(A B-C)[i, j] \neq 0\}
$$

be the set of wrong entries of the matrix product. We mark $(R, S)$ if and only if $\left.C\right|_{R} ^{S}$ contains a wrong entry, formally $\left.\left.A\right|_{R} \cdot B\right|^{S} \neq\left. C\right|_{R} ^{S}$, or equivalently $W \cap R \times S \neq \emptyset$. Let

$$
\varepsilon(W, k)=\operatorname{Pr}_{R, S}[(R, S) \text { is marked }]
$$

be the fraction of marked pairs for $|R|=|S|=k$.
We call $(R, S, p, q)$ revealing if and only if $\left.\left.p\right|^{R} \cdot\left(\left.\left.A\right|_{R} \cdot B\right|^{S}\right) \cdot q\right|_{S} \neq\left.\left.\left. p\right|^{R} \cdot C\right|_{R} ^{S} \cdot q\right|_{S}$, because it reveals the existence of a wrong entry in the matrix product. The condition is equivalent to $\left(\left.\left.p\right|^{R} \cdot A\right|_{R}\right) \cdot\left(\left.\left.B\right|^{S} \cdot q\right|_{S}\right)=a_{R} \cdot b_{S} \neq c_{R, S}$ due to the associativity of matrix multiplication. The performance of the algorithm depends on the fraction of revealing pairs

$$
\zeta_{p, q}(W, k)=\operatorname{Pr}_{R, S}[(R, S, p, q) \text { is revealing }]
$$

where $|R|=|S|=k$. By the above example, not every marked pair is revealing. However, the fraction of revealing pairs is expected to be not too far from the fraction of marked pairs.
4.4.1. Lemma. Let $G$ be an integral domain with $g \geq 2$ elements, let $(R, S)$ be marked, and let $p, q$ be picked uniformly at random from $G^{n}$. The probability $\tau$ that a quadruple $(R, S, p, q)$ is revealing is $\tau \geq\left(1-\frac{1}{g}\right)^{2} \geq \frac{1}{4}$.

Proof. Let $D=A B-C$, that is the wrong entries correspond to the nonzero entries of $D$. Assume that $(R, S)$ is marked and pick any $D\left[i_{0}, j_{0}\right] \neq 0$. Now, $(R, S, p, q)$ is not revealing if and only if

$$
0=\sum_{i \in R, j \in S} p_{i} q_{j} D[i, j]=\sum_{\substack{i \in R, j \in S \\ D[i, j] \neq 0}} p_{i} q_{j} D[i, j]=p_{i_{0}}\left(q_{j_{0}} D\left[i_{0}, j_{0}\right]+c_{1}\right)+c_{2} q_{j_{0}}+c_{3},
$$

where $c_{1}, c_{2}, c_{3}$ are some constants depending on $D$ and other coordinates of $p, q$. Fix these constants and pick $p_{i_{0}}, q_{j_{0}}$ at random from $G$. Let $\tau^{\prime}=\operatorname{Pr}\left[q_{j_{0}} D\left[i_{0}, j_{0}\right]+\right.$
$\left.c_{1}=0\right]$. Since $G$ is an integral domain with $g$ elements, $\tau^{\prime} \leq \frac{1}{g}$. For every $q_{j_{0}}$ such that $q_{j_{0}} D\left[i_{0}, j_{0}\right]+c_{1} \neq 0$, the equality is equivalent to $c_{4} p_{i_{0}}+c_{5}=0$ for other constants $c_{4} \neq 0$ and $c_{5}$, which is again satisfied by at most 1 value of $p_{i_{0}} \in G$. Hence the probability of having equality is at most

$$
\tau^{\prime} \cdot 1+\left(1-\tau^{\prime}\right) \cdot \frac{1}{g}=\frac{1}{g}+\tau^{\prime} \cdot \frac{g-1}{g} \leq \frac{1}{g}+\frac{g-1}{g^{2}}=\frac{2 g-1}{g^{2}} .
$$

The probability that $(R, S, p, q)$ is revealing is thus $\tau \geq 1-\frac{2 g-1}{g^{2}}=\left(1-\frac{1}{g}\right)^{2} \geq \frac{1}{4}$ and equality holds when $g=2$.
4.4.2. Claim. Let $0 \leq X \leq 1$ and $\mathrm{E}[X] \geq \alpha$. Then $\operatorname{Pr}[X \geq \beta] \geq \alpha-\beta$.

Proof. Decompose the expected value of $X$ conditioned on $X \geq \beta$ : $\mathrm{E}[X]=$ $\mathrm{E}[X \mid X<\beta] \cdot(1-\operatorname{Pr}[X \geq \beta])+\mathrm{E}[X \mid X \geq \beta] \cdot \operatorname{Pr}[X \geq \beta]$. Rearrange, plug in $0 \leq X \leq 1$, and obtain $\operatorname{Pr}[X \geq \beta]=\frac{\mathrm{E}[X]-\mathrm{E}[X \mid X<\beta]}{\mathrm{E}[X \mid X \geq \beta]-\mathrm{E}[X \mid X<\beta]} \geq \frac{\alpha-\beta}{1-0}=\alpha-\beta$.
4.4.3. Lemma. Let $p, q$ be picked uniformly at random. Then $\operatorname{Pr}\left[\zeta_{p, q}(W, k) \geq\right.$ $\left.\frac{1}{8} \varepsilon(W, k)\right] \geq \frac{1}{8}$.
Proof. Consider the following Boolean random variables: $V_{R, S, p, q}=1$ if and only if $(R, S, p, q)$ is revealing. Let $v_{p, q}$ be the fraction of marked sets that are also revealing when $p, q$ multiply the equation, formally $v_{p, q}=\mathrm{E}_{\operatorname{marked}(R, S)}\left[V_{R, S, p, q}\right]$. By Lemma 4.4.1, for every marked $(R, S), \mathrm{E}_{p, q}\left[V_{R, S, p, q}\right] \geq \frac{1}{4}$. It follows that $\mathrm{E}_{\text {marked }(R, S)}\left[\mathrm{E}_{p, q}\left[V_{R, S, p, q}\right]\right] \geq \frac{1}{4}$ and so $\mathrm{E}_{p, q}\left[\mathrm{E}_{\operatorname{marked}(R, S)}\left[V_{R, S, p, q}\right]\right]=\mathrm{E}_{p, q}\left[v_{p, q}\right] \geq \frac{1}{4}$. By Claim 4.4.2, when $p, q$ is picked uniformly at random, $\operatorname{Pr}\left[v_{p, q} \geq \frac{1}{8}\right] \geq \frac{1}{8}$. Hence in this "good" case, $\zeta_{p, q}(W, k) \geq \frac{1}{8} \varepsilon(W, k)$.

The constant probability $\frac{1}{8}$ of picking "good" random vectors is compensated by a constant number of repetitions. Using the following lemma, it is sufficient to analyze the error of the algorithm as if it is performing Verify Full in each step.
4.4.4. Lemma. Let $A B \neq C$. The probability that Verify Once $(2 k)$ outputs 1 at least once in 16 independent trials, each time with new random $p, q$, is bigger than the success probability of one call to Verify Full ( $k$ ).

Proof. By Lemma 4.4.3, the success probability of Verify Once is at least $\frac{\tau}{8}$, where $\tau$ is the success probability of Verify Once given that it guesses "good" vectors $p, q$ with $\zeta(W, k) \geq \frac{1}{8} \varepsilon(W, k)$. By Theorem 1.4.6, $\tau=1-\gamma \in\left[\frac{1}{8}, \frac{1}{2}\right]$ for every sufficiently large $k \geq k_{0}$. The factor $\frac{1}{8}$ between $\varepsilon(W, k)$ and $\zeta(W, k)$ is compensated by taking a twice bigger $k_{0}$; this follows from equations (4.1) and (4.2) in the next section. The success probability of 16 independent trials is at least $1-\left(1-\frac{\tau}{8}\right)^{16} \geq 1-\left(e^{-\tau}\right)^{2} \geq 1-(1-0.64 \tau)^{2} \geq 1.28 \tau-0.4 \tau^{2} \geq \tau$, because $1-x \leq e^{-x} \leq 1-0.64 x$ for $x \in[0,1]$, and $\tau<0.7$.

### 4.4.2 Analysis of Matrix Verification

In this section, we analyze the expected running time of the main algorithm. We need the following two statements.
4.4.5. Definition. The strong product graph of two graphs $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$, denoted by $G=G_{1} \times G_{2}$, is defined as follows: $G=(V, E), V=$ $V_{1} \times V_{2}$, and $\left(\left(g_{1}, g_{2}\right),\left(g_{1}^{\prime}, g_{2}^{\prime}\right)\right) \in E$ if and only if $\left(g_{1}, g_{1}^{\prime}\right) \in E_{1}$ and $\left(g_{2}, g_{2}^{\prime}\right) \in E_{2}$. Walking on a strong product graph corresponds to walking simultaneously and independently on two graphs.
4.4.6. Lemma. Let $1 \leq k \leq \frac{n}{2}$. The spectral gap of $G_{k}=J(n, k) \times J(n, k)$ is $\delta\left(G_{k}\right)=\Theta(1 / k)$.

Proof. By Lemma 1.4.8, the spectral gap of the Johnson graph $J(n, k)$ is $\frac{n}{(n-k) k}$, which is $\Theta(1 / k)$ for $1 \leq k \leq \frac{n}{2}$. The eigenvalues of the normalized adjacency matrix (see Definition 1.4.4) of a product graph are exactly all products of one eigenvalue of one graph and one eigenvalue of the other graph. Since the largest eigenvalue of each graph is one and the spectral gap is the difference between the largest two eigenvalues, it immediately follows that $\delta(J \times J)=\delta(J)$. We conclude that $\delta\left(G_{k}\right)=\Theta(1 / k)$.
4.4.7. Definition. A set of matrix entries $W \subseteq[n]^{2}$ is called an independent set if and only if it contains at most one item in every row and column.

### 4.4.8. Lemma (Fraction of marked pairs). Let

$$
\rho(W)=\max \left(w^{\prime}, \min (|W|, \sqrt{n})\right),
$$

where $w^{\prime}$ is the largest possible size of a subset of $W$ that is an independent set. For every $W$ and $k \leq n^{2 / 3} / \rho(W)^{1 / 3}$, it holds that

$$
\begin{equation*}
\varepsilon(W, k)=\Omega\left(\frac{k^{2}}{n^{2}} \rho(W)\right) \tag{4.1}
\end{equation*}
$$

The main Lemma 4.4.8 is proved using simple combinatorics in Section 4.5.
4.4.9. Theorem. Matrix Verification always returns "equal" if $A B=C$. If $A B \neq C$, then it returns "not equal" with probability at least $\frac{2}{3}$. Its worst-case running time is $O\left(n^{5 / 3}\right)$, its expected running time is $O\left(n^{5 / 3} / \rho(W)^{1 / 3}\right)$, and its space complexity is $O(n)$.

Proof. We compute an upper bound on the expected number of iterations of Verify Full. By Lemma 4.4.4, the number of calls to Verify Once achieving the same success probability is less than 16 , if we double the value of the parameter $k$ that we pass to Verify Once in comparison with what we would pass to Verify Full. Verify Once walks $\ell$ quantum steps on the strong product graph of two Johnson graphs $G_{k}=J(n, k) \times J(n, k)$. The marked vertices of $G_{k}$ correspond to marked pairs $(R, S)$, those are pairs such that $\left.\left.A\right|_{R} \cdot B\right|^{S} \neq\left. C\right|_{R} ^{S}$. The initialization costs time $O(k n)$, a phase flip costs time $n$, and one step of the quantum walk costs time $4 n+4 k=O(n)$. The running time of Verify Once is thus $O((k+\ell) n)=O(k n)$. The scalar product of the two quantum distributions is estimated using Lemma 1.4.7.

Let $W \neq \emptyset$. By Theorem 1.4.6, Verify Once recognizes a wrong matrix product with bounded error for every $k \geq k_{0}$, where $k_{0}=\Theta\left(1 / \sqrt{\delta\left(G_{k_{0}}\right) \varepsilon\left(W, k_{0}\right)}\right)$. Note that the same $k$ is used twice: once as an upper bound on the number of iterations $\ell$, and once as the number of rows/columns read into memory, which determines $\delta\left(G_{k}\right)$ and $\varepsilon(W, k)$. Plug in $\delta\left(G_{k}\right)=\Theta\left(\frac{1}{k}\right)$ by Lemma 4.4.6 and $\varepsilon(W, k)=\Omega\left(\frac{k^{2}}{n^{2}} \rho(W)\right)$ by Lemma 4.4.8. We get that $k_{0}=O\left(n / \sqrt{k_{0} \rho(W)}\right)$, which means that the optimal $k_{0}$ is at most $O\left(n^{2 / 3} / \rho(W)^{1 / 3}\right)$. Hence for every

$$
\begin{equation*}
k=\Omega\left(\frac{n^{2 / 3}}{\rho(W)^{1 / 3}}\right) \tag{4.2}
\end{equation*}
$$

Verify Once makes only small 1-sided error. The algorithm Matrix VeriFICATION does not know $\rho(W)$ and $k_{0}$, but it instead tries different values of $k$ from the exponentially increasing sequence $\lambda^{i}$.

Let $T_{i}=O\left(\lambda^{i} n\right)$ denote the running time of the $i^{\text {th }}$ call to Verify Once, and let $L$ be the number of the last call. The expected running time can be written as a sum

$$
\mathrm{E}[T]=\sum_{j=0}^{\infty}\left(\sum_{i=0}^{j} T_{i}\right) \cdot \operatorname{Pr}[L=j]=\sum_{i=0}^{\infty} T_{i} \cdot \operatorname{Pr}[L \geq i]
$$

Each call after $k \geq k_{0}$ fails with probability $\gamma \leq \frac{7}{8}$, so

$$
\begin{aligned}
\mathrm{E}[T]=\sum_{i=0}^{\infty} \lambda^{i} n \cdot \operatorname{Pr}[L \geq i] & \leq \sum_{i=0}^{\left(\log _{\lambda} k_{0}\right)-1} \lambda^{i} n \cdot 1+\sum_{i=\log _{\lambda} k_{0}}^{\infty} \lambda^{i} n \cdot \gamma^{i-\log _{\lambda} k_{0}} \\
& \leq O\left(k_{0} n\right)\left(1+\sum_{i=0}^{\infty}(\lambda \gamma)^{i}\right)=O\left(\frac{n^{5 / 3}}{\rho(W)^{1 / 3}}\right)
\end{aligned}
$$

because $\lambda \gamma<\frac{8}{7} \cdot \frac{7}{8}=1$. The probability that a wrong product is never recognized is at most $\gamma^{9}<\frac{1}{3}$, where 9 is the number of calls after $k \geq n^{2 / 3}$.

Matrix Verification never makes an error when $A B=C$. In this case, the phase flip is never performed. The diffusion is equal to identity on the uniform
superposition, hence the whole quantum walk in Verify Once does nothing and the control register stays untouched. Finally, Matrix Verification always terminates when $k \geq \lambda^{9} n^{2 / 3}$, hence its worst-case running time is $O\left(n^{5 / 3}\right)$.

### 4.4.3 Comparison with other quantum walk algorithms

Matrix Verification resembles a few other quantum algorithms. The first quantum algorithm of this type was the quantum walk algorithm for element distinctness [Amb04]. The same technique was subsequently successfully applied to triangle finding [MSS05] and group commutativity testing [MN05]. The triangle algorithm walks on the Johnson graph $J(n, k)$ and the commutativity algorithm walks on a product of two Johnson graphs. The analysis of Ambainis [Amb04] relies on the fact that the quantum state stays in a constant-dimensional subspace. This constraint is satisfied if there is at most one solution; then the subsets can be divided into a constant number of cases. In the non-promise version, the number of cases is, however, not constant. The latter papers [Amb04, MSS05] solve the non-promise case by running the algorithm on a random subset of the input. With high probability, there is exactly one solution in the subset; this trick originally comes from Valiant and Vazirani [VV86]. Since it is not known whether this technique can be used in more than one dimension, we solve the non-promise version of matrix verification using the more general quantum walk by Szegedy [Sze04] instead of the original one by Ambainis [Amb04].

Had we not multiplied the equation by random vectors from both sides, the running time of the algorithm would be much bigger. It seems that this slowdown "time $\gg$ \#queries" is a typical property of algorithms using quantum walks: the quantum algorithm for element distinctness [Amb04] needs to use random hash functions to remedy it, and it is open whether triangle finding [MSS05] can be improved this way.

Theorem 1.4.6 by Szegedy [Sze04] allows us to analyze directly the general case with many wrong entries. On the other hand, the algorithm Verify Once obtained by it is a bit slower than the original Ambainis walk [Amb04, MSS05]. First, Verify Once only solves the decision version of the problem and it does not find the actual position of a wrong entry. We will resolve it by binary search. Second, Verify Once does a phase flip after every step of quantum walk instead of doing it once per block of steps. For both element distinctness and matrix verification, the additional cost is subsumed by the cost of the quantum walk, but this is not the case for triangle finding.

### 4.5 Fraction of marked pairs

In this section, we address the following combinatorial problem.
4.5.1. Problem. Given an $n \times n$ Boolean matrix $W$ and two integers $1 \leq r, s \leq$ $n$, what is the probability $\varepsilon(W, r, s)$ that a random $r \times s$ sub-matrix of $W$ contains a 1? Or, equivalently: Given a bipartite graph on $n, n$ vertices, what is the probability that a randomly chosen induced subgraph with $r$, s vertices contains at least one edge?

It is simple to prove that $\varepsilon(W, r, s)$ is monotone in all its three parameters. As we have seen in Theorem 4.4.9, the expected running time of Matrix VerifiCATION depends on the fraction of marked pairs, which is $\varepsilon(W, k, k)$, also denoted there by $\varepsilon(W, k)$. Our algorithm only tries balanced choices $r=s=k$. Since the initialization costs $O((r+s) n)$, setting one of the variables smaller would not decrease the query complexity, but it would decrease the success probability of Verify Once. Let us compute $\varepsilon$ when $W$ contains exactly one 1 :

$$
\varepsilon(W, r, s)=\binom{n-1}{r-1}\binom{n-1}{s-1} /\binom{n}{r}\binom{n}{s}=\frac{r s}{n^{2}} .
$$

With this bound, monotonicity, and Theorem 4.4.9, we conclude that Matrix Verification finds the correct answer with bounded error in time $O\left(n^{5 / 3}\right)$. The rest of this section contains a more detailed analysis of the expected running time of the algorithm for larger $W$. Unfortunately, we are only able to prove weak lower bounds on $\varepsilon$ for general $W$. However, if one improves them, then we automatically get an improved upper bound on the running time of the same algorithm.

The average probability over matrices $W$ with $t$ ones is $\mathrm{E}_{W:|W|=t}[\varepsilon(W, r, s)]=$ $\Omega\left(\frac{r s}{n^{2}}\right)$ (Lemma 4.5.2). We prove the same bound for all $W$ with $|W| \leq \sqrt{n}$ (Lemma 4.5.3), when the ones in $W$ form an independent set (Lemma 4.5.4), or when the ones in $W$ form a rectangle (again Lemma 4.5.3). However, the latter rectangle bound only holds for a limited class of $r, s$, which does not include the balanced case $r=s=k$ in the range used by our algorithm. As a consequence, if the ones in $W$ form a full row or a column, our algorithm is slower than what one might expect from this formula. We, however, show that in this case our algorithm is optimal (Theorem 4.5.5); this is the only known tight lower bound for our algorithm. The main Lemma 4.4.8, which we prove here, is a corollary of Lemma 4.5.3 and Lemma 4.5.4.

### 4.5.1 Special cases

The following lemma is not needed for the analysis of Matrix Verification. We include it, because it gives an insight into what may be the true bound on $\varepsilon(W, r, s)$ for most $W$.
4.5.2. Lemma. Let $r s \leq \frac{n^{2}}{t}$. Then $\mathrm{E}_{W:|W|=t}[\varepsilon(W, r, s)]=\Omega\left(t \frac{r s}{n^{2}}\right)$.

Proof. Consider the following random variables: $V_{R, S, W}=1$ if and only if $W \cap R \times S \neq \emptyset$. Then for every pair $(R, S)$, it holds that $\mathrm{E}_{W:|W|=t}\left[V_{R, S, W}\right]=$ $\operatorname{Pr}_{W}[W \cap R \times S \neq \emptyset]$ and, when $|R|=r$ and $|S|=s$,

$$
\begin{aligned}
\operatorname{Pr}_{W:|W|=t}[W \cap R \times S \neq \emptyset] & =1-\frac{n^{2}-r s}{n^{2}} \cdot \frac{n^{2}-r s-1}{n^{2}-1} \cdots \frac{n^{2}-r s-t+1}{n^{2}-t+1} \\
& \geq 1-\left(\frac{n^{2}-r s}{n^{2}}\right)^{t} \geq 1-e^{-\frac{r s}{n^{2}} t}=\Omega\left(t \frac{r s}{n^{2}}\right)
\end{aligned}
$$

because $1-x \leq e^{-x}$ and, on any fixed interval $x \in[0, A]$, also $e^{-x} \leq 1-\frac{1-e^{-A}}{A} x$. The claim is now proved using standard arguments. Since $\forall R, S: \mathrm{E}_{W}\left[V_{R, S, W}\right] \geq$ $t \frac{r s}{n^{2}}$, also $\mathrm{E}_{R, S}\left[\mathrm{E}_{W}\left[V_{R, S, W}\right]\right] \geq t \frac{r s}{n^{2}}$. Exchange the order of summation and obtain $\mathrm{E}_{W}\left[\mathrm{E}_{R, S}\left[V_{R, S, W}\right]\right]=\mathrm{E}_{W}[\varepsilon(W, r, s)] \geq t \frac{r s}{n^{2}}$.
4.5.3. Lemma. Let $w$ be the number of nonzero rows of $W$, and let $v$ be the maximal number of nonzero entries in a row. Then for every $r \leq \frac{n}{w}$ and $s \leq \frac{n}{v}$, $\varepsilon(W, r, s)=\Omega\left(|W| \frac{r s}{n^{2}}\right)$.

Proof. Let $Z$ denote the event " $W \cap R \times S \neq \emptyset$ ". For $j=0,1, \ldots, w$, let $Z_{j}$ denote the event " $W \cap R \times[n]$ has exactly $j$ nonempty rows". Since the events $\left\{Z_{j}\right\}$ are disjoint and $\sum_{j=0}^{w} \operatorname{Pr}\left[Z_{j}\right]=1$, we decompose the probability
$\operatorname{Pr}[Z]=\sum_{j=0}^{w} \operatorname{Pr}\left[Z_{j}\right] \cdot \operatorname{Pr}\left[Z \mid Z_{j}\right] \geq \sum_{j=1}^{w} \operatorname{Pr}\left[Z_{j}\right] \cdot \operatorname{Pr}\left[Z \mid Z_{1}\right]=\left(1-\operatorname{Pr}\left[Z_{0}\right]\right) \cdot \operatorname{Pr}\left[Z \mid Z_{1}\right]$,
because $\operatorname{Pr}\left[Z \mid Z_{j}\right] \geq \operatorname{Pr}\left[Z \mid Z_{1}\right]$ for $j \geq 1$; when we replace an empty row by a nonempty, the probability can only increase. Now, $\operatorname{Pr}\left[Z_{0}\right]=\operatorname{Pr}[W \cap R \times[n]=$ $\emptyset]=\frac{n-w}{n} \cdot \frac{n-w-1}{n-1} \cdots \frac{n-w-r+1}{n-r+1} \leq\left(\frac{n-w}{n}\right)^{r}=\left(1-\frac{w}{n}\right)^{r} \leq e^{-\frac{r w}{n}}$, because $1-x \leq e^{-x}$. For every constant $A$, it holds that $e^{-x} \leq 1-\frac{1-e^{-A}}{A} x$ on $x \in[0, A]$. By our assumption, $r \leq \frac{n}{w}$, hence $\frac{r w}{n} \leq 1$ and $e^{-\frac{r w}{n}} \leq 1-\frac{1-e^{-1}}{1} \frac{r w}{n}=1-\alpha \frac{r w}{n}$ for $\alpha=1-e^{-1}$. We conclude that $1-\operatorname{Pr}\left[Z_{0}\right] \geq \alpha \frac{r w}{n}$.

To lower-bound the other term, we decompose $Z_{1}$. For $i=1,2, \ldots, n$, let $Y_{i}$ denote the event " $W \cap R \times[n]$ has the $i^{\text {th }}$ row nonempty and all other rows are empty". Let $w_{i}$ be the number of entries in the $i^{\text {th }}$ row of $W$. Since $\left\{Y_{i}\right\}$ are disjoint and $Y_{1} \cup \cdots \cup Y_{n}=Z_{1}$,

$$
\operatorname{Pr}\left[Z \mid Z_{1}\right]=\sum_{i: w_{i} \neq 0} \operatorname{Pr}\left[Z \mid Y_{i}\right] \cdot \operatorname{Pr}\left[Y_{i} \mid Z_{1}\right]=\frac{1}{w} \sum_{i: w_{i} \neq 0} \operatorname{Pr}\left[Z \mid Y_{i}\right]
$$

$\operatorname{Pr}\left[Z \mid Y_{i}\right]$ is easy to evaluate, since the $i^{\text {th }}$ row of $W$ contains $w_{i}$ entries and $S$ is picked uniformly at random. Let $W_{i}$ be the $i^{\text {th }}$ row of $W$. By the same arguments as above, $\operatorname{Pr}\left[Z \mid Y_{i}\right]=\operatorname{Pr}\left[W_{i} \cap S \neq \emptyset\right]=1-\operatorname{Pr}\left[W_{i} \cap S=\emptyset\right] \geq 1-e^{-\frac{s w_{i}}{n}}$. By our assumption, $s \leq \frac{n}{w_{i}}$, hence $e^{-\frac{s w_{i}}{n}} \leq 1-\alpha \frac{s w_{i}}{n}$ and $\operatorname{Pr}\left[Z \mid Y_{i}\right] \geq \alpha \frac{s w_{i}}{n}$.

Put both lower bounds together and obtain

$$
\operatorname{Pr}[Z] \geq \alpha \frac{r w}{n} \cdot \frac{1}{w} \sum_{i} \alpha \frac{s w_{i}}{n}=\alpha^{2} \frac{r s}{n^{2}} \sum_{i} w_{i}=\Omega\left(|W| \frac{r s}{n^{2}}\right),
$$

which is what we had to prove.
4.5.4. Lemma. Let $W$ have at most one entry in every row and column. Then for every $r, s$ satisfying $r s \leq n^{4 / 3} /|W|^{2 / 3}, \varepsilon(W, r, s)=\Omega\left(|W| \frac{r s}{n^{2}}\right)$.

Proof. Let $w=|W|$. If $w \leq \sqrt{n}$, then the result follows from Lemma 4.5.3 as follows. We are promised that $\min (r, s) \leq n^{2 / 3} / w^{1 / 3}$, which is at most $\frac{n}{w}$ for $w \leq \sqrt{n}$. The parameters in that lemma for our set $W$ are $w=|W|$ and $v=1$, hence the bound $\Omega\left(|W| \frac{r s}{n^{2}}\right)$ we have to prove holds for all $r \leq \frac{n}{w}$ and all $s$. If $r \leq s$, then we are done. If $r>s$, then we observe that there is nothing special about rows in Lemma 4.5.3 and that the lemma holds also for columns. Hence our bound holds also for all $s \leq \frac{n}{w}$ and all $r$.

Let us assume that $w>\sqrt{n}$. Let $Z$ denote the event " $W \cap R \times S \neq \emptyset$ " and, for $j=0,1, \ldots, r$, let $Z_{j}$ denote the event " $W \cap R \times[n]$ has exactly $j$ nonempty rows". Then

$$
\begin{aligned}
1-\operatorname{Pr}\left[Z \mid Z_{j}\right]=\operatorname{Pr}\left[W \cap R \times S=\emptyset \mid Z_{j}\right] & =\frac{n-s}{n} \cdot \frac{n-s-1}{n-1} \cdots \frac{n-s-j+1}{n-j+1} \\
& \leq\left(\frac{n-s}{n}\right)^{j} \leq e^{-\frac{s j}{n}}
\end{aligned}
$$

Since $j \leq r$ and $w>\sqrt{n}$, we get that $j s \leq r s \leq n^{4 / 3} / w^{2 / 3} \leq n^{4 / 3} /(\sqrt{n})^{2 / 3}=n$. Hence $\frac{s j}{n} \leq 1$ and by upper-bounding the exponential we get that $\operatorname{Pr}\left[Z \mid Z_{j}\right] \geq$ $1-e^{-\frac{s j}{n}} \geq 1-\left(1-\alpha \frac{s j}{n}\right)=\alpha \frac{s j}{n}$ for $\alpha=1-e^{-1}$. Now, $\left\{Z_{j}\right\}$ are disjoint and $\sum_{j=0}^{r} \operatorname{Pr}\left[Z_{j}\right]=1$, hence we decompose the probability
$\operatorname{Pr}[Z]=\sum_{j=0}^{r} \operatorname{Pr}\left[Z \mid Z_{j}\right] \cdot \operatorname{Pr}\left[Z_{j}\right] \geq \sum_{j=0}^{r} \alpha \frac{s j}{n} \operatorname{Pr}\left[Z_{j}\right]=\alpha \frac{s}{n} \sum_{j=0}^{r} j \cdot \operatorname{Pr}\left[Z_{j}\right]=\alpha \frac{s}{n} \cdot \mathrm{E}[Y]$,
where $Y$ is the number of nonempty rows. There are $r$ rows among $n$ in $R$ and we pick $w$ entries without returning uniformly at random. An application of $\mathrm{E}[Y]=\frac{r w}{n}$ completes the proof.

### 4.5.2 Proof of the main lemma

Proof of Lemma 4.4.8 Let us prove that $\varepsilon(W, k)=\Omega\left(\frac{k^{2}}{n^{2}} \min (|W|, \sqrt{n})\right)$. First, assume that $|W| \leq \sqrt{n}$, and let us verify the restrictions on $r=s=k$. For
every $t \leq \sqrt{n}$ it holds that $n^{2 / 3} / t^{1 / 3} \leq n / t$. Hence if $|W| \leq \sqrt{n}$, then for every $k \leq n^{2 / 3} /|W|^{1 / 3}$ it holds that $k \leq n /|W|$ and, since $v, w \leq|W|$, also $k \leq \frac{n}{w}$ and $k \leq \frac{n}{v}$. Hence the lower bound $\varepsilon(W, k)=\Omega\left(\frac{k^{2}}{n^{2}}|W|\right)$ given by Lemma 4.5.3 holds for every $k$ in the range required by Lemma 4.4.8. Now, if $|W|>\sqrt{n}$, the bound follows from the monotonicity of $\varepsilon(W, k)$ in $W$.

Lemma 4.5.4 says that $\varepsilon\left(W^{\prime}, k\right)=\Omega\left(\frac{k^{2}}{n^{2}}\left|W^{\prime}\right|\right)$ for every independent $W^{\prime}$ and $k$ in the range required by Lemma 4.4.8. The bound on $W$ follows from the monotonicity of $\varepsilon(W, k)$ in $W$. If we put these two bounds together, we obtain that $\varepsilon(W, k)=\Omega\left(\frac{k^{2}}{n^{2}} \rho(W)\right)$, as desired.

### 4.5.3 The bound is tight

The bound cannot be strengthened to $\varepsilon(W, k)=\Omega\left(\frac{k^{2}}{n^{2}}|W|\right)$ for a general $W$ in the full range of $k$. We show that no quantum algorithm can be fast if the $n$ ones in $W$ form a full row.
4.5.5. Theorem. Any bounded-error quantum algorithm distinguishing a correct matrix product and a matrix product with one wrong row has query complexity $\Omega\left(n^{3 / 2}\right)$.

Proof. We reduce OR of $n$ parities of length $n$ to matrix verification. Let

$$
z=\left(x_{1,1} \oplus \cdots \oplus x_{1, n}\right) \vee \cdots \vee\left(x_{n, 1} \oplus \cdots \oplus x_{n, n}\right) .
$$

By the unweighted adversary method (Theorem 2.4.2), computing $z$ requires $\Omega\left(n^{3 / 2}\right)$ quantum queries, and the lower bound holds even if we promise that at most one of the parities is equal to 1 . Since $z=1$ if and only if $\exists i: 0 \neq \bigoplus_{\ell=1}^{n} x_{i, \ell}$, one can reduce this problem to the matrix verification $A B=C$ over $\mathbb{G F}(2)$, where $A[i, j]=x_{i, j}, B[i, j]=1$, and $C[i, j]=0$. The promise is transformed into that at most one row is wrong.

A straightforward calculation shows that $\rho(W)$ for a $W$ that has all $n$ wrong entries in one row can be at most $O(\sqrt{n})$ if we want the bound on $\varepsilon$ to hold for all $k$ in the interval required by Lemma 4.4.8. We have a lower bound $\Omega\left(n^{3 / 2}\right)$ for this problem and we want to find a value of $\rho(W)$ such that the verification can be done in time $O\left(n^{5 / 3} / \rho(W)^{1 / 3}\right)$. It follows that $\rho(W)=O(\sqrt{n})$.

### 4.6 Algorithm for matrix multiplication

Let $m \geq n^{2 / 3}$. One can modify the algorithm Matrix Verification to verify the product $A_{n \times m} B_{m \times n}=C_{n \times n}$ in time proportional to $n^{2 / 3} m$. The quantum walk stays the same and only the inner scalar products have dimension $m$ instead of $n$. Using the new algorithm and binary search, we construct a quantum
algorithm that outputs the position of a wrong entry. By iterating this and correcting the wrong entries, we compute the matrix product $A B=C$ whenever a good approximation to $C$ is known. The algorithms are described in Figure 4.3.
4.6.1. Theorem. Find Wrong Entry has 1-sided polynomially small error, worst-case running time $O\left(n^{2 / 3} m \log n\right)$, and its expected running time is $\mathrm{O}\left(n^{2 / 3} m\right.$ $\left.\log n / \rho(W)^{1 / 3}\right)$ when the set of wrong entries is $W$.

Proof. Assume that $A B \neq C$. Let $W^{\ell}$ be the set of wrong entries in the $\ell^{\text {th }}$ recursion level of the binary search. From the definition of $\rho(W)$, if $\rho\left(W^{\ell}\right)=\rho$, then $\rho\left(W_{i, j}^{\ell}\right) \geq \frac{\rho}{4}$ for at least one quadrant $i, j \in\{1,2\}$. Find Wrong Entry descends into the first quadrant it finds a solution in, hence it chooses $W^{\ell+1}=W_{i, j}^{\ell}$ with high probability and then $\left(\frac{n}{2}\right)^{2} / \rho\left(W^{\ell+1}\right) \leq n^{2} / \rho\left(W^{\ell}\right)$. There are $\log n$ levels of recursion. Hence its expected running time is at most

$$
\sum_{\ell=1}^{\log n} 4 \sqrt[3]{\frac{\left(n / 2^{\ell}\right)^{2}}{\rho\left(W^{\ell}\right)}} m \leq \sum_{\ell=1}^{\log n} 4 \sqrt[3]{\frac{n^{2}}{\rho(W)}} m=O\left(\frac{n^{2 / 3} m}{\rho(W)^{1 / 3}} \log n\right)
$$

as claimed. By Theorem 4.4.9, the probability that a wrong matrix product is not recognized in one iteration is at most $\frac{1}{3}$. The probability that it is not recognized in $O(\log n)$ iterations is $1 / \operatorname{poly}(n)$. If $A B=C$, then the first iteration of binary search is repeated $O(\log n)$ times and the worst-case running time is $O\left(n^{2 / 3} m \log n\right)$.
4.6.2. Remark. It might be that the position of the wrong entry can be obtained from just one call to Matrix Verification in the same way as in the quantum walk algorithm Element Distinctness-by measuring the subsets $R, S$ instead of performing the scalar product test (Lemma 1.4.7) on the control register. However, this is only known to follow from Theorem 1.4.6 for exactly one wrong entry, that is when $|W|=1$ [Sze04, Section 10]. The logarithmic factor in the total running time is necessary for having a polynomially small error.

One can always start by guessing $C=0$, hence the following bound holds.
4.6.3. Theorem. Let $m \geq n^{2 / 3}$. The matrix product $A_{n \times m} B_{m \times n}=C_{n \times n}$ can be computed with polynomially small error probability in expected time

$$
T_{M} \leq O(1) \cdot \begin{cases}m \log n \cdot n^{2 / 3} w^{2 / 3} & \text { if } 1 \leq w \leq \sqrt{n}  \tag{4.3}\\ m \log n \cdot \sqrt{n} w & \text { if } \sqrt{n} \leq w \leq n \\ m \log n \cdot n \sqrt{w} & \text { if } n \leq w \leq n^{2}\end{cases}
$$

where $W$ is the set of nonzero entries of $C$ and $w=|W|$.

Matrix Multiplication (input matrices $A_{n \times m}, B_{m \times n}$ ) returns $C_{n \times n}=A B$.

1. Initialize $C=0$.
2. Run Find Wrong Entry $(A, B, C)$.

If it returns "equal", return $C$.
3. Otherwise let $(r, c)$ be the wrong position. Recompute $C[r, c]$. Find and recompute all wrong entries in the $r^{\text {th }}$ row of $C$ using Grover SEARCH. Find and recompute all wrong entries in the $c^{\text {th }}$ column of $C$ using Grover search.
4. Go back to step 2.

Find Wrong Entry (input matrices $A_{n \times m}, B_{m \times n}, C_{n \times n}$ ) returns a position $(r, c)$ if $C[r, c] \neq(A B)[r, c]$, or "equal" if $A B=C$.

5 . If $n=1$, verify the scalar product and exit.
6. Let $A_{1}, A_{2}$ denote the top and bottom half of $A$, let $B_{1}, B_{2}$ denote the left and right half of $B$, and let $C_{1,1}, C_{1,2}, C_{2,1}, C_{2,2}$ denote the four quadrants of $C$.
7. Repeat at most $O(\log n)$ times the following:

Run in parallel Matrix Verification $\left(A_{i}, B_{j}, C_{i, j}\right)$ for $i, j \in$ $\{1,2\}$. As soon as one of them returns "not equal", stop the other branches of computation and cancel the loop.
8. If Matrix Verification always output "equal", then return "equal".
9. Let $C_{i, j} \neq A_{i} B_{j}$ be the wrong sub-matrix found. Let $\left(r^{\prime}, c^{\prime}\right)=$ Find Wrong Entry $\left(A_{i}, B_{j}, C_{i, j}\right)$.
10. If $i=1$, set $r=r^{\prime}$, otherwise set $r=r^{\prime}+\frac{n}{2}$.

If $j=1$, set $c=c^{\prime}$, otherwise set $c=c^{\prime}+\frac{n}{2}$.
Return $(r, c)$.

Figure 4.3: Quantum algorithm Matrix Multiplication

Proof. Finding all $r_{\ell}$ wrong entries in the $\ell^{\text {th }}$ row is done by iterating Grover SEARCh. By Corollary 1.3.5, it takes time $\sum_{i=1}^{r_{\ell}} \sqrt{\frac{n}{i}} m=O\left(\sqrt{n r_{\ell}} m\right)$, where the $m$-dimensional scalar products are computed on-line. We ensure that there are no wrong entries left with probability polynomially close to one in additional time $O(\sqrt{n} m \log n)$. Let us condition the rest of the analysis on the event that all quantum searches indeed find all ones.

Let $w^{\prime}$ be the largest possible size of an independent subset of $W$. Clearly, Matrix Multiplication finishes in at most $w^{\prime}$ iterations, because the algorithm in every iteration first finds a wrong entry and then recomputes all wrong entries of $C$ in the same row and the same column. If the number of iterations was more than $w^{\prime}$, then the starting wrong entries of these iterations would form an independent set larger than $w^{\prime}$. The total running time is the sum of the time spent in Find Wrong Entry

$$
T_{F} \leq \sum_{\ell=1}^{w^{\prime}} \frac{n^{2 / 3} m \log n}{\ell^{1 / 3}}=O\left(\left(n w^{\prime}\right)^{2 / 3} m \log n\right)
$$

and the time $T_{G}$ spent in Grover search. By applying the Cauchy-Schwarz inequality several times,

$$
\begin{aligned}
T_{G} \leq \sum_{\ell=1}^{w^{\prime}}\left(\sqrt{n r_{\ell}} m+\sqrt{n c_{\ell}} m\right) \log n & =m \sqrt{n} \log n\left(\sum_{\ell=1}^{w^{\prime}} 1 \cdot \sqrt{r_{\ell}}+\sum_{\ell=1}^{w^{\prime}} 1 \cdot \sqrt{c_{\ell}}\right) \\
& \leq m \sqrt{n} \log n \sqrt{\sum_{\ell=1}^{w^{\prime}} 1}\left(\sqrt{\sum_{\ell=1}^{w^{\prime}} r_{\ell}}+\sqrt{\sum_{\ell=1}^{w^{\prime}} c_{\ell}}\right) \\
& =O\left(m \sqrt{n} \log n \sqrt{w^{\prime}} \sqrt{w}\right) .
\end{aligned}
$$

The algorithm has bounded error, because both Find Wrong Entry and iterated quantum searches have polynomially small error. Put the bounds together and obtain

$$
T_{M}=T_{F}+T_{G} \leq m \log (n) \sqrt{n} \sqrt{w^{\prime}} \cdot\left(n^{1 / 6}\left(w^{\prime}\right)^{1 / 6}+\sqrt{w}\right) .
$$

Evaluate separately three cases $w \in[1, \sqrt{n}], w \in[\sqrt{n}, n]$, and $w \in\left[n, n^{2}\right]$, use that $w^{\prime} \leq w$ and $w^{\prime} \leq n$, and obtain inequality (4.3), which we had to prove.

Let us compare our algorithm to the fastest known classical algorithms. Let $w=|W|$ be the number of nonzero entries of $C$ and let $\kappa=\sqrt{n} /(\log n)^{3 / 2}$. Our algorithm computes sparse matrix products with $w=o(\kappa)$ in time $o(n m)$. Classically, dense square matrix products can be computed in time $O\left(n^{2.376}\right)$ [CW90], which is faster than our algorithm for $w=\Omega\left(n^{0.876}\right)$, and dense rectangular matrix products can be computed in time $O\left(n^{1.844+o(1)} m^{0.533}+n^{2+o(1)}\right)$ [Cop97]. Recently, Indyk discovered a classical algorithm for sparse rectangular
matrix products running in time $\tilde{O}(m(n+w))$ [Ind05], which is faster than ours for $w=\Omega(\kappa)$. The fastest known algorithm for sparse square input matrices runs in time $O\left(n^{1.2} z^{0.7}+n^{2+o(1)}\right)$ [YZ04], where $A, B$ each have at most $z$ nonzero elements.

### 4.7 Boolean matrix verification

The algorithm Verify Once relies on the fact that arithmetical operations are over some integral domain. If the matrices are over the Boolean algebra $\{\vee, \wedge\}$, then the multiplication by random vectors from both sides does not work. However, Boolean matrix products can be verified even faster by the following simple algorithm.
4.7.1. Theorem. There exists a quantum Boolean matrix verification algorithm running in time $O(n \sqrt{m})$ and space $O(\log n+\log m)$.

Proof. The condition that three given matrices form a valid product can be written as an AND-OR tree with an AND of $n^{2}$ equalities, each being an OR of $m$ products. There is a bounded-error quantum algorithm [HMW03] running in time $O\left(\sqrt{n^{2} m}\right)=O(n \sqrt{m})$ and space $O\left(\log \left(n^{2} m\right)\right)$.

Using the technique from Theorem 1.3.3, one can speed up the verification to time $O(n \sqrt{m / t})$, if the number of wrong entries $t$ is known beforehand. If $t$ is unknown, then the verification can be done in expected time $O(n \sqrt{m / t})$ and the worst-case time stays $O(n \sqrt{m})$. The Boolean matrix product with $t$ nonzero entries can thus be computed in expected time $O(n \sqrt{t m})$.

### 4.8 Summary

We have presented two new quantum algorithms based on quantum random walks, one for matrix verification and one for matrix multiplication. Let us close with a few open problems.

It would be interesting to strengthen the lower bound on the fraction $\varepsilon(W, k)$ of marked pairs and thus also the upper bound on the running time of Matrix Verification when there are many wrong entries. As we have shown, this cannot be done in full generality, but perhaps one can show a stronger bound in terms of the density of wrong entries.

Can one prove a better lower bound on matrix verification than $\Omega\left(n^{3 / 2}\right)$ ? This lower bound is tight when there are $\sqrt{n}$ wrong entries. Is the true bound higher with only one wrong entry? Due to the small certificate complexity of this problem, one cannot prove such a bound using the adversary method (see Theorem 2.5.3), but it might be provable by the polynomial method $\left[\mathrm{BBC}^{+} 01\right]$.

## Part II

## Lower Bounds

## Chapter 5

## Adversary Lower Bounds

This chapter is based on the following papers:
[ŠS06] R. Špalek and M. Szegedy. All quantum adversary methods are equivalent. Theory of Computing, 2(1):1-18, 2006.
Earlier version in Proceedings of 32nd International Colloquium on Automata, Languages and Programming, pages 1299-1311, 2005. Lecture Notes in Computer Science 3580.
[HŠ05] P. Høyer and R. Špalek. Lower bounds on quantum query complexity. Bulletin of the European Association for Theoretical Computer Science, 87:78-103, October 2005.
[HLŠ05] P. Høyer, T. Lee, and R. Špalek. Tight adversary bounds for composite functions. Technical report. quant-ph/0509067, 2005.

### 5.1 Introduction

In this chapter, we examine the adversary bound of a function. This quantity was known before under many different names as a (very versatile) lower bound on the quantum query complexity of the function [BSS03, Amb03, LM04, Zha05]. We show that all these lower bounds are equal and hence we can use the name adversary bound for all of them. The adversary bound is actually an interesting quantity on its own. It has both a primal and a dual representation and so it can be easily lower-bounded and upper-bounded, it possesses tight composition properties, and perhaps most remarkably it is useful even beyond quantum computing. Indeed, Laplante, Lee, and Szegedy [LLS06] showed that its square is a lower bound on the formula size of the function. It can be shown that its logarithm is a lower bound on the circuit depth with bounded fan-in [LŠ05]. We also investigate limitations of the adversary bound, and show that it is limited if the function has small certificates.

History The intuition behind adversary lower bounds has already been explained in Section 2.2. Let us review here the history of the bounds. Bennett, Bernstein, Brassard, and Vazirani [BBBV97] showed a tight lower bound for quantum search, and called it a hybrid method. A generalization of this method that is applicable to all functions, the original unweighted version of the adversary bound, was invented by Ambainis [Amb02]. This version is very simple to apply as it only requires to specify a hard set of input pairs; see Theorem 2.4.2. Despite its simplicity it gives tight lower bounds for many computational problems. The first attempt to allow weights on the input pairs was due to Høyer, Neerbek, and Shi [HNS02] who obtained a tight lower bound on binary search that could not be obtained by the unweighted method. Barnum and Saks used similar arguments [BS04] for read-once formulas. The two latter bounds were, however, specialized to narrow classes of functions. Shortly afterwards, Barnum, Saks, and Szegedy [BSS03] and Ambainis [Amb03] independently discovered a weighted version of the adversary bound applicable to all functions; see Theorem 2.3.1 and Theorem 2.4.4. Barnum et al. got their bound as a byproduct of their characterization of the quantum query complexity in terms of semidefinite programs. Ambainis used his bound to separate the polynomial degree and the quantum query complexity; he exhibited iterated functions with low exact degree and high weighted adversary bound. Laplante and Magniez [LM04] then came up with a Kolmogorov complexity version of the dual of the adversary bound, and finally Zhang [Zha05] generalized Ambainis's weighted bound.

Relations between the methods The primordial hybrid method [BBBV97] is a special case of the unweighted adversary method [Amb02], which is a special case of the weighted adversary method [Amb03], which can be further generalized into the strong weighted method [Zha05]. The early extensions of the unweighted adversary method allowing weights [HNS02, BS04] are also special cases of the general weighted adversary method. Laplante and Magniez [LM04] showed by direct constructions that the Kolmogorov complexity method is at least as strong as any of the methods above.

We extend their work and prove that the spectral method, the weighted method, and the generalization of the weighted method are at least as strong as the Kolmogorov complexity method, allowing us to conclude that all these methods [BSS03, Amb03, LM04, Zha05] are equivalent. We also propose the following simple combinatorial version of the Kolmogorov complexity method that is stated using only algebraic terms and that is also equivalent with the methods above. Having such a variety of representations of the same method shows that the adversary method is very robust, and it captures fundamental properties of functions.
5.1.1. Theorem (Minimax method [LM04, ŠS06]). Let $f: S \rightarrow \Sigma^{\prime}$ be a function with domain $S \subseteq \Sigma^{n}$, and let A be a bounded-error quantum algorithm
for $f$. Let $p: S \times[n] \rightarrow \mathbb{R}_{0}^{+}$be a set of $|S|$ probability distributions over the input variables such that $p_{x}(i)$ denotes the average square amplitude of querying the $i^{\text {th }}$ input variable on input $x$, where the average is taken over the whole computation of A. Let

$$
\operatorname{MM}_{p}(f)=\max _{x, y: f(x) \neq f(y)} \frac{1}{\sum_{i: x_{i} \neq y_{i}} \sqrt{p_{x}(i) p_{y}(i)}}
$$

Then the query complexity of algorithm A satisfies $Q_{\mathrm{A}} \geq \mathrm{MM}_{p}(f)$.
The adversary methods introduced in Chapter 2, such as the spectral method or the unweighted method, satisfy the property that if we plug in some matrix or relation, we get a lower bound that is valid for all quantum algorithms. The minimax method is principally different. A lower bound computed by the minimax theorem holds for one particular algorithm A, and it may not hold for some other and better algorithm. However, we may obtain a universal lower bound that holds for every bounded error algorithm by simply taking the minimum of the bound $\mathrm{MM}_{p}(f)$ over all possible sets of probability distributions $p$.
5.1.2. Definition. Let $f: S \rightarrow \Sigma^{\prime}$ be a function with domain $S \subseteq \Sigma^{n}$. The minimax bound for $f$ is defined as

$$
\operatorname{MM}(f)=\min _{p} \operatorname{MM}_{p}(f),
$$

where $p: S \times[n] \rightarrow \mathbb{R}_{0}^{+}$ranges over all sets of probability distributions.

The spectral adversary bound from Definition 2.5.1 and the minimax bound from Definition 5.1.2 are in a primal-dual relation. We show below in Section 5.3 that the best lower bound that can be obtained by any adversary matrix $\Gamma$ equals the smallest bound that can be obtained by a set of probability distributions $p$. Primal methods are used for obtaining concrete lower bounds and dual methods are used for proving limitations of the method.

Non-Boolean functions The early variants of the adversary method were stated only for Boolean functions, those are functions of the form $f: S \rightarrow\{0,1\}$ with domain $S \subseteq\{0,1\}^{n}$. It turned out that these were just technical limitations of the definitions and proofs. Laplante and Magniez [LM04] were the first to state their Kolmogorov complexity bound for functions with arbitrary input and output alphabets. It is quite straightforward to generalize the other variants of the adversary method to this setting. In fact, the proof of the spectral adversary lower bound we have given in Theorem 2.3.1 [HŠ05] holds for all functions $f: S \rightarrow \Sigma^{\prime}$ with domain $S \subseteq \Sigma^{n}$, where $\Sigma, \Sigma^{\prime}$ are arbitrary finite alphabets. Our equivalence result from Section 5.3 also holds in the generalized setting.

Limitations of the method The lower bounds obtained by the adversary method are limited as follows. Consider a Boolean function $f$. Szegedy [Sze03] observed that the weighted adversary method is limited by $\min \left(\sqrt{\mathrm{C}_{0} n}, \sqrt{\mathrm{C}_{1} n}\right)$, where $\mathrm{C}_{0}$ is the zero-certificate complexity of $f$ and $\mathrm{C}_{1}$ is the one-certificate complexity of $f$ (see Definition 2.5.2 above). Laplante and Magniez proved the same limitation for the Kolmogorov complexity method [LM04], which implies that all other adversary methods are also bounded. Finally, this bound was improved to $\sqrt{\mathrm{C}_{0} \mathrm{C}_{1}}$ for total $f$ by Zhang [Zha05] and independently by us.

Here we present a new simple proof of the limitation of the quantum adversary method that also holds for non-Boolean functions. Let us order the letters from the output alphabet $\Sigma^{\prime}$ by their certificate complexities such that $\mathrm{C}_{0} \geq \mathrm{C}_{1} \geq$ $\cdots \geq \mathrm{C}_{\left|\Sigma^{\prime}\right|-1}$. Then all adversary lower bounds are at most $2 \sqrt{\mathrm{C}_{1} n}$ for partial $f$ and $\sqrt{\mathrm{C}_{0} \mathrm{C}_{1}}$ for total $f$.

Composition properties The adversary methods yields good, and often tight, lower bounds on many computational problems. Ambainis shows in particular that the weighted method yields good (though not necessarily tight) lower bounds on iterated Boolean functions. We say that a function is iterated if it is defined iteratively from a base function $f:\{0,1\}^{k} \rightarrow\{0,1\}$ by $f^{1}=f$ and $f^{d+1}=$ $f \circ\left(f^{d}, \ldots, f^{d}\right)$ for $d>1$. An example iterated function is the binary AND-OR tree, where the base function $f:\{0,1\}^{4} \rightarrow\{0,1\}$ is $f\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(x_{1} \vee x_{2}\right) \wedge$ $\left(x_{3} \vee x_{4}\right)$.

Ambainis [Amb03] shows that if we have a good adversary lower bound on the base function, we get a good adversary lower bound on the iterated functions: if $\operatorname{Adv}(f)=a$, then $\operatorname{Adv}\left(f^{d}\right) \geq a^{d}$, where $\operatorname{Adv}(f)$ was defined in Definition 2.5.1 above. Laplante, Lee, and Szegedy [LLS06] show that this is tight by proving a matching upper bound, $\operatorname{Adv}\left(f^{d}\right) \leq a^{d}$. We thus conclude that the adversary method possesses the following composition property.
5.1.3. Theorem ([Amb03, LLS06]). For any function $f:\{0,1\}^{k} \rightarrow\{0,1\}$,

$$
\operatorname{Adv}\left(f^{d}\right)=\operatorname{Adv}(f)^{d}
$$

A natural possible generalization of Theorem 5.1.3 is to consider composed functions that can be written in the form

$$
\begin{equation*}
h=f \circ\left(g_{1}, \ldots, g_{k}\right) . \tag{5.1}
\end{equation*}
$$

One may think of $h$ as a two-level decision tree with the top node being labelled by a function $f:\{0,1\}^{k} \rightarrow\{0,1\}$, and each of the $k$ internal nodes at the bottom level being labelled by a function $g_{i}:\{0,1\}^{n_{i}} \rightarrow\{0,1\}$. We do not require that the domains of the inner functions $g_{i}$ have the same size. An input $x \in\{0,1\}^{n}$ to $h$ is a bit string of length $n=\sum_{i} n_{i}$, which we think of as being comprised of $k$ parts, $x=\left(x^{1}, x^{2}, \ldots, x^{k}\right)$, where $x^{i} \in\{0,1\}^{n_{i}}$. We may evaluate $h$ on input $x$ by first computing the $k$ bits $g_{i}\left(x^{i}\right)$, and then evaluating $f$ on input $\left(g_{1}\left(x^{1}\right), \ldots, g_{k}\left(x^{k}\right)\right)$.

It is plausible, and not too difficult to prove, that if $a_{1} \leq \operatorname{Adv}(f) \leq a_{2}$ and $b_{1} \leq \operatorname{Adv}\left(g_{i}\right) \leq b_{2}$ for all $i$, then $a_{1} b_{1} \leq \operatorname{Adv}(h) \leq a_{2} b_{2}$. In particular, if the adversary bounds of the sub-functions $g_{i}$ are equal (that is $\operatorname{Adv}\left(g_{i}\right)=\operatorname{Adv}\left(g_{j}\right)$ for all $i, j$ ), then we can state an exact expression for the adversary bound on $h$ in terms of the adversary bounds of its sub-functions,

$$
\operatorname{Adv}(h)=\operatorname{Adv}(f) \cdot \operatorname{Adv}(g),
$$

where $g$ is any of the sub-functions $g_{i}$. However, it is not so clear what the exact adversary bound of $h$ is when the adversary bounds of the sub-functions $g_{i}$ differ.

Adversary bound with costs To formulate a composition theorem for arbitrary cases when the functions $g_{i}$ may have different adversary bounds, we require as an intermediate step, a new generalization of the adversary method. For any function $f:\{0,1\}^{k} \rightarrow\{0,1\}$, and any vector $\alpha \in \mathbb{R}_{+}^{k}$ of dimension $k$ of positive reals, we define below a quantity $\operatorname{Adv}_{\alpha}(f)$ that generalizes the adversary bound $\operatorname{Adv}(f)$.
5.1.4. Definition. Let $f: S \rightarrow\{0,1\}$ be a Boolean function with domain $S \subseteq\{0,1\}^{n}$, and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ a string of positive reals. The adversary bound for $f$ with costs $\alpha$ is

$$
\operatorname{Adv}_{\alpha}(f)=\max _{\Gamma} \min _{i}\left\{\alpha_{i} \frac{\lambda(\Gamma)}{\lambda\left(\Gamma_{i}\right)}\right\}
$$

where $\Gamma$ ranges over all adversary matrices for $f$.
One may choose to think of $\alpha_{i}$ as expressing the cost of querying the $i^{\text {th }}$ input bit $x_{i}$, for example due to the fact that $x_{i}$ is equal to the parity of $2 \alpha_{i}$ new input bits, or, alternatively, as if each query to $x_{i}$ reveals only a fraction of $\frac{1}{\alpha_{i}}$ bits of information about $x_{i}$. When all costs $\alpha_{i}=a$ are equal, the new adversary bound $\operatorname{Adv}_{\alpha}(f)$ reduces to $a \cdot \operatorname{Adv}(f)$, the product of $a$ and the standard adversary bound $\operatorname{Adv}(f)$. The adversary bound $\operatorname{Adv}_{\alpha}(f)$ with cost vector $\alpha$ may not in itself be a query complexity lower bound for $f$ when the costs $\alpha_{i}$ differ. It is, however, still a very useful quantity for give exact expressions on composed functions on the form given in (5.1) above.
5.1.5. Theorem. (Composition Theorem [BS04, Amb03, LLS06, ŠS06]) Let $h$ be a composite function of the form $h=f \circ\left(g_{1}, \ldots, g_{k}\right)$, where $f:\{0,1\}^{k} \rightarrow$ $\{0,1\}$ and $g_{i}:\{0,1\}^{n_{i}} \rightarrow\{0,1\}$ are (possibly partial) Boolean functions. Let $\alpha \in \mathbb{R}_{+}^{n}$ be any cost vector. Then

$$
\operatorname{Adv}_{\alpha}(h)=\operatorname{Adv}_{\beta}(f),
$$

where $\alpha=\left(\alpha^{1}, \ldots, \alpha^{k}\right)$ is a $k$-tuple of strings $\alpha^{i} \in \mathbb{R}_{+}^{n_{i}}$ and $\beta=\left(\beta_{1}, \ldots, \beta_{k}\right)$ is a $k$-tuple of adversary bounds $\beta_{i}=\operatorname{Adv}_{\alpha^{i}}\left(g_{i}\right)$.

By this theorem, to compute the actual adversary bound $\operatorname{Adv}(h)$, it suffices to first compute all inner adversary bounds $\beta_{i}=\operatorname{Adv}\left(g_{i}\right)$ separately, and then compute the outer adversary bound $\operatorname{Adv}_{\beta}(f)$ with costs $\beta$. We thus split the problem of computing an adversary bound into a number of smaller disjoint subproblems. The main limitation of our approach is that it applies only when the sub-functions $g_{i}$ act on disjoint subsets of the input bits. Our theorem generalizes in particular the adversary lower bound of $\Omega(\sqrt{n})$ in [BS04] on read-once formulas of size $n$ over the basis $\{\wedge, \vee\}$. We assume throughout this section on composition that the functions $f, g_{i}$, and $h$ are Boolean. We do not assume that $h$ is total-if $h=f \circ\left(g_{1}, \ldots, g_{k}\right)$ is partial, the domain of $f$, and of each sub-function $g_{i}$, is given by the possible inputs that may be generated to them via valid inputs to $h$.

Structure of the chapter In Section 5.3, we prove the equivalence of most variants of the adversary method, in Section 5.4 , we prove the limitation on the adversary method, and in Section 5.5, we prove the composition theorem.

### 5.2 Preliminaries

Kolmogorov complexity Kolmogorov complexity describes how difficult it is to produce a given finite string in terms of the length of the shortest program that writes the string to the output. An excellent book about Kolmogorov complexity is the book [LV97] by Li and Vitányi. Deep knowledge of Kolmogorov complexity is not necessary to understand this chapter. Some results on the relation between various classical forms of the quantum adversary method and the Kolmogorov complexity method are taken from Laplante and Magniez [LM04], and the others just use basic techniques. We just use the following definitions.
5.2.1. Definition. A universal Turing machine is a Turing machine that can simulate any other Turing machine. Consider a universal Turing machine $M$. The Kolmogorov complexity of $x$ given $y$ with respect to $M$, denoted by $C_{M}(x \mid y)$, is the length of the shortest program that prints $x$ if it gets $y$ on the input. Formally, $C_{M}(x \mid y)=\min \{\operatorname{length}(p): M(p, y)=x\}$.

A set of finite strings $S \subseteq\{0,1\}^{*}$ is called prefix-free if none of its elements is a proper prefix of another element. Prefix-free sets are self-delimiting, that is one can concatenate any strings $s_{1}, s_{2}, \ldots, s_{k}$ from a prefix-free set $S$ into $s=s_{1} s_{2} \ldots s_{k}$ and it will always be possible to uniquely determine the individual strings from $s$ by reading left to right. Let $M$ be a universal Turing machine with a prefix-free domain, that is a machine that never stops on an input $p=p_{1} p_{2}$ if it stops on the input $p_{1}$, and $p_{2}$ is some string. We call $M$ a prefix-free universal Turing machine.

We are interested in the Kolmogorov complexity of a string when programs are taken from some prefix-free domain. Naturally, such a complexity measure
depends on the concrete choice of $M$. We say that a prefix-free machine $M$ is a Kolmogorov minimal element, if for any other prefix-free machine $M^{\prime}$, there is a constant $c$ such that

$$
C_{M}(x \mid y) \leq C_{M^{\prime}}(x \mid y)+c \quad \text { for all strings } x, y
$$

In some sense, the Kolmogorov minimal element is an optimal prefix-free machine. The invariance theorem [LV97] says that there exists a Kolmogorov minimal element. The invariance theorem makes it possible to talk about the prefixfree complexity of an infinite family of strings without reference to the concrete machine $M$. The exact choice of the machine $M$ only affects the result by an additive constant. However, the following definition does not make much sense for any single string, because the hidden additive constant can be as big as the actual complexity.
5.2.2. Definition. Let $M$ be a Kolmogorov minimal element for the set of prefix-free universal Turing machines. The prefix-free Kolmogorov complexity of $x$ given $y$ is $K(x \mid y)=C_{M}(x \mid y)$.

Semidefinite programming Semidefinite programming is an extremely useful generalization of linear programming, where one allows non-linear constraints on input variables in terms of requiring that some matrix must be positive semidefinite. Most of the results and techniques of linear programming generalize to the semidefinite setting. In the section on the equivalence of adversary bounds, we use a lot the duality theory of semidefinite programming [Lov00]. There are various forms of the duality principle in the literature. We use a semidefinite extension of Farkas's lemma [Lov00, Theorem 3.4].
5.2.3. Definition. $A \geq B$ denotes the entry-wise comparison, formally $\forall x, y$ : $A[x, y] \geq B[x, y]$, and $C \succeq D$ denotes that $C-D$ is positive semidefinite, formally $\forall v: v^{T}(C-D) v \geq 0$.

### 5.3 Equivalence of adversary bounds

In this section we present several equivalent quantum adversary methods. We categorize these methods into two groups. Some of them solve conditions on the primal of the quantum system [BSS03]: these are the spectral, weighted, strong weighted, and generalized spectral adversary; and some of them solve conditions on the dual: these are the Kolmogorov complexity bound, minimax, and the semidefinite version of minimax. Primal methods are mostly used to give lower bounds on the query complexity, while we can use the duals to prove limitations of the method.

The primal methods known before, that is the spectral, weighted, and strong weighted adversary, were originally stated only for Boolean functions. The generalization to the more general non-Boolean case is straightforward and hence we state them here in the generalized form.
5.3.1. Theorem. Let $f: S \rightarrow \Sigma^{\prime}$ be a function with domain $S \subseteq \Sigma^{n}$. For an $\varepsilon \in\left(0, \frac{1}{2}\right)$, let $Q_{\varepsilon}(f)$ denote the $\varepsilon$-error quantum query complexity of $f$. Then

$$
\begin{aligned}
\frac{Q_{\varepsilon}(f)}{1-2 \sqrt{\varepsilon(1-\varepsilon)}} \geq \operatorname{Adv}(f) & =\operatorname{SA}(f)=\mathrm{WA}(f)=\operatorname{SWA}(f) \\
& =\operatorname{MM}(f)=\operatorname{SMM}(f)=\operatorname{GSA}(f)=\Theta(\operatorname{KA}(f))
\end{aligned}
$$

where SA, WA, SWA, MM, SMM, GSA, and KA are lower bounds given by the following methods.

- Spectral adversary [BSS03] and Theorem 2.3.1. Let $D_{i}, F$ denote $|S| \times|S|$ zero-one valued matrices that satisfy $D_{i}[x, y]=1$ if and only if $x_{i} \neq y_{i}$ for $i \in[n]$, and $F[x, y]=1$ if and only if $f(x) \neq f(y)$. Let $\Gamma$ be an adversary matrix for $f$, that is an $|S| \times|S|$ non-negative symmetric matrix such that $\Gamma \circ F=\Gamma$; here $\circ$ denotes the entry-wise product of two matrices, not the composition of two functions. Then

$$
\begin{equation*}
\mathrm{SA}(f)=\max _{\Gamma} \frac{\lambda(\Gamma)}{\max _{i} \lambda\left(\Gamma \circ D_{i}\right)} \tag{5.2}
\end{equation*}
$$

- Weighted adversary $[\mathbf{A m b 0 3}] .{ }^{1}$ Let $w, w^{\prime}$ denote a weight scheme as follows:
- Every pair $(x, y) \in S^{2}$ is assigned a non-negative weight $w(x, y)=$ $w(y, x)$ that satisfies $w(x, y)=0$ whenever $f(x)=f(y)$.
- Every triple $(x, y, i) \in S^{2} \times[n]$ is assigned a non-negative weight $w^{\prime}(x, y, i)$ that satisfies $w^{\prime}(x, y, i)=0$ whenever $x_{i}=y_{i}$ or $f(x)=f(y)$, and $w^{\prime}(x, y, i) w^{\prime}(y, x, i) \geq w^{2}(x, y)$ for all $x, y, i$ such that $x_{i} \neq y_{i}$ and $f(x) \neq f(y)$.

For all $x, i$, let $w t(x)=\sum_{y} w(x, y)$ and $v(x, i)=\sum_{y} w^{\prime}(x, y, i)$. Then

$$
\begin{equation*}
\mathrm{WA}(f)=\max _{w, w^{\prime}} \min _{\substack{x, y, i, j \\ f(x) \neq f(y) \\ v(x, i) v(y, j)>0}} \sqrt{\frac{w t(x) w t(y)}{v(x, i) v(y, j)}} . \tag{5.3}
\end{equation*}
$$

[^0]- Strong weighted adversary [Zha05]. Let $w, w^{\prime}$ denote a weight scheme as above. Then

$$
\begin{equation*}
\operatorname{SWA}(f)=\max _{w, w^{\prime}} \min _{\substack{x, y, i \\(x, y)>0 \\ x_{i} \neq y_{i}}} \sqrt{\frac{w t(x) w t(y)}{v(x, i) v(y, i)}} . \tag{5.4}
\end{equation*}
$$

- Kolmogorov complexity $[\mathbf{L M 0 4}] .^{2}$ Let $\sigma \in\{0,1\}^{*}$ denote a finite binary string. Then

$$
\begin{equation*}
\mathrm{KA}(f)=\min _{\sigma} \max _{\substack{x, y \\ f(x) \neq f(y)}} \frac{1}{\sum_{i: x_{i} \neq y_{i}} \sqrt{2^{-K(i \mid x, \sigma)-K(i \mid y, \sigma)}}} \tag{5.5}
\end{equation*}
$$

- Minimax over probability distributions [LM04]. Let $p: S \times[n] \rightarrow \mathbb{R}$ denote a set of probability distributions, that is $p_{x}(i) \geq 0$ and $\sum_{i=1}^{n} p_{x}(i)=1$ for every $x \in S$. Then

$$
\begin{align*}
\operatorname{MM}(f) & =\min _{p} \max _{\substack{x, y \\
f(x) \neq f(y)}} \frac{1}{\sum_{i: x_{i} \neq y_{i}} \sqrt{p_{x}(i) p_{y}(i)}}  \tag{5.6}\\
& =1 / \max _{p} \min _{\substack{x, y \\
f(x) \neq f(y)}} \sum_{i: x_{i} \neq y_{i}} \sqrt{p_{x}(i) p_{y}(i)} . \tag{5.7}
\end{align*}
$$

- Semidefinite version of minimax. Let $D_{i}, F$ be matrices as in the spectral adversary. Then $\operatorname{SMM}(f)=1 / \mu_{\max }$, where $\mu_{\max }$ is the maximal solution of the following semidefinite program:

$$
\begin{array}{rlrl}
\operatorname{maximize} & \mu \\
\text { subject to } & \forall i: \quad R_{i} & \succeq 0 \\
\sum_{i} R_{i} \circ I & =I  \tag{5.8}\\
\sum_{i} R_{i} \circ D_{i} & \geq \mu F .
\end{array}
$$

- Generalized spectral adversary. Let $D_{i}, F$ be matrices as in the spectral adversary. Then $\operatorname{GSA}(f)=1 / \mu_{\min }$, where $\mu_{\min }$ is the minimal solution of the following semidefinite program:

$$
\begin{array}{ll}
\operatorname{minimize} \quad \mu=\operatorname{Tr} \Delta & \Delta \\
\text { subject to } \begin{aligned}
\Delta & \text { is diagonal } \\
Z & \geq 0 \\
Z \cdot F & =1 \\
\forall i: \Delta-Z \circ D_{i} & \succeq 0
\end{aligned} \\
& \tag{5.9}
\end{array}
$$

[^1]Proof. The statement is a corollary of several equivalence statements proved in the following subsections.

- $\operatorname{SA}(f)=\mathrm{WA}(f)=\operatorname{SWA}(f)$ by Theorem 5.3.4 and Theorem 5.3.5,
- $\operatorname{MM}(f)=\operatorname{SMM}(f)$ by Theorem 5.3.7,
- $\operatorname{SMM}(f)=\operatorname{GSA}(f)$ by Theorem 5.3.8,
- GSA $(f)=\operatorname{SA}(f)$ by Theorem 5.3.9,
- $\mathrm{KA}(f)=\Theta(\mathrm{WA}(f))$ by Theorem 5.3.10 and Theorem 5.3.11.

This justifies the definition of the new quantity, the adversary bound of $f$, that is equal to all these bounds. Finally, one has to prove that $\operatorname{Adv}(f)$ is a quantum query lower bound. Historically, Ambainis [Amb03] was the first to prove that $Q_{\varepsilon}(f) \geq(1-2 \sqrt{\varepsilon(1-\varepsilon)}) \mathrm{WA}(f)$ for every Boolean $f$. Laplante and Magniez proved [LM04] that $Q_{2}(f)=\Omega(\mathrm{KA}(f))$ for general $f$. In Theorem 2.3.1, we presented an alternative proof of the spectral adversary bound that holds for all non-Boolean functions.

### 5.3.1 Equivalence of spectral and weighted adversary

In this section, we give a linear-algebraic proof that the spectral bound [BSS03] and the (strong) weighted bound [Amb03, Zha05] are equal. The proof has three steps. First, we show that the weighted bound is at least as good as the spectral bound. Second, using a small combinatorial lemma, we show that the spectral bound is at least as good as the strong weighted bound. The strong weighted bound is always at least as good as the weighted bound, because every term in the minimization of (5.4) is included in the minimization of (5.3): if $w(x, y)>0$ and $x_{i} \neq y_{i}$, then $f(x) \neq f(y)$ and both $w^{\prime}(x, y, i)>0$ and $w^{\prime}(y, x, i)>0$. The generalization of the weighted adversary method thus does not make the bound stronger, however its formulation is easier to use.

Spectral norm of a non-negative matrix First, let us state two useful statements upper-bounding the spectral norm of a entry-wise product of two nonnegative matrices. Let $r_{x}(M)$ denote the $\ell_{2}$-norm of the $x^{\text {th }}$ row of $M$ and let $c_{y}(M)$ denote the $\ell_{2}$-norm of the $y^{\text {th }}$ column of $M$. Formally,

$$
\begin{array}{ll}
r_{x}(M)=\sqrt{\sum_{y} M[x, y]^{2}}, & \text { Also, let } \\
r(M)=\max _{x} r_{x}(M), \\
c_{y}(M)=\sqrt{\sum_{x} M[x, y]^{2}} . & c(M)=\max _{y} c_{y}(M) .
\end{array}
$$

5.3.2. Lemma ([Mat90]). Let $M, N \geq 0$ be non-negative rectangular matrices of the same dimension, and let $S=M \circ N$ be the entry-wise product of $M$ and $N$. Then

$$
\lambda(S) \leq r(M) c(N)=\max _{x, y} r_{x}(M) c_{y}(N)
$$

Furthermore, for every $S \geq 0$ there exist $M, N \geq 0$ such that $S=M \circ N$ and $r(M)=c(N)=\sqrt{\lambda(S)}$. If $S \geq 0$ is a symmetric square matrix, then there exist matrices $M, N \geq 0$ giving the optimal bound that satisfy $M=N^{T}$.

Proof. The first half of this lemma has already been stated and proved as Lemma 2.4.1 in the introductory chapter on lower bounds. Let us prove its second half here. Given a non-negative matrix $S$, let $v, w$ be a pair of singular vectors of $S$ corresponding to the principal singular value of $S$, such that $\|v\|=\|w\|=1$. Thus $S w=\lambda(S) v, S^{T} v=\lambda(S) w$, and $\lambda(S)=v^{T} S w$. Since $S$ is non-negative, both $v, w$ must also be non-negative. Define

$$
\begin{equation*}
M[x, y]=\sqrt{S[x, y] \cdot \frac{w_{y}}{v_{x}}} \quad \text { and } \quad N[x, y]=\sqrt{S[x, y] \cdot \frac{v_{x}}{w_{y}}} . \tag{5.10}
\end{equation*}
$$

Note that if $v_{x}=0$, then $S[x, y] w_{y}=0$ for all $y$, because $v_{x}=\frac{1}{\lambda(S)} \sum_{y} S[x, y] w_{y}$ and all numbers are non-negative. Hence divisions by zero only occur in the form $\frac{0}{0}$ and we define them to be 0 . Analogously, divisions by $w_{y}$ are also safe.

Then all row norms of $M$ are the same and they are equal to

$$
r_{x}(M)=\sqrt{\sum_{y} M[x, y]^{2}}=\sqrt{\frac{\sum_{y} S[x, y] w_{y}}{v_{x}}}=\sqrt{\lambda(S) \frac{v_{x}}{v_{x}}}=\sqrt{\lambda(S)} .
$$

The same argument gives that $c_{y}(N)=\sqrt{\lambda(S)}$. Finally, if $S$ is symmetric, then the principal singular vectors coincide with the principal eigenvector, that is $v=w$ and $S v=\lambda(S) v$. A quick look at equation (5.10) reveals that the two optimal matrices we have just defined satisfy $M[x, y]=N[y, x]$.

We strengthen Mathias's lemma such that the maximum can be taken over a smaller set of pairs $x, y$ that satisfy $S[x, y]>0$.
5.3.3. Lemma. Let $M, N \geq 0$ be non-negative matrices and let $S=M \circ N$ be a matrix that is not identically zero. Then

$$
\lambda(S) \leq \max _{\substack{x, y \\ S[x, y]>0}} r_{x}(M) c_{y}(N)
$$

Proof. Define an abbreviation

$$
B(M, N)=\max _{\substack{x, y \\ S[x, y]>0}} r_{x}(M) c_{y}(N)
$$

Without loss of generality, we assume that $M[x, y]=0 \Leftrightarrow N[x, y]=0$, otherwise the term on the right-hand side gets bigger and the inequality is easier to satisfy. Let us prove the existence of matrices $M^{\prime}, N^{\prime}$ with $B\left(M^{\prime}, N^{\prime}\right)=r\left(M^{\prime}\right) c\left(N^{\prime}\right)$ such that

$$
\begin{equation*}
M \circ N=M^{\prime} \circ N^{\prime} \quad \text { and } \quad B(M, N)=B\left(M^{\prime}, N^{\prime}\right) \tag{5.11}
\end{equation*}
$$

We then apply Lemma 5.3.2 and obtain

$$
\lambda(S)=\lambda(M \circ N)=\lambda\left(M^{\prime} \circ N^{\prime}\right) \leq r\left(M^{\prime}\right) c\left(N^{\prime}\right)=B\left(M^{\prime}, N^{\prime}\right)=B(M, N)
$$

Take as $M^{\prime}, N^{\prime}$ any pair of matrices that satisfies (5.11) and the following two constraints:

- $r\left(M^{\prime}\right) c\left(N^{\prime}\right)$ is minimal, that is there is no pair $M^{\prime \prime}, N^{\prime \prime}$ satisfying equation (5.11) and giving a smaller value of the product $r\left(M^{\prime \prime}\right) c\left(N^{\prime \prime}\right)$,
- and, among those, the set $R$ of maximum-norm rows of $M^{\prime}$ and the set $C$ of maximum-norm columns of $N^{\prime}$ are both minimal (in the same sense).

Let $(r, c)$ be any maximal entry, that is let $S[r, c]>0$ and $r_{r}\left(M^{\prime}\right) c_{c}\left(N^{\prime}\right)=$ $B\left(M^{\prime}, N^{\prime}\right)$. Let $\bar{R}$ denote the complement of $R$ and let $\left.S\right|_{R} ^{C}$ denote the sub-matrix of $S$ indexed by $R \times C$. Then one of the following cases happens:

1. $(r, c) \in R \times C$ : Then $B\left(M^{\prime}, N^{\prime}\right)=r\left(M^{\prime}\right) c\left(N^{\prime}\right)$ and we are done.

If $(r, c) \notin R \times C$, then we know that $\left.S\right|_{R} ^{C}=0$ is a zero sub-matrix.
2. $(r, c) \in R \times \bar{C}$ : Then $\left.S\right|_{\bar{R}} ^{C}=0$, otherwise we get a contradiction with one of the minimality assumptions as follows. If $S[x, y] \neq 0$ for some $(x, y) \in \bar{R} \times C$, multiply $M^{\prime}[x, y]$ by $1+\varepsilon$ and divide $N^{\prime}[x, y]$ by $1+\varepsilon$ for some small $\varepsilon>0$ such that the norm of the $x^{\text {th }}$ row of $M^{\prime}$ is still smaller than $r\left(M^{\prime}\right)$. Now, we have either deleted the $y^{\text {th }}$ column from $C$ or, if $|C|=1$, decreased $c\left(N^{\prime}\right)$. Both cases are a contradiction.
Finally, if $\left.S\right|_{\frac{C}{R}} ^{C}=0$, then $c\left(N^{\prime}\right)=0$ due to $\left.S\right|_{R} ^{C}=0$ and the fact that $C$ are the maximum-norm columns. Hence $S$ is the zero matrix, which is also a contradiction.
3. $(r, c) \in \bar{R} \times C$ : This case is similar to the previous case.
4. $(r, c) \in \bar{R} \times \bar{C}$ : First, note that $\left.S\right|_{R} ^{c}=0$, otherwise $(r, c)$ would not be a maximal entry. Now we divide all entries in $\left.M^{\prime}\right|_{R} ^{\bar{C}}$ by $1+\varepsilon$ and multiply all entries in $\left.N^{\prime}\right|_{R} ^{\bar{C}}$ by $1+\varepsilon$ for some small $\varepsilon>0$ such that the sets $R, C$ of maximum-norm rows and columns do not change. Since $\left.S\right|_{R} ^{C}=0$, we know that $\left.S\right|_{R} ^{\bar{C}} \neq 0$, otherwise $S$ would be the zero matrix due to $r\left(M^{\prime}\right)=0$. Hence there is a nonzero number in every row of $\left.M^{\prime}\right|_{R} ^{\bar{C}}$. We have preserved $B\left(M^{\prime}, N^{\prime}\right)$ and $c\left(N^{\prime}\right)$, and decreased $r\left(M^{\prime}\right)$, which is a contradiction.

We conclude that the only consistent case is $(r, c) \in R \times C$. Then $B\left(M^{\prime}, N^{\prime}\right)=$ $r\left(M^{\prime}\right) c\left(N^{\prime}\right)$, and hence $\lambda(S) \leq B(M, N)$.

Reducing spectral adversary to weighted adversary Now we use Mathias's bound to prove that the weighted adversary gives at least as good a bound as the spectral adversary.

### 5.3.4. Theorem. $\mathrm{SA}(f) \leq \mathrm{WA}(f)$.

Proof. Let $\Gamma$ be a non-negative symmetric matrix with $\Gamma \circ F=\Gamma$ as in equation (5.2) that gives the optimal spectral bound. Assume without loss of generality that $\lambda(\Gamma)=1$. Let $\delta$ be the principal eigenvector of $\Gamma$, that is $\Gamma \delta=\delta$. Define the following weight scheme:

$$
w(x, y)=w(y, x)=\Gamma[x, y] \delta_{x} \delta_{y} .
$$

Furthermore, for every $i$, using the last part of Lemma 5.3.2, decompose $\Gamma_{i}=$ $\Gamma \circ D_{i}$ into a entry-wise product of two non-negative matrices $\Gamma_{i}=M_{i} \circ M_{i}^{T}$ such that $r\left(M_{i}\right)=\sqrt{\lambda\left(\Gamma_{i}\right)}$. Define $w^{\prime}$ as follows:

$$
w^{\prime}(x, y, i)=M_{i}[x, y]^{2} \delta_{x}^{2} .
$$

Let us verify that $w, w^{\prime}$ is a weight scheme. First, $w(x, y)=w^{\prime}(x, y, i)=0$ if $f(x)=f(y)$, and also $w^{\prime}(x, y, i)=0$ if $x_{i}=y_{i}$. Furthermore, if $f(x) \neq f(y)$ and $x_{i} \neq y_{i}$, then $w^{\prime}(x, y, i) w^{\prime}(y, x, i)=\left(M_{i}[x, y] \delta_{x}\right)^{2}\left(M_{i}[y, x] \delta_{y}\right)^{2}=\left(\Gamma_{i}[x, y] \delta_{x} \delta_{y}\right)^{2}=$ $w(x, y)^{2}$. Finally, let us compute the bound (5.3) given by the weight scheme.

$$
\begin{aligned}
w t(x) & =\sum_{y} w(x, y)=\delta_{x} \sum_{y} \Gamma[x, y] \delta_{y}=\delta_{x}(\Gamma \delta)_{x}=\delta_{x}^{2} \\
\frac{v(x, i)}{w t(x)} & =\frac{\sum_{y} w^{\prime}(x, y, i)}{w t(x)}=\frac{\sum_{y} M_{i}[x, y]^{2} \delta_{x}^{2}}{\delta_{x}^{2}}=r_{x}\left(M_{i}\right)^{2} \leq r\left(M_{i}\right)^{2}=\lambda\left(\Gamma_{i}\right) .
\end{aligned}
$$

The weighted adversary lower bound (5.3) is thus at least

$$
\begin{aligned}
\mathrm{WA}(f) & \geq \min _{\substack{x, y, i, j \\
f(x) \neq f(y) \\
v(x, i) v(y, j)>0}} \sqrt{\frac{w t(x) w t(y)}{v(x, i) v(y, j)}} \\
& \geq \min _{i, j} \frac{1}{\sqrt{\lambda\left(\Gamma_{i}\right) \cdot \lambda\left(\Gamma_{j}\right)}}=\frac{\lambda(\Gamma)}{\max _{i} \lambda\left(\Gamma_{i}\right)}=\mathrm{SA}(f) .
\end{aligned}
$$

Hence the weighted adversary gives at least as strong a bound as the spectral adversary (5.2).

Reducing strong weighted adversary to spectral adversary Now we use our stronger version of Mathias's bound to prove that the spectral adversary gives at least as good a bound as the strong weighted adversary.
5.3.5. Theorem. $\operatorname{SWA}(f) \leq \operatorname{SA}(f)$.

Proof. Let $w, w^{\prime}$ be a weight scheme as in equation (5.3) that gives the optimal strong weighted bound (5.4). Define the following symmetric matrix $\Gamma$ on $S \times S$ :

$$
\Gamma[x, y]=\frac{w(x, y)}{\sqrt{w t(x) w t(y)}}
$$

We also define column vector $\delta$ on $S$ such that $\delta_{x}=\sqrt{w t(x)}$. Let $W=$ $\sum_{x} w t(x)$. Then

$$
\lambda(\Gamma) \geq \frac{\delta^{T} \Gamma \delta}{\|\delta\|^{2}}=\frac{W}{W}=1
$$

Define the following matrix on the index set $S \times S$ :

$$
M_{i}[x, y]=\sqrt{\frac{w^{\prime}(x, y, i)}{w t(x)}} .
$$

Every weight scheme satisfies $w^{\prime}(x, y, i) w^{\prime}(y, x, i) \geq w^{2}(x, y)$ for all $x, y, i$ such that $x_{i} \neq y_{i}$. Hence

$$
M_{i}[x, y] \cdot M_{i}[y, x]=\frac{\sqrt{w^{\prime}(x, y, i) w^{\prime}(y, x, i)}}{\sqrt{w t(x) w t(y)}} \geq \frac{w(x, y) \cdot D_{i}[x, y]}{\sqrt{w t(x) w t(y)}}=\Gamma_{i}[x, y] .
$$

This means that $\Gamma_{i} \leq M_{i} \circ M_{i}^{T}$ and, thanks to the non-negativity, it also holds that $\lambda\left(\Gamma_{i}\right) \leq \lambda\left(M_{i} \circ M_{i}^{T}\right)$. By Lemma 5.3.3 and using $c_{y}\left(M^{T}\right)=r_{y}(M)$,

$$
\begin{aligned}
\lambda\left(\Gamma_{i}\right) \leq \max _{\substack{x, y \\
\Gamma_{i}[x, y]>0}} r_{x}(M) r_{y}(M) & =\max _{\substack{x, y \\
w(x, y) \gg \\
x_{i} \neq y_{i}}} \sqrt{\sum_{k} \frac{w^{\prime}(x, k, i)}{w t(x)} \sum_{\ell} \frac{w^{\prime}(y, \ell, i)}{w t(y)}} \\
& =\max _{\substack{x, y \\
w(x, y)>0 \\
x_{i} \neq y_{i}}} \sqrt{\frac{v(x, i) v(y, i)}{w t(x) w t(y)}} .
\end{aligned}
$$

The spectral adversary lower bound (5.2) is thus at least

$$
\mathrm{SA}(f) \geq \frac{\lambda(\Gamma)}{\max _{i} \lambda\left(\Gamma_{i}\right)} \geq \min _{i} \min _{\substack{x, y \\ w, x, y)>0 \\ x_{i} \neq y_{i}}} \sqrt{\frac{w t(x) w t(y)}{v(x, i) v(y, i)}}=\operatorname{SWA}(f) .
$$

Hence the spectral adversary gives at least as strong a bound as the strong weighted adversary (5.4).
5.3.6. Remark. The strength of the obtained reduction depends on which statement is used for upper-bounding the spectral norm of $\Gamma_{i}$.

- Lemma 5.3.3 has given us $\operatorname{SWA}(f) \leq \operatorname{SA}(f)$.
- Lemma 5.3.2 would give a weaker bound $\mathrm{WA}(f) \leq \mathrm{SA}(f)$.
- Høyer, Neerbek, and Shi used an explicit expression for the norm of the Hilbert matrix to get an $\Omega(\log n)$ lower bound for ordered search [HNS02]. Their method is thus a special case of the spectral method.
- As we have shown in Theorem 2.4.2, both versions of the original unweighted adversary method [Amb02] are obtained by using a spectral matrix $\Gamma$ corresponding to a zero-one valued weight scheme $w$, the lower bound $\lambda(\Gamma) \geq d^{T} \Gamma d /\|d\|^{2}$, and Lemma 5.3.2, resp. Lemma 5.3.3.


### 5.3.2 Equivalence of primal and dual adversary bounds

Equivalence of minimax and generalized spectral adversary Here we prove that the minimax bound is equal to the generalized spectral bound. We first remove the reciprocal by taking the max-min bound. Second, we write this bound as a semidefinite program. An application of duality theory of semidefinite programming finishes the proof.
5.3.7. Theorem. $\operatorname{MM}(f)=\operatorname{SMM}(f)$.

Proof. Let $p$ be a set of probability distributions as in equation (5.7). Define $R_{i}[x, y]=\sqrt{p_{x}(i) p_{y}(i)}$. Since $p_{x}$ is a probability distribution, we get that $\sum_{i} R_{i}$ must have all ones on the diagonal. The condition

$$
\min _{\substack{x, y \\ f(x) \neq f(y)}} \sum_{i: x_{i} \neq y_{i}} R_{i}[x, y] \geq \mu
$$

may be rewritten

$$
\forall x, y: f(x) \neq f(y) \Longrightarrow \sum_{i: x_{i} \neq y_{i}} R_{i}[x, y] \geq \mu,
$$

which is to say $\sum_{i} R_{i} \circ D_{i} \geq \mu F$. Each matrix $R_{i}$ should be an outer product of a non-negative vector with itself: $R_{i}=r_{i} r_{i}^{T}$ for a column vector $r_{i}[x]=\sqrt{p_{x}(i)}$. We have, however, replaced that condition by $R_{i} \succeq 0$ to get the semidefinite program (5.8). Since $r_{i} r_{i}^{T} \succeq 0$, the program (5.8) is a relaxation of the condition of (5.7) and $\operatorname{SMM}(f) \leq \operatorname{MM}(f)$.

Let us show that every solution $R_{i}$ of the semidefinite program can be changed to an at least as good rank-1 solution $R_{i}^{\prime}$. Take a Cholesky decomposition $R_{i}=$ $X_{i} X_{i}^{T}$. Define a column-vector $q_{i}[x]=\sqrt{\sum_{j} X_{i}[x, j]^{2}}$ and a rank-1 matrix $R_{i}^{\prime}=$
$q_{i} q_{i}^{T}$. It is not hard to show that all $R_{i}^{\prime}$ satisfy the same constraints as $R_{i}$. First, $R_{i}^{\prime}$ is positive semidefinite. Second, $R_{i}^{\prime}[x, x]=\sum_{j} X_{i}[x, j]^{2}=R_{i}[x, x]$, hence $\sum_{i} R_{i}^{\prime} \circ I=I$. Third, by the Cauchy-Schwarz inequality,

$$
\begin{aligned}
R_{i}[x, y] & =\sum_{j} X_{i}[x, j] X_{i}[y, j] \\
& \leq \sqrt{\sum_{k} X_{i}[x, k]^{2}} \sqrt{\sum_{\ell} X_{i}[y, \ell]^{2}}=q_{i}[x] q_{i}[y]=R_{i}^{\prime}[x, y]
\end{aligned}
$$

hence $\sum_{i} R_{i}^{\prime} \circ D_{i} \geq \sum_{i} R_{i} \circ D_{i} \geq \mu F$. We conclude that $\operatorname{MM}(f) \leq \operatorname{SMM}(f)$.
The equivalence of the semidefinite version of minimax and the generalized spectral adversary is proved using the duality theory of semidefinite programming. We use the duality principle [Lov00, Theorem 3.4], which is a semidefinite version of Farkas's lemma.
5.3.8. Theorem. $\operatorname{SMM}(f)=\operatorname{GSA}(f)$.

Proof. Let us compute the dual of a semidefinite program without converting it to/from the standard form, but using Lagrange multipliers. Take the objective function $\mu$ of the semidefinite version of minimax (5.8) and add negative penalty terms for violating the constraints. Let $A \cdot B=\operatorname{Tr}\left(A B^{T}\right)$ denote the scalar product of $A$ and $B$.

$$
\begin{aligned}
& \mu+ \sum_{i} Y_{i} \cdot R_{i}+D \cdot\left(\sum_{i} R_{i} \circ I-I\right)+Z \cdot\left(\sum_{i} R_{i} \circ D_{i}-\mu F\right) \\
& \quad \text { for } Y_{i} \succeq 0, \text { unconstrained } D, \text { and } Z \geq 0 \\
&=\sum_{i} R_{i} \cdot\left(Y_{i}+D \circ I+Z \circ D_{i}\right)+\mu(1-Z \cdot F)-D \cdot I .
\end{aligned}
$$

Its dual system is formed by the constraints on $Y_{i}, D$, and $Z$ plus the requirements that both expressions in the parentheses on the third line are zero. The duality principle [Lov00, Theorem 3.4] says that any primal solution is smaller than or equal to any dual solution. Moreover, if any of the two systems has a strictly feasible solution, then the maximal primal solution $\mu_{\max }$ equals the minimal dual solution $\mu_{\text {min }}$.

Since $Y_{i} \succeq 0$ only appears once, we remove it by requiring that $D \circ I+Z \circ D_{i} \preceq$ 0 . We substitute $\Delta=-D \circ I$ and obtain $\Delta-Z \circ D_{i} \succeq 0$. The objective function is $-D \cdot I=\operatorname{Tr} \Delta$. We have obtained the generalized spectral adversary (5.9). Let us prove its strong feasibility. Assume that the function $f$ is not constant, hence $F \neq 0$. Take $Z$ a uniform probability distribution over nonzero entries of $F$ and a large enough constant $\Delta$. This is a strictly feasible solution. We conclude that $\mu_{\text {max }}=\mu_{\text {min }}$.

Equivalence of generalized spectral and spectral adversary Here we prove that the generalized spectral adversary bound is equal to the spectral adversary bound. The main difference between them is that the generalized method uses an arbitrary positive diagonal matrix $\Delta$ as a new variable instead of the identity matrix $I$.

### 5.3.9. Theorem. GSA $(f)=\operatorname{SA}(f)$.

Proof. Let diag $(A)$ denote the column vector containing the main diagonal of $A$. Let $Z, \Delta$ be a solution of (5.9). First, let us prove that $\Delta \succ 0$. Since both $Z \geq 0$ and $D_{i} \geq 0$, it holds that $\operatorname{diag}\left(-Z \circ D_{i}\right) \leq 0$. We know that $\Delta-Z \circ D_{i} \succeq 0$, hence $\operatorname{diag}\left(\Delta-Z \circ D_{i}\right) \geq 0$, and $\operatorname{diag}(\Delta) \geq 0$ follows. Moreover, $\operatorname{diag}(\Delta)>0$ unless $Z$ contains an empty row (together with the corresponding column), in which case we delete them and continue. The spectral matrix $\Gamma$ will then contain zeroes in this row and column, too. Second, since positive semidefinite real matrices are symmetric, $\Delta-Z \circ D_{i} \succeq 0$ implies that $Z \circ D_{i}$ is symmetric (for every $i$ ). For every $x \neq y$ there is an index $i$ such that $x_{i} \neq y_{i}$, hence $Z$ must be also symmetric.

Take column vector $a=\operatorname{diag}\left(\Delta^{-1 / 2}\right)$ and rank-1 matrix $A=a a^{T} \succeq 0$. It is simple to prove that $A \circ X \succeq 0$ for every matrix $X \succeq 0$. Since $\Delta-Z \circ D_{i} \succeq 0$, also $A \circ\left(\Delta-Z \circ D_{i}\right)=I-Z \circ D_{i} \circ A \succeq 0$ and hence $\lambda\left(Z \circ D_{i} \circ A\right) \leq 1$. Now, define the spectral adversary matrix

$$
\Gamma=Z \circ F \circ A .
$$

Since $0 \leq Z \circ F \leq Z$, it follows that

$$
\lambda\left(\Gamma \circ D_{i}\right)=\lambda\left(Z \circ F \circ A \circ D_{i}\right) \leq \lambda\left(Z \circ D_{i} \circ A\right) \leq 1
$$

It remains to show that $\lambda(\Gamma) \geq 1 / \operatorname{Tr} \Delta$. Let $b=\operatorname{diag}(\sqrt{\Delta})$ and $B=b b^{T}$. Then $A \circ B$ is the all-ones matrix, and

$$
1=Z \cdot F=\Gamma \cdot B=b^{T} \Gamma b \leq \lambda(\Gamma) \cdot\|b\|^{2}=\lambda(\Gamma) \cdot \operatorname{Tr} \Delta .
$$

It is obvious that $\Gamma$ is symmetric, $\Gamma \geq 0$, and $\Gamma \circ F=\Gamma$. The bound (5.2) given by $\Gamma$ is bigger than or equal to $1 / \operatorname{Tr} \Delta$, hence $\operatorname{SA}(f) \geq \operatorname{GSA}(f)$.

For the other direction, let $\Gamma$ be a non-negative symmetric matrix satisfying $\Gamma \circ F=\Gamma$. Let $\delta$ be its principal eigenvector with $\|\delta\|=1$. Assume without loss of generality that $\lambda(\Gamma)=1$ and let $\mu=\max _{i} \lambda\left(\Gamma_{i}\right)$. Take $A=\delta \delta^{T}, Z=\Gamma \circ A$, and $\Delta=\mu I \circ A$. Then $Z \cdot F=\Gamma \cdot A=\delta^{T} \Gamma \delta=1$ and $\operatorname{Tr} \Delta=\mu$. For every $i, \lambda\left(\Gamma_{i}\right) \leq \mu$, hence $\mu I-\Gamma \circ D_{i} \succeq 0$. It follows that $0 \preceq A \circ\left(\mu I-\Gamma \circ D_{i}\right)=\Delta-Z \circ D_{i}$. The semidefinite program (5.9) is satisfied and hence its optimum is $\mu_{\min } \leq \mu$. We conclude that GSA $(f) \geq \mathrm{SA}(f)$.

### 5.3.3 Equivalence of minimax and Kolmogorov adversary

In this section, we prove the last equivalence. We use the results of Laplante and Magniez, who proved [LM04] that the Kolmogorov complexity bound is asymptotically lower-bounded by the weighted adversary bound and upper-bounded by the minimax bound. The upper bound is implicit in their paper, because they did not state the minimax bound as a separate theorem.
5.3.10. Theorem. [LM04, Theorem 2] $\mathrm{KA}(f)=\Omega(\mathrm{WA}(f))$.

The proof of Theorem 5.3.10 uses the symmetry of information [LV97].

### 5.3.11. Theorem. $\operatorname{KA}(f)=O(\operatorname{MM}(f))$.

Proof. Take a set of probability distributions $p$ as in equation (5.6). The query information lemma [LM04, Lemma 3] says that $K(i \mid x, p) \leq \log \frac{1}{p_{x}(i)}+O(1)$ for every $x, i$ such that $p_{x}(i)>0$. This is true, because any $i$ of nonzero probability can be encoded in $\left\lceil\log \frac{1}{p_{x}(i)}\right\rceil$ bits using the Shannon-Fano code of distribution $p_{x}$, and the Shannon-Fano code is a prefix-free code. Rewrite the inequality as $p_{x}(i)=O\left(2^{-K(i \mid x, p)}\right)$. The statement follows, because the set of all strings $\sigma$ in (5.5) includes among others also the descriptions of all sets of probability distributions $p$.
5.3.12. Remark. The hidden constant in the equality $\operatorname{KA}(f)=\Theta(\mathrm{WA}(f))$ depends on the choice of the universal Turing machine and the prefix-free set.

### 5.4 Limitation of adversary bounds

In this section, we show that there are limits that none of these quantum adversary methods can go beyond. Recall Definition 2.5.2 of a certificate of a function for an input, and of the $h$-certificate complexity $\mathrm{C}_{h}(f)$ of a function $f$, often shortened as just $\mathrm{C}_{h}$. We need the following additional definition.
5.4.1. Definition. Let $\operatorname{Cert}(f, x)$ denote the lexicographically first certificate among the smallest certificates of $f$ for input $x$.

It is actually not important for us that we take the lexicographically first certificate, any other certificate would work as well, however the discussion gets simpler if we can talk about a concrete certificate instead of a set of certificates.
5.4.2. Theorem. Let $f: S \rightarrow \Sigma^{\prime}$ be a function with domain $S \subseteq \Sigma^{n}$. Let the output alphabet be $\Sigma^{\prime}=\left\{0,1, \ldots,\left|\Sigma^{\prime}\right|-1\right\}$ with letters $h \in \Sigma^{\prime}$ ordered by their $h$-certificate complexities such that $\mathrm{C}_{0} \geq \mathrm{C}_{1} \geq \cdots \geq \mathrm{C}_{\left|\Sigma^{\prime}\right|-1}$. Then the max-min bound (5.7) is upper-bounded by $\mathrm{MM}(f) \leq 2 \sqrt{\mathrm{C}_{1} n}$. If $f$ is total, that is if $S=\Sigma^{n}$, then $\mathrm{MM}(f) \leq \sqrt{\mathrm{C}_{0} \mathrm{C}_{1}}$.

Proof. The following simple argument is due to Ronald de Wolf. We exhibit two sets of probability distributions $p$ such that

$$
\operatorname{MM}_{p}(f)=\min _{\substack{x, y \\ f(x) \neq f(y)}} \sum_{i: x_{i} \neq y_{i}} \sqrt{p_{x}(i) p_{y}(i)} \geq \frac{1}{2 \sqrt{\mathrm{C}_{1} n}} \text {, resp. } \frac{1}{\sqrt{\mathrm{C}_{0} \mathrm{C}_{1}}}
$$

The max-min bound (5.7) is equal to $\operatorname{MM}(f)=1 / \max _{p} \operatorname{MM}_{p}(f)$ and the statement follows.

Let $f$ be partial. For every $x \in S$, distribute one half of the probability uniformly over $\operatorname{Cert}(f, x)$, and one half of the probability uniformly over all input variables. Formally, $p_{x}(i)=\frac{1}{2 n}+\frac{1}{2|\operatorname{Cert}(f, x)|}$ if $i \in \operatorname{Cert}(f, x)$, and $p_{x}(i)=\frac{1}{2 n}$ otherwise. Take any $x, y$ such that $f(x) \neq f(y)$. Assume that $\mathrm{C}_{f(x)} \leq \mathrm{C}_{f(y)}$, and take the $f(x)$-certificate $C=\operatorname{Cert}(f, x)$. Since $\left.y\right|_{C} \neq\left. x\right|_{C}$, there is a $j \in C$ such that $x_{j} \neq y_{j}$. Now we lower-bound the sum of (5.7).

$$
\begin{aligned}
\sum_{i: x_{i} \neq y_{i}} \sqrt{p_{x}(i) p_{y}(i)} & \geq \sqrt{p_{x}(j) p_{y}(j)} \\
& \geq \sqrt{\frac{1}{|2 \operatorname{Cert}(f, x)|} \cdot \frac{1}{2 n}} \geq \frac{1}{2 \sqrt{\mathrm{C}_{f(x)} n}} \geq \frac{1}{2 \sqrt{\mathrm{C}_{1} n}}
\end{aligned}
$$

Since this inequality holds for any $x, y$ such that $f(x) \neq f(y)$, also $\operatorname{MM}_{p}(f) \geq$ $1 / 2 \sqrt{\mathrm{C}_{1} n}$. Take the reciprocal and conclude that $\mathrm{MM}(f) \leq 2 \sqrt{\mathrm{C}_{1} n}$.

For Boolean output alphabet $\Sigma^{\prime}=\{0,1\}$, we can prove a twice stronger bound $\mathrm{MM}(f) \leq \sqrt{\mathrm{C}_{1} n}$ as follows. Define $p$ as a uniform distribution over $\operatorname{Cert}(f, x)$ for all one-inputs, and a uniform distribution over all input variables for all zeroinputs. The same computation as above gives the bound.

If $f$ is total, then we can do even better. For every $x \in \Sigma^{n}$, distribute the probability uniformly over $\operatorname{Cert}(f, x)$. Formally, $p_{x}(i)=\frac{1}{|\operatorname{Cert}(f, x)|}$ if $i \in \operatorname{Cert}(f, x)$, and $p_{x}(i)=0$ otherwise. Take any $x, y$ such that $f(x) \neq f(y)$, and let $C=$ $\operatorname{Cert}(f, x) \cap \operatorname{Cert}(f, y)$. There must exist a $j \in C$ such that $x_{j} \neq y_{j}$, otherwise we could find an input $z$ that is consistent with both certificates. (That would be a contradiction, because $f$ is total and hence $f(z)$ has to be defined and be equal to both $f(x)$ and $f(y)$.) After we have found a $j$, we lower-bound the sum of (5.7) by $1 / \sqrt{\mathrm{C}_{f(x)} \mathrm{C}_{f(y)}}$ in the same way as above. Since $\sqrt{\mathrm{C}_{f(x)} \mathrm{C}_{f(y)}} \leq \sqrt{\mathrm{C}_{0} \mathrm{C}_{1}}$, the bound follows.

Some parts of the following statement have been observed for individual methods by Szegedy [Sze03], Laplante and Magniez [LM04], and Zhang [Zha05]. This statement rules out all adversary attempts to prove good lower bounds for problems with small certificate complexity, such as element distinctness [AS04], binary AND-OR trees [BS04, HMW03], triangle finding [MSS05], or verification of matrix products (see Chapter 4).
5.4.3. Corollary. Quantum adversary lower bounds are smaller than or equal to $\min \left(\sqrt{\mathrm{C}_{0} n}, \sqrt{\mathrm{C}_{1} n}\right)$ for partial Boolean functions and $\sqrt{\mathrm{C}_{0} \mathrm{C}_{1}}$ for total Boolean functions.

### 5.5 Composition of adversary bounds

In this section we prove Theorem 5.1.5, that is the composition theorem for adversary bounds. Unlike in the previous sections, we are only able to prove this statement for Boolean functions. We first generalize the adversary bound by introducing a cost of querying an input variable, and sketch the proof of an equivalence theorem for this bound. Then we express the spectral norm of a composite adversary matrix in terms of spectral norms of the individual adversary matrices. Finally, we use this expression to prove that the spectral bound composes, which, together with the fact that the minimax bound composes, implies that our composite bound is tight.

### 5.5.1 Adversary bound with costs

5.5.1. Definition. Let $f: S \rightarrow\{0,1\}$ be a Boolean function with domain $S \subseteq\{0,1\}^{n}$, and let $\alpha \in \mathbb{R}_{+}^{n}$ be a cost vector. The spectral bound for $f$ with costs $\alpha$ is

$$
\mathrm{SA}_{\alpha}(f)=\max _{\Gamma} \min _{i}\left\{\alpha_{i} \frac{\lambda(\Gamma)}{\lambda\left(\Gamma_{i}\right)}\right\},
$$

where $\Gamma$ ranges over all adversary matrices for $f$, that is $\Gamma$ is non-negative and symmetric, and $\Gamma[x, y]=0$ if $f(x)=f(y)$. The minimax bound for $f$ with costs $\alpha$ is

$$
\operatorname{MM}_{\alpha}(f)=\min _{p} \max _{\substack{x, y \\ f(x) \neq f(y)}} \frac{1}{\sum_{i: x_{i} \neq y_{i}} \sqrt{p_{x}(i) p_{y}(i)} / \alpha_{i}},
$$

where $p: S \times[n] \rightarrow[0,1]$ ranges over all sets of $|S|$ probability distributions over input bits, that is, $p_{x}(i) \geq 0$ and $\sum_{i=1}^{n} p_{x}(i)=1$ for every $x \in S$.

These two bounds are natural generalizations of the spectral adversary bound (Definition 2.5.1) and the minimax bound (Definition 5.1.2) -we obtain the original bounds by setting $\alpha_{i}=1$ for all $i$. The two new bounds are equal, and thus we give this common quantity a name, the adversary bound of $f$ with costs $\alpha$, denoted by $\operatorname{Adv}_{\alpha}(f)$.
5.5.2. Theorem. For every function $f: S \rightarrow\{0,1\}$ with domain $S \subseteq\{0,1\}^{n}$, and for every $\alpha \in \mathbb{R}_{+}^{n}$,

$$
\operatorname{Adv}_{\alpha}(f)=\operatorname{SA}_{\alpha}(f)=\operatorname{MM}_{\alpha}(f)
$$

Proof (Sketch). We start with the minimax bound with costs, substitute $q_{x}(i)=p_{x}(i) / \alpha_{i}$, and rewrite the condition $\sum_{i} p_{x}(i)=1$ into $\sum_{i} \alpha_{i} q_{x}(i)=1$. Using similar arguments as in Theorem 5.3.7, we rewrite the bound as a semidefinite program, compute its dual, and after a few simplifications like in Theorem 5.3.9, get the spectral bound with costs.

### 5.5.2 Spectral norm of a composite spectral matrix

In this section we construct an adversary matrix for a composite function and compute its spectral norm. We later show that this construction is in fact optimal given that the adversary matrices of the inner functions used in this construction are all optimal. This construction is an extension of the construction that Ambainis used to establish the composition theorem for iterated functions [Amb03].
5.5.3. Definition. Let $h=f \circ\left(g_{1}, \ldots, g_{k}\right)$ be a composed function, like in equation (5.1). An input $x \in\{0,1\}^{n}$ to $h$ is a bit string of length $n=\sum_{i} n_{i}$, which we think of as being comprised of $k$ parts, $x=\left(x^{1}, x^{2}, \ldots, x^{k}\right)$, where $x^{i} \in\{0,1\}^{n_{i}}$. We may evaluate $h$ on input $x$ by first computing the $k$ bits $\tilde{x}_{i}=g_{i}\left(x^{i}\right)$, and then evaluating $f$ on input $\tilde{x}=\left(\tilde{x}_{1}, \ldots, \tilde{x}_{k}\right)$.
5.5.4. Definition. Let $\Gamma_{f}$ be an adversary matrix for $f$ and let $\delta_{f}$ be a principal eigenvector of $\Gamma_{f}$ such that $\left\|\delta_{f}\right\|=1$. Similarly, for each $i=1, \ldots, k$, let $\Gamma_{g_{i}}$ be an adversary matrix for $g_{i}$ and let $\delta_{g_{i}}$ be a principal eigenvector of $\Gamma_{g_{i}}$ such that $\left\|\delta_{g_{i}}\right\|=1$. Let $\Gamma_{h}$ be the matrix

$$
\begin{equation*}
\Gamma_{h}[x, y]=\Gamma_{f}[\tilde{x}, \tilde{y}] \cdot \Gamma_{g}[x, y], \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{g}=\bigotimes_{i=1}^{k} \Gamma_{g_{i}}^{\star}, \quad \Gamma_{g_{i}}^{\star}=\Gamma_{g_{i}}^{0}+\Gamma_{g_{i}}^{1}, \quad \Gamma_{g_{i}}^{0}=\lambda\left(\Gamma_{g_{i}}\right) I, \quad \Gamma_{g_{i}}^{1}=\Gamma_{g_{i}}, \tag{5.13}
\end{equation*}
$$

and $I$ is the identity matrix.

It is simple to prove that $\Gamma_{h}$ is an adversary matrix for $h$, that is $\Gamma_{h}$ is a non-negative symmetric matrix and $\Gamma_{h}[x, y]=0$ if $h(x)=h(y)$.
5.5.5. TheOrem. The matrix $\Gamma_{h}$ has spectral norm $\lambda\left(\Gamma_{h}\right)=\lambda\left(\Gamma_{f}\right) \cdot \prod_{i=1}^{k} \lambda\left(\Gamma_{g_{i}}\right)$ and principal eigenvector $\delta_{h}[x]=\delta_{f}[\tilde{x}] \cdot \prod_{i} \delta_{g_{i}}\left[x^{i}\right]$.

Proof. Evaluate $d^{T} \Gamma_{h} d$ for a general column vector $d$.

$$
\begin{aligned}
d^{T} \Gamma_{h} d & =\sum_{x, y} \Gamma_{h}[x, y] \cdot d_{x} d_{y} \\
& =\sum_{x, y} \Gamma_{f}[\tilde{x}, \tilde{y}] \cdot \Gamma_{g}[x, y] \cdot d_{x} d_{y} \\
& =\sum_{x^{\prime}, y^{\prime}} \Gamma_{f}\left[x^{\prime}, y^{\prime}\right] \sum_{\substack{x: \tilde{x}=x^{\prime} \\
y: y=y^{\prime}}} \Gamma_{g}[x, y] \cdot d_{x} d_{y} .
\end{aligned}
$$

Fix any pair $x^{\prime}, y^{\prime}$ of $k$-bit strings and look at the bit string $z=x^{\prime} \oplus y^{\prime}$. Set $\Gamma_{g}^{z}=\bigotimes_{i=1}^{k} \Gamma_{g_{i}}^{z_{i}}$, that is instead of taking the product of sums $\Gamma_{g_{i}}^{\star}=\Gamma_{g_{i}}^{0}+\Gamma_{g_{i}}^{1}$ as in $\Gamma_{g}$ in equation (5.13) we admit exactly one term for each $i$. Note that $\lambda\left(\Gamma_{g}^{z}\right)=\prod_{i=1}^{k} \lambda\left(\Gamma_{g_{i}}^{z_{i}}\right)=\prod_{i} \lambda\left(\Gamma_{g_{i}}\right)$. We prove that $\Gamma_{g}=\Gamma_{g}^{z}$ on the rectangle $(x, y): \tilde{x}=x^{\prime}, \tilde{y}=y^{\prime}$, because the omitted term in $\Gamma_{g_{i}}^{\star}$ is zero for each $i$. There are two cases. First, if $z_{i}=0$, then $\tilde{x}_{i}=\tilde{y}_{i}$, that is $g_{i}\left(x^{i}\right)=g_{i}\left(y^{i}\right)$, and hence the omitted term is $\Gamma_{g_{i}}\left[x^{i}, y^{i}\right]=0$, because $\Gamma_{g_{i}}$ is an adversary matrix for $g_{i}$. Second, if $z_{i}=1$, then $\tilde{x}_{i} \neq \tilde{y}_{i}$, hence it must be that $x^{i} \neq y^{i}$ and so the omitted term is $I\left[x^{i}, y^{i}\right]=0$.

For a bit string $a \in\{0,1\}^{k}$, let $d^{\lceil a}[x]=d_{x}$ if $\tilde{x}=a$, and 0 otherwise. Define a column vector $d^{\prime}[a]=\left\|d^{[a}\right\|$ of dimension $2^{k}$. It holds that

$$
\|d\|^{2}=\sum_{x \in\{0,1\}^{n}}\left|d_{x}\right|^{2}=\sum_{a \in\{0,1\}^{k}} \sum_{x: \tilde{x}=a}\left|d_{x}\right|^{2}=\sum_{a \in\{0,1\}^{k}}\left\|d^{\lceil a}\right\|^{2}=\sum_{a \in\{0,1\}^{k}} d^{\prime}[a]^{2}=\left\|d^{\prime}\right\|^{2} .
$$

We prove the equality in two steps. First, we prove that $\lambda\left(\Gamma_{h}\right) \leq \lambda\left(\Gamma_{f}\right)$. $\prod_{i=1}^{k} \lambda\left(\Gamma_{g_{i}}\right)$. This follows from the fact that for any vector $d$,

$$
\begin{aligned}
d^{T} \Gamma_{h} d & =\sum_{a, b} \Gamma_{f}[a, b] \sum_{\substack{x: \tilde{x}=a \\
y: \tilde{y}=b}} \Gamma_{g}[x, y] \cdot d_{x} d_{y} \\
& =\sum_{a, b} \Gamma_{f}[a, b] \sum_{x, y} \Gamma_{g}^{a \oplus b}[x, y] \cdot d^{\lceil a}[x] d^{\mid b}[y] \quad \text { by the above paragraph } \\
& \leq \sum_{a, b} \Gamma_{f}[a, b] \cdot \lambda\left(\Gamma_{g}^{a \oplus b}\right) \cdot\left\|d^{\lceil a}\right\| \cdot\left\|d^{\upharpoonright b}\right\| \\
& =\prod_{i=1}^{k} \lambda\left(\Gamma_{g_{i}}\right) \cdot \sum_{a, b} \Gamma_{f}[a, b] \cdot d^{\prime}[a] d^{\prime}[b] \\
& \leq \prod_{i=1}^{k} \lambda\left(\Gamma_{g_{i}}\right) \cdot \lambda\left(\Gamma_{f}\right) \cdot\left\|d^{\prime}\right\|^{2} \\
& =\lambda\left(\Gamma_{f}\right) \cdot \prod_{i=1}^{k} \lambda\left(\Gamma_{g_{i}}\right) \cdot\|d\|^{2}
\end{aligned}
$$

Second, we prove that the vector $\delta_{h}[x]=\delta_{f}[\tilde{x}] \cdot \prod_{i} \delta_{g_{i}}\left[x^{i}\right]$ achieves this upper bound and so is a principal eigenvector of $\Gamma_{h}$. For a bit $c \in\{0,1\}$, let $\delta_{g_{i}}^{\text {cc }}[x]=\delta_{g_{i}}[x]$ if $g_{i}(x)=c$, and 0 otherwise. Note that $\delta_{g_{i}}=\delta_{g_{i}}^{10}+\delta_{g_{i}}^{11}, \Gamma_{g_{i}} \delta_{g_{i}}=\lambda\left(\Gamma_{g_{i}}\right) \delta_{g_{i}}$, and $\Gamma_{g_{i}} \delta_{g_{i}}^{\text {lc }}=\lambda\left(\Gamma_{g_{i}} \delta_{g_{i}}^{\lceil 1-c}\right.$. The last equality holds because $\Gamma_{g_{i}}[x, y] \neq 0$ only if $g_{i}(x) \neq g_{i}(y)$, that is after rearranging the inputs such that zero-inputs come first, $\Gamma_{g_{i}}$ is of the form $\left(\begin{array}{cc}0 & G_{i} \\ G_{i}^{T} & 0\end{array}\right)$ for some non-negative matrix $G_{i}$. This is exactly the place where we need that the composed functions are Boolean. If the functions are over alphabets of size bigger than 2, then we cannot say much about how the vectors $\delta_{g_{i}}^{\lceil c}$ are mapped. It also follows that $\left\|\delta_{g_{i}}^{10}\right\|^{2}=\left\|\delta_{g_{i}}^{11}\right\|^{2}=\frac{\left\|\delta_{g_{i}}\right\|^{2}}{2}=\frac{1}{2}$.

Let us first evaluate the $\ell_{2}$-norm of $\delta_{h}$.

$$
\begin{aligned}
\left\|\delta_{h}\right\|^{2} & =\sum_{x} \delta_{h}[x]^{2}=\sum_{x} \delta_{f}[\tilde{x}]^{2} \prod_{i} \delta_{g_{i}}\left[x^{i}\right]^{2} \\
& =\sum_{a} \delta_{f}[a]^{2} \sum_{x: \tilde{x}=a} \prod_{i} \delta_{g_{i}}\left[x^{i}\right]^{2} \\
& =\sum_{a} \delta_{f}[a]^{2} \prod_{i} \sum_{x^{i}: \tilde{x}_{i}=a_{i}} \delta_{g_{i}}\left[x^{i}\right]^{2} \\
& =\sum_{a} \delta_{f}[a]^{2} \prod_{i}\left\|\delta_{g_{i}} a_{i}\right\|^{2} \\
& =\frac{1}{2^{k}} \sum_{a} \delta_{f}[a]^{2}=\frac{1}{2^{k}} .
\end{aligned}
$$

We already know that

$$
\begin{aligned}
\delta_{h}^{T} \Gamma_{h} \delta_{h} & =\sum_{a, b} \Gamma_{f}[a, b] \sum_{\substack{x: \tilde{x}=a \\
y: \hat{y}=b}} \Gamma_{g}^{a \oplus b}[x, y] \cdot \delta_{h}[x] \delta_{h}[y] \\
& =\sum_{a, b} \Gamma_{f}[a, b] \delta_{f}[a] \delta_{f}[b] \sum_{\substack{x: \tilde{x}=a \\
y: y \\
y, y}} \prod_{i=1}^{k} \Gamma_{g_{i}}^{a_{i} \oplus b_{i}}\left[x^{i}, y^{i}\right] \delta_{g_{i}}\left[x^{i}\right] \delta_{g_{i}}\left[y^{i}\right] .
\end{aligned}
$$

Swap the inner summation and multiplication as follows:

$$
\begin{aligned}
\sum_{\substack{x: \tilde{x}=a \\
y: y=b}} \prod_{i=1}^{k} \Gamma_{g_{i}}^{a_{i} \oplus b_{i}}\left[x^{i}, y^{i}\right] \delta_{g_{i}}\left[x^{i}\right] \delta_{g_{i}}\left[y^{i}\right] & =\prod_{i} \sum_{\substack{x_{i}^{i} \cdot \tilde{x}_{i}=a_{i} \\
y_{i} i: y_{i}}} \Gamma_{g_{i}}^{a_{i} \oplus b_{i}}\left[x^{i}, y^{i}\right] \delta_{g_{i}}\left[x^{i}\right] \delta_{g_{i}}\left[y^{i}\right] \\
& =\prod_{i} \sum_{x^{i}, y^{i}} \Gamma_{g_{i}}^{a_{i} \oplus b_{i}}\left[x^{i}, y^{i}\right] \delta_{g_{i}}^{\mid a_{i}}\left[x^{i}\right] \delta_{g_{i}}^{\mid b_{i}}\left[y^{i}\right] \\
& =\prod_{i}\left(\delta_{g_{i}}^{\mid a_{i}}\right)^{T} \Gamma_{g_{i}}^{a_{i} \oplus b_{i}} \delta_{g_{i}}^{\mid b_{i}} \\
& =\prod_{i}\left(\lambda\left(\Gamma_{g_{i}}\right) \cdot\left\|\delta_{g_{i}}^{\left\lceil a_{i}\right.}\right\|^{2}\right)=\frac{1}{2^{k}} \prod_{i} \lambda\left(\Gamma_{g_{i}}\right)
\end{aligned}
$$

which is a constant. The penultimate equality holds since $\Gamma_{g_{i}}^{a_{i} \oplus b_{i}} \delta_{g_{i}}^{\left\lceil b_{i}\right.}=\lambda\left(\Gamma_{g_{i}}\right) \delta_{g_{i}}^{\left\lceil a_{i}\right.}$.
Substitute the rewritten expression back into the total sum. Take the constant out of the sum.

$$
\begin{aligned}
\delta_{h}^{T} \Gamma_{h} \delta_{h} & =\frac{1}{2^{k}} \prod_{i} \lambda\left(\Gamma_{g_{i}}\right) \cdot \sum_{a, b} \Gamma_{f}[a, b] \delta_{f}[a] \delta_{f}[b] \\
& =\frac{1}{2^{k}} \prod_{i} \lambda\left(\Gamma_{g_{i}}\right) \cdot \lambda\left(\Gamma_{f}\right) \cdot\left\|\delta_{f}\right\|^{2} \\
& =\lambda\left(\Gamma_{f}\right) \cdot \prod_{i} \lambda\left(\Gamma_{g_{i}}\right) \cdot\left\|\delta_{h}\right\|^{2} .
\end{aligned}
$$

It follows that $\lambda\left(\Gamma_{h}\right) \geq \lambda\left(\Gamma_{f}\right) \cdot \prod_{i=1}^{k} \lambda\left(\Gamma_{g_{i}}\right)$, witnessed by $\delta_{h}$. Together with the matching upper bound we conclude that $\lambda\left(\Gamma_{h}\right)=\lambda\left(\Gamma_{f}\right) \prod_{i} \lambda\left(\Gamma_{g_{i}}\right)$.

### 5.5.3 Composition properties

In this section, we prove that both the spectral bound with costs and the minimax bound with costs compose. Then we apply the duality theorem and conclude that the composite bound is tight. In our composition theorems, we use the following cost vectors:

- $\alpha=\left(\alpha^{1}, \ldots, \alpha^{k}\right)$ is a $k$-tuple of vectors $\alpha^{i} \in \mathbb{R}_{+}^{n_{i}}$, which are arbitrary cost vectors for the inner functions $g_{i}$,
- $\beta=\left(\beta_{1}, \ldots, \beta_{k}\right)$ is a $k$-tuple of numbers $\beta_{i}=\operatorname{Adv}_{\alpha^{i}}\left(g_{i}\right)$, which are adversary bounds for the inner functions with the prescribed costs. $\beta$ forms a cost vector for the outer function.

Composition of the spectral bound Let $D_{i}$ denote the zero-one valued matrix defined by $D_{i}[x, y]=1$ if and only if $x_{i} \neq y_{i}$. Let $A \circ B$ denote the entry-wise product of matrices $A$ and $B$, that is, $(A \circ B)[x, y]=A[x, y] \cdot B[x, y]$. To avoid confusion with subscripts, we write $\Gamma \circ D_{i}$ instead of $\Gamma_{i}$ in this section.
5.5.6. LEMMA. $\mathrm{SA}_{\alpha}(h) \geq \mathrm{SA}_{\beta}(f)$.

Proof. Let $\Gamma_{f}$ be an optimal spectral matrix saturating the spectral bound

$$
\mathrm{SA}_{\beta}(f)=\min _{i=1}^{k}\left\{\beta_{i} \frac{\lambda\left(\Gamma_{f}\right)}{\lambda\left(\Gamma_{f} \circ D_{i}\right)}\right\} .
$$

Similarly, for each $i=1, \ldots, k$, let $\Gamma_{g_{i}}$ be an optimal spectral matrix saturating the spectral bound

$$
\mathrm{SA}_{\alpha^{i}}\left(g_{i}\right)=\min _{j=1}^{n_{i}}\left\{\alpha_{j}^{i} \frac{\lambda\left(\Gamma_{g_{i}}\right)}{\lambda\left(\Gamma_{g_{i}} \circ D_{j}\right)}\right\} .
$$

Due to the maximization over all matrices $\Gamma$, the spectral bound of the composite function $h$ is at least

$$
\begin{equation*}
\mathrm{SA}_{\alpha}(h) \geq \min _{\ell=1}^{n}\left\{\alpha_{\ell} \frac{\lambda\left(\Gamma_{h}\right)}{\lambda\left(\Gamma_{h} \circ D_{\ell}\right)}\right\} \tag{5.14}
\end{equation*}
$$

where $\Gamma_{h}$ depends on $\Gamma_{f}$ and $\Gamma_{g_{i}}$ according to Definition 5.5.4. Recall that

$$
\Gamma_{h}[x, y]=\Gamma_{f}[\tilde{x}, \tilde{y}] \cdot \prod_{i=1}^{k} \Gamma_{g_{i}}^{\star}\left[x^{i}, y^{i}\right]
$$

Theorem 5.5.5 gives an exact expression for $\lambda\left(\Gamma_{h}\right)$. We now compute $\lambda\left(\Gamma_{h} \circ D_{\ell}\right)$ for $\ell=1, \ldots, n$. Let the $\ell^{\text {th }}$ input bit be the $j^{\text {th }}$ bit in the $i^{\text {th }}$ block. Recall the notation $x_{\ell}=\left(x^{i}\right)_{j}=x_{j}^{i}$. We prove that

$$
\left(\Gamma_{h} \circ D_{\ell}\right)[x, y]=\left(\Gamma_{f} \circ D_{i}\right)[\tilde{x}, \tilde{y}] \cdot\left(\Gamma_{g_{i}} \circ D_{j}\right)^{\star}\left[x^{i}, y^{i}\right] \cdot \prod_{e \neq i} \Gamma_{g_{e}}^{\star}\left[x^{e}, y^{e}\right]
$$

There are the following cases:

1. $x_{\ell}=y_{\ell}$ : the left side is zero due to $\left(\Gamma_{h} \circ D_{\ell}\right)[x, y]=0$.
(a) $\tilde{x}_{i}=\tilde{y}_{i}$ : the right side is zero due to $\left(\Gamma_{f} \circ D_{i}\right)[\tilde{x}, \tilde{y}]=0$.
(b) $\tilde{x}_{i} \neq \tilde{y}_{i}$ : the right side is zero due to $\left(\Gamma_{g_{i}} \circ D_{j}\right)^{\star}\left[x^{i}, y^{i}\right]=0$. That holds because $\left(\Gamma_{g_{i}} \circ D_{j}\right)\left[x^{i}, y^{i}\right]=0$ since $x_{j}^{i}=y_{j}^{i}$, and $I\left[x^{i}, y^{i}\right]=0$ since $x^{i} \neq y^{i}$.
2. $x_{\ell} \neq y_{\ell}, \tilde{x}_{i}=\tilde{y}_{i}$ : the left side is zero due to $\Gamma_{g_{i}}^{\star}\left[x^{i}, y^{i}\right]=0$. That holds because $\Gamma_{g_{i}}\left[x^{i}, y^{i}\right]=0$ since $g_{i}\left(x^{i}\right)=g_{i}\left(y^{i}\right)$, and $I\left[x^{i}, y^{i}\right]=0$, since $x^{i} \neq y^{i}$. The right side is also zero due to $\left(\Gamma_{f} \circ D_{i}\right)[\tilde{x}, \tilde{y}]=0$.
3. $x_{\ell} \neq y_{\ell}, \tilde{x}_{i} \neq \tilde{y}_{i}$ : both sides are equal, because all multiplications by $D_{i}, D_{j}, D_{\ell}$ are multiplications by 1.

Since $\Gamma_{h} \circ D_{\ell}$ has the same structure as $\Gamma_{h}$, by Theorem 5.5.5,

$$
\lambda\left(\Gamma_{h} \circ D_{\ell}\right)=\lambda\left(\Gamma_{f} \circ D_{i}\right) \cdot \lambda\left(\Gamma_{g_{i}} \circ D_{j}\right) \cdot \prod_{e \neq i} \lambda\left(\Gamma_{g_{e}}\right) .
$$

By dividing the two spectral norms from equation (5.14),

$$
\frac{\lambda\left(\Gamma_{h}\right)}{\lambda\left(\Gamma_{h} \circ D_{\ell}\right)}=\frac{\lambda\left(\Gamma_{f}\right)}{\lambda\left(\Gamma_{f} \circ D_{i}\right)} \cdot \frac{\lambda\left(\Gamma_{g_{i}}\right)}{\lambda\left(\Gamma_{g_{i}} \circ D_{j}\right)} .
$$

Since the spectral adversary maximizes over all $\Gamma_{h}$, we conclude that

$$
\begin{aligned}
\mathrm{SA}_{\alpha}(h) & \geq \min _{\ell=1}^{n} \frac{\lambda\left(\Gamma_{h}\right)}{\lambda\left(\Gamma_{h} \circ D_{\ell}\right)} \cdot \alpha_{\ell} \\
& =\min _{i=1}^{k} \min _{j=1} \frac{\lambda\left(\Gamma_{f}\right)}{\lambda\left(\Gamma_{f} \circ D_{i}\right)} \cdot \frac{\lambda\left(\Gamma_{g_{i}}\right)}{\lambda\left(\Gamma_{g_{i}} \circ D_{j}\right)} \cdot \alpha_{j}^{i} \\
& =\min _{i=1} \frac{\lambda\left(\Gamma_{f}\right)}{\lambda\left(\Gamma_{f} \circ D_{i}\right)} \cdot \mathrm{SA}_{\alpha^{i}}\left(g_{i}\right) \\
& =\min _{i=1}^{k} \frac{\lambda\left(\Gamma_{f}\right)}{\lambda\left(\Gamma_{f} \circ D_{i}\right)} \cdot \beta_{i} \\
& =\operatorname{SA}_{\beta}(f),
\end{aligned}
$$

which we had to prove.

## Composition of the minimax bound

### 5.5.7. LEMMA. $\operatorname{MM}_{\alpha}(h) \leq \operatorname{MM}_{\beta}(f)$.

Proof. Let $p^{f}$ and $p^{g_{i}}$ for $i=1, \ldots, k$ be optimal sets of probability distributions saturating the minimax bounds

$$
\begin{aligned}
\operatorname{MM}_{\beta}(f) & =\max _{\substack{x, y \\
f(x) \neq f(y)}} \frac{1}{\sum_{i: x_{i} \neq y_{i}} \sqrt{p_{x}^{f}(i) p_{y}^{f}(i) / \beta_{i}}} \\
\operatorname{MM}_{\alpha^{i}}\left(g_{i}\right) & =\max _{\substack{x, y \\
g_{i}(x) \neq g_{i}(y)}} \frac{1}{\sum_{j: x_{j} \neq y_{j}} \sqrt{p_{x}^{g_{i}}(j) p_{y}^{g_{i}}(j)} / \alpha_{j}^{i}}
\end{aligned}
$$

Define the set of probability distributions $p^{h}$ as $p_{x}^{h}(\ell)=p_{\tilde{x}}^{f}(i) p_{x^{i}}^{g_{i}}(j)$, where the $\ell^{\text {th }}$ input bit is the $j^{\text {th }}$ bit in the $i^{\text {th }}$ block. This construction was first used by Laplante, Lee, and Szegedy [LLS06]. We claim that $\mathrm{MM}_{\alpha}(h) \leq \mathrm{MM}_{\beta}(f)$. The minimax bound is a minimization problem. If we plug in $p^{h}$, we get an upper bound on $\mathrm{MM}_{\alpha}(h)$ as follows:

$$
\begin{aligned}
\operatorname{MM}_{\alpha}(h) & \leq \max _{\substack{x, y \\
h(x) \neq h(y)}} \frac{1}{\sum_{\ell: x_{\ell} \neq y_{\ell}} \sqrt{p_{x}^{h}(\ell) p_{y}^{h}(\ell)} / \alpha_{\ell}} \\
& =1 / \min _{\substack{x, y \\
h(x) \neq h(y)}} \sum_{\ell: x_{\ell} \neq y_{\ell}} \sqrt{p_{\tilde{x}}^{f}(i) p_{\tilde{y}}^{f}(i)} \sqrt{p_{x^{i}}^{g_{i}}(j) p_{y^{i}}^{g_{i}}(j)} / \alpha_{j}^{i} \\
& =1 / \min _{\substack{\tilde{x}_{\tilde{y}}, \tilde{y} \\
f(\tilde{x}) \neq f(\tilde{y})}} \sum_{i} \sqrt{p_{\tilde{x}}^{f}(i) p_{\tilde{y}}^{f}(i)} \min _{\substack{x^{i}, i^{i} \\
g_{i}\left(x^{i}\right)=\tilde{x}_{i} \\
g_{i}\left(y^{i}\right)=\tilde{y}_{i}}} \sum_{j: x_{j}^{i} \neq y_{j}^{i}} \sqrt{p_{x^{i}}^{g_{i}}(j) p_{y^{i}}^{g_{i}}(j)} / \alpha_{j}^{i}
\end{aligned}
$$

$$
\begin{aligned}
& \leq 1 / \min _{\substack{\tilde{x}, \tilde{y} \\
f(\tilde{x}) \neq f(\tilde{y})}} \sum_{i: \tilde{x}_{i} \neq \tilde{y}_{i}} \sqrt{p_{\tilde{x}}^{f}(i) p_{\tilde{y}}^{f}(i)} \min _{\substack{x^{i}, y^{i} \\
g_{i}\left(x^{2}\right) \neq g_{i}\left(y^{i}\right)}} \sum_{j: x_{j}^{i} \neq y_{j}^{i}} \sqrt{p_{x^{i}}^{g_{i}}(j) p_{y^{i}}^{g_{i}}(j)} / \alpha_{j}^{i} \\
& =1 / \min _{\substack{\tilde{x}, \tilde{y} \\
f(\tilde{x}) \neq f(\tilde{y})}} \sum_{i: \tilde{x}_{i} \neq \tilde{y}_{i}} \sqrt{p_{\tilde{x}}^{f}(i) p_{\tilde{y}}^{f}(i)} / \operatorname{MM}_{\alpha^{i}}\left(g_{i}\right) \\
& =1 / \min _{\substack{\tilde{x}, \tilde{y} \\
f(\tilde{x} \neq f(\tilde{y})}} \sum_{i: \tilde{x}_{i} \neq \tilde{y}_{i}} \sqrt{p_{\tilde{x}}^{f}(i) p_{\tilde{y}}^{f}(i)} / \beta_{i} \\
& =\operatorname{MM}_{\beta}(f),
\end{aligned}
$$

where the second inequality follows from that fact that we have removed $i: \tilde{x}_{i}=\tilde{y}_{i}$ from the sum. We conclude that $\mathrm{MM}_{\alpha}(h) \leq \mathrm{MM}_{\beta}(f)$.
5.5.8. Remark. Laplante, Lee, and Szegedy [LLS06] proved a similar bound in a stronger setting where the sub-functions $g_{i}$ can act on the same input bits. They did not allow costs of input bits. Their setting is, however, not relevant for our result, because the composition bound for $\mathrm{SA}_{\alpha}(h)$ does not hold in this setting.

## The composite bound is tight

5.5.9. Theorem. Let $h$ be a composite function of the form $h=f \circ\left(g_{1}, \ldots, g_{k}\right)$, and let $\alpha=\mathbb{R}_{+}^{n}$ be any cost vector. Then

$$
\operatorname{Adv}_{\alpha}(h)=\operatorname{Adv}_{\beta}(f),
$$

where $\alpha=\left(\alpha^{1}, \ldots, \alpha^{k}\right), \beta=\left(\beta_{1}, \ldots, \beta_{k}\right)$, and $\beta_{i}=\operatorname{Adv}_{\alpha^{i}}\left(g_{i}\right)$.
Proof. By Theorem 5.5.2,

$$
\begin{aligned}
& \operatorname{Adv}_{\alpha}(h)=\operatorname{SA}_{\alpha}(h)=\operatorname{MM}_{\alpha}(h) \\
& \operatorname{Adv}_{\beta}(f)=\operatorname{SA}_{\beta}(f)=\operatorname{MM}_{\beta}(f) .
\end{aligned}
$$

By Lemma 5.5.6, $\mathrm{SA}_{\alpha}(h) \geq \mathrm{SA}_{\beta}(f)$. By Lemma 5.5.7, $\mathrm{MM}_{\alpha}(h) \leq \mathrm{MM}_{\beta}(f)$. We conclude that $\operatorname{Adv}_{\alpha}(h)=\operatorname{Adv}_{\beta}(f)$.

### 5.6 Summary

We have cleaned up the forest of quantum adversary methods and shown that all of them are equivalent. We have generalized the adversary method to non-Boolean functions and proved a limitation on the best achievable bound in terms of the certificate complexity of the function. The adversary bound can be expressed as
an optimal solution of a semidefinite program. Thanks to the duality of semidefinite programming, one can efficiently find both upper- and lower-bounds on the adversary bound. We have found an exact expression for the adversary bound for a composite function in terms of adversary bounds for the individual composed functions.

## Chapter 6

## Direct Product Theorems

This chapter is based on the following papers:
[KŠW04] H. Klauck, R. Špalek, and R. de Wolf. Quantum and classical strong direct product theorems and optimal time-space tradeoffs. In Proceedings of 45 th Annual IEEE Symposium on Foundations of Computer Science, pages 12-21, 2004. To appear in SIAM Journal on Computing.
[AŠW06] A. Ambainis, R. Špalek, and R. de Wolf. A new quantum lower bound method, with applications to direct product theorems and time-space tradeoffs. In Proceedings of 38th Annual ACM Symposium on Theory of Computing, pages 618-633, 2006.

### 6.1 Introduction

For every reasonable model of computation one can ask the following fundamental question.
6.1.1. Question. How do the resources that we need for computing $k$ independent instances of a function $f$ scale with the resources needed for one instance and with $k$ ?

Here the notion of resource needs to be specified. It could refer to time, space, queries, communication etc. Similarly we need to define what we mean by computing $f$, for instance whether we allow the algorithm some probability of error, and whether this probability of error is average-case or worst-case.

Direct product theorems In this chapter we consider two kinds of resources, queries and communication, and allow our algorithms some error probability. An algorithm is given $k$ inputs $x^{1}, \ldots, x^{k}$, and has to output the vector of $k$ answers $f\left(x^{1}\right), \ldots, f\left(x^{k}\right)$. The issue is how the algorithm can optimally distribute
its resources among the $k$ instances it needs to compute. We focus on the relation between the total amount $T$ of resources available and the best-achievable success probability $\sigma$ (which could be average-case or worst-case). Intuitively, if every algorithm with $t$ resources must have some constant error probability when computing one instance of $f$, then for computing $k$ instances we expect a constant error on each instance and hence an exponentially small success probability for the $k$-vector as a whole. Such a statement is known as a weak direct product theorem:

$$
\text { If } T \approx t \text {, then } \sigma \leq 2^{-\Omega(k)} \text {. }
$$

Here " $T \approx t$ " informally means that $T$ is not much smaller than $t$. However, even if we give our algorithm roughly $k t$ resources, on average it still has only $t$ resources available per instance. So even here we expect a constant error per instance and an exponentially small success probability overall. Such a statement is known as a strong direct product theorem:

$$
\text { If } T \approx k t \text {, then } \sigma \leq 2^{-\Omega(k)} .
$$

Strong direct product theorems, though intuitively very plausible, are generally hard to prove and sometimes not even true. Shaltiel [Sha01] exhibits a general class of examples where strong direct product theorems fail. This applies for instance to query complexity, communication complexity, and circuit complexity. In his examples, success probability is taken under the uniform probability distribution on inputs. The function is chosen such that for most inputs, most of the $k$ instances can be computed quickly and without any error probability. This leaves enough resources to solve the few hard instances with high success probability. Hence for his functions, with $T \approx t k$, one can achieve average success probability close to 1 .

Accordingly, we can only establish direct product theorems in special cases. Examples are Nisan et al.'s [NRS94] strong direct product theorem for decision forests, Parnafes et al.'s [PRW97] direct product theorem for forests of communication protocols, Shaltiel's strong direct product theorems for fair decision trees and his discrepancy bound for communication complexity [Sha01]. Shaltiel's result for discrepancy was recently strengthened to a strong direct product theorem for the corruption measure under product distributions on the inputs by Beame et al. [BPSW05]. There also has been recent progress on the related issue of direct sum results, see for example [CSWY01, BJKS02b, BJKS02a] and the references therein. A direct sum theorem states that computing $k$ instances with overall error $\varepsilon$ requires roughly $k$ times as many resources as computing one instance with error $\varepsilon$. Clearly, strong direct product theorems alway imply direct sum results, since they state the same resource lower bounds even for algorithms whose overall error is allowed to be exponentially close to 1 , rather than at most $\varepsilon$.

In the quantum case, much less work has been done. Aaronson [Aar04a, Theorem 10] established a direct product result for the unordered search problem that lies in between the weak and the strong theorems. Our main contributions in this chapter are strong direct product theorems for the OR function in various settings.

Classical query complexity First consider the case of classical randomized algorithms. Let $\mathrm{OR}_{n}$ denote the $n$-bit OR function, and let $f^{(k)}$ denote $k$ independent instances of a function $f$. Any randomized algorithm with less than, say, $n / 2$ queries will have a constant error probability when computing $\mathrm{OR}_{n}$. Hence we expect an exponentially small success probability when computing $\mathrm{OR}_{n}^{(k)}$ using $\ll k n$ queries. We prove this in Section 6.2.

### 6.1.2. Proposition. (DPT for classical query complexity)

Every randomized algorithm for $\mathrm{OR}_{n}^{(k)}$ using $T \leq \alpha k n$ queries has worst-case success probability $\sigma \leq 2^{-\Omega(k)}$ (formally, there exists a small constant $\alpha>0$ such that the statement holds for all $k, n$; we will skip these quantifiers later).

For simplicity we have stated this result with $\sigma$ being worst-case success probability, but the statement is also valid for the average success probability under a hard $k$-fold product distribution that is implicit in our proof.

This statement for OR actually implies a somewhat weaker DPT for all total Boolean functions $f$, via the notion of block sensitivity $b s(f)$; see Definition 2.5.4. Using techniques of Nisan and Szegedy [NS94], we can embed $\mathrm{OR}_{b s(f)}$ in $f$ (with the promise that the weight of the OR's input is 0 or 1 ), while on the other hand we know that the classical bounded-error query complexity $R_{2}(f)$ is upperbounded by $b s(f)^{3}\left[\mathrm{BBC}^{+} 01\right]$. This implies the following.
6.1.3. Proposition. For every total Boolean f: Every randomized algorithm for $f^{(k)}$ using $T \leq \alpha k R_{2}(f)^{1 / 3}$ queries has success probability $\sigma \leq 2^{-\Omega(k)}$.

This theorem falls short of a true strong direct product theorem in having $R_{2}(f)^{1 / 3}$ instead of $R_{2}(f)$ in the resource bound. However, the other two main aspects of a DPT remain valid: the linear dependence of the resources on $k$ and the exponential decay of the success probability.

Quantum query complexity Next we turn our attention to quantum algorithms. Buhrman et al. [BNRW05] actually proved that roughly $k$ times the resources for one instance suffices to compute $f^{(k)}$ with success probability close to 1 , rather than exponentially small: $Q_{2}\left(f^{(k)}\right)=O\left(k Q_{2}(f)\right)$, where $Q_{2}(f)$ denotes the quantum bounded-error query complexity of $f$ (such a result is not known to hold in the classical world). For instance, $Q_{2}\left(\mathrm{OR}_{n}\right)=\Theta(\sqrt{n})$ by algorithm Grover search, so $O(k \sqrt{n})$ quantum queries suffice to compute $\mathrm{OR}_{n}^{(k)}$
with high success probability. In Section 6.3 we show that if we make the number of queries slightly smaller, the best-achievable success probability suddenly becomes exponentially small.

### 6.1.4. Proposition. (DPT FOR QUANTUM QUERY COMPLEXity)

Every quantum algorithm for $\mathrm{OR}_{n}^{(k)}$ using $T \leq \alpha k \sqrt{n}$ queries has success probability $\sigma \leq 2^{-\Omega(k)}$.

Our proof uses the polynomial method $\left[\mathrm{BBC}^{+} 01\right]$ and is completely different from the classical proof. The polynomial method was also used by Aaronson [Aar04a] in his proof of a weaker quantum direct product theorem for the search problem, mentioned above. Our proof takes its starting point from his proof, analyzing the degree of a single-variate polynomial that is 0 on $\{0, \ldots, k-$ $1\}$, at least $\sigma$ on $k$, and between 0 and 1 on $\{0, \ldots, k n\}$. The difference between his proof and ours is that we partially factor this polynomial, which gives us some nice extra properties over Aaronson's approach of differentiating the polynomial, and we use a strong result of Coppersmith and Rivlin [CR92]. In both cases (different) extremal properties of Chebyshev polynomials finish the proofs.

Again, using block sensitivity we can obtain a weaker result for all total Boolean functions.
6.1.5. Proposition. For every total Boolean f: Every quantum algorithm for $f^{(k)}$ using $T \leq \alpha k Q_{2}(f)^{1 / 6}$ queries has success probability $\sigma \leq 2^{-\Omega(k)}$.

We also prove a slightly stronger direct product theorem for threshold functions. This result is worse than the DPT for OR in applying only to 1 -sided error quantum algorithms, those are algorithms whose 1-bits in the $k$-bit output vector are always correct; but it's better in giving a much stronger upper bound on the success probability. In Chapter 7, we develop a new version of the quantum adversary method and prove a proper DPT for all threshold functions, however we have not been able to prove it using the polynomial method. Let $\mathrm{Thr}_{t, n}$ denote the $t$-threshold function on $n$ bits.
6.1.6. Proposition. Every 1-sided error quantum algorithm for $\operatorname{Thr}_{t, n}^{(k)}$ using $T \leq \alpha k Q_{2}\left(\mathrm{Thr}_{t, n}\right)$ queries has success probability $\sigma \leq 2^{-\Omega(k t)}$.

A similar theorem can be proven for the $k$-fold $t$-search problem, where in each of $k$ inputs of $n$ bits, we want to find at least $t$ ones. The different error bounds $2^{-\Omega(k t)}$ and $2^{-\Omega(k)}$ for 1 -sided and 2 -sided error algorithms intuitively say that imposing the 1 -sided error constraint makes deciding each of the $k$ individual $t$-threshold problems as hard as actually finding $t$ ones in each of the $k$ inputs.

Quantum communication complexity The third and last setting where we establish a strong direct product theorem is quantum communication complexity. Suppose Alice has an $n$-bit input $x$ and Bob has an $n$-bit input $y$. These $x$ and $y$ represent sets, and $\operatorname{Disj}_{n}(x, y)=1$ if and only if those sets are disjoint. Note that $\operatorname{Disj}_{n}$ is the negation of $\mathrm{OR}_{n}(x \wedge y)$, where $x \wedge y$ is the $n$-bit string obtained by bitwise AND-ing $x$ and $y$. In many ways, $\operatorname{Disj}_{n}$ has the same central role in communication complexity as $\mathrm{OR}_{n}$ has in query complexity. In particular, it is co-NP complete [BFS86]. The communication complexity of Disj ${ }_{n}$ has been well studied: it takes $\Theta(n)$ bits of communication in the classical world [KS92, Raz92] and $\Theta(\sqrt{n})$ in the quantum world [BCW98, HW02, AA03, Raz03]. For the case where Alice and Bob want to compute $k$ instances of Disjointness, we establish a strong direct product theorem in Section 6.4.

### 6.1.7. Proposition. (DPT for quantum communication complexity)

 Every quantum protocol for $\operatorname{Disj}{ }_{n}^{(k)}$ using $T \leq \alpha k \sqrt{n}$ qubits of communication has success probability $\sigma \leq 2^{-\Omega(k)}$.Our proof uses Razborov's [Raz03] lower-bound technique to translate the quantum protocol to a polynomial, at which point the polynomial results established for the quantum query DPT take over. We can obtain similar results for other symmetric predicates. The same bound was later obtained independently by Beame et al. [BPSW05, Corollary 9] for classical protocols under a specific input distribution, as a corollary of their strong direct product theorem for corruption. We conjecture that the optimal result in the classical case has a communication bound of $\alpha k n$ rather than $\alpha k \sqrt{n}$, but cannot prove this.

The stronger direct product theorem for 1-sided error threshold functions can also be translated to the communication setting.

Parity of the outcomes One may also consider algorithms that compute the parity of the $k$ outcomes instead of the vector of $k$ outcomes. This issue has been well studied, particularly in circuit complexity, and generally goes under the name of XOR lemmas [Yao82, GNW95]. In this chapter we focus mostly on the vector version, but we can prove similar strong bounds for the parity version. In particular, we state a classical strong XOR lemma in Section 6.2.3 and can get similar strong XOR lemmas for the quantum case using the technique of Cleve et al. [CDNT98, Section 3]. They show how the ability to compute the parity of any subset of $k$ bits with probability $1 / 2+\varepsilon$, suffices to compute the full $k$-vector with probability $4 \varepsilon^{2}$. Hence our strong quantum direct product theorems imply strong quantum XOR lemmas.

### 6.2 Classical DPT for OR

In this section we prove a strong direct product theorem for classical randomized algorithms computing $k$ independent instances of $\mathrm{OR}_{n}$. By Yao's principle [Yao77], it is sufficient to prove it for deterministic algorithms under a fixed hard input distribution.

### 6.2.1 Non-adaptive algorithms

We first establish a strong direct product theorem for non-adaptive algorithms. We call an algorithm non-adaptive if, for each of the $k$ input blocks, the maximum number of queries in that block is fixed before the first query. Note that this definition is non-standard in fixing only the number of queries in each block, rather than fixing all queried indices in advance. Let $\operatorname{Suc}_{t, \mu}(f)$ be the success probability of the best algorithm for $f$ under $\mu$ that queries at most $t$ input bits.
6.2.1. Lemma. Let $f:\{0,1\}^{n} \rightarrow\{0,1\}$ and $\mu$ be an input distribution. Every non-adaptive deterministic algorithm for $f^{(k)}$ under $\mu^{k}$ using $T \leq k t$ queries has success probability $\sigma \leq \operatorname{Suc}_{t, \mu}(f)^{k}$.

Proof. The proof has two steps. First, we prove by induction that non-adaptive algorithms for $f^{(k)}$ under general product distribution $\mu_{1} \times \cdots \times \mu_{k}$ that spend $t_{i}$ queries in the $i^{\text {th }}$ input $x^{i}$ have success probability at most $\prod_{i=1}^{k} \operatorname{Suc}_{t_{i}, \mu_{i}}(f)$. Second, we argue that, when $\mu_{i}=\mu$, the value is maximal for $t_{i}=t$.

Following [Sha01, Lemma 7], we prove the first part by induction on $T=$ $t_{1}+\cdots+t_{k}$. If $T=0$, then the algorithm has to guess $k$ independent random variables $x^{i} \sim \mu_{i}$. The probability of success is equal to the product of the individual success probabilities, that is $\prod_{i=1}^{k} \operatorname{Suc}_{0, \mu_{i}}(f)$.

For the induction step $T \Rightarrow T+1$ : pick some $t_{i} \neq 0$ and consider two input distributions $\mu_{i, 0}^{\prime}$ and $\mu_{i, 1}^{\prime}$ obtained from $\mu_{i}$ by fixing the queried bit $x_{j}^{i}$ (the $j^{\text {th }}$ bit in the $i^{\text {th }}$ input). By the induction hypothesis, for each value $b \in\{0,1\}$, there is an optimal non-adaptive algorithm $A_{b}$ that achieves the success probability $\operatorname{Suc}_{t_{i}-1, \mu_{i, b}^{\prime}}(f) \cdot \prod_{j \neq i} \operatorname{Suc}_{t_{j}, \mu_{j}}(f)$. We construct a new algorithm $A$ that calls $A_{b}$ as a subroutine after it has queried $x_{j}^{i}$ with $b$ as an outcome. $A$ is optimal and it has success probability

$$
\left(\sum_{b=0}^{1} \operatorname{Pr}_{\mu_{i}}\left[x_{j}^{i}=b\right] \cdot \operatorname{Suc}_{t_{i}-1, \mu_{i, b}^{\prime}}(f)\right) \cdot \prod_{j \neq i} \operatorname{Suc}_{t_{j}, \mu_{j}}(f)=\prod_{i=1}^{k} \operatorname{Suc}_{t_{i}, \mu_{i}}(f) .
$$

Since we are dealing with non-adaptive algorithms here, symmetry reasons imply: if all $k$ instances $x^{i}$ are independent and identically distributed, then the optimal distribution of queries $t_{1}+\cdots+t_{k}=k t$ is uniform, that is $t_{i}=t$. (Note that counterexamples to the analogous property for the general non-adaptive case,
like the ones given in Remark 6.2.2 below, do not apply here.) In such a case, the algorithm achieves the success probability $\operatorname{Suc}_{t, \mu}(f)^{k}$.

### 6.2.2 Adaptive algorithms

In this section we prove a similar statement also for adaptive algorithms.
6.2.2. Remark. The strong direct product theorem is not always true for adaptive algorithms. Following [Sha01], define $h(x)=x_{1} \vee\left(x_{2} \oplus \cdots \oplus x_{n}\right)$. Clearly $\operatorname{Suc}_{\frac{2}{3} n, \mu}(h)=\frac{3}{4}$ for $\mu$ uniform. By the Chernoff bound, $\operatorname{Suc}_{\frac{2}{3} n k, \mu^{k}}\left(h^{(k)}\right)=1-$ $2^{-\Omega(k)}$, because approximately half of the blocks can be solved using just 1 query and the unused queries can be used to answer exactly also the other half of the blocks.

However, the strong direct product theorem is valid for $\mathrm{OR}_{n}^{(k)}$ under $\nu^{k}$, where $\nu\left(0^{n}\right)=\frac{1}{2}$ and $\nu\left(e_{i}\right)=\frac{1}{2 n}$ for $e_{i}$ an $n$-bit string that contains a 1 only at the $i^{\text {th }}$ position. It is simple to prove that $\mathrm{Suc}_{\alpha n, \nu}\left(\mathrm{OR}_{n}\right)=\frac{\alpha+1}{2}$. Non-adaptive algorithms for $\mathrm{OR}_{n}^{(k)}$ under $\nu^{k}$ with $\alpha k n$ queries thus have $\sigma \leq\left(\frac{\alpha+1}{2}\right)^{k}=2^{-\log _{2}\left(\frac{2}{\alpha+1}\right) k}$. We can achieve any $\gamma<1$ by choosing $\alpha$ sufficiently small. Here we prove that adaptive algorithms cannot be much better. Without loss of generality, we assume:

1. The adaptive algorithm is deterministic. By Yao's principle [Yao77], if there exists a randomized algorithm with success probability $\sigma$ under some input distribution, then there exists a deterministic algorithm with success probability $\sigma$ under that distribution.
2. Whenever the algorithm finds a 1 in some input block, it stops querying that block.
3. The algorithm spends the same number of queries in all blocks where it does not find a 1 . This is optimal due to the symmetry between the blocks (we omit the straightforward calculation that justifies this). It implies that the algorithm spends at least as many queries in each empty input block as in each non-empty block.
6.2.3. Lemma. If there is an adaptive T-query algorithm $A$ computing $\mathrm{OR}_{n}^{(k)}$ under $\nu^{k}$ with success probability $\sigma$, then there is a non-adaptive $3 T$-query algorithm $A^{\prime}$ computing $\mathrm{OR}_{n}^{(k)}$ with success probability $\sigma-2^{-\Omega(k)}$.

Proof. Let $Z$ be the number of empty blocks. $\mathrm{E}[Z]=\frac{k}{2}$ and, by the Chernoff bound, $\delta=\operatorname{Pr}\left[Z<\frac{k}{3}\right]=2^{-\Omega(k)}$. If $Z \geq \frac{k}{3}$, then $A$ spends at most $\frac{3 T}{k}$ queries in each empty block. Define non-adaptive $A^{\prime}$ that spends $\frac{3 T}{k}$ queries in each block.

Then $A^{\prime}$ queries all the positions that $A$ queries, and maybe some more. Compare the overall success probabilities of $A$ and $A^{\prime}$ :

$$
\begin{aligned}
\sigma_{A}= & \operatorname{Pr}\left[Z<\frac{k}{3}\right] \cdot \operatorname{Pr}\left[A \text { succeeds } \left\lvert\, Z<\frac{k}{3}\right.\right] \\
& +\operatorname{Pr}\left[Z \geq \frac{k}{3}\right] \cdot \operatorname{Pr}\left[A \text { succeeds } \left\lvert\, Z \geq \frac{k}{3}\right.\right] \\
\leq & \delta \cdot 1+\operatorname{Pr}\left[Z \geq \frac{k}{3}\right] \cdot \operatorname{Pr}\left[A^{\prime} \text { succeeds } \left\lvert\, Z \geq \frac{k}{3}\right.\right] \\
\leq & \delta+\sigma_{A^{\prime}} .
\end{aligned}
$$

We conclude that $\sigma_{A^{\prime}} \geq \sigma_{A}-\delta$. (Remark. By replacing the $\frac{k}{3}$-bound on $Z$ by a $\beta k$-bound for some $\beta>0$, we can obtain arbitrary $\gamma<1$ in the exponent $\delta=2^{-\gamma k}$, while the number of queries of $A^{\prime}$ becomes $T / \beta$.)

Combining the two lemmas establishes the following theorem.
6.2.4. Theorem (DPT FOR OR). For every $0<\gamma<1$, there exists an $\alpha>$ 0 such that every randomized algorithm for $\mathrm{OR}_{n}^{(k)}$ using $T \leq \alpha k n$ queries has success probability $\sigma \leq 2^{-\gamma k}$.

### 6.2.3 A bound for the parity of the outcomes

Here we give a strong direct product theorem for the parity of $k$ independent instances of $\mathrm{OR}_{n}$. The parity is a Boolean variable, hence we can always guess it with probability at least $\frac{1}{2}$. However, we prove that the advantage (instead of the success probability) of our guess must be exponentially small.

Let $X$ be a random bit with $\operatorname{Pr}[X=1]=p$. We define the advantage of $X$ by Advantage $(X)=|2 p-1|$. Note that a uniformly distributed random bit has advantage 0 and a bit known with certainty has advantage 1 . It is well known that if $X_{1}, \ldots, X_{k}$ are independent random bits, then Advantage $\left(X_{1} \oplus \cdots \oplus X_{k}\right)=$ $\prod_{i=1}^{k}$ Advantage $\left(X_{i}\right)$. Compare this with the fact that the probability of guessing correctly the complete vector $\left(X_{1}, \ldots, X_{k}\right)$ is the product of the individual probabilities.

We have proved a lower bound for the computation of $\mathrm{OR}_{n}^{(k)}$ (vector of OR's). By the same technique, replacing the success probability by the advantage in all claims and proofs, we can also prove a lower bound for the computation of $\mathrm{OR}_{n}^{\oplus k}$ (parity of OR's).
6.2.5. Theorem (DPT for parity of OR's). For every $0<\gamma<1$, there exists an $\alpha>0$ such that every randomized algorithm for $\mathrm{OR}_{n}^{\oplus k}$ using $T \leq \alpha k n$ queries has advantage $\tau \leq 2^{-\gamma k}$.

### 6.2.4 A bound for all functions

Here we show that the strong direct product theorem for OR actually implies a weaker direct product theorem for all functions. In this weaker version, the
success probability of computing $k$ instances still goes down exponentially with $k$, but we need to start from a polynomially smaller bound on the overall number of queries.

Recall Definition 2.5.4 of block sensitivity. Block sensitivity is closely related to deterministic and bounded-error classical query complexity as follows.
6.2.6. Theorem ([Nis91, $\left.\left.\mathrm{BBC}^{+} 01\right]\right) . R_{2}(f)=\Omega(b s(f))$ for all $f, D(f) \leq$ bs $(f)^{3}$ for all total Boolean $f$.

Nisan and Szegedy [NS94] showed how to embed a $b s(f)$-bit OR function (with the promise that the input has weight at most 1) into $f$. Combined with our strong direct product theorem for OR, this implies a direct product theorem for all functions in terms of their block sensitivity.
6.2.7. Theorem. For every $0<\gamma<1$, there exists an $\alpha>0$ such that for every $f$, every classical algorithm for $f^{(k)}$ using $T \leq \alpha k b s(f)$ queries has success probability $\sigma \leq 2^{-\gamma k}$.

This is optimal whenever $R_{2}(f)=\Theta(b s(f))$, which is the case for most functions. For total functions, the gap between $R_{2}(f)$ and $b s(f)$ is not more than cubic $\left[\mathrm{BBC}^{+} 01\right]$.
6.2.8. Corollary. For every $0<\gamma<1$, there exists an $\alpha>0$ such that for every total Boolean $f$, every classical algorithm for $f^{(k)}$ using $T \leq \alpha k R_{2}(f)^{1 / 3}$ queries has success probability $\sigma \leq 2^{-\gamma k}$.

### 6.3 Quantum DPT for OR

In this section we prove strong direct product theorems for quantum algorithms computing $k$ independent instances of OR, and for quantum algorithms computing $k$ independent instances of 1 -sided error threshold functions. Our proofs rely on the polynomial method of $\left[\mathrm{BBC}^{+} 01\right]$; see Section 2.6.

### 6.3.1 Bounds on polynomials

We use three results about polynomials, also used in [BCWZ99]. The first is by Coppersmith and Rivlin [CR92, p. 980] and gives a general bound for polynomials bounded by 1 at integer points.
6.3.1. Theorem (Coppersmith \& Rivlin [CR92]). Every polynomial p that has degree $d \leq n$ and absolute value

$$
|p(i)| \leq 1 \text { for all integers } i \in[0, n]
$$

satisfies

$$
|p(x)|<a e^{b d^{2} / n} \text { for all real } x \in[0, n]
$$

where $a, b>0$ are universal constants (no explicit values for $a$ and $b$ are given in [CR92]).

The other two results concern the Chebyshev polynomials $T_{d}$, defined by (see for example [Riv90]):

$$
T_{d}(x)=\frac{1}{2}\left(\left(x+\sqrt{x^{2}-1}\right)^{d}+\left(x-\sqrt{x^{2}-1}\right)^{d}\right) .
$$

$T_{d}$ has degree $d$ and its absolute value $\left|T_{d}(x)\right|$ is bounded by 1 if $x \in[-1,1]$. On the interval $[1, \infty), T_{d}$ exceeds all others polynomials with those two properties ([Riv90, p.108] and [Pat92, Fact 2]).
6.3.2. Theorem. If $q$ is a polynomial of degree $d$ such that $|q(x)| \leq 1$ for all $x \in[-1,1]$ then $|q(x)| \leq\left|T_{d}(x)\right|$ for all $x \geq 1$.

Paturi [Pat92, before Fact 2] proved the following:
6.3.3. Lemma (Paturi [Pat92]). $T_{d}(1+\mu) \leq e^{2 d \sqrt{2 \mu+\mu^{2}}}$ for all $\mu \geq 0$.

Proof. For $x=1+\mu: T_{d}(x) \leq\left(x+\sqrt{x^{2}-1}\right)^{d}=\left(1+\mu+\sqrt{2 \mu+\mu^{2}}\right)^{d} \leq$ $\left(1+2 \sqrt{2 \mu+\mu^{2}}\right)^{d} \leq e^{2 d \sqrt{2 \mu+\mu^{2}}}$ (using that $1+z \leq e^{z}$ for all real $z$ ).

Key lemma The following key lemma is the basis for our direct product theorems for the OR function.
6.3.4. Lemma. Suppose $p$ is a degree-D polynomial such that for some $\delta \geq 0$

$$
\begin{aligned}
p(i) & \in[-\delta, \delta] & & \text { for all } i \in\{0, \ldots, k-1\} \\
p(k) & =\sigma & & \\
p(i) & \in[-\delta, 1+\delta] & & \text { for all } i \in\{0, \ldots, N\}
\end{aligned}
$$

Then for every integer $1 \leq C<N-k$ and $\mu=\frac{2 C}{N-k-C}$ we have

$$
\begin{aligned}
\sigma \leq & a\left(1+\delta+\frac{\delta(2 N)^{k}}{(k-1)!}\right) \\
& \cdot \exp \left(\frac{b(D-k)^{2}}{(N-k-C)}+2(D-k) \sqrt{2 \mu+\mu^{2}}-k \ln \left(\frac{C}{k}\right)\right)+\delta k 2^{k-1}
\end{aligned}
$$

where $a, b$ are the constants given by Theorem 6.3.1.

Before establishing this gruesome bound, let us reassure the reader by noting that we will apply this lemma with $\delta$ either 0 or negligibly small, $D=\alpha \sqrt{k N}$ for sufficiently small $\alpha$, and $C=k e^{\gamma+1}$, giving

$$
\sigma \leq \exp \left(\left(b \alpha^{2}+4 \alpha e^{\gamma / 2+1 / 2}-1-\gamma\right) k\right) \leq e^{-\gamma k} \leq 2^{-\gamma k}
$$

Proof of Lemma 6.3.4. Divide $p$ with remainder by $\prod_{j=0}^{k-1}(x-j)$ to obtain

$$
p(x)=q(x) \prod_{j=0}^{k-1}(x-j)+r(x)
$$

where $d=\operatorname{deg}(q)=D-k$ and $\operatorname{deg}(r) \leq k-1$. We know that $r(x)=p(x) \in[-\delta, \delta]$ for all $x \in\{0, \ldots, k-1\}$. Decompose $r$ as a linear combination of polynomials $e_{i}$, where $e_{i}(i)=1$ and $e_{i}(x)=0$ for $x \in\{0, \ldots, k-1\}-\{i\}$.

$$
r(x)=\sum_{i=0}^{k-1} p(i) e_{i}(x)=\sum_{i=0}^{k-1} p(i) \prod_{\substack{j=0 \\ j \neq i}}^{k-1} \frac{x-j}{i-j}
$$

We bound the values of $r$ for all real $x \in[0, N]$ by

$$
\begin{aligned}
|r(x)| & \leq \sum_{i=0}^{k-1} \frac{|p(i)|}{i!(k-1-i)!} \prod_{\substack{j=0 \\
j \neq i}}^{k-1}|x-j| \\
& \leq \frac{\delta}{(k-1)!} \sum_{i=0}^{k-1}\binom{k-1}{i} N^{k} \leq \frac{\delta(2 N)^{k}}{(k-1)!}, \\
|r(k)| & \leq \delta k 2^{k-1} .
\end{aligned}
$$

This implies the following about the values of the polynomial $q$ :

$$
\begin{aligned}
|q(k)| & \geq \frac{\sigma-\delta k 2^{k-1}}{k!} \\
|q(i)| & \leq \frac{(i-k)!}{i!}\left(1+\delta+\frac{\delta(2 N)^{k}}{(k-1)!}\right) \quad \text { for } i \in\{k, \ldots, N\}
\end{aligned}
$$

In particular,

$$
|q(i)| \leq C^{-k}\left(1+\delta+\frac{\delta(2 N)^{k}}{(k-1)!}\right)=A \quad \text { for } i \in\{k+C, \ldots, N\}
$$

Theorem 6.3.1 implies that there are constants $a, b>0$ such that

$$
|q(x)| \leq A \cdot a e^{b d^{2} /(N-k-C)}=B \quad \text { for all real } x \in[k+C, N]
$$

We now divide $q$ by $B$ to normalize it, and re-scale the interval $[k+C, N]$ to $[1,-1]$ to get a degree- $d$ polynomial $t$ satisfying

$$
\begin{aligned}
|t(x)| & \leq 1 & & \text { for all } x \in[-1,1] \\
t(1+\mu) & =\frac{q(k)}{B} & & \text { for } \mu=\frac{2 C}{N-k-C}
\end{aligned}
$$

Since $t$ cannot grow faster than the degree- $d$ Chebyshev polynomial, we get

$$
t(1+\mu) \leq T_{d}(1+\mu) \leq e^{2 d \sqrt{2 \mu+\mu^{2}}}
$$

Combining our upper and lower bounds on $t(1+\mu)$, we obtain

$$
\frac{\left(\sigma-\delta k 2^{k-1}\right) / k!}{C^{-k}\left(1+\delta+\frac{\delta(2 N)^{k}}{(k-1)!}\right) a e^{b d^{2} /(N-k-C)}} \leq e^{2 d \sqrt{2 \mu+\mu^{2}}}
$$

Rearranging gives the bound.

Extended key lemma For the threshold function, we need the following more general version of the key lemma. It analyzes polynomials that are 0 on the first $m$ integer points, and that significantly "jump" a bit later. We do not merge these two key lemmas for the sake of simplicity of the proofs. The second lemma allows for a more variable jump in the polynomial, on the other hand it requires the polynomial to be exactly zero at small integer values. The statement actually holds even when the values of the polynomial at small integer values are exponentially smaller than $\sigma$, rather than equal to 0 . We do not need such a generalized version here, hence we rather simplify the statement.
6.3.5. Lemma. Suppose $E, N, m$ are integers satisfying $10 \leq E \leq \frac{N}{2 m}$, and let $p$ be a degree-D polynomial such that

$$
\begin{aligned}
p(i) & =0 & & \text { for all } i \in\{0, \ldots, m-1\} \\
p(8 m) & =\sigma & & \\
p(i) & \in[0,1] & & \text { for all } i \in\{0, \ldots, N\} .
\end{aligned}
$$

Then $\sigma \leq 2^{O\left(D^{2} / N+D \sqrt{E m / N}-m \log E\right)}$.
Proof. Divide $p$ by $\prod_{j=0}^{m-1}(x-j)$ to obtain

$$
p(x)=q(x) \prod_{j=0}^{m-1}(x-j)
$$

where $d=\operatorname{deg}(q)=D-m$. This implies the following about the values of the polynomial $q$ :

$$
\begin{aligned}
|q(8 m)| & \geq \frac{\sigma}{(8 m)^{m}}, \\
|q(i)| & \leq \frac{1}{((E-1) m)^{m}} \quad \text { for } i \in\{E m, \ldots, N\}
\end{aligned}
$$

Theorem 6.3.1 implies that there are constants $a, b>0$ such that

$$
|q(x)| \leq \frac{a}{((E-1) m)^{m}} e^{b d^{2} /(N-E m)}=B \quad \text { for all real } x \in[E m, N]
$$

We now divide $q$ by $B$ to normalize it, and re-scale the interval $[E m, N]$ to $[1,-1]$ to get a degree- $d$ polynomial $t$ satisfying

$$
\begin{array}{rlrl}
|t(x)| & \leq 1 & \text { for all } x \in[-1,1] \\
t(1+\mu) & =\frac{q(8 m)}{B} & & \text { for } \mu=\frac{2(E-8) m}{N-E m}
\end{array}
$$

Since $t$ cannot grow faster than the degree- $d$ Chebyshev polynomial, we have

$$
t(1+\mu) \leq e^{2 d \sqrt{2 \mu+\mu^{2}}}
$$

Combining our upper and lower bounds on $t(1+\mu)$ gives

$$
\frac{\sigma}{(8 m)^{m}} \cdot \frac{((E-1) m)^{m}}{a e^{O\left(d^{2} / N\right)}} \leq e^{O(d \sqrt{E m / N})}
$$

which implies the lemma.

### 6.3.2 Consequences for quantum algorithms

The previous result about polynomials implies a strong tradeoff between queries and success probability for quantum algorithms that have to find $k$ ones in an $N$-bit input. A 1 -sided error $k$-threshold algorithm with success probability $\sigma$ is an algorithm on $N$-bit input $x$, that outputs 0 with certainty if $|x|<k$, and outputs 1 with probability at least $\sigma$ if $|x|=k$.
6.3.6. Theorem. For every $\gamma>0$, there exists an $\alpha>0$ such that every 1 sided error quantum $k$-threshold algorithm using $T \leq \alpha \sqrt{k N}$ queries has success probability $\sigma \leq 2^{-\gamma k}$.

Proof. Fix $\gamma>0$ and consider a 1 -sided error $T$-query $k$-threshold algorithm. By Theorem 2.6.2, its acceptance probability is an $N$-variate polynomial of degree $D \leq 2 T \leq 2 \alpha \sqrt{k N}$ and can be symmetrized to a single-variate polynomial $p$ with the following properties:

$$
\begin{array}{ll}
p(i)=0 & \\
p(k) \geq \sigma & \text { if } i \in\{0, \ldots, k-1\} \\
p(i) \in[0,1] & \\
\text { for all } i \in\{0, \ldots, N\}
\end{array}
$$

Choosing $\alpha>0$ sufficiently small and $\delta=0$, the result follows from Lemma 6.3.4.

Unordered search The above statement implies a strong direct product theorem for $k$ instances of the $n$-bit search problem. For each such instance, the goal is to find the index of a 1-bit among the $n$ inputs bits of the instance (or to report that none exists). We already studied this problem in the introductory section as Problem 1.3.1.
6.3.7. Theorem (DPT for Search). For every $\gamma>0$, there exists an $\alpha>0$ such that every quantum algorithm for $\operatorname{Search}_{n}^{(k)}$ using $T \leq \alpha k \sqrt{n}$ queries has success probability $\sigma \leq 2^{-\gamma k}$.

Proof. Set $N=k n$, fix a $\gamma>0$ and a $T$-query algorithm $A$ for $\operatorname{Search}_{n}^{(k)}$ with success probability $\sigma$. Now consider the following algorithm that acts on an $N$-bit input $x$.

1. Apply a random permutation $\pi$ to $x$.
2. Run $A$ on $\pi(x)$.
3. Query each of the $k$ positions that $A$ outputs, and return 1 if and only if at least $\frac{k}{2}$ of those bits are 1 .

This uses $T+k$ queries. We will show that it is a 1 -sided error $\frac{k}{2}$-threshold algorithm. First, if $|x|<\frac{k}{2}$, it always outputs 0 . Second, consider the case $|x|=\frac{k}{2}$. The probability that $\pi$ puts all $\frac{k}{2}$ ones in distinct $n$-bit blocks is

$$
\frac{N}{N} \cdot \frac{N-n}{N-1} \cdots \frac{N-\frac{k}{2} n}{N-\frac{k}{2}} \geq\left(\frac{N-\frac{k}{2} n}{N}\right)^{k / 2}=2^{-k / 2}
$$

Hence our algorithm outputs 1 with probability at least $\sigma 2^{-k / 2}$. Choosing $\alpha$ sufficiently small, the previous theorem implies $\sigma 2^{-k / 2} \leq 2^{-(\gamma+1 / 2) k}$, hence $\sigma \leq$ $2^{-\gamma k}$.

Our bounds are quite precise for $\alpha \ll 1$. We can choose $\gamma=2 \log _{2}\left(\frac{1}{\alpha}\right)-O(1)$ and ignore some lower-order terms to get roughly $\sigma \leq \alpha^{2 k}$. On the other hand, it is known that Grover search with $\alpha \sqrt{n}$ queries on an $n$-bit input has success probability roughly $\alpha^{2}$ [BBHT98]. Doing such a search on all $k$ instances gives overall success probability $\alpha^{2 k}$.

The OR function The unordered search problem and OR are closely related.
6.3.8. Theorem (DPT FOR OR). There are $\alpha, \gamma>0$ such that every quantum algorithm for $\mathrm{OR}_{n}^{(k)}$ using $T \leq \alpha k \sqrt{n}$ queries has success probability $\sigma \leq 2^{-\gamma k}$.

Proof. An algorithm $A$ for $\mathrm{OR}_{n}^{(k)}$ with success probability $\sigma$ can be used to build an algorithm $A^{\prime}$ for $\operatorname{Search}_{n}^{(k)^{n}}$ with slightly worse success probability.

1. Run $A$ on the original input and remember which blocks contain a 1 .
2. Run simultaneously (at most $k$ ) binary searches on the nonzero blocks. Iterate this $s=2 \log _{2}\left(\frac{1}{\alpha}\right)$ times. Each iteration is computed by running $A$ on the parts of the blocks that are known to contain a 1 , halving the remaining instance size each time.
3. Run the exact version of Grover search from Corollary 1.3.4 on each of the remaining parts of the instances to look for a one there; each remaining part has size $n / 2^{s}$.

This new algorithm $A^{\prime}$ uses $(s+1) T+\frac{\pi}{4} k \sqrt{n / 2^{s}}=O\left(\alpha \log _{2}\left(\frac{1}{\alpha}\right) k \sqrt{n}\right)$ queries. With probability at least $\sigma^{s+1}, A$ succeeds in all iterations, in which case $A^{\prime}$ solves $\operatorname{Search}_{n}^{(k)}$. By the previous theorem, for every $\gamma^{\prime}>0$ of our choice we can choose $\alpha>0$ such that

$$
\sigma^{s+1} \leq 2^{-\gamma^{\prime} k}
$$

which implies the theorem with $\gamma=\frac{\gamma^{\prime}}{s+1}$.
Choosing our parameters carefully, we can actually show that for every $\gamma<1$ there is an $\alpha>0$ such that $\alpha k \sqrt{n}$ queries give success probability $\sigma \leq 2^{-\gamma k}$. Clearly, $\sigma=2^{-k}$ is achievable without any queries by random guessing.

Threshold functions with 1-sided error Let $\mathrm{Thr}_{t, n}$ denote the $t$-threshold function on $n$ bits. Theorem 6.3.6 uses the key lemma to give a (tight) lower bound for one instance of $\mathrm{Thr}_{k, N}$ with 1 -sided error. Here we use the extended key lemma to obtain a strong direct product theorem for this problem. Note that we are changing the names of the variables here. In a way the following statement is a direct product theorem of direct product theorems. We say that an algorithm for $\operatorname{Thr}_{t, n}^{(k)}$ has 1-sided error if the ones in its $k$-bit output vector are always correct.

### 6.3.9. Theorem. (DPT for 1 -sided error Threshold)

There are $\alpha, \gamma>0$ such that every 1 -sided error quantum algorithm for $\operatorname{Thr}_{t, n}^{(k)}$ using $T \leq \alpha k Q_{2}\left(\operatorname{Thr}_{t, n}\right)$ queries has success probability $\sigma \leq 2^{-\gamma k t}$.

Proof. We assume without loss of generality that $t \leq \frac{n}{20}$, the other cases can easily be reduced to this. Corollary 1.5.6 and Corollary 2.4.3 imply that $Q_{2}\left(\operatorname{Thr}_{t, n}\right)=\Theta(\sqrt{t n})$. Consider a quantum algorithm $A$ with $T \leq \alpha k \sqrt{t n}$ queries that computes $\mathrm{Thr}_{t, n}^{(k)}$ with success probability $\sigma$. Roughly speaking, we use $A$ to solve one big threshold problem on the total input, and then invoke the extended key lemma to upper-bound the success probability.

Define a new quantum algorithm $B$ on an input $x$ of $N=k n$ bits as follows. $B$ runs $A$ on a random permutation $\pi(x)$, and then outputs 1 if and only if the $k$-bit output vector has at least $\frac{k}{2}$ ones.

Let $m=\frac{k t}{2}$. Note that if $|x|<m$, then $B$ always outputs 0 because the 1 -sided error output vector must have fewer than $\frac{k}{2}$ ones. Now suppose $|x|=8 m=4 k t$. Call an $n$-bit input block full if $\pi(x)$ contains at least $t$ ones in that block. Let $F$ be the random variable counting how many of the $k$ blocks are full. We claim that $\operatorname{Pr}\left[F \geq \frac{k}{2}\right] \geq \frac{1}{9}$. To prove this, observe that the number $B$ of ones in one fixed block is a random variable distributed according to a hyper-geometric distribution ( $4 k t$ balls into $N$ boxes, $n$ of which count as success) with expectation $\mu=4 t$ and variance $V \leq 4 t$. Using Chebyshev's inequality we bound the probability that this block is not full.

$$
\operatorname{Pr}[B<t] \leq \operatorname{Pr}[|B-\mu|>3 t] \leq \operatorname{Pr}\left[|B-\mu|>\frac{3 \sqrt{t}}{2} \sqrt{V}\right]<\frac{1}{(3 \sqrt{t} / 2)^{2}} \leq \frac{4}{9}
$$

Hence the probability that the block is full $(B \geq t)$ is at least $\frac{5}{9}$. This is true for each of the $k$ blocks, so using linearity of expectation we have

$$
\frac{5 k}{9} \leq \mathrm{E}[F] \leq \operatorname{Pr}\left[F \geq \frac{k}{2}\right] \cdot k+\left(1-\operatorname{Pr}\left[F \geq \frac{k}{2}\right]\right) \cdot \frac{k}{2}
$$

This implies $\operatorname{Pr}\left[F \geq \frac{k}{2}\right] \geq \frac{1}{9}$, as claimed. But then on all inputs with $|x|=8 m$, $B$ outputs 1 with probability at least $\frac{\sigma}{9}$.

Algorithm $B$ uses $\alpha k \sqrt{t n}$ queries. By Theorem 2.6.2 and symmetrization, the acceptance probability of $B$ is a single-variate polynomial $p$ of degree $D \leq 2 \alpha k \sqrt{t n}$ such that

$$
\begin{aligned}
p(i) & =0 & & \text { for all } i \in\{0, \ldots, m-1\} \\
p(8 m) & \geq \frac{\sigma}{9} & & \\
p(i) & \in[0,1] & & \text { for all } i \in\{0, \ldots, N\} .
\end{aligned}
$$

The result now follows by applying Lemma 6.3 .5 with $N=k n, m=\frac{k t}{2}, E=10$, and $\alpha$ a sufficiently small positive constant.

### 6.3.3 A bound for all functions

As in Section 6.2.4, we can extend the strong direct product theorem for OR to a slightly weaker theorem for all total functions. Block sensitivity is closely related to bounded-error quantum query complexity.
6.3.10. THEOREM $\left(\left[\mathrm{BBC}^{+} 01\right]\right) . Q_{2}(f)=\Omega(\sqrt{b s(f)})$ for all $f, D(f) \leq b s(f)^{3}$ for all total Boolean $f$.

By embedding an OR of size $b s(f)$ in $f$, we obtain the following:
6.3.11. Theorem. There are $\alpha, \gamma>0$ such that for every $f$, every quantum algorithm for $f^{(k)}$ using $T \leq \alpha k \sqrt{b s(f)}$ queries has success probability $\sigma \leq 2^{-\gamma k}$.

This is close to optimal whenever $Q_{2}(f)=\Theta(\sqrt{b s(f)})$. For total functions, the gap between $Q_{2}(f)$ and $\sqrt{b s(f)}$ is no more than a $6^{\text {th }}$ power [ $\left.\mathrm{BBC}^{+} 01\right]$.
6.3.12. Corollary. There are $\alpha, \gamma>0$ such that for every total Boolean $f$, every quantum algorithm for $f^{(k)}$ using $T \leq \alpha k Q_{2}(f)^{1 / 6}$ queries has success probability $\sigma \leq 2^{-\gamma k}$.

### 6.4 Quantum DPT for Disjointness

In this section we establish a strong direct product theorem for quantum communication complexity, specifically for protocols that compute $k$ independent instances of the Disjointness problem. Our proof relies crucially on the beautiful technique that Razborov introduced to establish a lower bound on the quantum communication complexity of (one instance of) Disjointness [Raz03]. It allows us to translate a quantum communication protocol to a single-variate polynomial that represents, roughly speaking, the protocol's acceptance probability as a function of the size of the intersection of $x$ and $y$. Once we have this polynomial, the results from Section 6.3 .1 suffice to establish a strong direct product theorem.

### 6.4.1 Razborov's technique

Razborov's technique relies on the following linear algebraic notions. The spectral norm $\lambda(A)$ of a matrix $A$ is its largest singular value $\sigma_{1}$. The trace inner product (a.k.a. Hilbert-Schmidt inner product) between $A$ and $B$ is $\langle A, B\rangle=\operatorname{Tr}\left(A^{\dagger} B\right)$. The trace norm is $\|A\|_{t r}=\max \{|\langle A, B\rangle|: \lambda(B)=1\}=\sum_{i} \sigma_{i}$, the sum of all singular values of $A$. The Frobenius norm is $\|A\|_{F}=\sqrt{\sum_{i j}|A[i, j]|^{2}}=\sqrt{\sum_{i} \sigma_{i}^{2}}$. The following lemma is implicit in Razborov's paper.
6.4.1. Lemma ([Raz03]). Consider a $Q$-qubit quantum communication protocol on $N$-bit inputs $x$ and $y$, with acceptance probabilities denoted by $P(x, y)$. Define $P(i)=\mathrm{E}_{|x|=|y|=\frac{N}{4},|x \wedge y|=i}[P(x, y)]$, where the expectation is taken uniformly over all $x, y$ that each have weight $\frac{N}{4}$ and that have intersection $i$. For every $d \leq \frac{N}{4}$ there exists a degree-d polynomial $q$ such that $|P(i)-q(i)| \leq 2^{-d / 4+2 Q}$ for all $i \in\left\{0, \ldots, \frac{N}{8}\right\}$.
Proof. We only consider the $\mathcal{N}=\binom{N}{N / 4}$ strings of weight $\frac{N}{4}$. Let $P$ denote the $\mathcal{N} \times \mathcal{N}$ matrix of the acceptance probabilities on these inputs. We know from Yao and Kremer [Yao93, Kre95] that we can decompose $P$ as a matrix product $P=A B$, where $A$ is an $\mathcal{N} \times 2^{2 Q-2}$ matrix with each entry at most 1 in absolute value, and similarly for $B$. Note that $\|A\|_{F},\|B\|_{F} \leq \sqrt{\mathcal{N} 2^{2 Q-2}}$. Using Hölder's inequality we have

$$
\|P\|_{t r} \leq\|A\|_{F} \cdot\|B\|_{F} \leq \mathcal{N} 2^{2 Q-2}
$$

Let $\mu_{i}$ denote the $\mathcal{N} \times \mathcal{N}$ matrix corresponding to the uniform probability distribution on $\{(x, y):|x \wedge y|=i\}$. These combinatorial matrices have been well studied [Knu03]. Note that $\left\langle P, \mu_{i}\right\rangle$ is the expected acceptance probability $P(i)$ of the protocol under that distribution. One can show that the different $\mu_{i}$ commute, so they have the same eigenspaces $E_{0}, \ldots, E_{N / 4}$ and can be simultaneously diagonalized by some orthogonal matrix $U$. For $t \in\left\{0, \ldots, \frac{N}{4}\right\}$, let $\left(U P U^{T}\right)_{t}$ denote the block of $U P U^{T}$ corresponding to $E_{t}$, and $a_{t}=\operatorname{Tr}\left(\left(U P U^{T}\right)_{t}\right)$ be its trace. Then we have

$$
\sum_{t=0}^{N / 4}\left|a_{t}\right| \leq \sum_{j=1}^{\mathcal{N}}\left|\left(U P U^{T}\right)[j, j]\right| \leq\left\|U P U^{T}\right\|_{t r}=\|P\|_{t r} \leq \mathcal{N} 2^{2 Q-2}
$$

where the second inequality is a property of the trace norm.
Let $\lambda_{i, t}$ be the eigenvalue of $\mu_{i}$ in eigenspace $E_{t}$. It is known [Raz03, Section 5.3] that $\lambda_{i, t}$ is a degree- $t$ polynomial in $i$, and that $\left|\lambda_{i, t}\right| \leq 2^{-t / 4} / \mathcal{N}$ for $i \leq \frac{N}{8}$ (the factor $\frac{1}{4}$ in the exponent is implicit in Razborov's paper). Consider the high-degree polynomial $p$ defined by

$$
p(i)=\sum_{t=0}^{N / 4} a_{t} \lambda_{i, t} .
$$

This satisfies

$$
p(i)=\sum_{t=0}^{N / 4} \operatorname{Tr}\left(\left(U P U^{T}\right)_{t}\right) \lambda_{i, t}=\left\langle U P U^{T}, U \mu_{i} U^{T}\right\rangle=\left\langle P, \mu_{i}\right\rangle=P(i)
$$

Let $q$ be the degree- $d$ polynomial obtained by removing the high-degree parts of $p$.

$$
q(i)=\sum_{t=0}^{d} a_{t} \lambda_{i, t}
$$

Then $P$ and $q$ are close on all integers $i$ between 0 and $\frac{N}{8}$.

$$
|P(i)-q(i)|=|p(i)-q(i)|=\left|\sum_{t=d+1}^{N / 4} a_{t} \lambda_{i, t}\right| \leq \frac{2^{-d / 4}}{\mathcal{N}} \sum_{t=0}^{N / 4}\left|a_{t}\right| \leq 2^{-d / 4+2 Q}
$$

which concludes the proof.

### 6.4.2 Consequences for quantum protocols

Combining Razborov's technique with our polynomial bounds we obtain:
6.4.2. Theorem (DPT for Disjointness). There are $\alpha, \gamma>0$ such that every quantum protocol for $\operatorname{Disj}{ }_{n}^{(k)}$ using $Q \leq \alpha k \sqrt{n}$ qubits of communication has success probability $p \leq 2^{-\gamma k}$.

Proof (Sketch). By doing the same trick with $s=2 \log _{2}\left(\frac{1}{\alpha}\right)$ rounds of binary search as for Theorem 6.3.8, we can tweak a protocol for $\mathrm{Disj}_{n}^{(k)}$ to a protocol that satisfies, with $P(i)$ defined as in Lemma 6.4.1, $N=k n$, and $\sigma=p^{s+1}$ :

$$
\begin{array}{ll}
P(i)=0 & \text { if } i \in\{0, \ldots, k-1\} \\
P(k) \geq \sigma & \\
P(i) \in[0,1] & \text { for all } i \in\{0, \ldots, N\}
\end{array}
$$

A subtlety: instead of an exact version of distributed Grover search we use an exact version of the $O(\sqrt{n})$-qubit Disjointness protocol of [AA03]; the [BCW98]protocol would lose a $\log n$-factor. Lemma 6.4.1, using $d=12 Q$, then gives a degree- $d$ polynomial $q$ that differs from $P$ by at most $\delta \leq 2^{-Q}$ on all $i \in$ $\left\{0, \ldots, \frac{N}{8}\right\}$. This $\delta$ is sufficiently small to apply Lemma 6.3.4, which in turn upper-bounds $\sigma$ and hence $p$.

This technique also gives strong direct product theorems for symmetric predicates other than $\mathrm{Disj}_{n}$. As mentioned in the introduction, the same bound was later obtained independently by Beame et al. [BPSW05, Corollary 9] for classical protocols.

### 6.5 Summary

We have proved strong direct product theorems for the OR function in the following settings: randomized query complexity, quantum query complexity, and quantum communication complexity. We have also proved even stronger direct product theorems for 1-sided error threshold functions, and weaker direct product
theorems for all total Boolean functions. Let us conclude with two major open problems.

First, we would like to know whether a strong direct product theorem holds in the query and communication setting for all Boolean functions if we consider worst-case error probability (Shaltiel [Sha01] disproved this for average-case error probability). Second, does a strong direct product theorem hold for the Disjointness function in the setting of classical randomized communication complexity?

## Chapter 7

## A New Adversary Method

This chapter is based on part of the following paper: ${ }^{1}$
[AŠW06] A. Ambainis, R. Špalek, and R. de Wolf. A new quantum lower bound method, with applications to direct product theorems and time-space tradeoffs. In Proceedings of 38th Annual ACM Symposium on Theory of Computing, pages 618-633, 2006.

### 7.1 Introduction

Quantum query lower bounds In Chapter 2, we introduced two lower-bound methods for quantum query complexity: the adversary method [Amb02, Amb03] and the polynomial method $\left[\mathrm{BBC}^{+} 01\right]$. We gave several examples showing that these two methods are in general incomparable. On the one hand, the adversary method proves stronger bounds than the polynomial method for certain iterated functions [Amb03], and also gives tight lower bounds for constant-depth AND-OR trees [Amb02, HMW03], where we do not know how to analyze the polynomial degree.

On the other hand, the polynomial method works well for analyzing zeroerror or low-error quantum algorithms $\left[\mathrm{BBC}^{+} 01, \mathrm{BCWZ99}\right]$ and gives optimal lower bounds for the collision problem and element distinctness [AS04]. As we showed in Section 5.4, the adversary method fails for the latter problem (and also for other problems like triangle-finding), because the best bound provable with it is $\sqrt{\mathrm{C}_{0} \mathrm{C}_{1}}$. Here $\mathrm{C}_{0}$ and $\mathrm{C}_{1}$ are the certificate complexities of the function on zeroinputs and one-inputs. In the case of element distinctness and triangle-finding, one of these complexities is constant. Hence the adversary method in its present

[^2]form(s) can prove at most an $\Omega(\sqrt{n})$ bound, where $n$ is the input size, while the true bound is $\Theta\left(n^{2 / 3}\right)$ [AS04, Amb04] in the case of element distinctness and the best known algorithm for triangle-finding costs $O\left(n^{13 / 20}\right)$ [MSS05]. A second limitation of the adversary method is that it cannot deal well with the case where there are many different possible outputs, and a success probability much smaller than $\frac{1}{2}$ would still be considered good.

A new adversary method In this chapter we describe a new version of the adversary method that does not suffer from the second limitation, and possibly also not from the first-though we have not found an example yet where the new method breaks through the $\sqrt{\mathrm{C}_{0} \mathrm{C}_{1}}$ barrier.

Very roughly speaking, the new method works as follows. We view the algorithm as acting on a 2 -register state space $\mathcal{H}_{A} \otimes \mathcal{H}_{I}$. Here the actual algorithm's operations take place in the first register, while the second contains (a superposition of) the inputs. In particular, the query operation on $\mathcal{H}_{A}$ is now conditioned on the basis states in $\mathcal{H}_{I}$. We start the analysis with a superposition of zero-inputs and one-inputs in the input register, and then track how this register evolves as the computation moves along. Let $\rho_{t}$ be the state of this register (tracing out the $\mathcal{H}_{A}$-register) after making the $t^{\text {th }}$ query. By employing symmetries in the problem's structure, such as invariances of the function under certain permutations of its input, we can decompose the input space into orthogonal subspaces $S_{0}, \ldots, S_{m}$. We can decompose the state accordingly.

$$
\rho_{t}=\sum_{i=0}^{m} p_{t, i} \sigma_{i},
$$

where $\sigma_{i}$ is a density matrix in subspace $S_{i}$. Thus the $t^{\text {th }}$ state can be fully described by a probability distribution $p_{t, 0}, \ldots, p_{t, m}$ that describes how the input register is distributed over the various subspaces. Crucially, only some of the subspaces are good, meaning that the algorithm will only work if most of the amplitude is concentrated in the good subspaces at the end of the computation. At the start of the computation, hardly any amplitude will be in the good subspaces. If we can show that in each query, not too much amplitude can move from the bad subspaces to the good subspaces, then we get a lower bound on the number of queries that have to be done.

This idea was first introduced by Ambainis in [Amb05a] and used there to reprove our strong direct product theorem for the OR function from Section 6.3. In this chapter we extend it and use it to prove direct product theorems for all symmetric functions.

Direct product theorems for symmetric functions Consider an algorithm that simultaneously needs to compute $k$ independent instances of a function $f$ (denoted $f^{(k)}$ ). Direct product theorems deal with the optimal tradeoff between
the resources and success probability of such algorithms. We examined in Section 6.2 and Section 6.3 the case where the resource is query complexity and $f$ is the OR function, and proved an optimal DPT both for classical algorithms and for quantum algorithms.

Here we generalize these results to the case where $f$ can be any symmetric function, that is a function depending only on the Hamming weight $|x|$ of its input. In the case of classical algorithms the situation is quite simple. Every $n$-bit symmetric function $f$ has classical bounded-error query complexity $R_{2}(f)=\Theta(n)$ and block sensitivity $b s(f)=\Theta(n)$, hence an optimal classical DPT follows immediately from Theorem 6.2.4. Classically, all symmetric functions essentially cost the same in terms of query complexity. This is different in the quantum world. For instance, the OR function has bounded-error quantum query complexity $Q_{2}(\mathrm{OR})=\Theta(\sqrt{n})$, while parity needs $\frac{n}{2}$ quantum queries; see Example 2.7.1. If $f$ is the $t$-threshold function $\left(\operatorname{Thr}_{t, n}(x)=1\right.$ if and only if $|x| \geq t$ ), then $Q_{2}\left(\operatorname{Thr}_{t, n}\right)=\Theta(\sqrt{t(n-t+1)})$; see Corollary 1.5.6 for an upper bound and Corollary 2.4.3 for a lower bound, also for the OR function with $t=1$.

Our main result is an essentially optimal quantum DPT for all symmetric functions.

### 7.1.1. Theorem. (Quantum DPT for symmetric functions)

There is a constant $\alpha>0$ such that for every symmetric $f$ and every positive integer $k$ : Every 2-sided error quantum algorithm for $f^{(k)}$ using $T \leq \alpha k Q_{2}(f)$ queries has success probability $\sigma \leq 2^{-\Omega(k)}$.

Our new direct product theorem generalizes the polynomial-based DPT for the OR function from Theorem 6.3.8, but our current proof uses the above-mentioned version of the adversary method. The new DPT should also be contrasted to the DPT for threshold functions from Theorem 6.3.9, which gives a much stronger bound on the success probability, but only holds for 1 -sided error algorithms.

### 7.2 Quantum DPT for symmetric functions

The main result of this chapter is the proof of Theorem 7.1.1 above. In this section we give an outline of the proof. Most of the proofs of technical claims are deferred to the following sections.

Implicit threshold Let us first say something about $Q_{2}(f)$ for a symmetric function $f:\{0,1\}^{n} \rightarrow\{0,1\}$. Let $t$ denote the smallest non-negative integer such that $f$ is constant on the interval $|x| \in[t, n-t]$. We call this value $t$ the implicit threshold of $f$. For instance, functions like OR and AND have $t=1$, while parity and majority have $t=\frac{n}{2}$. If $f$ is the $t$-threshold function with $t \leq \frac{n}{2}$, then the implicit threshold is just the threshold. The implicit threshold is related to the
parameter $\Gamma(f)$ introduced by Paturi [Pat92] via $t=\frac{n}{2}-\frac{\Gamma(f)}{2} \pm 1$. It characterizes the bounded-error quantum query complexity of $f: Q_{2}(f)=\Theta(\sqrt{t n})\left[\mathrm{BBC}^{+} 01\right]$. Hence our resource bound in the above theorem will be $\alpha k \sqrt{t n}$ for some small constant $\alpha>0$.

We actually prove a stronger statement, applying to any Boolean function $f$ (total or partial) for which $f(x)=0$ if $|x|=t-1$ and $f(x)=1$ if $|x|=t$.

Input register Let A be an algorithm that computes $k$ instances of this weight-$(t-1)$ versus weight- $t$ problem. We recast A into a different form, using a register that stores the input $x^{1}, \ldots, x^{k}$. Let $\mathcal{H}_{A}$ be the Hilbert space on which A operates. Let $\mathcal{H}_{I}$ be an $\left(\binom{n}{t-1}+\binom{n}{t}\right)^{k}$-dimensional Hilbert space whose basis states correspond to inputs $\left(x^{1}, \ldots, x^{k}\right)$ with Hamming weights $\left|x^{1}\right| \in\{t-1, t\}, \ldots,\left|x^{k}\right| \in$ $\{t-1, t\}$. We transform A into a sequence of transformations on a Hilbert space $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{I}$. A non-query transformation U on $\mathcal{H}_{A}$ is replaced with $\mathrm{U} \otimes \mathrm{I}$ on $\mathcal{H}$. A query is replaced by a transformation O that is equal to $\mathrm{O}_{x^{1}, \ldots, x^{k}} \otimes \mathrm{I}$ on the subspace consisting of states of the form $|s\rangle_{A} \otimes\left|x^{1} \ldots x^{k}\right\rangle_{I}$. This is an extension of the standard model of quantum query complexity from Section 1.2.2 that allows superposition inputs as opposed to allowing only computational basis inputs.

The starting state of the algorithm on Hilbert space $\mathcal{H}$ is $\left|\varphi_{0}\right\rangle=\left|\psi_{\text {start }}\right\rangle_{A} \otimes$ $\left|\psi_{0}\right\rangle_{I}$ where $\left|\psi_{\text {start }}\right\rangle$ is the starting state of A as an algorithm acting on $\mathcal{H}_{A}$ and $\left|\psi_{0}\right\rangle=\left|\psi_{\text {one }}\right\rangle^{\otimes k}$ is a tensor product of $k$ copies of the state $\left|\psi_{\text {one }}\right\rangle$ in which half of the amplitude is on $|x\rangle$ with $|x|=t$, the other half is on $|x\rangle$ with $|x|=t-1$, and any two states $|x\rangle$ with the same $|x|$ have equal amplitudes:

Let $\left|\varphi_{d}\right\rangle$ be the state of the algorithm A , as a sequence of transformations on $\mathcal{H}$, after the $d^{\text {th }}$ query. Let $\rho_{d}$ be the mixed state in $\mathcal{H}_{I}$ obtained from $\left|\varphi_{d}\right\rangle$ by tracing out the $\mathcal{H}_{A}$ register.

Subspaces of the input register We define two decompositions of $\mathcal{H}_{I}$ into a direct sum of subspaces. We have $\mathcal{H}_{I}=\left(\mathcal{H}_{\text {one }}\right)^{\otimes k}$ where $\mathcal{H}_{\text {one }}$ is the input Hilbert space for one instance, with basis states $|x\rangle, x \in\{0,1\}^{n},|x| \in\{t-1, t\}$. Let
and let $\left|\psi_{i_{1}, \ldots, i_{j}}^{1}\right\rangle$ be a similar state with $x_{1}+\cdots+x_{n}=t$ instead of $x_{1}+\cdots+$ $x_{n}=t-1$. Let $T_{j, 0}\left(\right.$ resp. $\left.T_{j, 1}\right)$ be the space spanned by all states $\left|\psi_{i_{1}, \ldots, i_{j}}^{0}\right\rangle$ (resp. $\left|\psi_{i_{1}, \ldots, i_{j}}^{1}\right\rangle$ ) and let $S_{j, a}=T_{j, a} \cap T_{j-1, a}^{\perp}$. For a subspace $S$, we use $\Pi_{S}$ to
denote the projector onto $S$. Let $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a}\right\rangle=\Pi_{T_{j-1, a}^{\perp}}\left|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle$. For $j<t$, let $S_{j,+}$ be the subspace spanned by the states

$$
\frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0}\right\|}+\frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1}\right\|}
$$

and $S_{j,-}$ be the subspace spanned by

$$
\frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0}\right\|}-\frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1}\right\|}
$$

For $j=t$, we define $S_{t,-}=S_{t, 1}$ and there is no subspace $S_{t,+}$. Thus $\mathcal{H}_{\text {one }}=$ $\bigoplus_{j=0}^{t-1}\left(S_{j,+} \oplus S_{j,-}\right) \oplus S_{t,-}$. Let us try to give some intuition. In the spaces $S_{j,+}$ and $S_{j,-}$, we may be said to "know" the positions of $j$ of the ones. In the good subspaces $S_{j,-}$ we have distinguished the zero-inputs from one-inputs by the relative phase, while in the bad subspaces $S_{j,+}$ we have not distinguished them. Accordingly, the algorithm is doing well on this one instance if most of the state sits in the good subspaces $S_{j,-}$.

For the space $\mathcal{H}_{I}$ (representing $k$ independent inputs for our function) and $r_{1}, \ldots, r_{k} \in\{+,-\}$, we define

$$
S_{j_{1}, \ldots, j_{k}, r_{1}, \ldots, r_{k}}=S_{j_{1}, r_{1}} \otimes S_{j_{2}, r_{2}} \otimes \cdots \otimes S_{j_{k}, r_{k}}
$$

Let $\mathcal{S}_{m-}$ be the direct sum of all $S_{j_{1}, \ldots, j_{k}, r_{1}, \ldots, r_{k}}$ such that exactly $m$ of the signs $r_{1}, \ldots, r_{k}$ are equal to - . Then $\mathcal{H}_{I}=\bigoplus_{m} \mathcal{S}_{m-}$. This is the first decomposition.

The above intuition for one instance carries over to $k$ instances: the more minuses the better for the algorithm. Conversely, if most of the input register sits in $S_{m-}$ for low $m$, then its success probability will be small. More precisely, in Section 7.3 we prove the following lemma.
7.2.1. Lemma (Measurement in bad subspaces). Let $\rho$ be the reduced density matrix of $\mathcal{H}_{I}$. If the support of $\rho$ is contained in $\mathcal{S}_{0-} \oplus \mathcal{S}_{1-} \oplus \cdots \oplus \mathcal{S}_{m-}$, then the probability that measuring $\mathcal{H}_{A}$ gives the correct answer is at most $\frac{\sum_{m^{\prime}=0}^{m}\binom{k}{m^{\prime}}}{2^{k}}$.

Note that this probability is exponentially small in $k$ for, say, $m=\frac{k}{3}$. The following consequence of this lemma is proven in Section 7.4.
7.2.2. Corollary (Total success probability). Let $\rho$ be the reduced density matrix of $\mathcal{H}_{I}$. The probability that measuring $\mathcal{H}_{A}$ gives the correct answer is at most

$$
\frac{\sum_{m^{\prime}=0}^{m}\binom{k}{m^{\prime}}}{2^{k}}+4 \sqrt{\operatorname{Tr} \Pi_{\left(\mathcal{S}_{0-\oplus} \mathcal{S}_{1-\oplus} \oplus \oplus \mathcal{S}_{m-}\right)^{\perp} \rho}}
$$

| $\left\|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle$ | uniform superposition of states with $\|x\|=t-1+a$ and with $j$ fixed bits set to 1 |
| :---: | :---: |
| $T_{j, a}$ | spanned by $\left\|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle$ for all $j$-tuples $i$ |
| $S_{j, a}=T_{j, a} \cap T_{j-1, a}^{\perp}$ | that is, we remove the lower-dimensional subspace |
| $S_{j},$ | $\mathrm{sn}$ |
| $\begin{aligned} & R_{j}=S_{j,+} \\ & R_{t / 2} \end{aligned}$ | for $j<\frac{t}{2}$ <br> direct sum of $S_{j_{+}}$for $j>t / 2$, and all $S_{j--} \ldots$ good |
| $\mathcal{S}_{m-}=\bigoplus \bigotimes_{\bigotimes}^{k} S_{j_{i}, r_{i}}$ | $\|r\|$ is the number of minuses in $r=r_{1}, \ldots, r_{k}$ |
| $\begin{aligned} & \mathcal{R}_{m}=\bigoplus_{\|j\|=m} \bigotimes_{i=1}^{k} R_{j_{i}} \\ & \mathcal{R}_{j}^{\prime}=\bigoplus_{m \geq j}^{\mid \mathcal{R}_{m}} \end{aligned}$ | where $\|j\|_{1}$ is the sum of all entries in $j=j_{1}, \ldots$, |
| $\left\|\psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ | uniform superposition of states with $\|x\|=t-1+a$, with $j$ fixed bits set to 1 , and $x_{1}=b$ |
| $T_{j, a, b}$ | spanned by $\left\|\psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ for all $j$-tuples $i$ |
| $\begin{aligned} & S_{j, a, b}=T_{j, a, b} \cap T_{j-1, a, b}^{\perp} \\ & \left\lfloor\tau_{i, b, b}\right. \end{aligned}$ | that is, we remove the lower-dimensional subspace projection of $\left\|\psi_{i, b}^{a, b}\right\rangle$ into $S_{j, b, b}$ |
| $\begin{aligned} & \left\|\psi_{i_{1}, \ldots, i_{j}}\right\rangle \\ & S_{j, a}^{\alpha, \beta} \end{aligned}$ | $\text { spanned by } \alpha \frac{\left\lvert\, \frac{\left\|\psi^{a, 0}\right\rangle}{\\| \psi^{a, 0}}\right. \\|}{\text { and }}+\beta \frac{\left\|\tilde{\psi}^{a, 1}\right\rangle}{\left\\|\tilde{\psi}^{a, 1}\right\\|}$ |

Figure 7.1: States and subspaces used in the adversary-type DPT

Second decomposition To define the second decomposition into subspaces, we express $\mathcal{H}_{\text {one }}=\bigoplus_{j=0}^{t / 2} R_{j}$ with $R_{j}=S_{j,+}$ for $j<t / 2$ and

$$
R_{t / 2}=\bigoplus_{j \geq t / 2} S_{j,+} \oplus \bigoplus_{j \geq 0} S_{j,-}
$$

Intuitively, all subspaces except for $R_{t / 2}$ are bad for the algorithm, since they equal the bad subspaces $S_{j,+}$. Let $\mathcal{R}_{\ell}$ be the direct sum of all $R_{j_{1}} \otimes \cdots \otimes R_{j_{k}}$ satisfying $j_{1}+\cdots+j_{k}=\ell$. Then $\mathcal{H}_{I}=\bigoplus_{\ell=0}^{t k / 2} \mathcal{R}_{\ell}$. This is the second decomposition.

Intuitively, the algorithm can only have good success probability if for most of the $k$ instances, most of the input register sits in $R_{t / 2}$. Aggregated over all $k$ instances, this means that the algorithm will only work well if most of the $k$-input register sits in $\mathcal{R}_{\ell}$ for $\ell$ large, meaning fairly close to $k t / 2$. Our goal below is to show that this cannot happen if the number of queries is small.

Let $\mathcal{R}_{j}^{\prime}=\bigoplus_{\ell=j}^{t k / 2} \mathcal{R}_{\ell}$. Note that $\mathcal{S}_{m-} \subseteq \mathcal{R}_{t m / 2}^{\prime}$ for every $m$ : $\mathcal{S}_{m-}$ is the direct sum of subspaces $S=S_{j_{1}, r_{1}} \otimes \cdots \otimes S_{j_{k}, r_{k}}$ having $m$ minuses among $r_{1}, \ldots, r_{k}$; each such minus-subspace sits in the corresponding $R_{t / 2}$ and hence $S \subseteq \mathcal{R}_{t m / 2}^{\prime}$.

This implies

$$
\left(\mathcal{S}_{0-} \oplus \mathcal{S}_{1-} \oplus \cdots \oplus \mathcal{S}_{(m-1)-}\right)^{\perp} \subseteq \mathcal{R}_{t m / 2}^{\prime}
$$

Accordingly, if we prove an upper bound on $\operatorname{Tr} \Pi_{\mathcal{R}_{t m / 2}^{\prime}} \rho_{T}$, where $T$ is the total number of queries, this bound together with Corollary 7.2 .2 implies an upper bound on the success probability of A.

Potential function To bound $\operatorname{Tr} \Pi_{\mathcal{R}_{t m / 2}^{\prime}} \rho_{T}$, we consider the following potential function

$$
P(\rho)=\sum_{m=0}^{t k / 2} q^{m} \operatorname{Tr} \Pi_{\mathcal{R}_{m}} \rho
$$

where $q=1+\frac{1}{t}$. Then for every $d$

$$
\begin{equation*}
\operatorname{Tr} \Pi_{\mathcal{R}_{t m / 2}^{\prime}} \rho_{d} \leq P\left(\rho_{d}\right) q^{-t m / 2}=P\left(\rho_{d}\right) e^{-(1+o(1)) m / 2} \tag{7.1}
\end{equation*}
$$

$P\left(\rho_{0}\right)=1$, because the initial state $\left|\psi_{0}\right\rangle$ is a tensor product of the states $\left|\psi_{\text {one }}\right\rangle$ on each copy of $\mathcal{H}_{\text {one }}$ and $\left|\psi_{\text {one }}\right\rangle$ belongs to $S_{0,+}$, hence $\left|\psi_{0}\right\rangle$ belongs to $\mathcal{R}_{0}$. In Section 7.7 we prove
7.2.3. Lemma (Change of the potential). There is a constant $C$ such that

$$
P\left(\rho_{j+1}\right) \leq\left(1+\frac{C}{\sqrt{t n}}\left(q^{t / 2}-1\right)+\frac{C \sqrt{t}}{\sqrt{n}}(q-1)\right) P\left(\rho_{j}\right) .
$$

Since $q=1+\frac{1}{t}$, Lemma 7.2.3 means that $P\left(\rho_{j+1}\right) \leq\left(1+\frac{C \sqrt{e}}{\sqrt{t n}}\right) P\left(\rho_{j}\right)$ and $P\left(\rho_{j}\right) \leq\left(1+\frac{C \sqrt{e}}{\sqrt{t n}}\right)^{j} \leq e^{\frac{2 C j}{\sqrt{t n}}}$. By equation (7.1), for the final state after $T$ queries we have

$$
\operatorname{Tr} \Pi_{\mathcal{R}_{t m / 2}^{\prime}} \rho_{T} \leq e^{\frac{2 C T}{\sqrt{t n}}-(1+o(1)) \frac{m}{2}}
$$

We take $m=\frac{k}{3}$. Then if $T \leq \frac{1}{8 C} m \sqrt{t n}$, this expression is exponentially small in $k$. Together with Corollary 7.2.2, this implies Theorem 7.1.1.

### 7.3 Measurement in bad subspaces

In this section we prove Lemma 7.2.1.
The measurement of $\mathcal{H}_{A}$ decomposes the state in the $\mathcal{H}_{I}$ register as follows:

$$
\rho=\sum_{a_{1}, \ldots, a_{k} \in\{0,1\}} p_{a_{1}, \ldots, a_{k}} \sigma_{a_{1}, \ldots, a_{k}},
$$

with $p_{a_{1}, \ldots, a_{k}}$ being the probability of the measurement giving $\left(a_{1}, \ldots, a_{k}\right)$ (where $a_{j}=1$ means the algorithm outputs-not necessarily correctly-that $\left|x^{j}\right|=t$ and
$a_{j}=0$ means $\left.\left|x^{j}\right|=t-1\right)$ and $\sigma_{a_{1}, \ldots, a_{k}}$ being the density matrix of $\mathcal{H}_{I}$, conditional on this outcome of the measurement. Since the support of $\rho$ is contained in $\mathcal{S}_{0-} \oplus$ $\cdots \oplus \mathcal{S}_{m-}$, the support of the states $\sigma_{a_{1}, \ldots, a_{k}}$ is also contained in $\mathcal{S}_{0-} \oplus \cdots \oplus \mathcal{S}_{m-}$. The probability that the answer $\left(a_{1}, \ldots, a_{k}\right)$ is correct is equal to

$$
\begin{equation*}
\operatorname{Tr} \Pi_{\otimes_{j=1}^{k} \oplus_{l=0}^{t-1+a_{j}} S_{l, a_{j}}} \sigma_{a_{1}, \ldots, a_{k}} . \tag{7.2}
\end{equation*}
$$

We show that, for any $\sigma_{a_{1}, \ldots, a_{k}}$ with support contained in $\mathcal{S}_{0-} \oplus \cdots \oplus \mathcal{S}_{m-}$, (7.2) is at most $\frac{\sum_{m^{\prime}=0}^{m}\binom{k}{m^{\prime}}}{2^{k}}$.

For brevity, we now write $\sigma$ instead of $\sigma_{a_{1}, \ldots, a_{k}}$. A measurement with respect to $\otimes_{j=1}^{k} \oplus_{l} S_{l, a_{j}}$ and its orthogonal complement commutes with a measurement with respect to the collection of subspaces

$$
\otimes_{j=1}^{k}\left(S_{l_{j}, 0} \oplus S_{l_{j}, 1}\right),
$$

where $l_{1}, \ldots, l_{k}$ range over $\{0, \ldots, t\}$. Therefore

$$
\operatorname{Tr} \Pi_{\otimes_{j=1}^{k} \oplus l} S_{l, a_{j}} \sigma=\sum_{l_{1}, \ldots, l_{k}} \operatorname{Tr} \Pi_{\otimes_{j=1}^{k} \oplus l} S_{l, a_{j}} \Pi_{\bigotimes_{j=1}^{k}\left(S_{l j} \oplus \oplus S_{j}, 1\right)} \sigma .
$$

Hence to bound (7.2) it suffices to prove the same bound with

$$
\sigma^{\prime}=\Pi_{\otimes_{j=1}^{k}\left(S_{l_{j}, 0} \oplus S_{l_{j}, 1}\right)} \sigma
$$

instead of $\sigma$. Since

$$
\left(\otimes_{j=1}^{k}\left(S_{l_{j}, 0} \oplus S_{l_{j}, 1}\right)\right) \cap\left(\otimes_{j=1}^{k}\left(\oplus_{l} S_{l, a_{j}}\right)\right)=\otimes_{j=1}^{k} S_{l_{j}, a_{j}}
$$

we have

$$
\begin{equation*}
\operatorname{Tr} \Pi_{\otimes_{j=1}^{k}\left(\oplus l S_{l, a_{j}}\right)} \sigma^{\prime}=\operatorname{Tr} \Pi_{\otimes_{j=1}^{k} S_{l_{j}, a_{j}}} \sigma^{\prime} \tag{7.3}
\end{equation*}
$$

We prove this bound for the case when $\sigma^{\prime}$ is a pure state: $\sigma^{\prime}=|\psi\rangle\langle\psi|$. Then equation (7.3) is equal to

$$
\begin{equation*}
\left\|\Pi_{\otimes_{j=1}^{k} S_{l_{j}, a_{j}}} \psi\right\|^{2} \tag{7.4}
\end{equation*}
$$

The bound for mixed states $\sigma^{\prime}$ follows by decomposing $\sigma^{\prime}$ as a mixture of pure states $|\psi\rangle$, bounding (7.4) for each of those states and then summing up the bounds.

We have

$$
\left(\mathcal{S}_{0-} \oplus \cdots \oplus \mathcal{S}_{m-}\right) \cap\left(\bigotimes_{j=1}^{k}\left(S_{l_{j}, 0} \oplus S_{l_{j}, 1}\right)\right)=\bigoplus_{\substack{r_{1}, \ldots, r_{k} \in\{+,-\}, j=1 \\\left|\left\{i: r_{i}=-\right\}\right| \leq m}} \bigotimes_{l_{j}, r_{j}}^{k} S_{l_{j}} .
$$

We express

$$
|\psi\rangle=\sum_{\substack{r_{1}, \ldots, r_{k} \in\{+,-\},\left|\left\{i: r_{i}=-\right\}\right| \leq m}} \alpha_{r_{1}, \ldots, r_{k}}\left|\psi_{r_{1}, \ldots, r_{k}}\right\rangle,
$$

with $\left|\psi_{r_{1}, \ldots, r_{k}}\right\rangle \in \otimes_{j=1}^{k} S_{l_{j}, r_{j}}$. Therefore

$$
\begin{align*}
\left\|\Pi_{\otimes_{j=1}^{k} S_{l_{j}, a_{j}}} \psi\right\|^{2} & \leq\left(\sum_{r_{1}, \ldots, r_{k}}\left|\alpha_{r_{1}, \ldots, r_{k}}\right| \cdot\left\|\Pi_{\otimes_{j=1}^{k} S_{l_{j}, a_{j}}} \psi_{r_{1}, \ldots, r_{k}}\right\|\right)^{2} \\
& \leq \sum_{r_{1}, \ldots, r_{k}}\left\|\Pi_{\otimes_{j=1}^{k} S_{l_{j}, a_{j}}} \psi_{r_{1}, \ldots, r_{k}}\right\|^{2} \tag{7.5}
\end{align*}
$$

where the second inequality uses Cauchy-Schwarz and

$$
\|\psi\|^{2}=\sum_{r_{1}, \ldots, r_{k}}\left|\alpha_{r_{1}, \ldots, r_{k}}\right|^{2}=1 .
$$

7.3.1. CLAIM. $\left\|\Pi_{\otimes_{j=1}^{k} S_{l_{j}, a_{j}}} \psi_{r_{1}, \ldots, r_{k}}\right\|^{2} \leq \frac{1}{2^{k}}$.

Proof. Let $\left|\varphi_{i}^{j, 0}\right\rangle, i \in\left[\operatorname{dim} S_{l_{j}, 0}\right]$ form a basis for the subspace $S_{l_{j}, 0}$. Define a map $\mathrm{U}_{j}: S_{l_{j}, 0} \rightarrow S_{l_{j}, 1}$ by $\mathrm{U}_{j}\left|\tilde{\psi}_{i_{1}, \ldots, i_{l_{j}}}^{0}\right\rangle=\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1}\right\rangle$. Then $\mathrm{U}_{j}$ is a multiple of a unitary transformation: $\mathrm{U}_{j}=c_{j} \mathrm{U}_{j}^{\prime}$ for some unitary $\mathrm{U}_{j}^{\prime}$ and a constant $c_{j}$. (This follows from Claim 7.5.2 below.)

Let $\left|\varphi_{i}^{j, 1}\right\rangle=U_{j}^{\prime}\left|\varphi_{i}^{j, 0}\right\rangle$. Since $U_{j}^{\prime}$ is a unitary transformation, the states $\left|\varphi_{i}^{j, 1}\right\rangle$ form a basis for $S_{l_{j}, 1}$. Therefore

$$
\begin{equation*}
\bigotimes_{j=1}^{k}\left|\varphi_{i_{j}}^{j, a_{j}}\right\rangle \tag{7.6}
\end{equation*}
$$

is a basis for $\otimes_{j=1}^{k} S_{l_{j}, a_{j}}$. Moreover, the states

$$
\left|\varphi_{i}^{j,+}\right\rangle=\frac{1}{\sqrt{2}}\left|\varphi_{i}^{j, 0}\right\rangle+\frac{1}{\sqrt{2}}\left|\varphi_{i}^{j, 1}\right\rangle, \quad\left|\varphi_{i}^{j,-}\right\rangle=\frac{1}{\sqrt{2}}\left|\varphi_{i}^{j, 0}\right\rangle-\frac{1}{\sqrt{2}}\left|\varphi_{i}^{j, 1}\right\rangle
$$

are a basis for $S_{l_{j},+}$ and $S_{l_{j},-}$, respectively. Therefore

$$
\begin{equation*}
\left|\psi_{r_{1}, \ldots, r_{k}}\right\rangle=\sum_{i_{1}, \ldots, i_{k}} \alpha_{i_{1}, \ldots, i_{k}} \bigotimes_{j=1}^{k}\left|\varphi_{i_{j}}^{j, r_{j}}\right\rangle \tag{7.7}
\end{equation*}
$$

The inner product between $\otimes_{i=1}^{k}\left|\varphi_{i_{j}^{\prime}}^{j, a_{j}}\right\rangle$ and $\otimes_{j=1}^{k}\left|\varphi_{i_{j}}^{j, r_{j}}\right\rangle$ is

$$
\prod_{j=1}^{k}\left\langle\varphi_{i_{j}}^{j, r_{j}} \mid \varphi_{i_{j}^{\prime}}^{j, a_{j}}\right\rangle
$$

Note that $r_{j} \in\{+,-\}$ and $a_{j} \in\{0,1\}$. The terms in this product are $\pm \frac{1}{\sqrt{2}}$ if $i_{j}^{\prime}=i_{j}$ and 0 otherwise. This means that $\otimes_{j=1}^{k}\left|\varphi_{i_{j}}^{j, r_{j}}\right\rangle$ has inner product $\pm \frac{1}{2^{k / 2}}$ with $\otimes_{i=1}^{k}\left|\varphi_{i_{j}}^{j, a_{j}}\right\rangle$ and inner product 0 with all other basis states (7.6). Therefore,

$$
\Pi_{\otimes_{j=1}^{k} S_{l_{j}, a_{j}}} \otimes_{j=1}^{k}\left|\varphi_{i_{j}}^{j, r_{j}}\right\rangle= \pm \frac{1}{2^{k / 2}} \otimes_{i=1}^{k}\left|\varphi_{i_{j}}^{j, a_{j}}\right\rangle
$$

Together with equation (7.7), this means that

$$
\left\|\Pi_{\otimes_{j=1}^{k} S_{l j}, a_{j}} \psi_{r_{1}, \ldots, r_{k}}\right\| \leq \frac{1}{2^{k / 2}}\left\|\psi_{r_{1}, \ldots, r_{k}}\right\|=\frac{1}{2^{k / 2}}
$$

Squaring both sides completes the proof of the claim.
Since there are $\binom{k}{m^{\prime}}$ tuples $\left(r_{1}, \ldots, r_{k}\right)$ with $r_{1}, \ldots, r_{k} \in\{+,-\}$ and $\mid\left\{i: r_{i}=\right.$ $-\} \mid=m^{\prime}$, Claim 7.3.1 together with equation (7.5) implies

$$
\left\|\Pi_{\otimes_{j=1}^{k} S_{l_{j}, a_{j}}} \psi\right\|^{2} \leq \frac{\sum_{m^{\prime}=0}^{m}\binom{k}{m^{\prime}}}{2^{k}}
$$

### 7.4 Total success probability

In this section we prove Corollary 7.2.2.
Let $|\psi\rangle$ be a purification of $\rho$ in $\mathcal{H}_{A} \otimes \mathcal{H}_{I}$. Let

$$
|\psi\rangle=\sqrt{1-\delta}\left|\psi^{\prime}\right\rangle+\sqrt{\delta}\left|\psi^{\prime \prime}\right\rangle
$$

where $\left|\psi^{\prime}\right\rangle$ is in the subspace $\mathcal{H}_{A} \otimes\left(\mathcal{S}_{0-} \oplus \mathcal{S}_{1-} \oplus \cdots \oplus \mathcal{S}_{m-}\right)$ and $\left|\psi^{\prime \prime}\right\rangle$ is in the


The success probability of A is the probability that, if we measure both the register $\mathcal{H}_{A}$ containing the result of the computation and $\mathcal{H}_{I}$, then we get $a_{1}, \ldots, a_{k}$ and $x^{1}, \ldots, x^{k}$ such that $x^{j}$ contains $t-1+a_{j}$ ones for every $j \in\{1, \ldots, k\}$.

Consider the probability of getting $a_{1}, \ldots, a_{k} \in\{0,1\}$ and $x^{1}, \ldots, x^{k} \in\{0,1\}^{n}$ with this property, when measuring $\left|\psi^{\prime}\right\rangle$ (instead of $|\psi\rangle$ ). By Lemma 7.2.1, this probability is at most $\frac{\sum_{m^{\prime}=0}^{m}\binom{k}{m^{\prime}}}{2^{k}}$. We have

$$
\left\|\psi-\psi^{\prime}\right\| \leq(1-\sqrt{1-\delta})\left\|\psi^{\prime}\right\|+\sqrt{\delta}\left\|\psi^{\prime \prime}\right\|=(1-\sqrt{1-\delta})+\sqrt{\delta} \leq 2 \sqrt{\delta}
$$

We now apply the following lemma by Bernstein and Vazirani.
7.4.1. Lemma ([BV97]). For any states $|\psi\rangle$ and $\left|\psi^{\prime}\right\rangle$ and any measurement $M$, the variational distance between the probability distributions obtained by applying $M$ to $|\psi\rangle$ and $\left|\psi^{\prime}\right\rangle$ is at most $2\left\|\psi-\psi^{\prime}\right\|$.

Hence the success probability of $A$ is at most

$$
\frac{\sum_{m^{\prime}=0}^{m}\binom{k}{m^{\prime}}}{2^{k}}+4 \sqrt{\delta}=\frac{\sum_{m^{\prime}=0}^{m}\binom{k}{m^{\prime}}}{2^{k}}+4 \sqrt{\operatorname{Tr} \Pi_{\left(\mathcal{S}_{0-}-\cdots \oplus \mathcal{S}_{m-}\right)^{\perp} \rho}} .
$$

### 7.5 Subspaces when asking one query

Let $\left|\psi_{d}\right\rangle$ be the state of $\mathcal{H}_{A} \otimes \mathcal{H}_{I}$ after $d$ queries. Write

$$
\left|\psi_{d}\right\rangle=\sum_{i=0}^{k n} a_{i}\left|\psi_{d, i}\right\rangle,
$$

with $\left|\psi_{d, i}\right\rangle$ being the part in which the query register contains $|i\rangle$. Let $\rho_{d, i}=$ $\operatorname{Tr}_{\mathcal{H}_{A}}\left|\psi_{d, i}\right\rangle\left\langle\psi_{d, i}\right|$. Then

$$
\begin{equation*}
\rho_{d}=\sum_{i=0}^{k n} a_{i}^{2} \rho_{d, i} . \tag{7.8}
\end{equation*}
$$

Because of

$$
\operatorname{Tr} \Pi_{\mathcal{R}_{m}} \rho_{d}=\sum_{i=0}^{k n} a_{i}^{2} \operatorname{Tr} \Pi_{\mathcal{R}_{m}} \rho_{d, i}
$$

we have $P\left(\rho_{d}\right)=\sum_{i=0}^{k n} a_{i}^{2} P\left(\rho_{d, i}\right)$. Let $\rho_{d}^{\prime}$ be the state after the $d^{\text {th }}$ query and let $\rho_{d}^{\prime}=\sum_{i=0}^{k n} a_{i}^{2} \rho_{d, i}^{\prime}$ be a decomposition similar to equation (7.8). Lemma 7.2.3 follows by showing

$$
\begin{equation*}
P\left(\rho_{d, i}^{\prime}\right) \leq\left(1+\frac{C}{\sqrt{t n}}\left(q^{t / 2}-1\right)+\frac{C \sqrt{t}}{\sqrt{n}}(q-1)\right) P\left(\rho_{d, i}\right) \tag{7.9}
\end{equation*}
$$

for each $i$. For $i=0$, the query does not change the state if the query register contains $|i\rangle$. Therefore, $\rho_{d, 0}^{\prime}=\rho_{d, 0}$ and $P\left(\rho_{d, 0}^{\prime}\right)=P\left(\rho_{d, 0}\right)$. This means that equation (7.9) is true for $i=0$. To prove the $i \in\{1, \ldots, k n\}$ case, it suffices to prove the $i=1$ case (because of symmetry).

Subspaces of $\rho_{d, 1}$ Let $\left|\psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ (with $a, b \in\{0,1\}$ and $i_{1}, \ldots, i_{j} \in\{2, \ldots, n\}$ ) be the uniform superposition over basis states $\left|b, x_{2}, \ldots, x_{n}\right\rangle$ (of $\mathcal{H}_{\text {one }}$ ) with $b+$ $x_{2}+\cdots+x_{n}=t-1+a$ and $x_{i_{1}}=\cdots=x_{i_{j}}=1$. Let $T_{j, a, b}$ be the space spanned by all states $\left|\psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ and let $S_{j, a, b}=T_{j, a, b} \cap T_{j-1, a, b}^{\perp}$. Let $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle=\Pi_{T_{j-1, a, b}}^{\perp}\left|\psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$.

Let $S_{j, a}^{\alpha, \beta}$ be the subspace spanned by all states

$$
\begin{equation*}
\alpha \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|}+\beta \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|} . \tag{7.10}
\end{equation*}
$$

7.5.1. CLAIM. Let $\alpha_{a}=\sqrt{\frac{n-(t-1+a)}{n-j}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|$ and $\beta_{a}=\sqrt{\frac{(t-1+a)-j}{n-j}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|$. Then (i) $S_{j, a}^{\alpha_{a}, \beta_{a}} \subseteq S_{j, a}$ and (ii) $S_{j, a}^{\beta_{a},-\alpha_{a}} \subseteq S_{j+1, a}$.

Proof. For part (i), consider the states $\left|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle$ in $T_{j, a}$, for $1 \notin\left\{i_{1}, \ldots, i_{j}\right\}$. We have

$$
\begin{equation*}
\left|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle=\sqrt{\frac{n-(t-1+a)}{n-j}}\left|\psi_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle+\sqrt{\frac{(t-1+a)-j}{n-j}}\left|\psi_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle \tag{7.11}
\end{equation*}
$$

because among the states $\left|x_{1} \ldots x_{n}\right\rangle$ with $|x|=t-1+a$ and $x_{i_{1}}=\cdots=x_{i_{j}}=1$, a $\frac{n-(t-1+a)}{n-j}$ fraction have $x_{1}=0$ and the rest have $x_{1}=1$. The projections of these states to $T_{j-1, a, 0}^{\perp} \cap T_{j-1, a, 1}^{\perp}$ are

$$
\sqrt{\frac{n-(t-1+a)}{n-j}}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle+\sqrt{\frac{(t-1+a)-j}{n-j}}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle
$$

which, by equation (7.10) are exactly the states spanning $S_{j, a}^{\alpha_{a}, \beta_{a}}$. Furthermore, we claim that

$$
\begin{equation*}
T_{j-1, a} \subseteq T_{j-1, a, 0} \oplus T_{j-1, a, 1} \subseteq T_{j, a} \tag{7.12}
\end{equation*}
$$

The first containment is true because $T_{j-1, a}$ is spanned by the states $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{a}\right\rangle$ which either belong to $T_{j-2, a, 1} \subseteq T_{j-1, a, 1}$ (if $1 \in\left\{i_{1}, \ldots, i_{j-1}\right\}$ ) or are a linear combination of states $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{a, 0}\right\rangle$ and $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{a, 1}\right\rangle$ (by equation (7.11)), which belong to $T_{j-1, a, 0}$ and $T_{j-1, a, 1}$. The second containment follows because the states $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{a, 1}\right\rangle$ spanning $T_{j-1, a, 1}$ are the same as the states $\left|\psi_{1, i_{1}, \ldots, i_{j-1}}^{a}\right\rangle$ which belong to $T_{j, a}$, and the states $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{a, 0}\right\rangle$ spanning $T_{j-1, a, 0}$ can be expressed as linear combinations of $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{a}\right\rangle$ and $\left|\psi_{1, i_{1}, \ldots, i_{j-1}}^{a}\right\rangle$ which both belong to $T_{j, a}$.

The first part of (7.12) now implies

$$
S_{j, a}^{\alpha_{a}, \beta_{a}} \subseteq T_{j-1, a, 0}^{\perp} \cap T_{j-1, a, 1}^{\perp} \subseteq T_{j-1, a}^{\perp} .
$$

Also, $S_{j, a}^{\alpha_{a}, \beta_{a}} \subseteq T_{j, a}$, because $S_{j, a}^{\alpha_{a}, \beta_{a}}$ is spanned by the states

$$
\Pi_{T_{j-1, a, 0}^{\perp} \cap T_{j-1, a, 1}}\left|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle=\left|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle-\Pi_{T_{j-1, a, 0} \oplus T_{j-1, a, 1}}\left|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle
$$

and $\left|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle$ belongs to $T_{j, a}$ by the definition of $T_{j, a}$ and $\Pi_{T_{j-1, a, 0} \oplus T_{j-1, a, 1}}\left|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle$ belongs to $T_{j, a}$ because of the second part of (7.12). Therefore, $S_{j, a}^{\alpha_{a}, \beta_{a}} \subseteq T_{j, a} \cap$ $T_{j-1, a}^{\perp}=S_{j, a}$.

For part (ii), we have

$$
S_{j, a}^{\alpha_{a}, \beta_{a}} \subseteq S_{j, a, 0} \oplus S_{j, a, 1} \subseteq T_{j, a, 0} \oplus T_{j, a, 1} \subseteq T_{j+1, a}
$$

where the first containment is true because $S_{j, a}^{\alpha_{a}, \beta_{a}}$ is spanned by linear combinations of vectors $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle$ (which belong to $S_{j, a, 0}$ ) and vectors $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle$ (which belong to $S_{j, a, 1}$ ) and the last containment is true because of the second part of equation (7.12). Now let

$$
\begin{equation*}
|\psi\rangle=\beta_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|}-\alpha_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|} \tag{7.13}
\end{equation*}
$$

be one of the vectors spanning $S_{j, a}^{\beta_{a},-\alpha_{a}}$. To prove that $|\psi\rangle$ is in $S_{j+1, a}=T_{j+1, a} \cap T_{j, a}^{\perp}$, it remains to prove that $|\psi\rangle$ is orthogonal to $T_{j, a}$. This is equivalent to proving that $|\psi\rangle$ is orthogonal to each of the vectors $\left|\psi_{i_{1}^{\prime}, \ldots, i_{j}^{\prime}}^{a}\right\rangle$ spanning $T_{j, a}$. We distinguish two cases (note that $1 \notin\left\{i_{1}, \ldots, i_{j}\right\}$ ):

1. $1 \in\left\{i_{1}^{\prime}, \ldots, i_{j}^{\prime}\right\}$.

For simplicity, assume $1=i_{j}^{\prime}$. Then $\left|\psi_{i_{1}^{\prime}, \ldots, i_{j}^{\prime}}^{a}\right\rangle$ is the same as $\left|\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}}^{a, 1}\right\rangle$, which belongs to $T_{j-1, a, 1}$. By definition, the vector $|\psi\rangle$ belongs to $T_{j-1, a, 0}^{\perp} \cap T_{j-1, a, 1}^{\perp}$ and is therefore orthogonal to $\left|\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}}^{a, 1}\right\rangle$.
2. $1 \notin\left\{i_{1}^{\prime}, \ldots, i_{j}^{\prime}\right\}$.

We will prove this case by induction on $\ell=\left|\left\{i_{1}^{\prime}, \ldots, i_{j}^{\prime}\right\}-\left\{i_{1}, \ldots, i_{j}\right\}\right|$.
In the base step $(\ell=0)$, we have $\left\{i_{1}^{\prime}, \ldots, i_{j}^{\prime}\right\}=\left\{i_{1}, \ldots, i_{j}\right\}$. Since $|\psi\rangle$ belongs to $T_{j-1, a, 0}^{\perp} \cap T_{j-1, a, 1}^{\perp}$, it suffices to prove $|\psi\rangle$ is orthogonal to the projection of $\left|\psi_{i_{1}, \ldots, i_{j}}^{a}\right\rangle$ to $T_{j-1, a, 0}^{\perp} \cap T_{j-1, a, 1}^{\perp}$ which, by the discussion after equation (7.11), equals

$$
\begin{equation*}
\alpha_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|}+\beta_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|} \tag{7.14}
\end{equation*}
$$

From equations (7.13) and (7.14), we see that the inner product of the two states is $\alpha_{a} \beta_{a}-\beta_{a} \alpha_{a}=0$.
For the inductive step $(\ell \geq 1)$, assume $i_{j}^{\prime} \notin\left\{i_{1}, \ldots, i_{j}\right\}$. Up to a constant multiplicative factor, we have

$$
\left|\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}}^{a}\right\rangle=\sum_{i^{\prime} \notin\left\{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}\right\}}\left|\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i^{\prime}}^{a}\right\rangle .
$$

Because $\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}}^{a}\right\rangle$ is in $T_{j-1, a, 0} \oplus T_{j-1, a, 1}$, we have

$$
\begin{equation*}
\sum_{i^{\prime} \notin\left\{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}\right\}}\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i^{\prime}}^{a} \mid \psi\right\rangle=\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}}^{a} \mid \psi\right\rangle=0 . \tag{7.15}
\end{equation*}
$$

As proven in the previous case, $\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, 1}^{a} \mid \psi\right\rangle=0$. Moreover, by the induction hypothesis we have $\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i^{\prime}}^{a} \mid \psi\right\rangle=0$ whenever $i^{\prime} \in\left\{i_{1}, \ldots, i_{j}\right\}$. Therefore equation (7.15) reduces to

$$
\begin{equation*}
\sum_{i^{\prime} \notin\left\{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i_{1}, \ldots, i_{j}, 1\right\}}\left\langle\psi_{i_{1}^{\prime}, \ldots, i_{j-1}^{\prime}, i^{\prime}}^{a} \mid \psi\right\rangle=0 . \tag{7.16}
\end{equation*}
$$

By symmetry, the inner products in this sum are the same for every $i^{\prime}$. Hence they are all 0 , in particular for $i^{\prime}=i_{j}^{\prime}$.

We conclude that $|\psi\rangle$ is orthogonal to the subspace $T_{j, a}$ and therefore $|\psi\rangle$ is in $S_{j+1, a}=T_{j+1, a} \cap T_{j, a}^{\perp}$.
7.5.2. CLaim. The maps $\mathrm{U}_{01}: S_{j, 0,0} \rightarrow S_{j, 0,1}, \mathrm{U}_{10}: S_{j, 0,0} \rightarrow S_{j, 1,0}$ and $\mathrm{U}_{11}:$ $S_{j, 0,0} \rightarrow S_{j, 1,1}$ defined by $\mathrm{U}_{a b}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle=\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ are multiples of unitary transformations: $\mathbf{U}_{a b}=c_{a b} \mathbf{U}_{a b}^{\prime}$ for some unitary $\mathbf{U}_{a b}^{\prime}$ and some constant $c_{a b}$.

Proof. We define $\mathrm{M}: T_{j, 0,0} \rightarrow T_{j, 0,1}$ by

$$
\mathrm{M}\left|0 x_{2} \ldots x_{n}\right\rangle=\sum_{\ell: x_{\ell}=1}\left|1 x_{2} \ldots x_{\ell-1} 0 x_{\ell+1} \ldots x_{n}\right\rangle
$$

Note that M does not depend on $j$. We claim

$$
\begin{align*}
\mathrm{M}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle & =c\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,1}\right\rangle  \tag{7.17}\\
\mathrm{M}^{\dagger}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,1}\right\rangle & =c^{\prime}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle
\end{align*}
$$

for some constants $c$ and $c^{\prime}$ that may depend on $n, t$ and $j$ but not on $i_{1}, \ldots, i_{j}$.
To prove that, we need to prove two things. First, we claim that

$$
\begin{equation*}
\mathrm{M}\left|\psi_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle=c\left|\psi_{i_{1}, \ldots, i_{j}}^{0,1}\right\rangle+\left|\psi^{\prime}\right\rangle \tag{7.18}
\end{equation*}
$$

where $\left|\psi^{\prime}\right\rangle \in T_{j-1,0,1}$ (note that $1 \notin\left\{i_{1}, \ldots, i_{j}\right\}$ ). Equation (7.18) follows by

$$
\begin{aligned}
& \mathbf{M}\left|\psi_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle=\frac{1}{\sqrt{\binom{n-j-1}{t-1-j}}} \sum_{\substack{x:|x|=t-1, x_{1}=0 \\
x_{i_{1}}=\cdots=x_{i_{j}}=1,}} \mathrm{M}|x\rangle \\
& =\frac{1}{\sqrt{\binom{n-j-1}{t-1-j}}} \sum_{\substack{x:|x|=t-1, x_{1}=0 \\
x_{i_{1}}=\cdots=x_{i_{j}}=1}} \sum_{\ell: x_{\ell}=1}\left|1 x_{2} \ldots x_{\ell-1} 0 x_{\ell+1} \ldots x_{n}\right\rangle \\
& =\frac{n-t+1}{\sqrt{\binom{n-j-1}{t-1-j}}} \sum_{\substack{y:|y|=t-1, y_{1}=1 \\
y_{i_{1}}=\cdots=y_{i_{j}}=1}}|y\rangle+\frac{1}{\sqrt{\binom{n-j-1}{t-1-j}}} \sum_{\ell=1}^{j} \sum_{\substack{y:|y|=t-1, y_{1}=1, y_{i}=0 \\
y_{i_{1}}=\cdots=y_{i_{j}}=1}}|y\rangle \\
& =\frac{n-t-j+1}{\sqrt{\binom{n-j-1}{t-1-j}}} \sum_{\substack{y:|y|=t-1, y_{1}=1 \\
y_{i_{1}}=\cdots=y_{i_{j}}=1}}|y\rangle+\frac{1}{\sqrt{\binom{n-j-1}{t-1-j}}} \sum_{\ell=1}^{j} \sum_{\substack{y:|y|=t-1, y_{1}=1 \\
y_{i_{1}}=\cdots=y_{\ell-1}=1 \\
y_{i_{+1}=1}=\cdots=y_{i_{j}}=1}}|y\rangle \\
& =(n-t-j+1) \sqrt{\frac{t-1-j}{n-t+1}}\left|\psi_{i_{1}, \ldots, i_{j}}^{0,1}\right\rangle+\sqrt{\frac{n-j}{n-t+1}} \sum_{\ell=1}^{j}\left|\psi_{i_{1}, \ldots, i_{\ell-1}, i_{\ell+1}, \ldots, i_{j}}^{0,1}\right\rangle .
\end{aligned}
$$

This proves (7.18), with $\left|\psi^{\prime}\right\rangle$ equal to the second term.
Second, for every $j, \mathrm{M}\left(T_{j, 0,0}\right) \subseteq T_{j, 0,1}$ and $\mathrm{M}\left(T_{j, 0,0}^{\perp}\right) \subseteq T_{j, 0,1}^{\perp}$. The first statement follows from equation (7.18), because the subspaces $T_{j, 0,0}, T_{j, 0,1}$ are spanned by the states $\left|\psi_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle$ and $\left|\psi_{i_{1}, \ldots, i_{j}}^{0,1}\right\rangle$, respectively, and $T_{j-1,0,1} \subseteq T_{j, 0,1}$. To prove
the second statement, let $|\psi\rangle \in T_{j, 0,0}^{\perp},|\psi\rangle=\sum_{x} a_{x}|x\rangle$. We would like to prove $\mathrm{M}|\psi\rangle \in T_{j, 0,1}^{\perp}$. This is equivalent to $\left\langle\psi_{i_{1}, \ldots, i_{j}}^{0,1}\right| \mathrm{M}|\psi\rangle=0$ for all $i_{1}, \ldots, i_{j}$. We have

$$
\begin{aligned}
\left\langle\psi_{i_{1}, \ldots, i_{j}}^{0,1}\right| \mathrm{M}|\psi\rangle & =\frac{1}{\sqrt{\binom{n-j-1}{t-j-2}}} \sum_{\substack{y:|y|=t-1, y_{1}=1 \\
y_{i_{1}}=\ldots=y_{i_{j}}=1}}\langle y| \mathrm{M}|\psi\rangle \\
& =\frac{1}{\sqrt{\binom{n-j-1}{t-j-2}}} \sum_{\substack{x:|x|=t-1, x_{1}=0 \\
x_{i_{1}}=\cdots=x_{i_{j}}=1}} \sum_{\substack{\left.\ell \notin x_{\ell}=1 \\
\ell \notin i_{1}, \ldots, i_{j}\right\}}} a_{x} \\
& =\frac{t-1-j}{\sqrt{\binom{n-j-1}{t-j-2}}} \sum_{\substack{x:|x|=t-1, x_{1}=0 \\
x_{i_{1}}=\cdots=x_{i_{j}}=1}} a_{x}=0 .
\end{aligned}
$$

The first equality follows by writing out $\left\langle\psi_{i_{1}, \ldots, i_{j}}^{0,1}\right|$, the second equality follows by writing out M . The third equality follows because, for every $x$ with $|x|=t-1$ and $x_{i_{1}}=\cdots=x_{i_{j}}=1$, there are $t-1-j$ more $\ell \in[n]$ satisfying $x_{\ell}=1$. The fourth equality follows because $\sum_{\substack{x:|x|=t-1, x_{1}=0 \\ x_{i_{1}}=\ldots=x_{i_{j}}=1}} a_{x}$ is a constant times $\left\langle\psi_{i_{1}, \ldots, i_{j}}^{0,0} \mid \psi\right\rangle$, and $\left\langle\psi_{i_{1}, \ldots, i_{j}}^{0,0} \mid \psi\right\rangle=0$ because $|\psi\rangle \in T_{j, 0,0}^{\perp}$.

To deduce equation (7.17), we write

$$
\left|\psi_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle=\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle+\Pi_{T_{j-1,0,0}}\left|\psi_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle .
$$

Since $\mathrm{M}\left(T_{j-1,0,0}\right) \subseteq T_{j-1,0,1}$ and $\mathrm{M}\left(T_{j-1,0,0}^{\perp}\right) \subseteq T_{j-1,0,1}^{\perp}$,

$$
\mathrm{M}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle=\Pi_{T_{j-1,0,1}^{\perp}} \mathrm{M}\left|\psi_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle=c \Pi_{T_{j-1,0,1}^{\perp}}\left|\psi_{i_{1}, \ldots, i_{j}}^{0,1}\right\rangle=c\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,1}\right\rangle,
$$

with the second equality following from (7.18) and $\left|\psi^{\prime}\right\rangle \in T_{j-1,0,1}$. This proves the first half of (7.17). The second half follows similarly. Therefore

$$
\left\langle\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right| \mathrm{M}^{\dagger} \mathrm{M}\left|\tilde{\psi}_{i_{1}^{\prime}, \ldots, i_{j}^{\prime}}^{0,0}\right\rangle=c \cdot c^{\prime}\left\langle\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0} \mid \tilde{\psi}_{i_{1}^{\prime}, \ldots, i_{j}^{\prime}}^{0,0}\right\rangle .
$$

Hence M is a multiple of a unitary transformation. By equation (7.17), $\mathrm{U}_{01}=$ $\mathrm{M} / c$ and, therefore, $\mathrm{U}_{01}$ is also a multiple of a unitary transformation.

Next, we define M by $\mathrm{M}\left|0 x_{2} \ldots x_{n}\right\rangle=\left|1 x_{2} \ldots x_{n}\right\rangle$. Then M is a unitary transformation from the space spanned by $\left|0 x_{2} \ldots x_{n}\right\rangle, x_{2}+\cdots+x_{2}=t-1$, to the space spanned by $\left|1 x_{2} \ldots x_{n}\right\rangle, 1+x_{2}+\cdots+x_{n}=t$. We claim that $\mathrm{U}_{11}=\mathrm{M}$. To prove that, we first observe that

$$
\begin{aligned}
\mathrm{M}\left|\psi_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle & =\frac{1}{\sqrt{\binom{n-j-1}{t-j-1}}} \sum_{\substack{x_{2}, \ldots, x_{n}: \\
x_{i_{1}}=\ldots=x_{i_{j}}=1}} \mathrm{M}\left|0 x_{2} \ldots x_{n}\right\rangle \\
& =\frac{1}{\sqrt{\binom{n-j-1}{t-j-1}}} \sum_{\substack{x_{2}, \ldots, x_{n}: \\
x_{i_{1}}=\ldots=x_{i_{j}}=1}}\left|1 x_{2} \ldots x_{n}\right\rangle=\left|\psi_{i_{1}, \ldots, i_{j}}^{1,1}\right\rangle .
\end{aligned}
$$

Since $T_{j, a, b}$ is defined as the subspace spanned by all $\left|\psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$, this means that $\mathrm{M}\left(T_{j, 0,0}\right)=T_{j, 1,1}$ and similarly $\mathrm{M}\left(T_{j-1,0,0}\right)=T_{j-1,1,1}$. Since M is unitary, this implies $\mathrm{M}\left(T_{j-1,0,0}^{\perp}\right)=T_{j-1,1,1}^{\perp}$ and

$$
\mathrm{M}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle=\mathrm{M} \Pi_{T_{j-1,0,0}}\left|\psi_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle=\Pi_{T_{j-1,1,1}^{\perp}}\left|\psi_{i_{1}, \ldots, i_{j}}^{1,1}\right\rangle=\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,1}\right\rangle .
$$

Finally, we have $\mathrm{U}_{10}=\mathrm{U}_{10}^{\prime \prime} \mathrm{U}_{11}$, where $\mathrm{U}_{10}^{\prime \prime}$ is defined by $\mathrm{U}_{10}^{\prime \prime}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,1}\right\rangle=\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,0}\right\rangle$. Since $U_{11}$ is unitary, it suffices to prove that $U_{10}^{\prime \prime}$ is a multiple of a unitary transformation and this follows similarly to $\mathrm{U}_{01}$ being a multiple of a unitary transformation.

Let $\left|\psi_{00}\right\rangle$ be an arbitrary state in $S_{j, 0,0}$ for some $j \in\{0, \ldots, t-1\}$. Define $\left|\psi_{a b}\right\rangle=\mathrm{U}_{a b}^{\prime}\left|\psi_{00}\right\rangle$ for $a b \in\{01,10,11\}$.
7.5.3. CLAIM. Let $\alpha_{a}^{\prime}=\sqrt{\frac{n-(t-1+a)}{n-j}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|, \beta_{a}^{\prime}=\sqrt{\frac{(t-1+a)-j}{n-j}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|$, $\alpha_{a}=\frac{\alpha_{a}^{\prime}}{\sqrt{\left(\alpha_{a}^{\prime}\right)^{2}+\left(\beta_{a}^{\prime}\right)^{2}}}, \beta_{a}=\frac{\beta_{a}^{\prime}}{\sqrt{\left(\alpha_{a}^{\prime}\right)^{2}+\left(\beta_{a}^{\prime}\right)^{2}}}$. Then

1. $\left|\phi_{1}\right\rangle=\alpha_{0}\left|\psi_{00}\right\rangle+\beta_{0}\left|\psi_{01}\right\rangle+\alpha_{1}\left|\psi_{10}\right\rangle+\beta_{1}\left|\psi_{11}\right\rangle$ belongs to $S_{j,+}$;
2. $\left|\phi_{2}\right\rangle=\beta_{0}\left|\psi_{00}\right\rangle-\alpha_{0}\left|\psi_{01}\right\rangle+\beta_{1}\left|\psi_{10}\right\rangle-\alpha_{1}\left|\psi_{11}\right\rangle$ belongs to $S_{j+1,+} ;$
3. Any linear combination of $\left|\psi_{00}\right\rangle,\left|\psi_{01}\right\rangle,\left|\psi_{10}\right\rangle$ and $\left|\psi_{11}\right\rangle$ which is orthogonal to $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$ belongs to $S_{-}=\bigoplus_{j=0}^{t} S_{j,-}$.
Proof. Let $i_{1}, \ldots, i_{j}$ be $j$ distinct elements of $\{2, \ldots, n\}$. As shown in the beginning of the proof of Claim 7.5.1,

$$
\begin{aligned}
\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a}\right\rangle & =\sqrt{\frac{n-(t-1+a)}{n-j}}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle+\sqrt{\frac{(t-1+a)-j}{n-j}}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle \\
& =\alpha_{a}^{\prime} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|}+\beta_{a}^{\prime} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, j_{j}}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|} .
\end{aligned}
$$

This means that $\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a}\right\|=\sqrt{\left(\alpha_{a}^{\prime}\right)^{2}+\left(\beta_{a}^{\prime}\right)^{2}}$ and

$$
\frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a}\right\|}=\alpha_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|}+\beta_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|} .
$$

Since the states $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0}\right\rangle$ span $S_{j, 0},\left|\psi_{00}\right\rangle$ is a linear combination of states $\frac{\left|\hat{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\|}$. By Claim 7.5.2, the states $\left|\psi_{a b}\right\rangle$ are linear combinations of $\frac{\left|\hat{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\|}$ with the same coefficients. Therefore, $\left|\phi_{1}\right\rangle$ is a linear combination of
$\alpha_{0} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\|}+\beta_{0} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,1}\right\|}+\alpha_{1} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,0}\right\|}+\beta_{1} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,1}\right\|}=\frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0}\right\rangle}{\left.\| \tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0}\right\rangle}+\frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1}\right\|}$,
each of which, by definition, belongs to $S_{j,+}$.
Let $i_{1}, \ldots, i_{j}$ be distinct elements of $\{2, \ldots, n\}$. We claim

$$
\begin{equation*}
\frac{\left|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{a}\right\rangle}{\left\|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{a}\right\|}=\beta_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|}-\alpha_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|} . \tag{7.19}
\end{equation*}
$$

By Claim 7.5.1, the right hand side of (7.19) belongs to $S_{j+1, a}$. We need to show that it is equal to $\left|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{a}\right\rangle$. We have

$$
\begin{aligned}
\left|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{a}\right\rangle & =\Pi_{T_{j, a}^{\lrcorner} \mid}\left|\psi_{1, i_{1}, \ldots, i_{j}}^{a}\right\rangle=\Pi_{T_{j, a}^{\perp}}\left|\psi_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle \\
& =\Pi_{T_{j, a}^{\lrcorner}} \Pi_{T_{j-1, a, 1}^{\perp}}\left|\psi_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle=\Pi_{T_{j, a}^{\perp}}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle
\end{aligned}
$$

where the third equality follows from $T_{j-1, a, 1} \subseteq T_{j, a}$. This is because the states $\left|\psi_{i_{1}, \ldots, i_{j-1}}^{a, 1}\right\rangle$ spanning $T_{j-1, a, 1}$ are the same as the states $\left|\psi_{1, i_{1}, \ldots, i_{j-1}}^{a}\right\rangle$ in $T_{j, a}$. Write

$$
\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle=c_{1}\left|\delta_{1}\right\rangle+c_{2}\left|\delta_{2}\right\rangle
$$

where

$$
\begin{aligned}
& \left|\delta_{1}\right\rangle=\alpha_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|}+\beta_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle}{\left\|\tilde{\psi}_{\psi_{1}, \ldots, i_{j}}^{a, 1}\right\|}, \\
& \left|\delta_{2}\right\rangle=\beta_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\|}-\alpha_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|} .
\end{aligned}
$$

By Claim 7.5.1, we have $\left|\delta_{1}\right\rangle \in S_{j, a} \subseteq T_{j, a},\left|\delta_{2}\right\rangle \in S_{j+1, a} \subseteq T_{j, a}^{\perp}$. Therefore, $\Pi_{T_{j, a}^{\perp}}\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle=c_{2}\left|\delta_{2}\right\rangle$ and

$$
\frac{\left|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{a}\right\rangle}{\left\|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{a}\right\|}=\left|\delta_{2}\right\rangle=\beta_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\rangle}{\left\|\psi_{i_{1}, \ldots, i_{j}}^{a, \tilde{0}}\right\|}-\alpha_{a} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|},
$$

proving (7.19).
Similarly to the argument for $\left|\phi_{1}\right\rangle$, equation (7.19) implies that $\left|\phi_{2}\right\rangle$ is a linear combination of

$$
\beta_{0} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\|}-\alpha_{0} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,1}\right\|}+\beta_{1} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,0}\right\|}-\alpha_{1} \frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,1}\right\|}=\frac{\left|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{0}\right\rangle}{\left\|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{0}\right\|}+\frac{\left|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{1}\right\rangle}{\left\|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{1}\right\|}
$$

and each of those states belongs to $S_{j+1,+}$.
To prove the third part of Claim 7.5.3, we observe that any vector orthogonal to $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$ is a linear combination of

$$
\left|\phi_{3}\right\rangle=\alpha_{0}\left|\psi_{00}\right\rangle+\beta_{0}\left|\psi_{01}\right\rangle-\alpha_{1}\left|\psi_{10}\right\rangle-\beta_{1}\left|\psi_{11}\right\rangle,
$$

which, in turn, is a linear combination of vectors

$$
\frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0}\right\|}-\frac{\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1}\right\rangle}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1}\right\|}
$$

and

$$
\left|\phi_{4}\right\rangle=\beta_{0}\left|\psi_{00}\right\rangle-\alpha_{0}\left|\psi_{01}\right\rangle-\beta_{1}\left|\psi_{10}\right\rangle+\alpha_{1}\left|\psi_{11}\right\rangle,
$$

which is a linear combination of vectors

$$
\frac{\left|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{0}\right\rangle}{\left\|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{0}\right\|}-\frac{\left|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{1}\right\rangle}{\left\|\tilde{\psi}_{1, i_{1}, \ldots, i_{j}}^{1}\right\|}
$$

This means that we have $\left|\phi_{3}\right\rangle \in S_{j,-}$ and $\left|\phi_{4}\right\rangle \in S_{j+1,-}$.

### 7.6 Norms of projected basis states

7.6.1. Claim. Let $j<t / 2$ and $x^{j}=x(x-1) \cdots(x-j+1)$.

1. $\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\|=\sqrt{\frac{(n-t-a+b)^{\underline{j}}}{(n-j)^{\underline{j}}}}$.
2. $\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\| \geq \frac{1}{\sqrt{2}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|$.
3. $\frac{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\| \cdot\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,1}\right\|}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,1}\right\| \cdot\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,0}\right\|}=1+O\left(\frac{1}{t}\right)$.

Proof. Define $t_{a}=t-1+a$. We calculate the vector

$$
\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle=\Pi_{T_{j-1, a, b}^{\perp}}\left|\psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle .
$$

Both vector $\left|\psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ and subspace $T_{j-1, a, b}$ are fixed by

$$
\mathrm{U}_{\pi}|x\rangle=\left|x_{\pi(1)} \ldots x_{\pi(n)}\right\rangle
$$

for any permutation $\pi$ that fixes 1 and maps $\left\{i_{1}, \ldots, i_{j}\right\}$ to itself. Hence $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ is fixed by any such $\mathrm{U}_{\pi}$ as well. Therefore, the amplitude of $|x\rangle$ with $|x|=t_{a}$, $x_{1}=b$ in $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ only depends on $\left|\left\{i_{1}, \ldots, i_{j}\right\} \cap\left\{i: x_{i}=1\right\}\right|$, so $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ is of the form

$$
\left|v_{a, b}\right\rangle=\sum_{m=0}^{j} \kappa_{m} \sum_{\substack{x:|x|=t_{a}, x_{1}=b \\\left|\left\{i_{1}, \ldots, i_{j}\right\} \cap\left\{i: x_{i}=1\right\}\right|=m}}|x\rangle .
$$

To simplify the following calculations, we multiply $\kappa_{0}, \ldots, \kappa_{j}$ by the same constant so that $\kappa_{j}=1 / \sqrt{\binom{n-j-1}{t_{a}-j-b}}$. Then $\left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ remains a multiple of $\left|v_{a, b}\right\rangle$ but may no longer be equal to $\left|v_{a, b}\right\rangle$.
$\kappa_{0}, \ldots, \kappa_{j-1}$ should be such that the state is orthogonal to $T_{j-1, a, b}$ and, in particular, orthogonal to the states $\left|\psi_{i_{1}, \ldots, i_{\ell}}^{a, b}\right\rangle$ for all $\ell \in\{0, \ldots, j-1\}$. By writing out $\left\langle v_{a, b} \mid \psi_{i_{1}, \ldots, i_{\ell}}^{a, b}\right\rangle=0$,

$$
\begin{equation*}
\sum_{m=\ell}^{j} \kappa_{m}\binom{n-j-1}{t_{a}-m-b}\binom{j-\ell}{m-\ell}=0 \tag{7.20}
\end{equation*}
$$

To show that, we first note that $\left|\psi_{i_{1}, \ldots, i_{\ell} \ell}^{a, b}\right\rangle$ is a uniform superposition of all $|x\rangle$ with $|x|=t_{a}, x_{1}=b, x_{i_{1}}=\cdots=x_{i_{\ell}}=1$. If we want to choose $x$ subject to those constraints and also satisfying $\left|\left\{i_{1}, \ldots, i_{j}\right\} \cap\left\{i: x_{i}=1\right\}\right|=m$, then we have to set $x_{i}=1$ for $m-\ell$ different $i \in\left\{i_{\ell+1}, \ldots, i_{j}\right\}$ and for $t_{a}-m-b$ different $i \notin\left\{1, i_{1}, \ldots, i_{j}\right\}$. This can be done in $\binom{j-\ell}{m-\ell}$ and $\binom{n-j-1}{t_{a}-m-b}$ different ways, respectively.

By solving the system of equations (7.20), starting from $\ell=j-1$ and going down to $\ell=0$, we get that the only solution is

$$
\begin{equation*}
\kappa_{m}=(-1)^{j-m} \frac{\binom{n-j-1}{t_{t}-j-b}}{\binom{n-j-1}{t_{a}-m-b}} \kappa_{j} . \tag{7.21}
\end{equation*}
$$

Let $\left|v_{a, b}^{\prime}\right\rangle=\frac{\left|v_{a, b}\right\rangle}{\left\|v_{a, b}\right\|}$ be the normalized version of $\left|v_{a, b}\right\rangle$. Then

$$
\begin{align*}
& \left|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle=\left\langle v_{a, b}^{\prime} \mid \psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle\left|v_{a, b}^{\prime}\right\rangle \\
& \left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\|=\left\langle v_{a, b}^{\prime} \mid \psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle=\frac{\left\langle v_{a, b} \mid \psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle}{\left\|v_{a, b}\right\|} . \tag{7.22}
\end{align*}
$$

We have

$$
\begin{equation*}
\left\langle v_{a, b} \mid \psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle=1 \tag{7.23}
\end{equation*}
$$

because $\left|\psi_{i_{1}, \ldots, i_{j}}^{a, b}\right\rangle$ consists of $\binom{n-j-1}{t_{a}-j-b}$ basis states $|x\rangle, x_{1}=b, x_{i_{1}}=\cdots=x_{i_{j}}=1$,


$$
\begin{aligned}
\left\|v_{a, b}\right\|^{2} & =\sum_{m=0}^{j}\binom{j}{m}\binom{n-j-1}{t_{a}-m-b} \kappa_{m}^{2} \\
& =\sum_{m=0}^{j}\binom{j}{m} \frac{\binom{n-j-1}{t_{a}-j-b}}{\binom{n-j-1}{t_{a}-m-b}} \kappa_{j}^{2} \\
& =\sum_{m=0}^{j}\binom{j}{m} \frac{\binom{n-j-1}{t_{a}-j-b}}{\binom{n-j-1}{t_{a}-m-b}}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{m=0}^{j}\binom{j}{m} \frac{\left(t_{a}-m-b\right)!\left(n-t_{a}+m-j-1+b\right)!}{\left(t_{a}-j-b\right)!\left(n-t_{a}-1+b\right)!} \\
& =\sum_{m=0}^{j}\binom{j}{m} \frac{\left(t_{a}-m-b\right) \frac{j-m}{\left(n-t_{a}-1+b\right) \underline{\underline{j-m}}}}{} \tag{7.24}
\end{align*}
$$

Here the first equality follows because there are $\binom{j}{m}\binom{n-j-1}{t_{a}-m-b}$ vectors $x$ such that $|x|=t_{a}, x_{1}=b, x_{i}=1$ for $m$ different $i \in\left\{i_{1}, \ldots, i_{j}\right\}$ and $t_{a}-m$ different $i \notin\left\{1, i_{1}, \ldots, i_{j}\right\}$, the second equality follows from equation (7.21) and the third equality follows from our choice $\kappa_{j}=1 / \sqrt{\binom{n-j-1}{t_{a}-j-b}}$.

From equations (7.22), (7.23), and (7.24), $\left\|\tilde{\psi}_{i_{1}, . ., i_{j}}^{a, b}\right\|=\frac{1}{\sqrt{A_{a, b}}}$ where $A_{a, b}=$ $\sum_{m=0}^{\infty} C_{a, b}(m)$ and

$$
C_{a, b}(m)=\binom{j}{m} \frac{\left(t_{a}-m-b\right)^{\underline{j-m}}}{\left(n-t_{a}-1+b\right)^{\underline{j-m}}} .
$$

The terms with $m>j$ are zero because $\binom{j}{m}=0$ for $m>j$.
We compute the combinatorial sum $A_{a, b}$ using hyper-geometric series [GKP98, Section 5.5]. Since

$$
\frac{C_{a, b}(m+1)}{C_{a, b}(m)}=\frac{(m-j)\left(m+n-t_{a}-j+b\right)}{(m+1)\left(m-t_{a}+b\right)}
$$

is a rational function of $m, A_{a, b}$ is a hyper-geometric series and its value is

$$
A_{a, b}=\sum_{m=0}^{\infty} C_{a, b}(m)=C_{a, b}(0) \cdot F\left(\left.\begin{array}{c}
-j, n-t_{a}-j+b \\
-t_{a}+b
\end{array} \right\rvert\, 1\right)
$$

We apply Vandermonde's convolution $F\left(\left.\begin{array}{c}-j, x \\ y\end{array} \right\rvert\, 1\right)=(x-y)^{\underline{j}} /(-y)^{\underline{j}}$ [GKP98, Equation 5.93 on page 212], which holds for every integer $j \geq 0$, and obtain

$$
A_{a, b}=\frac{\left(t_{a}-b\right)^{\underline{j}}}{\left(n-t_{a}-1+b\right)^{\underline{j}}} \cdot \frac{(n-j)^{\underline{j}}}{\left(t_{a}-b\right)^{\underline{j}}}=\frac{(n-j)^{\underline{j}}}{\left(n-t_{a}-1+b\right)^{\underline{j}}} .
$$

This proves the first part of the claim, that $\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, b}\right\|=\sqrt{\frac{\left(n-t_{a}-1+b\right)^{j}}{(n-j)^{j}}}$.
The second part of the claim follows because

$$
\frac{\left\|\tilde{\psi}_{\psi_{1}, \ldots, i_{j}}^{a, 0}\right\|}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|}=\sqrt{\frac{\left(n-t_{a}-1\right)^{\underline{j}}}{\left(n-t_{a}\right)^{j}}}=\sqrt{1-\frac{j}{n-t_{a}}} \geq \sqrt{1-\frac{n / 4}{n / 2}}=\frac{1}{\sqrt{2}},
$$

because $j \leq t_{a} / 2$, and $t_{a} \leq n / 2$.

For the third part,

$$
\begin{aligned}
\frac{A_{1,0} A_{0,1}}{A_{0,0} A_{1,1}}=\frac{\left((n-t)^{\underline{j}}\right)^{2}}{(n-t+1)^{\underline{j}}(n-t-1)^{\underline{j}}} & =\frac{(n-t)(n-t-j+1)}{(n-t+1)(n-t-j)} \\
& =1+\frac{j}{(n-t+1)(n-t-j)}
\end{aligned}
$$

which is $1+\Theta\left(j / n^{2}\right)=1+O\left(\frac{1}{t}\right)$ for $t \leq n / 2$ and $j \leq t / 2$. The expression in the third part of the claim is the square root of this value, hence it is $1+O\left(\frac{1}{t}\right)$.
7.6.2. Claim. If $j<t / 2$, then $\beta_{a} \leq \sqrt{\frac{2 t}{n}}$.

Proof. Define $t_{a}=t-1+a$. By Claim 7.6.1, $\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\| \geq \frac{1}{\sqrt{2}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|$. That implies

$$
\alpha_{a}^{\prime}=\frac{\sqrt{n-t_{a}}}{\sqrt{n-j}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 0}\right\| \geq \frac{1}{\sqrt{2}} \frac{\sqrt{n-t_{a}}}{\sqrt{t_{a}-j}} \frac{\sqrt{t_{a}-j}}{\sqrt{n-j}}\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{a, 1}\right\|=\frac{\sqrt{n-t_{a}}}{\sqrt{2\left(t_{a}-j\right)}} \beta_{a}^{\prime}
$$

and hence

$$
\sqrt{\left(\alpha_{a}^{\prime}\right)^{2}+\left(\beta_{a}^{\prime}\right)^{2}} \geq \beta_{a}^{\prime} \sqrt{\frac{n-t_{a}}{2\left(t_{a}-j\right)}+1}=\beta_{a}^{\prime} \frac{\sqrt{n+t_{a}-2 j}}{\sqrt{2\left(t_{a}-j\right)}}
$$

Then, using $j \leq \frac{t_{a}}{2}$,

$$
\beta_{a}=\frac{\beta_{a}^{\prime}}{\sqrt{\left(\alpha_{a}^{\prime}\right)^{2}+\left(\beta_{a}^{\prime}\right)^{2}}} \leq \frac{\sqrt{2\left(t_{a}-j\right)}}{\sqrt{n+t_{a}-2 j}} \leq \sqrt{\frac{2 t}{n}}
$$

which we had to prove.
7.6.3. CLAim. If $j<t / 2$, then $\left|\alpha_{0} \beta_{1}-\alpha_{1} \beta_{0}\right|=O\left(\frac{1}{\sqrt{t n}}\right)$.

Proof. We first estimate

$$
\frac{\alpha_{0} \beta_{1}}{\alpha_{1} \beta_{0}}=\frac{\alpha_{0}^{\prime} \beta_{1}^{\prime}}{\alpha_{1}^{\prime} \beta_{0}^{\prime}}=\frac{\sqrt{(n-t+1)(t-j)}}{\sqrt{(n-t)(t-1-j)}} \cdot \frac{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,0}\right\|\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,1}\right\|}{\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{1,0}\right\|\left\|\tilde{\psi}_{i_{1}, \ldots, i_{j}}^{0,1}\right\|} .
$$

By Claim 7.6.1, we have

$$
\frac{\alpha_{0}^{\prime} \beta_{1}^{\prime}}{\alpha_{1}^{\prime} \beta_{0}^{\prime}}=\left(1+O\left(\frac{1}{t}\right)\right) \frac{\sqrt{(n-t+1)(t-j)}}{\sqrt{(n-t)(t-1-j)}} .
$$

Since $\frac{\sqrt{t-j}}{\sqrt{t-1-j}}=\sqrt{1+\frac{1}{t-1-j}}=1+O\left(\frac{1}{t-1-j}\right)=1+O\left(\frac{1}{t}\right)$ and, similarly, $\frac{\sqrt{n-t+1}}{\sqrt{n-t}}=$ $1+O\left(\frac{1}{n-t}\right)=1+O\left(\frac{1}{t}\right)$, we have shown that $\frac{\alpha_{0} \beta_{1}}{\alpha_{1} \beta_{0}}$ is of order $1+O\left(\frac{1}{t}\right)$. We thus have

$$
\left|\alpha_{0} \beta_{1}-\beta_{0} \alpha_{1}\right|=O\left(\frac{1}{t}\right)\left|\beta_{0} \alpha_{1}\right|=O\left(\frac{1}{t} \cdot \sqrt{\frac{t}{n}}\right)=O\left(\frac{1}{\sqrt{t n}}\right)
$$

thanks to Claim 7.6.2 and the fact that $\left|\alpha_{1}\right| \leq 1$.

### 7.7 Change of the potential function

Proof of Lemma 7.2.3 We first analyze the case when $\rho_{d, 1}$ belongs to the subspace $\mathcal{H}_{4}$ spanned by $\left|\psi_{a b}\right\rangle \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{k}\right\rangle$, where $\left|\psi_{2}\right\rangle, \ldots,\left|\psi_{k}\right\rangle$ are some vectors from subspaces $R_{j_{2}}, \ldots, R_{j_{k}}$ for some $j_{2}, \ldots, j_{k},\left|\psi_{00}\right\rangle$ is an arbitrary state in $S_{j, 0,0}$ for some $j \in\{0, \ldots, t-1\},\left|\psi_{a b}\right\rangle=\mathrm{U}_{a b}^{\prime}\left|\psi_{00}\right\rangle$ for $a b \in\{01,10,11\}$, and $\mathrm{U}_{a b}^{\prime}$ are unitaries from Claim 7.5.2.

We pick an orthonormal basis for $\mathcal{H}_{4}$ that has $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$ from Claim 7.5.3 as its first two vectors. Let $\left|\phi_{3}\right\rangle$ and $\left|\phi_{4}\right\rangle$ be the other two basis vectors. We define

$$
\begin{equation*}
\left|\chi_{i}\right\rangle=\left|\phi_{i}\right\rangle \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{k}\right\rangle . \tag{7.25}
\end{equation*}
$$

By Claim 7.5.3, $\left|\chi_{1}\right\rangle$ belongs to $S_{j,+} \otimes R_{j_{2}} \otimes \cdots \otimes R_{j_{k}}$ which is contained in $\mathcal{R}_{\min (j, t / 2)+j_{2}+\cdots+j_{k}}$. Similarly, $\left|\chi_{2}\right\rangle$ belongs to $\mathcal{R}_{\min (j+1, t / 2)+j_{2}+\cdots+j_{k}}$ and $\left|\chi_{3}\right\rangle,\left|\chi_{4}\right\rangle$ belong to $\mathcal{R}_{t / 2+j_{2}+\cdots+j_{k}}$. If $j<t / 2$, this means that

$$
\begin{align*}
P\left(\rho_{d, 1}\right)= & q^{j_{2}+\cdots+j_{k}} \cdot\left(q^{j}\left\langle\chi_{1}\right| \rho_{d, 1}\left|\chi_{1}\right\rangle+q^{j+1}\left\langle\chi_{2}\right| \rho_{d, 1}\left|\chi_{2}\right\rangle\right. \\
& \left.+q^{\frac{t}{2}}\left\langle\chi_{3}\right| \rho_{d, 1}\left|\chi_{3}\right\rangle+q^{\frac{t}{2}}\left\langle\chi_{4}\right| \rho_{d, 1}\left|\chi_{4}\right\rangle\right) . \tag{7.26}
\end{align*}
$$

If $j \geq t / 2$, then $\left|\chi_{1}\right\rangle,\left|\chi_{2}\right\rangle,\left|\chi_{3}\right\rangle,\left|\chi_{4}\right\rangle$ are all in $\mathcal{R}_{t / 2+j_{2}+\cdots+j_{k}}$. This means that $P\left(\rho_{d, 1}\right)=q^{t / 2+j_{2}+\cdots+j_{k}}$ and it remains unchanged by a query.

We define $\gamma_{\ell}=\left\langle\chi_{\ell}\right| \rho_{d, 1}\left|\chi_{\ell}\right\rangle$. Since the support of $\rho_{d, 1}$ is contained in the subspace spanned by $\left|\chi_{\ell}\right\rangle$, we have $\gamma_{1}+\gamma_{2}+\gamma_{3}+\gamma_{4}=\operatorname{Tr} \rho_{d, 1}=1$. This means that equation (7.26) can be rewritten as

$$
\begin{align*}
P\left(\rho_{d, 1}\right)= & q^{j+j_{2}+\cdots+j_{k}} \gamma_{1}+q^{j+j_{2}+\cdots+j_{k}+1} \gamma_{2}+q^{t / 2+j_{2}+\cdots+j_{k}}\left(\gamma_{3}+\gamma_{4}\right) \\
= & q^{t / 2+j_{2}+\cdots+j_{k}}+q^{j_{2}+\cdots+j_{k}}\left(q^{j+1}-q^{t / 2}\right)\left(\gamma_{1}+\gamma_{2}\right) \\
& +q^{j_{2}+\cdots+j_{k}}\left(q^{j}-q^{j+1}\right) \gamma_{1} . \tag{7.27}
\end{align*}
$$

$P\left(\rho_{d, 1}^{\prime}\right)$ can be also expressed in a similar way, with $\gamma_{j}^{\prime}=\left\langle\chi_{j}\right| \rho_{d, 1}^{\prime}\left|\chi_{j}\right\rangle$ instead of $\gamma_{j}$. By combining equations (7.27) for $P\left(\rho_{d, 1}\right)$ and $P\left(\rho_{d, 1}^{\prime}\right)$, we get

$$
\begin{aligned}
P\left(\rho_{d, 1}^{\prime}\right)-P\left(\rho_{d, 1}\right)= & q^{j+j_{2}+\cdots+j_{k}}\left(q^{t / 2-j}-q\right)\left(\gamma_{1}+\gamma_{2}-\gamma_{1}^{\prime}-\gamma_{2}^{\prime}\right) \\
& +q^{j+j_{2}+\cdots+j_{k}}(q-1)\left(\gamma_{1}-\gamma_{1}^{\prime}\right)
\end{aligned}
$$

Therefore, it suffices to bound $\left|\gamma_{1}+\gamma_{2}-\gamma_{1}^{\prime}-\gamma_{2}^{\prime}\right|$ and $\left|\gamma_{1}-\gamma_{1}^{\prime}\right|$. W.l.o.g. we can assume that $\rho_{d, 1}$ is a pure state $|\varphi\rangle\langle\varphi|$. Let

$$
|\varphi\rangle=\left(a\left|\psi_{00}\right\rangle+b\left|\psi_{01}\right\rangle+c\left|\psi_{10}\right\rangle+d\left|\psi_{11}\right\rangle\right) \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{k}\right\rangle .
$$

Then the state after a query is

$$
\left|\varphi^{\prime}\right\rangle=\left(a\left|\psi_{00}\right\rangle-b\left|\psi_{01}\right\rangle+c\left|\psi_{10}\right\rangle-d\left|\psi_{11}\right\rangle\right) \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{k}\right\rangle
$$

and we have to bound

$$
\gamma_{\ell}-\gamma_{\ell}^{\prime}=\left|\left\langle\chi_{\ell} \mid \varphi\right\rangle\right|^{2}-\left|\left\langle\chi_{\ell} \mid \varphi^{\prime}\right\rangle\right|^{2}
$$

for $\ell \in\{1,2\}$. For $\ell=1$, we have

$$
\left\langle\chi_{1} \mid \varphi\right\rangle=a \alpha_{0}+b \beta_{0}+c \alpha_{1}+d \beta_{1}
$$

The expression for $\varphi^{\prime}$ is similar, with minus signs in front of $b \beta_{0}$ and $d \beta_{1}$. Therefore,

$$
\begin{equation*}
\left|\left|\left\langle\chi_{1} \mid \varphi\right\rangle\right|^{2}-\left|\left\langle\chi_{1} \mid \varphi^{\prime}\right\rangle\right|^{2}\right| \leq 4|a||b| \alpha_{0} \beta_{0}+4|c||d| \alpha_{1} \beta_{1}+4|a||d| \alpha_{0} \beta_{1}+4|b||c| \alpha_{1} \beta_{0} \tag{7.28}
\end{equation*}
$$

Since $|a|,|b|,|c|,|d|$ are all at most $\|\varphi\|=1$ and $\alpha_{0}, \alpha_{1}$ are less than 1 , equation (7.28) is at most $8 \beta_{0}+8 \beta_{1}$. By Claim 7.6.2, we have

$$
\left|\gamma_{1}-\gamma_{1}^{\prime}\right| \leq 8 \beta_{0}+8 \beta_{1} \leq 16 \sqrt{\frac{2 t}{n}}
$$

We also have
where $C$ is the big-O constant from Claim 7.6.3. By taking into account that $P\left(\rho_{d, 1}\right) \geq q^{j+j_{2}+\cdots+j_{k}}$,

$$
\begin{align*}
P\left(\left|\varphi^{\prime}\right\rangle\left\langle\varphi^{\prime}\right|\right)-P(|\varphi\rangle\langle\varphi|) & \leq\left(\left(q^{t / 2-j}-q\right) \frac{8 C}{\sqrt{t n}}+(q-1) \frac{16 \sqrt{2 t}}{\sqrt{n}}\right) P(|\varphi\rangle\langle\varphi|) \\
& \leq\left(\left(q^{t / 2}-1\right) \frac{8 C}{\sqrt{t n}}+(q-1) \frac{16 \sqrt{2 t}}{\sqrt{n}}\right) P(|\varphi\rangle\langle\varphi|) \tag{7.29}
\end{align*}
$$

This proves Lemma 7.2.3 for the case when the support of $\rho_{d, 1}$ is contained in $\mathcal{H}_{4}$. (If $\rho_{d, 1}$ is a mixed state, we just express it as a mixture of pure states $|\varphi\rangle$. The bound for $\rho_{d, 1}$ follows by summing equations (7.29) for every $|\varphi\rangle$.)

For the general case, we divide the entire state space $\mathcal{H}_{I}$ into 4-dimensional subspaces. To do that, we first subdivide $\mathcal{H}_{I}$ into subspaces

$$
\begin{equation*}
\left(S_{j, 0,0} \oplus S_{j, 0,1} \oplus S_{j, 1,0} \oplus S_{j, 1,1}\right) \otimes R_{j_{2}} \otimes \cdots \otimes R_{j_{k}} \tag{7.30}
\end{equation*}
$$

Let states $\left|\psi_{1, i}^{0,0}\right\rangle, i \in\left[\operatorname{dim} S_{j, 0,0}\right]$ form a basis for $S_{j, 0,0}$ and let $\left|\psi_{1, i}^{a, b}\right\rangle=\mathrm{U}_{a b}^{\prime}\left|\psi_{1, i}^{0,0}\right\rangle$ for $(a, b) \in\{(0,1),(1,0),(1,1)\}$, where the $\mathrm{U}_{a b}^{\prime}$ are the unitaries from Claim 7.5.2. Then the $\left|\psi_{1, i}^{a, b}\right\rangle$ form a basis for $S_{j, a, b}$.

Let $\left|\psi_{l, i}\right\rangle, i \in\left[\operatorname{dim} R_{j_{l}}\right]$, form a basis for $R_{j_{l}}, l \in\{2, \ldots, k\}$. We subdivide (7.30) into 4 -dimensional subspaces $H_{i_{1}, \ldots, i_{k}}$ spanned by

$$
\left|\psi_{1, i_{1}}^{a, b}\right\rangle \otimes\left|\psi_{2, i_{2}}\right\rangle \otimes \cdots \otimes\left|\psi_{k, i_{k}}\right\rangle
$$

where $a, b$ range over $\{0,1\}$. Let $\mathcal{H}_{\text {all }}$ be the collection of all $H_{i_{1}, \ldots, i_{k}}$ obtained by subdividing all subspaces (7.30). We claim that

$$
\begin{equation*}
P(\rho)=\sum_{H \in \mathcal{H}_{\text {all }}} P\left(\Pi_{H} \rho\right) \tag{7.31}
\end{equation*}
$$

Equation (7.31) together with equation (7.29) implies Lemma 7.2.3. Since $P(\rho)$ is defined as a weighted sum of traces $\operatorname{Tr} \Pi_{\mathcal{R}_{m}} \rho$, we can prove equation (7.31) by showing

$$
\begin{equation*}
\operatorname{Tr} \Pi_{\mathcal{R}_{m}} \rho_{d, 1}=\sum_{H \in \mathcal{H}_{\text {all }}} \operatorname{Tr} \Pi_{\mathcal{R}_{m}} \Pi_{H} \rho_{d, 1} \tag{7.32}
\end{equation*}
$$

To prove (7.32), we define a basis for $\mathcal{H}_{I}$ by first decomposing $\mathcal{H}_{I}$ into subspaces $H \in \mathcal{H}_{\text {all }}$, and then for each subspace, taking the basis consisting of $\left|\chi_{1}\right\rangle$, $\left|\chi_{2}\right\rangle,\left|\chi_{3}\right\rangle$ and $\left|\chi_{4}\right\rangle$ defined by equation (7.25). By Claim 7.5.3, each of the basis states belongs to one of the subspaces $\mathcal{R}_{m}$. This means that each $\mathcal{R}_{m}$ is spanned by some subset of this basis.

The left hand side of (7.32) is equal to the sum of squared projections of $\rho_{d, 1}$ to basis states $\left|\chi_{j}\right\rangle$ that belong to $\mathcal{R}_{m}$. Each of the terms $\operatorname{Tr} \Pi_{\mathcal{R}_{m}} \Pi_{H} \rho_{d, 1}$ on the right hand side is equal to the sum of squared projections to basis states $\left|\chi_{j}\right\rangle$ that belong to $\mathcal{R}_{m} \cap H$. Summing over all $H$ gives the sum of squared projections of $\rho_{d, 1}$ to all $\left|\chi_{j}\right\rangle$ that belong to $\mathcal{R}_{m}$. Therefore, the two sides of (7.32) are equal.

### 7.8 Summary

We have described a new version of the adversary method for quantum query lower bounds, based on analyzing the subspaces of the problem we want to lowerbound. We have proved a new quantum direct product theorem for all symmetric functions. The result is tight up to a constant factor.

## Chapter 8

## Time-Space Tradeoffs

This chapter is based on the following papers:
[KŠW04] H. Klauck, R. Špalek, and R. de Wolf. Quantum and classical strong direct product theorems and optimal time-space tradeoffs. In Proceedings of 45 th Annual IEEE Symposium on Foundations of Computer Science, pages 12-21, 2004. To appear in SIAM Journal on Computing.
[AŠW06] A. Ambainis, R. Špalek, and R. de Wolf. A new quantum lower bound method, with applications to direct product theorems and time-space tradeoffs. In Proceedings of 38th Annual ACM Symposium on Theory of Computing, pages 618-633, 2006.

### 8.1 Introduction

A time-space tradeoff is a relation between the running time and the space complexity of an algorithm. Basically, the more memory we allow the algorithm to use the faster it could possibly run. Such tradeoffs between the two main computational resources are well known classically for problems like sorting, element distinctness, hashing, etc. Our direct product theorems from Chapter 6 and Chapter 7, apart from answering a fundamental question about the computational models of (quantum) query complexity and communication complexity, also imply a number of new and optimal time-space tradeoffs.

Sorting First, we consider the tradeoff between the time $T$ and space $S$ that a quantum circuit needs for sorting $N$ numbers. Classically, it is well known that $T S=\Omega\left(N^{2}\right)$ and that this tradeoff is achievable [Bea91]. The classical lower bound holds for the most general model of branching programs, and the optimal classical algorithm works in the (more restrictive) circuit model. In the quantum case, Klauck [Kla03] constructed a bounded-error quantum algorithm that runs
in time $T=O\left((N \log N)^{3 / 2} / \sqrt{S}\right)$ for all $(\log N)^{3} \leq S \leq \frac{N}{\log N}$. He also claimed a lower bound $T S=\Omega\left(N^{3 / 2}\right)$, which would be close to optimal for small $S$ but not for large $S$. Unfortunately there is an error in the proof presented in [Kla03] (Lemma 5 appears to be wrong). Here we use our quantum DPT for one threshold function from Theorem 6.3.6 to prove the tradeoff $T^{2} S=\Omega\left(N^{3}\right)$ in the circuit model. Our lower-bound technique does not work for branching programs. This tradeoff is tight up to polylogarithmic factors.

Boolean matrix multiplication Secondly, we consider time-space tradeoffs for the problems of Boolean matrix-vector product and Boolean matrix product. In the first problem there are an $N \times N$ matrix $A$ and a vector $b$ of dimension $N$, and the goal is to compute the vector $c=A b$, where

$$
c_{i}=\bigvee_{j=1}^{N}\left(A[i, j] \wedge b_{j}\right)
$$

In the setting of time-space tradeoffs, the matrix $A$ is fixed and the input is the vector $b$. In the problem of matrix multiplication two matrices have to be multiplied with the same type of Boolean product, and both are inputs.

Time-space tradeoffs for Boolean matrix-vector multiplication have been analyzed in an average-case scenario by Abrahamson [Abr90], whose results give a worst-case lower bound of $T S=\Omega\left(N^{3 / 2}\right)$ for classical algorithms. He conjectured that a worst-case lower bound of $T S=\Omega\left(N^{2}\right)$ holds. Using our classical DPT for OR from Theorem 6.2.4 we are able to confirm this, that is there is a matrix $A$, such that computing $A b$ requires $T S=\Omega\left(N^{2}\right)$. We also show a lower bound of $T^{2} S=\Omega\left(N^{3}\right)$ for this problem in the quantum case using the quantum DPT for OR from Theorem 6.3.8. Both bounds are tight (the second within a logarithmic factor) if $T$ is taken to be the number of queries to the inputs. We also get a lower bound of $T^{2} S=\Omega\left(N^{5}\right)$ for the problem of multiplying two matrices in the quantum case. This bound is close to optimal for small $S$; it is open whether it is close to optimal for large $S$.

Communication-space tradeoffs Research on classical communication-space tradeoffs has been initiated by Lam et al. [LTT92] in a restricted setting, and by Beame et al. [BTY94] in a general model of space-bounded communication complexity. In the setting of communication-space tradeoffs, players Alice and Bob are modeled as space-bounded circuits, and we are interested in the communication cost when given particular space bounds.

We consider communication-space tradeoffs for the above problems of Boolean matrix multiplication. For the problem of computing the matrix-vector product Alice receives the matrix $A$ (now an input) and Bob the vector $b$. Beame et al. gave tight lower bounds for example for the matrix-vector product and matrix product
over $\mathbb{G F}(2)$, but stated the complexity of Boolean matrix-vector multiplication as an open problem. Using our quantum DPT for Disjointness from Theorem 6.4.2 we are able to show that any quantum protocol for this problem satisfies $C^{2} S=$ $\Omega\left(N^{3}\right)$. This is tight within a polylogarithmic factor. We also get a lower bound of $C^{2} S=\Omega\left(N^{5}\right)$ for computing the product of two matrices, which again is tight.

Note that no classical lower bounds for these problems were known previously, and that finding better classical lower bounds than these remains open. The possibility to show good quantum bounds comes from the deep relation between quantum protocols and polynomials implicit in Razborov's lower bound technique [Raz03].

Evaluating solutions to systems of linear inequalities Furthermore, we apply the quantum DPT for symmetric functions from Theorem 7.1.1 to the following problem. Let $A$ be a fixed $N \times N$ matrix of non-negative integers. Our inputs are column vectors $x=\left(x_{1}, \ldots, x_{N}\right)$ and $b=\left(b_{1}, \ldots, b_{N}\right)$ of non-negative integers. We are interested in the system

$$
A x \geq b
$$

of $N$ linear inequalities, and want to find out which of these inequalities hold (we could also mix $\geq$, $=$, and $\leq$, but omit that for ease of notation). Note that if $A$ and $x$ are Boolean and $b=(t, \ldots, t)$, this gives $N$ overlapping $t$-threshold functions. Note that the output is an $N$-bit vector. Again, we want to analyze the tradeoff between the time $T$ and space $S$ needed to solve this problem. Lower bounds on $T$ will be in terms of query complexity. For simplicity we omit polylogarithmic factors in the following discussion.

In the classical world, the optimal tradeoff is $T S=N^{2}$, independent of the values in $b$. The upper bounds are for deterministic algorithms, and the lower bounds are for 2 -sided error algorithms and they follow from our tradeoffs for Boolean matrix multiplication. In the quantum world the situation is more complex. Let us put an upper bound $\max \left\{b_{i}\right\} \leq t$. We have the following two regimes for 2 -sided error quantum algorithms:

- Quantum regime. If $S \leq \frac{N}{t}$, then the optimal tradeoff is $T^{2} S=t N^{3}$.
- Classical regime. If $S>\frac{N}{t}$, then the optimal tradeoff is $T S=N^{2}$.

In the quantum regime, quantum algorithms performs better than classical, whereas in the classical regime, they both perform equally well. Our lower bounds hold even for the constrained situation where $b$ is fixed to the all- $t$ vector, $A$ and $x$ are Boolean, and $A$ is sparse in having only $O\left(\frac{N}{S}\right)$ nonzero entries in each row.

Stronger lower bound for 1-sided error algorithms Since our quantum DPT for 1-sided error threshold functions from Theorem 6.3.9 is stronger that
the 2-sided DPT from Theorem 7.1.1 by an extra factor of $t$ in the exponent, we obtain the following stronger lower bound for 1 -sided error algorithms:

- If $t \leq S \leq \frac{N}{t^{2}}$, then the tradeoff for 1 -sided error algorithms is $T^{2} S \geq t^{2} N^{3}$.
- If $S>\frac{N}{t^{2}}$, then the optimal tradeoff for 1-sided error algorithms is $T S=N^{2}$.

We do not know whether the lower bound in the first case is optimal (probably it is not), but note that it is stronger than the optimal bounds that we have for 2 -sided error algorithms. This is the first separation of 2 -sided and 1 -sided error algorithms in the context of quantum time-space tradeoffs. Strictly speaking, there is a quadratic gap for OR, but space $\log n$ suffices for the fastest 1 -sided and 2 -sided error algorithms so there is no real tradeoff in that case.
8.1.1. Remark. The time-space tradeoffs for 2 -sided error algorithms for $A x \geq b$ similarly hold for a system of $N$ equalities, $A x=b$. The upper bound clearly carries over, while the lower holds for equalities as well, because our DPT from Theorem 7.1.1 holds even under the promise that the input has weight $t$ or $t-1$. In contrast, the stronger 1-sided error time-space tradeoff does not automatically carry over to systems of equalities, because we do not know how to prove the DPT from Theorem 6.3.9 under this promise.

### 8.2 Preliminaries

Circuit model For investigating time-space tradeoffs we use the circuit model. A circuit accesses its input via an oracle like a query algorithm; see Section 1.2.2. Time corresponds to the number of gates in the circuit. We will, however, usually consider the number of queries to the input, which is obviously a lower bound on time. A quantum circuit uses space $S$ if it works with $S$ qubits only. We require that the outputs are made at predefined gates in the circuit, by writing their value to some extra qubits that may not be used later on. Similar definitions are made for classical circuits.

Communicating quantum circuits In the model of quantum communication complexity, two players Alice and Bob compute a function $f$ on distributed inputs $x$ and $y$. The complexity measure of interest in this setting is the amount of communication. The players follow some predefined protocol that consists of local unitary operations, and the exchange of qubits. The communication cost of a protocol is the maximal number of qubits exchanged for any input. In the standard model of communication complexity, Alice and Bob are computationally unbounded entities, but we are also interested in what happens if they have bounded memory, that is they work with a bounded number of qubits. To this end we model Alice and Bob as communicating quantum circuits, following Yao [Yao93].

A pair of communicating quantum circuits is actually a single quantum circuit partitioned into two parts. The allowed operations are local unitary operations and access to the inputs that are given by oracles. Alice's part of the circuit may use oracle gates to read single bits from her input, and Bob's part of the circuit may do so for his input. The communication $C$ between the two parties is simply the number of wires carrying qubits that cross between the two parts of the circuit. A pair of communicating quantum circuits uses space $S$, if the whole circuit works on $S$ qubits.

In the problems we consider, the number of outputs is much larger than the memory of the players. Therefore we use the following output convention. The player who computes the value of an output sends this value to the other player at a predetermined point in the protocol. In order to make the models as general as possible, we furthermore allow the players to do local measurements, and to throw qubits away as well as pick up some fresh qubits. The space requirement only demands that at any given time no more than $S$ qubits are in use in the whole circuit.

A final comment regarding upper bounds: Buhrman et al. [BCW98] showed how to run a query algorithm in a distributed fashion with small overhead in the communication. In particular, if there is a $T$-query quantum algorithm computing $N$-bit function $f$, then there is a pair of communicating quantum circuits with $O(T \log N)$ communication that computes $f(x \wedge y)$ with the same success probability. We refer to the book of Kushilevitz and Nisan [KN97] for more on communication complexity in general, and to the surveys [Kla00, Buh00, Wol02] for more on its quantum variety.

### 8.3 Time-space tradeoff for sorting

We will now use our strong direct product theorem to get near-optimal time-space tradeoffs for quantum circuits for sorting. In our model, the numbers $a_{1}, \ldots, a_{N}$ that we want to sort can be accessed by means of queries, and the number of queries lower-bounds the actual time taken by the circuit. The circuit has $N$ output gates and in the course of its computation outputs the $N$ numbers in sorted (say, descending) order, with success probability at least $\frac{2}{3}$.
8.3.1. Theorem. Every bounded-error quantum circuit for sorting $N$ numbers that uses $T$ queries and space $S$ satisfies $T^{2} S=\Omega\left(N^{3}\right)$.

Proof. We slice the circuit along the time-axis into $L=T / \alpha \sqrt{S N}$ slices, each containing $\frac{T}{L}=\alpha \sqrt{S N}$ queries. Each such slice has a number of output gates. Consider any slice. Suppose it contains output gates $i, i+1, \ldots, i+k-1$, for $i \leq \frac{N}{2}$, so it is supposed to output the $i^{\text {th }}$ up to $i+k-1^{\text {st }}$ largest elements of its input. We want to show that $k=O(S)$. If $k \leq S$ then we are done, so assume $k>S$. We can use the slice as a $k$-threshold algorithm on $\frac{N}{2}$ bits, as follows. For
an $\frac{N}{2}$-bit input $x$, construct a sorting input by taking $i-1$ copies of the number 2 , the $\frac{N}{2}$ bits in $x$, and $\frac{N}{2}-i+1$ copies of the number 0 , and append their position behind the numbers.

Consider the behavior of the sorting circuit on this input. The first part of the circuit has to output the $i-1$ largest numbers, which all start with 2 . We condition on the event that the circuit succeeds in this. It then passes on an $S$-qubit state (possibly mixed) as the starting state of the particular slice we are considering. This slice then outputs the $k$ largest numbers in $x$ with probability at least $\frac{2}{3}$. Now, consider an algorithm that runs just this slice, starting with the completely mixed state on $S$-qubits, and that outputs 1 if it finds $k$ numbers starting with 1 , and outputs 0 otherwise. If $|x|<k$ this new algorithm always outputs 0 (note that it can verify finding a 1 since its position is appended), but if $|x|=k$ then it outputs 1 with probability at least $\sigma \geq \frac{2}{3} \cdot 2^{-S}$, because the completely mixed state has overlap $2^{-S}$ with the good $S$-qubit state that would have been the starting state of the slice in the run of the sorting circuit. On the other hand, the slice has only $\alpha \sqrt{S N}<\alpha \sqrt{k N}$ queries, so by choosing $\alpha$ sufficiently small, Theorem 6.3.6 implies $\sigma \leq 2^{-\Omega(k)}$. Combining our upper and lower bounds on $\sigma$ gives $k=O(S)$. Thus we need $L=\Omega\left(\frac{N}{S}\right)$ slices, so $T=L \alpha \sqrt{S N}=\Omega\left(N^{3 / 2} / \sqrt{S}\right)$.

As mentioned, our tradeoff is achievable up to polylogarithmic factors [Kla03]. Interestingly, the near-optimal algorithm uses only a polylogarithmic number of qubits and otherwise just classical memory. For simplicity we have shown the lower bound for the case when the outputs have to be made in their natural ordering only, but we can show the same lower bound for any ordering of the outputs that does not depend on the input using a slightly different proof.

### 8.4 Time-space tradeoffs for matrix products

In this section we use our direct product theorems for $O R$ to get near-optimal time-space tradeoffs for Boolean matrix multiplication.

### 8.4.1 Construction of a hard matrix

Using the probabilistic method, we construct a hard matrix $A$, and use it in the proof of the lower bound.
8.4.1. FACT. For every $k=o(N / \log N)$, there exists an $N \times N$ Boolean matrix $A$, such that all rows of $A$ have weight $\frac{N}{2 k}$, and every set of $k$ rows of $A$ contains a set $R$ of $\frac{k}{2}$ rows with the following property: each row in $R$ contains at least $n=\frac{N}{6 k}$ ones that occur in no other row of $R$.

Proof. We pick $A$ randomly by setting $\frac{N}{2 k}$ random positions in each row to 1 . We want to show that with positive probability for all sets of $k$ rows $\left.A\right|_{i_{1}}, \ldots,\left.A\right|_{i_{k}}$ many of the rows $\left.A\right|_{i_{j}}$ contain at least $\frac{N}{6 k}$ ones that are not ones in any of the $k-1$ other rows.

This probability can be bounded as follows. We will treat the rows as subsets of $\{1, \ldots, N\}$. A row $\left.A\right|_{j}$ is called bad with respect to $k-1$ other rows $\left.A\right|_{i_{1}}, \ldots,\left.A\right|_{i_{k-1}}$, if $|A|_{j}-\left.\bigcup_{\ell} A\right|_{i_{\ell}} \left\lvert\, \leq \frac{N}{6 k}\right.$. For fixed $i_{1}, \ldots, i_{k-1}$, the probability that some $\left.A\right|_{j}$ is bad with respect to the $k-1$ other rows is at most $e^{-\Omega(N / k)}$ by the Chernoff bound and the fact that $k$ rows can together contain at most $\frac{N}{2}$ elements. Since $k=o(N / \log N)$ we may assume this probability is at most $N^{-10}$.

Now fix any set $I=\left\{i_{1}, \ldots, i_{k}\right\}$. The probability that for $j \in I$ it holds that $\left.A\right|_{j}$ is bad with respect to the other rows is at most $N^{-10}$, and this also holds, if we condition on the event that some other rows are bad, since this condition makes it only less probable that another row is also bad. So for any fixed $J \subset I$ of size $\frac{k}{2}$ the probability that all rows in $J$ are bad is at most $N^{-5 k}$, and the probability that there exists such $J$ is at most

$$
\binom{k}{k / 2} N^{-5 k}
$$

Furthermore the probability that there is a set $I$ of $k$ rows for which $\frac{k}{2}$ are bad is at most

$$
\binom{N}{k}\binom{k}{k / 2} N^{-5 k}<1 .
$$

So there is an $A$ as required and we may fix one.

### 8.4.2 Boolean matrix products

First we show a lower bound on the time-space tradeoff for Boolean matrix-vector multiplication on classical machines.
8.4.2. Theorem. There is an $N \times N$ matrix $A$ such that every bounded-error classical circuit for computing the Boolean matrix-vector product Ab that uses $T$ queries and space $S=o(N / \log N)$ satisfies $T S=\Omega\left(N^{2}\right)$.

The bound is tight if $T$ measures queries to the input.
Proof. Fix $k=O(S)$ large enough. Take a hard matrix $A$ from Fact 8.4.1.
Now suppose we are given a circuit with space $S$ that computes the Boolean product between the rows of $A$ and $b$ in some order. We again proceed by slicing the circuit into $L=\frac{T}{\alpha N}$ slices, each containing $\frac{T}{L}=\alpha N$ queries. Each such slice has a number of output gates. Consider any slice. Suppose it contains output gates $i_{1}<\ldots<i_{k} \leq \frac{N}{2}$, so it is supposed to output $\bigvee_{\ell=1}^{N}\left(A\left[i_{j}, \ell\right] \wedge b_{\ell}\right)$ for all $i_{j}$ with $1 \leq j \leq k$.

Such a slice starts on a classical value of the memory of the circuit, which is in general a probability distribution on $S$ bits (if the circuit is randomized). We replace this probability distribution by the uniform distribution on the possible values of $S$ bits. If the original circuit succeeds in computing the function correctly with probability at least $\frac{1}{2}$, then so does the circuit slice with its outputs, and replacing the initial value of the memory by a uniformly random one decreases the success probability to no less than $\frac{1}{2} \cdot 2^{-S}$.

If we now show that any classical circuit with $\alpha N$ queries that produces the outputs $i_{1}, \ldots, i_{k}$ can succeed only with exponentially small probability in $k$, we get that $k=O(S)$, and hence $\frac{T}{\alpha N} \cdot O(S) \geq N$, which gives the claimed lower bound for the time-space tradeoff.

Each set of $k$ outputs corresponds to $k$ rows of $A$, which contain $\frac{N}{2 k}$ ones each. Thanks to the construction of $A$ there are $\frac{k}{2}$ rows among these, such that $\frac{N}{6 k}$ of the ones in each such row are in position where none of the other contains a one. So we get $\frac{k}{2}$ sets of $\frac{N}{6 k}$ positions that are unique to each of the $\frac{k}{2}$ rows. The inputs for $b$ will be restricted to contain ones only at these positions, and so the algorithm naturally has to solve $\frac{k}{2}$ independent OR problems on $n=\frac{N}{6 k}$ bits each. By Theorem 6.2.4, this is only possible with $\alpha N$ queries if the success probability is exponentially small in $k$.

An absolutely analogous construction can be done in the quantum case. Using circuit slices of length $\alpha \sqrt{N S}$ and Theorem 6.3.8 we can prove the following:
8.4.3. Theorem. There is an $N \times N$ matrix $A$ such that every bounded-error quantum circuit for computing the Boolean matrix-vector product Ab that uses $T$ queries and space $S=o(N / \log N)$ satisfies $T^{2} S=\Omega\left(N^{3}\right)$.

Note that this is tight within a logarithmic factor (that is needed to improve the success probability of Grover search).
8.4.4. Theorem. Every bounded-error classical circuit for computing the $N \times N$ Boolean matrix product $A B$ that uses $T$ queries and space $S$ satisfies $T S=\Omega\left(N^{3}\right)$.

While this is near-optimal for small $S$, it is probably not tight for large $S$, a likely tight tradeoff being $T^{2} S=\Omega\left(N^{6}\right)$. It is also no improvement compared to Abrahamson's average-case bounds [Abr90].
Proof. Suppose that $S=o(N)$, otherwise the bound is trivial, since time $N^{2}$ is always needed. We can proceed similar to the proof of Theorem 8.4.2. We slice the circuit so that each slice has only $\alpha N$ queries. Suppose a slice makes $k$ outputs. We are going to restrict the inputs to get a direct product problem with $k$ instances of size $\frac{N}{k}$ each, hence a slice with $\alpha N$ queries has exponentially small success probability in $k$ and can thus produce only $O(S)$ outputs. Since the overall number of outputs is $N^{2}$ we get the tradeoff $T S=\Omega\left(N^{3}\right)$.

Suppose a circuit slice makes $k$ outputs, where an output labeled $(i, j)$ needs to produce the vector product of the $i^{\text {th }}$ row $\left.A\right|_{i}$ of $A$ and the $j^{\text {th }}$ column $\left.B\right|^{j}$ of $B$. We may partition the set $\{1, \ldots, N\}$ into $k$ mutually disjoint subsets $U(i, j)$ of size $\frac{N}{k}$, each associated to an output $(i, j)$.

Assume that there are $\ell$ outputs $\left(i, j_{1}\right), \ldots,\left(i, j_{\ell}\right)$ involving $\left.A\right|_{i}$. Each such output is associated to a subset $U\left(i, j_{t}\right)$, and we set $\left.A\right|_{i}$ to zero on all positions that are not in any of these subsets, and to one on all positions that are in one of these. When there are $\ell$ outputs $\left(i_{1}, j\right), \ldots,\left(i_{\ell}, j\right)$ involving $\left.B\right|^{j}$, we set $\left.B\right|^{j}$ to zero on all positions that are not in any of the corresponding subsets, and allow the inputs to be arbitrary on the other positions.

If the circuit computes on these restricted inputs, it actually has to compute $k$ instances of OR of size $n=\frac{N}{k}$ in $B$, for it is true that $\left.A\right|_{i}$ and $\left.B\right|^{j}$ contain a single block of size $\frac{N}{k}$ in which $\left.A\right|_{i}$ contains only ones, and $\left.B\right|^{j}$ free input bits, if and only if $(i, j)$ is one of the $k$ outputs. Hence the strong direct product theorem is applicable.

The application to the quantum case is analogous.
8.4.5. Theorem. Every bounded-error quantum circuit for computing the $N \times N$ Boolean matrix product $A B$ that uses $T$ queries and space $S$ satisfies $T^{2} S=$ $\Omega\left(N^{5}\right)$.

If $S=O(\log N)$, then $N^{2}$ applications of Grover search can compute $A B$ with $T=O\left(N^{2.5} \log N\right)$. Hence our tradeoff is near-optimal for small $S$. We do not know whether it is optimal for large $S$.

### 8.5 Communication-space tradeoffs

In this section we use the strong direct product theorem for quantum communication from Theorem 6.4.2 to prove communication-space tradeoffs. We later show that these are close to optimal.
8.5.1. Theorem. Every bounded-error quantum protocol for computing the $N$ dimensional Boolean matrix-vector product in which Alice and Bob have bounded space $S$ satisfies $C^{2} S=\Omega\left(N^{3}\right)$.

Proof. In a protocol, Alice receives a matrix $A$, and Bob a vector $b$ as inputs. Given a circuit that multiplies these with communication $C$ and space $S$, we again proceed to slice it. This time, however, a slice contains a limited amount of communication. Recall that in communicating quantum circuits the communication corresponds to wires carrying qubits that cross between Alice's and Bob's circuits. Hence we may cut the circuit after $\alpha \sqrt{N S}$ qubits have been communicated and so on. Overall there are $C / \alpha \sqrt{N S}$ circuit slices. Each starts with
an initial state that may be replaced by the completely mixed state at the cost of decreasing the success probability to $\frac{1}{2} \cdot 2^{-S}$. We want to employ the direct product theorem for quantum communication complexity to show that a protocol with the given communication has success probability at most exponentially small in the number of outputs it produces, and so a slice can produce at most $O(S)$ outputs. Combining these bounds with the fact that $N$ outputs have to be produced gives the tradeoff.

To use the direct product theorem we restrict the inputs in the following way. Suppose a protocol makes $k$ outputs. We partition the vector $b$ into $k$ blocks of size $\frac{N}{k}$, and each block is assigned to one of the $k$ rows of $A$ for which an output is made. This row is made to contain zeroes outside of the positions belonging to its block, and hence we arrive at a problem where Disjointness has to be computed on $k$ instances of size $\frac{N}{k}$. With communication $\alpha \sqrt{k N}$, the success probability must be exponentially small in $k$ due to Theorem 6.4.2. Hence $k=O(S)$ is an upper bound on the number of outputs produced.
8.5.2. THEOREM. Every bounded-error quantum protocol for computing the $N$ dimensional Boolean matrix product in which Alice and Bob have bounded space $S$ satisfies $C^{2} S=\Omega\left(N^{5}\right)$.

Proof. The proof uses the same slicing approach as in the other tradeoff results. Note that we can assume that $S=o(N)$, since otherwise the bound is trivial. Each slice contains communication $\alpha \sqrt{N S}$, and as before a direct product result showing that $k$ outputs can be computed only with success probability exponentially small in $k$ leads to the conclusion that a slice can only compute $O(S)$ outputs. Therefore $(C / \alpha \sqrt{N S}) \cdot O(S) \geq N^{2}$, and we are done.

Consider a protocol with $\alpha \sqrt{N S}$ qubits of communication. We partition the universe $\{1, \ldots, N\}$ of the Disjointness problems to be computed into $k$ mutually disjoint subsets $U(i, j)$ of size $\frac{N}{k}$, each associated to an output $(i, j)$, which in turn corresponds to a row/column pair $\left.A\right|_{i},\left.B\right|^{j}$ in the input matrices $A$ and $B$. Assume that there are $\ell$ outputs $\left(i, j_{1}\right), \ldots,\left(i, j_{\ell}\right)$ involving $\left.A\right|_{i}$. Each output is associated to a subset of the universe $U\left(i, j_{t}\right)$, and we set $\left.A\right|_{i}$ to zero on all positions that are not in one of these subsets. Then we proceed analogously with the columns of $B$.

If the protocol computes on these restricted inputs, it has to solve $k$ instances of Disjointness of size $n=\frac{N}{k}$ each, since $\left.A\right|_{i}$ and $\left.B\right|^{j}$ contain a single block of size $\frac{N}{k}$ in which both are not set to 0 if and only if $(i, j)$ is one of the $k$ outputs. Hence Theorem 6.4.2 is applicable.

We now want to show that these tradeoffs are not too far from optimal.
8.5.3. THEOREM. There is a bounded-error quantum protocol for computing the Boolean product between an $N \times N$ matrix and an $N$-dimensional vector that uses
space $S$ and communication $C=O\left(\left(N^{3 / 2} \log ^{2} N\right) / \sqrt{S}\right)$. There is a bounded-error quantum protocol for computing the Boolean product between two $N \times N$ matrices that uses space $S$ and communication $C=O\left(\left(N^{5 / 2} \log ^{2} N\right) / \sqrt{S}\right)$.

Proof. We begin by showing a protocol for the following scenario: Alice gets $S$ vectors $x_{1}, \ldots, x_{S}$ of $N$ bits each, Bob gets an $N$-bit vector $y$, and they want to compute the $S$ Boolean inner products between these vectors. The protocol uses space $O(S)$.

In the following, we interpret Boolean vectors as sets. The main idea is that Alice can compute the union $z$ of the $x_{i}$, and then Alice and Bob can find an element in the intersection of $z$ and $y$ using the protocol for the Disjointness problem described in [BCW98]. Alice then marks all $x_{i}$ that contain this element and removes them from $z$.

A problem with this approach is that Alice cannot store $z$ explicitly, since it might contain much more than $S$ elements. Alice may, however, store the indices of those sets $x_{i}$ for which an element in the intersection of $x_{i}$ and $y$ has already been found, in an array of length $S$. This array and the input given as an oracle work as an implicit representation of $z$.

Now suppose at some point during the protocol the intersection of $z$ and $y$ has size $k$. Then Alice and Bob can find one element in this intersection within $O(\sqrt{N / k})$ rounds of communication in which $O(\log N)$ qubits are exchanged each. Furthermore in $O(\sqrt{N k})$ rounds all elements in the intersection can be found. So if $k \leq S$, then all elements are found within communication $O(\sqrt{N S} \log N)$ and the problem can be solved completely. On the other hand, if $k \geq S$, finding one element costs $O(\sqrt{N / S} \log N)$, but finding such an element removes at least one $x_{i}$ from $z$, and hence this has to be done at most $S$ times, giving the same overall communication bound.

It is not hard to see that this process can be implemented with space $O(S)$. The protocol from [BCW98] is a distributed Grover search that itself uses only space $O(\log N)$. Bob can work as in this protocol. For each search, Alice has to start with a superposition over all indices in $z$. This superposition can be computed from her oracle and her array. In each step she has to apply the Grover iteration. This can also be implemented from these two resources.

To get a protocol for matrix-vector product, the above procedure is repeated $\frac{N}{S}$ times, hence the communication is $O\left(\frac{N}{S} \sqrt{N S} \log ^{2} N\right)$, where one logarithmic factor stems from improving success probability to $\frac{1}{\text { poly }(N)}$.

For the product of two matrices, the matrix-vector protocol may be repeated $N$ times.

These near-optimal protocols use only $O(\log N)$ qubits, and otherwise just classical memory.

### 8.6 Time-space tradeoff for linear inequalities

Let $A$ be a fixed $N \times N$ matrix of non-negative integers and let $x, b$ be two input vectors of $N$ non-negative integers smaller or equal to $t$. A matrix-vector product with upper bound, denoted by $y=(A x)_{\leq b}$, is a vector $y$ such that $y_{i}=$ $\min \left((A x)[i], b_{i}\right)$. An evaluation of a system of linear inequalities $A x \geq b$ is the $N$-bit vector of the truth values of the individual inequalities. Here we present a quantum algorithm for matrix-vector product with upper bound that satisfies time-space tradeoff $T^{2} S=O\left(t N^{3}(\log N)^{5}\right)$. We then use our direct product theorems to show this is close to optimal.

### 8.6.1 Classical algorithm

It is easy to prove that matrix-vector products with upper bound $t$ can be computed by a classical algorithm with $T S=O\left(N^{2} \log t\right)$. Let $S^{\prime}=\frac{S}{\log t}$ and divide the matrix $A$ into $\left(\frac{N}{S^{\prime}}\right)^{2}$ blocks of size $S^{\prime} \times S^{\prime}$ each. The output vector is evaluated row-wise as follows:

1. Clear $S^{\prime}$ counters, one for each row, and read the upper bounds $b_{i}$.
2. For each block, read $S^{\prime}$ input variables, multiply them by the corresponding sub-matrix of $A$, and update the counters, but do not let them grow larger than $b_{i}$.
3. Output the counters.

The space used is $O\left(S^{\prime} \log t\right)=O(S)$ and the total query complexity is $T=$ $O\left(\frac{N}{S^{\prime}} \cdot \frac{N}{S^{\prime}} \cdot S^{\prime}\right)=O\left(N^{2}(\log t) / S\right)$.

### 8.6.2 Quantum algorithm

The quantum algorithm Bounded Matrix Product works in a similar way and it is outlined in Figure 8.1. We compute the matrix product in groups of $S^{\prime}=\frac{S}{\log N}$ rows, read input variables, and update the counters accordingly. The advantage over the classical algorithm is that we use faster Grover SEARCH and Quantum Counting for finding nonzero entries.

The $u^{\text {th }}$ row is called open if its counter has not yet reached $b_{u}$. The subroutine Small Matrix Product maintains a set of open rows $U \subseteq\left\{1, \ldots, S^{\prime}\right\}$ and counters $0 \leq y_{u} \leq b_{u}$ for all $u \in U$. We process the input $x$ in blocks, each containing between $S^{\prime}-O\left(\sqrt{S^{\prime}}\right)$ and $2 S^{\prime}+O\left(\sqrt{S^{\prime}}\right)$ nonzero numbers at the positions $j$ where $A[u, j] \neq 0$ for some $u \in U$. The length $\ell$ of such a block is first found by Quantum Counting and the nonzero input numbers are then found by Grover search. For each such number, we update all counters $y_{u}$ and close all rows that have exceeded their threshold $b_{u}$.

Bounded Matrix Product (fixed matrix $A_{N \times N}$, threshold $t$, input vectors $x$ and $b$ of dimension $N)$ returns output vector $y=(A x)_{\leq b}$.

For $i=1,2, \ldots, \frac{N}{S^{\prime}}$, where $S^{\prime}=\frac{S}{\log N}$ :

1. Run Small Matrix Product on the $i^{\text {th }}$ block of $S^{\prime}$ rows of $A$.
2. Output the $S^{\prime}$ obtained results for those rows.

Small Matrix Product (fixed matrix $A_{S^{\prime} \times N}$, input vectors $x_{N \times 1}$ and $\left.b_{S^{\prime} \times 1}\right)$ returns $y_{S^{\prime} \times 1}=(A x)_{\leq b}$.
3. Initialize $y:=(0,0, \ldots, 0), p:=1, U:=\left\{1, \ldots, S^{\prime}\right\}$, and read $b$. Let $a_{1 \times N}$ denote an on-line computed $N$-bit row-vector with $a_{j}=1$ if $A[u, j]=1$ for some $u \in U$, and $a_{j}=0$ otherwise.
4. While $p \leq N$ and $U \neq \emptyset$, do the following:
(a) Let $\tilde{c}_{p, k}$ denote an estimate of $c_{p, k}=\sum_{j=p}^{p+k-1} a_{j} x_{j}$; we estimate it by computing the median of $O(\log N)$ calls to Quantum Counting $\left(\left(a_{p} x_{p}\right) \ldots\left(a_{p+k-1} x_{p+k-1}\right), \sqrt{k}\right)$.

- Initialize $k=S^{\prime}$.
- While $p+k-1<N$ and $\tilde{c}_{p, k}<S^{\prime}$, double $k$.
- Find by binary search the maximal $\ell \in\left[\frac{k}{2}, k\right]$ such that $p+\ell-1 \leq N$ and $\tilde{c}_{p, \ell} \leq 2 S^{\prime}$.
(b) Use Grover search to find the set $J$ of all positions $j \in$ $[p, p+\ell-1]$ such that $a_{j} x_{j}>0$.
(c) For all $j \in J$, read $x_{j}$, and then do the following for all $u \in U$ :
- Increase $y_{u}$ by $A[u, j] x_{j}$.
- If $y_{u} \geq b_{u}$, then set $y_{u}:=b_{u}$ and remove $u$ from $U$.
(d) Increase $p$ by $\ell$.

5. Return $y$.

Figure 8.1: Quantum algorithm Bounded Matrix Product
8.6.1. Theorem. Bounded Matrix Product has bounded error, space complexity $O(S)$, and query complexity $T=O\left(N^{3 / 2} \sqrt{t} \cdot(\log N)^{5 / 2} / \sqrt{S}\right)$.

Proof. The proof is a generalization of Theorem 8.5.3. The space complexity of Small Matrix Product is $O\left(S^{\prime} \log N\right)=O(S)$, because it stores a subset $U \subseteq\left\{1, \ldots, S^{\prime}\right\}$, integer vectors $y, b$ of dimension $S^{\prime}$ with numbers at most $t \leq N$, the set $J$ of size $O\left(S^{\prime}\right)$ with numbers at most $N$, and a few counters. Let us estimate its query complexity.

Consider the $i^{\text {th }}$ block found by Small Matrix Product; let $p_{i}$ be its left column, let $\ell_{i}$ be its length, and let $U_{i}$ be the set of open rows at the beginning of processing of this block. The scalar product $c_{p_{i}, \ell_{i}}$ is estimated by Quantum Counting with $\sqrt{\ell_{i}}$ queries. Finding a proper $\ell_{i}$ requires $O\left(\log \ell_{i}\right)$ iterations. Let $r_{i}$ be the number of rows closed during processing of this block and let $s_{i}$ be the total number added to the counters for other (still open) rows in this block. The numbers $\ell_{i}, r_{i}, s_{i}$ are random variables. If we instantiate them at the end of the quantum subroutine, the following inequalities hold:

$$
\sum_{i} \ell_{i} \leq N, \quad \sum_{i} r_{i} \leq S^{\prime}, \text { and } \quad \sum_{i} s_{i} \leq t S^{\prime}
$$

The iterated Grover search finds ones for two purposes: closing rows and increasing counters. Since each $b_{i} \leq t$, the total cost in the $i^{\text {th }}$ block is at most $\sum_{j=1}^{r_{i} t} O\left(\sqrt{\ell_{i} / j}\right)+\sum_{j=1}^{s_{i}} O\left(\sqrt{\ell_{i} / j}\right)=O\left(\sqrt{\ell_{i} r_{i} t}+\sqrt{\ell_{i} s_{i}}\right)$ by Corollary 1.3.5. By the Cauchy-Schwarz inequality, the total number of queries that Small Matrix Product spends in Grover search is at most

$$
\begin{aligned}
\sum_{i=1}^{\text {\#blocks }}\left(\sqrt{\ell_{i} r_{i} t}+\sqrt{\ell_{i} s_{i}}\right) & \leq \sqrt{\sum_{i} \ell_{i}} \sqrt{t \sum_{i} r_{i}}+\sqrt{\sum_{i} \ell_{i}} \sqrt{\sum_{i} s_{i}} \\
& \leq \sqrt{N} \sqrt{t S^{\prime}}+\sqrt{N} \sqrt{t S^{\prime}}=O\left(\sqrt{N S^{\prime} t}\right)
\end{aligned}
$$

The error probability of Grover search can be made polynomially small in a logarithmic overhead. It remains to analyze the outcome and error probability of Quantum Counting. Let $c_{i}=c_{p_{i}, \ell_{i}} \in\left[S^{\prime}, 2 S^{\prime}\right]$. By Corollary 1.5.5, Quantum Counting with $\sqrt{\ell_{i}}$ queries gives an estimate $\tilde{c}$ such that

$$
\left|\tilde{c}-c_{i}\right|=O\left(\sqrt{\min \left(c_{i}, \ell_{i}-c_{i}\right)}+1\right)=O\left(\sqrt{c_{i}}+1\right)=O\left(\sqrt{S^{\prime}}\right)
$$

with probability at least $\frac{8}{\pi^{2}} \approx 0.8$. We do it $O(\log N)$ times and take the median, hence we obtain an estimate $\tilde{c}$ of $c_{i}$ with accuracy $O\left(\sqrt{S^{\prime}}\right)$ with polynomially small error probability. The result of Quantum Counting is compared with the given threshold, that is with $S^{\prime}$ or $2 S^{\prime}$. Binary search for $\ell \in\left[\frac{k}{2}, k\right]$ costs another factor of $\log k \leq \log N$. By the Cauchy-Schwarz inequality, the total
number of queries spent in the Quantum Counting is at most $(\log N)^{2}$ times

$$
\sum_{i} \sqrt{\ell_{i}} \leq \sqrt{\sum_{i} \ell_{i}} \sqrt{\sum_{i} 1} \leq \sqrt{N} \sqrt{\# \text { blocks }} \leq \sqrt{N} \sqrt{S^{\prime}+t} \leq \sqrt{N S^{\prime} t}
$$

because in every block the algorithm closes a row or adds $\Theta\left(S^{\prime}\right)$ in total to the counters. The number of closed rows is at most $S^{\prime}$ and the number $S^{\prime}$ can be added at most $t$ times.

The total query complexity of Small Matrix Product is thus $O\left(\sqrt{N S^{\prime} t}\right.$. $\left.(\log N)^{2}\right)$ and the total query complexity of Bounded Matrix Product is $\frac{N}{S^{\prime}}$ times bigger. The overall error probability is at most the sum of the individual polynomially small error probabilities of the different subroutines, hence it can be kept below $\frac{1}{3}$.

### 8.6.3 Matching quantum lower bound

Here we use our direct product theorems to lower-bound the quantity $T^{2} S$ for $T$ query, $S$-space quantum algorithms for systems of linear inequalities. The lower bound even holds if we fix $b$ to the all- $t$ vector $\vec{t}$ and let $A$ and $x$ be Boolean.
8.6.2. Theorem. Let $S \leq \min \left(O\left(\frac{N}{t}\right), o\left(\frac{N}{\log N}\right)\right)$. There exists an $N \times N$ Boolean matrix $A$ such that every 2-sided error quantum algorithm for evaluating a system $A x \geq \vec{t}$ of $N$ inequalities that uses $T$ queries and space $S$ satisfies $T^{2} S=\Omega\left(t N^{3}\right)$.

Proof. The proof is a generalization of Theorem 8.4.3.
Using Fact 8.4.1, fix a hard matrix $A$ for $k=c S$, for some constant $c$ to be chosen later. Consider a quantum circuit with $T$ queries and space $S$ that solves the problem with success probability at least $\frac{2}{3}$. We slice the quantum circuit into disjoint consecutive slices, each containing $Q=\alpha \sqrt{t N S}$ queries, where $\alpha$ is the constant from our direct product theorem (Theorem 7.1.1). The total number of slices is $L=\frac{T}{Q}$. Together, these disjoint slices contain all $N$ output gates. Our aim below is to show that with sufficiently small constant $\alpha$ and sufficiently large constant $c$, no slice can produce more than $k$ outputs. This will imply that the number of slices is $L \geq \frac{N}{k}$, hence

$$
T=L Q \geq \frac{\alpha N^{3 / 2} \sqrt{t}}{c \sqrt{S}}
$$

Now consider any slice. It starts with an $S$-qubit state that is delivered by the previous slice and depends on the input, then it makes $Q$ queries and outputs some $\ell$ results that are jointly correct with probability at least $\frac{2}{3}$. Suppose, by way of contradiction, that $\ell \geq k$. Then there exists a set of $k$ rows of $A$ such that our slice produces the $k$ corresponding results ( $t$-threshold functions) with
probability at least $\frac{2}{3}$. By the above Fact 8.4.1, some set $R$ of $\frac{k}{2}$ of those rows has the following property: each row from $R$ contains a set of $n=\frac{N}{6 k}=\Theta\left(\frac{N}{S}\right)$ ones that do not occur in any of the $\frac{k}{2}-1$ other rows of $R$. By setting all other $N-\frac{k n}{2}$ bits of $x$ to 0 , we naturally get that our slice, with the appropriate $S$-qubit starting state, solves $\frac{k}{2}$ independent $t$-threshold functions $\operatorname{Thr}_{t, n}$ on $n$ bits each. (Note that we need $t \leq \frac{n}{2}=O\left(\frac{N}{S}\right)$; this follows from our assumption $S=O\left(\frac{N}{t}\right)$ with appropriately small constant in the $O(\cdot)$.) Now we replace the initial $S$-qubit state by the completely mixed state, which has overlap $2^{-S}$ with every $S$-qubit state. This turns the slice into a stand-alone algorithm solving $\operatorname{Thr}_{t, n}^{(k / 2)}$ with success probability

$$
\sigma \geq \frac{2}{3} \cdot 2^{-S}
$$

But this algorithm uses only $Q=\alpha \sqrt{t N S}=O(\alpha k \sqrt{t n})$ queries, so our direct product theorem (Theorem 7.1.1) with sufficiently small constant $\alpha$ implies

$$
\sigma \leq 2^{-\Omega(k / 2)}=2^{-\Omega(c S / 2)}
$$

Choosing $c$ a sufficiently large constant (independent of this specific slice), our upper and lower bounds on $\sigma$ contradict. Hence the slice must produce fewer than $k$ outputs.

It is easy to see that the case $S \geq \frac{N}{t}$ (equivalently, $t \geq \frac{N}{S}$ ) is at least as hard as the $S=\frac{N}{t}$ case, for which we have the lower bound $T^{2} S=\Omega\left(t N^{3}\right)=\Omega\left(N^{4} / S\right)$, hence $T S=\Omega\left(N^{2}\right)$. But that lower bound matches the classical deterministic upper bound up to a logarithmic factor and hence is essentially tight also for quantum. We thus have two different regimes for space: for small space, a quantum computer is faster than a classical one in evaluating solutions to systems of linear inequalities, while for large space it is not.

A similar slicing proof using Theorem 6.3.9 (with each slice of $Q=\alpha \sqrt{N S}$ queries producing at most $\frac{S}{t}$ outputs) gives the following lower bound on timespace tradeoffs for 1 -sided error algorithms.
8.6.3. Theorem. Let $t \leq S \leq \min \left(O\left(\frac{N}{t^{2}}\right), o\left(\frac{N}{\log N}\right)\right)$. There exists an $N \times N$ Boolean matrix $A$ such that every 1 -sided error quantum algorithm for evaluating a system $A x \geq \vec{t}$ of $N$ inequalities that uses $T$ queries and space $S$ satisfies $T^{2} S=\Omega\left(t^{2} N^{3}\right)$.

Note that our lower bound $\Omega\left(t^{2} N^{3}\right)$ for 1-sided error algorithms is higher by a factor of $t$ than the best upper bound for 2 -sided error algorithms. This lower bound is probably not optimal. If $S>\frac{N}{t^{2}}$, then the essentially optimal classical tradeoff $T S=\Omega\left(N^{2}\right)$ takes over.

### 8.7 Summary

Using the strong direct product theorems from the previous two chapters, we have derived a series of near-optimal classical and quantum time-space tradeoffs, and quantum communication-space tradeoffs for sorting, Boolean matrix multiplication, and evaluating solutions to systems of linear inequalities. In the latter problem, we have exhibited a phase-transition between classical and quantum regimes, and separated 1 -sided and 2 -sided error quantum algorithms.

Let us mention some open problems. The first is to determine tight time-space tradeoffs for Boolean matrix product on both classical and quantum computers. Second, regarding communication-space tradeoffs for Boolean matrix-vector and matrix product, we did not prove any classical bounds that were better than our quantum bounds. Klauck [Kla04] proved classical tradeoffs $C S^{2}=\Omega\left(N^{3}\right)$ and $C S^{2}=\Omega\left(N^{2}\right)$ for Boolean matrix product and matrix-vector product, respectively, by means of a weak direct product theorem for Disjointness. A classical strong direct product theorem for Disjointness (with communication bound $\alpha k n$ instead of our current $\alpha k \sqrt{n}$ ) would imply optimal tradeoffs, but we do not know how to prove this at the moment. Finally, it would be interesting to get any lower bounds on time-space or communication-space tradeoffs for decision problems in the quantum case, for example for element distinctness (see Section 1.4.1) or matrix verification (see Chapter 4). We currently cannot show quantum time-space tradeoffs for any decision problem.
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## List of symbols

| $A_{n \times m}$ | matrix of dimensions $n \times m$ |
| :---: | :---: |
| $\left.A\right\|_{R},\left.A\right\|^{S},\left.A\right\|_{R} ^{S}$ | sub-matrix indexed by rows $R$ (resp. columns $C$, resp. both), Definition 4.3.1 |
| $A \geq 0$ | $A$ has non-negative entries |
| $A \succeq 0$ | $A$ is positive semidefinite, Definition 5.2.3 |
| $A B$ | standard matrix product |
| $A \cdot B$ | scalar product of two matrices as vectors |
| $A \circ B$ | entry-wise product of two matrices |
| $\operatorname{Adv}(f)$ | adversary bound for $f$, Definition 2.5.1 |
| $\operatorname{Adv}_{\alpha}(f)$ | adversary bound for $f$ with costs $\alpha$, Definition 5.1.4 |
| $b s(f)$ | block sensitivity of $f$, Definition 2.5.4 |
| $\mathrm{C}_{z}(f), \mathrm{C}(f)$ | $z$-certificate complexity of $f$ (resp. total), Definition 2.5.2 |
| $c_{x}(M), c(M)$ | $\ell_{2}$-norm of the $x^{\text {th }}$ column (maximal column), Section 5.3.1 |
| $\operatorname{deg}(f), \widetilde{\operatorname{deg}}(f)$ | degree and approximate degree of $f$, Definition 2.6.1 |
| $D_{i}$ | zero-one matrix that is 1 iff $x_{i} \neq y_{i}$ |
| $\delta_{G}, \delta(G)$ | spectral gap of graph $G$, Definition 1.4.4 |
| $\mathrm{Disj}_{n}$ | disjointness communication problem on $n$ bits, above Proposition 6.1.7 |
| $e_{i}$ | $n$-bit string with exactly one 1 at position $i$ |
| $F$ | zero-one matrix that is 1 iff $f(x) \neq f(y)$ |
| $f \circ g$ | composition of functions $f$ and $g$ |
| $f^{(k)}$ | $k$ independent instances of $f$ |
| $\Gamma, \Gamma^{f}, \Gamma_{f}$ | adversary matrix (for function $f$ ), equation (2.1) |
| $\Gamma_{i}$ | adversary matrix on entries that differ in the $i^{\text {th }}$ bit, equation (2.2) |
| $\mathcal{H}$ | Hilbert space |
| H | Hadamard operator, equation (1.4) |
|  | identity |
| $J(n, k)$ | Johnson graph on $n$ vertices, Definition 1.4.1 |
| $K(x \mid y)$ | prefix-free Kolmogorov complexity of $x$ given $y$, Definition 5.2.2 |
| $\lambda(M)$ | spectral norm of $M$, that is the largest eigenvalue of $M$, Lemma 2.4.1 |


| $[n]$ | $\{1,2, \ldots, n\}$ |
| :--- | :--- |
| $\mathbb{N}$ | natural numbers |
| $O(f(x))$ | at most constant $\cdot f(x)$ |
| $\Omega(f(x))$ | at least constant $\cdot f(x)$ |
| $\mathrm{O}_{x}, \mathrm{O}_{x}^{\prime}$ | oracle operators on input $x$, equations (1.8) and (1.7) |
| $\mathrm{OR}_{n}$ | OR function on $n$ bits |
| $\Pi_{S}$ | projector into subspace $S$ |
| $Q_{E}(f)$ | exact quantum query complexity of $f$ |
| $Q_{\varepsilon}(f), Q_{2}(f)$ | ह-error quantum query complexity of $f$ (resp. $\frac{1}{3}$-error), Definition 1.2.1 |
| $\mathbb{R}$ | real numbers |
| $R_{2}(f)$ | bounded-error classical query complexity of $f$, above Proposition 6.1.3 |
| $r_{x}(M), r(M)$ | $\ell_{2}$-norm of the $x^{\text {th }}$ row (maximal row), Section 5.3 .1 |
| $\bar{S}$ | set complement of $S$ |
| $\Theta(f(x))$ | roughly constant $\cdot f(x)$ |
| $\operatorname{Thr}, \operatorname{Thr}_{t, n}$ | $t$-threshold function (on $n$ bits), Corollary 2.4 .3 |
| $\operatorname{Tr} A$ | trace of $A$ |
| $\mathrm{U}_{i}$ | unitary operator |
| $\|x\|$ | Hamming weight of $x$, that is the number of ones |
| $[x, y]$ | closed real interval of numbers between $x$ and $y$ |
| $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ | Pauli operators, equation (1.3) |

## Samenvatting

Computers zijn fysieke objecten en dus onderhevig aan de wetten van de natuur. Hoewel de meeste computers tegenwoordig zijn opgebouwd uit halfgeleiders die onderhevig zijn aan quantummechanische effecten, zijn hun berekeningen volledig klassiek-op elk moment is de computer in een specifieke klassieke toestand en de stappen van de berekening zijn volledig deterministisch. Quantum computers daarentegen zijn computers die juist quantumeffecten proberen te gebruiken voor hun berekeningen. In tegenstelling tot klassieke computers kan een quantum computer op elk moment in een superpositie van verschillende klassieke toestanden tegelijk zijn, en verschillende berekeningen in parallel uitvoeren.

In 1994 vond Peter Shor [Sho97] een efficiënt quantum algoritme voor het factoriseren van grote getallen, een probleem waarvoor geen efficiënt klassiek algoritme bekend is. In 1996 vond Lov Grover [Gro96] een ander belangrijk quantum algoritme, dat een ongeordende database kwadratisch sneller kan doorzoeken dan het best mogelijke klassieke algoritme. Daarna is het vakgebied van de quantum computing sterk gegroeid. Andere belangrijke ontdekkingen zijn ook gedaan in aanverwante gebieden zoals quantum cryptografie, informatietheorie, error-correcting codes, en communicatie complexiteit.

In dit proefschrift onderzoeken we de kracht van quantum computers. We presenteren enkele nieuwe quantum algoritmes, verbeteren technieken om ondergrenzen te bewijzen, en bewijzen de eerste time-space tradeoffs voor quantum computers.

## Deel I: Algoritmes

Het quantum zoekalgoritme van Grover is breed toepasbaar en kan als subroutine worden gebruikt in vele klassieke algoritmes. Wij passen het toe op de volgende graafproblemen: het vinden van een maximale matching en het vinden van een maximale stroom (flow) in een integer netwerk. In beide gevallen is ons quantum algoritme polynomiaal sneller dan het beste bekende klassieke algoritme.

We houden ons ook bezig met de vraag of het product van twee gegeven $n \times n$ matrices gelijk is aan een derde gegeven matrix. Dit is een makkelijker probleem dan het berekenen van het product van de twee matrices zelf, aangezien er een klassiek algoritme bestaat voor het verificatie probleem in tijd $O\left(n^{2}\right)$, terwijl het beste bekende algoritme voor het vermenigvuldigen van twee matrices $O\left(n^{2.376}\right)$ tijd gebruikt. Ons quantum algoritme voor de verificatie loopt in tijd $O\left(n^{5 / 3}\right)$ en is dus polynomiaal sneller dan het beste klassieke algoritme.

## Deel II: Ondergrenzen

Een ondergrens is een bewijs dat een bepaald probleem niet sneller kan worden opgelost dan een bepaalde waarde. Er zijn twee globale technieken om ondergrenzen te bewijzen voor quantum computers. De adversary methode is gebaseerd op de complexiteit van het onderscheiden van inputs die verschillende outputs moeten geven. Deze methode is redelijk eenvoudig te gebruiken en geeft vaak optimale ondergrenzen, bijvoorbeeld voor Grovers zoekprobleem. De polynomiale methode drukt de kans dat een quantum algoritme een bepaalde output geeft uit als een polynoom van lage graad; ondergrenzen op de graad van bepaalde approximerende polynomen impliceren dan ondergrenzen voor quantum algoritmes. Deze methode is over het algemeen moeilijker toepasbaar dan de eerste, maar geeft voor sommige problemen sterkere ondergrenzen.

Vele varianten van de adversary methode waren bekend. Wij ruimen dit woud aan varianten op, en bewijzen dat er in feite één adversary methode is, en dat alle bestaande varianten daarvan slechts verschillende equivalente formuleringen zijn. We bewijzen ook een beperking op de ondergrens die met de adversary methode bewezen kan worden voor een functie, in termen van de certificaat-complexiteit van die functie. Dit laat zien dat de meeste van de bekende quantum ondergrenzen die niet optimaal zijn, niet verder verbeterd kunnen worden met de adversary methode. We geven ook precieze formules voor de adversary ondergrens voor functies die de compositie zijn van andere functies.

We bewijzen optimale direct product stellingen voor verschillende functies. Een DPS zegt dat de complexiteit van het berekenen van $k$ onafhankelijke instanties van een probleem $k$ maal zo hoog is als de complexiteit van één instantie, zelfs als de succeskans van het algoritme voor de $k$ instanties slechts exponentieel klein hoeft te zijn. Stellingen van dit type klinken meestal wel plausibel, maar zijn vaak moeilijk te bewijzen.

Naast het beantwoorden van een fundamentele vraag over complexiteit, hebben DPS ook toepassingen voor time-space tradeoffs. Een time-space tradeoff geeft de relatie die er bestaat tussen de tijd en de geheugenruimte die nodig zijn om een probleem op te lossen. We gebruiken de polynomiale methode om om een DPS te bewijzen voor de OR functie, en passen dit toe om een optimale time-space tradeoff te bewijzen voor het probleem van het sorteren van $n$ getal-
len $\left(T^{2} S=\Theta\left(n^{3}\right)\right.$ voor quantum computers, versus $T S=\Theta\left(n^{2}\right)$ voor klassieke computers) en voor het probleem van het vermenigvuldigen van twee Booleaanse matrices. We bewijzen ook enkele communicatie-geheugenruimte tradeoffs. Dit zijn de eerste tradeoffs die ontdekt zijn voor quantum computers. Verder ontwikkelen we een nieuwe generalisering van de adversary methode in termen van de analyse van de deelruimtes van density matrices, en gebruiken dit om een nieuwe DPS te bewijzen voor alle symmetrische functies (dit zijn functies die alleen afhangen van het aantal enen in de input). Deze DPS impliceert een optimale time-space tradeoff voor het evalueren van een gegeven oplossing voor een stelsel van lineaire vergelijkingen, die polynomiaal beter is dan de klassieke tradeoff in het geval er weinig geheugenruimte is.

## Abstract

Computers are physical objects and thus obey the laws of physics. Although most computers nowadays are built of semiconductors governed by quantum effects, their computation is purely classical-at every instant the computer is in a classical state and the computational steps are fully deterministic. Quantum computers, on the other hand, are computers that exploit quantum effects to do computation. Unlike classical computers, they can be at any moment in a superposition of many classical states and perform several computations is parallel.

In 1994, Peter Shor [Sho97] discovered a ground-breaking polynomial time quantum algorithm for factoring integers, a task for which no efficient classical algorithm is known. In 1996, Lov Grover [Gro96] discovered another important quantum algorithm that searches an unordered database quadratically faster than the best classical algorithm. Since then, the field of quantum computing has significantly matured. Other important discoveries have also been made in related fields, such as quantum cryptography, information theory, error-correction codes, and communication complexity.

In this thesis, we investigate the power of quantum computers. We present a few new quantum algorithms, improve some quantum lower-bound techniques, and prove the first known quantum time-space tradeoffs.

## Part I: Algorithms

The quantum search algorithm by Grover is very versatile and can be used as a subroutine in many classical algorithms. We apply it on the following graph problems: finding a maximal matching and finding a maximal flow in an integer network. In both cases we obtain a quantum algorithm that is polynomially faster than the best known classical algorithm.

We address the question of verifying whether a product of two $n \times n$ matrices is equal to a third one. This is easier than computing the actual matrix product, as there is a classical algorithm that runs in time $O\left(n^{2}\right)$, whereas the best known
matrix multiplication algorithm runs in time $O\left(n^{2.376}\right)$. Our quantum algorithm for matrix verification is polynomially faster and it runs in time $O\left(n^{5 / 3}\right)$.

## Part II: Lower Bounds

A lower bound is a proof that some task cannot be computed faster than some value. There are two basic techniques for proving quantum lower bounds. The adversary method is based on the complexity of distinguishing inputs that lead to different outcomes. It is easy to use and often gives tight bounds, for example for the unordered search problem. The polynomial method expresses the acceptance probability of a quantum algorithm as a low-degree polynomial, and then bounds on the degree of approximate polynomials imply lower bounds on quantum computation. It is generally harder to apply, but gives stronger bounds for some problems.

Many variants of the adversary method were known. We clean up the forest and prove that there is just one method and that all known variants are just different formulations. We prove a limitation on the adversary bound in terms of the certificate complexity of the function, which implies that most of the best known lower bounds that are not known to be tight cannot be further improved by this method. We give tight formulas for adversary bounds of composite functions.

We prove tight direct product theorems for several functions. A DPT states that the complexity of computing $k$ independent instances of a problem is $k$ times bigger than the complexity of computing one instance, even if we are willing to only succeed with exponentially small probability. A statement of this type sounds plausible, however it is very hard to prove in general.

Besides answering a fundamental question about computation, DPT's have applications to time-space tradeoffs. A time-space tradeoff is a relation between the running time and space complexity of an algorithm. We use the polynomial method to obtain a DPT for the OR function, and apply it to get tight quantum time-space tradeoffs for sorting (in particular $T^{2} S=\Theta\left(n^{3}\right)$, whereas $T S=\Theta\left(n^{2}\right)$ classically) and Boolean matrix multiplication, and also several communicationspace tradeoffs. These are the first such tradeoffs known for quantum computation. We develop a new generalization of the adversary method in terms of analysis of subspaces of density matrices, and use it to get a DPT for all symmetric functions (functions that only depend on the number of ones in the input). This DPT implies a time-space tradeoff for the evaluation of solutions of systems of linear inequalities, which is tight and polynomially better than classical when the space is small.
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[^0]:    ${ }^{1}$ We use a different formulation [LM04] than in the original Ambainis papers [Amb02, Amb03]. In particular, we omit the relation $R$ on which the weights are required to be nonzero, and instead allow zero weights. It is simple to prove that both formulations are equivalent.

[^1]:    ${ }^{2}$ We use a different formulation than Laplante and Magniez [LM04]. They minimize over all algorithms $A$ computing $f$ and substitute $\sigma=$ source code of $A$, whereas we minimize over all finite strings $\sigma$. Our way is equivalent. One can easily argue that any finite string $\sigma$ can be "embedded" into any algorithm $B$ as follows. Let $C$ be the source code of $B$ with appended comment $\sigma$ that is never executed. Now, the programs $B$ and $C$ are equivalent, and $K(x \mid \sigma) \leq K(x \mid C)+O(1)$ for every $x$.

[^2]:    ${ }^{1}$ Most of the contents of this chapter are due to Ambainis. Our main contribution is extending his direct product theorem that only held for implicit thresholds $t \leq \sqrt{n}$ to the full range $t \leq \frac{n}{2}$. In particular, Claim 7.6.1 gives an exact expression for the norm of a projected quantum state that holds for all thresholds, whereas the original version of the paper by Ambainis used different arguments to prove a bound that only held for small thresholds.

