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Moving-grid methods are becoming increasingly popular for solving 
several kinds of parabolic and hyperbolic partial differential equations 
involving fine-scale structures such as steep moving fronts and 
emerging steep layers. An interesting example of such a method is 
provided by the moving-finite-element (MFE) method. A difficulty 
with M FE, as with many other existing moving-grid methods, is the 
threat of grid distortion, which can only be avoided by the use of 
penalty terms. The involved parameter tuning is known to be very 
important, not only to provide for a safe automatic grid-point selection, 
but also for efficiency in the time-stepping process. When compared 
with MFE, the gradient-weighted MFE (GWMFE) method has some 
promising properties to reduce the need of tuning. To investigate to 
what extent GWM FE can be called robust, reliable, and effective for the 
automatic solution of time-dependent PDEs in one space dimension, 
we have tested this method extensively on a set of five relevant example 
problems with various solution characteristics. All tests have been 
carried out using the BDF time integrator SPGEAR of the existing 
method-of-lines software package SPRINT. 1t• 1992 Academic Press, Inc. 

1. INTRODUCTION 

Moving-grid methods are becoming increasingly popular 
for several kinds of parabolic and hyperbolic partial dif­
ferential equations (PDEs) involving fine-scale structures 
such as steep moving fronts, emerging steep layers, pulses, 
shocks, etc. Moving-grid methods use nonuniform space 
grids and, like Lagrangian methods, move the grid con­
tinuously in the space-time domain while the discretization 
of the PDE and the grid selection are intrinsically coupled. 
Well-known examples are provided by the moving-finite­
element (MFE) method originally proposed by Miller and 
Miller [ 16] and Miller [ 11 ], and by the moving-finite­
difference (MFD) method discussed in Verwer et al. [20] 
(see also references therein). The MFD method is restricted 
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to problems in one space dimension and is strongly based 
on ideas due to Dorfi and Drury [ 6]. 

Because of the intrinsic coupling between the discretiza­
tion of the PDE and the grid selection, the application of 
moving-grid methods is not without difficulties, not even in 
the relatively simple case of one space dimension. The main 
difficulty we are referring to is the threat of grid distortion 
which can only be avoided by using penalty terms which, to 
some extent, are artificial and invariably involve parameter 
tuning. The parameter tuning is known to be very impor­
tant, not only to provide for a safe automatic grid-point 
selection, but also for efficiency in the time-stepping 
process. Another difficulty is that the automatic grid-point 
selection introduces nonlinear equations which may appear 
troublesome if handled with standard Newton solvers as 
commonly in use in implicit, stiff ODE solvers. 

Due to these specific difficulties, the question arises as to 
how moving-grid methods combined with implicit, stiff 
ODE solvers (method-of-lines (MOL) approach) do com­
pare with common fixed-grid MOL procedures concerning 
the important issues of efficiency and, in particular, robust­
ness, reliability, and ease of use. This is a natural question 
because, on the one hand, fixed-grid MOL procedures are 
known to become more and more popular, but, on the other 
hand, their use is limited when steep moving transitions 
must be resolved, since in such situations too many points 
in space and time may be needed. 

In a previous evaluation report (see Furzeland et al. [8]) 
we have attempted to provide insight in this question. There 
we tested three moving-grid methods for time-dependent 
PDE problems in one space dimension, including the MFE 
and the above-mentioned MFD method. On account of this 
investigation, a moving-grid interface was developed meant 
for automatic use in combination with the MFD method 
and a stiff ODE integrator (see Blom and Zegeling [5]). 
The interface provides the possibility of letting grid points 
move in time and performs the spatial discretization of the 
PDE problem under consideration without additional 
programming effort for the user, completely similar as in 
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standard, fixed-grid interfaces like those of the SPRINT 
package [3, 4] and ofSincovec and Madsen [17, 18]. 

In [8] we also reported rather severe difficulties in 
applying MFE and announced a further examination of the 
gradient-weighted MFE (GWMFE) of Miller [12, 13]. 
The current evaluation report is to a great extent devoted 
to the GWMFE method, again for the one-dimensional 
case. The gradient-weighting amounts to the use of weighting 
functions in the finite-element formulation that depend on 
the gradient ux of the solution. This treatment results in a 
more robust process in that the parameter tuning becomes 
easier and also less critical. A second improvement, specifi­
cally concerning the implicit solution of the nonlinear 
system required in the time-stepping process, results from a 
particular block-diagonal preconditioning of the fully 
discretized equations (Miller [ 15] ). One of the goals of the 
current examination, therefore, is to find out to which extent 
GWMFE is a general purpose method. While most tests in 
the literature of (GW) MFE refer to strongly convection­
dominated convection-diffusion problems, in this paper we 
test GWMFE also on true parabolic equations. 

The paper is divided into five sections. In Section 2 we 
describe the main ideas of MFE and GWMFE and the 
implementation of the latter. Section 3 contains the results 
of extensive numerical experiments on a set of five test 
models. In this test set are included Burgers' equation with 
a small diffusion coefficient, a scalar diffusion problem 
describing a shifting pulse, a system of two nonlinear 
convection-reaction equations, a flame-propagation model 
with a heat source at the boundary, and a problem from 
gasdynamics with a small diffusion term. Section 4 is 
devoted to a concise comparison between GWMFE and the 
MFD method from [5, 20]. In Section 5 our conclusions 
and recommendations are summarized. 

2. DESCRIPTION OF THE METHOD 

In this section an outline is given of GWMFE. Miller 
derived the method from his own moving-finite-element 
method (MFE). Since many basic properties of GWMFE 
are related very naturally to MFE properties, we first give 
a description of the MFE method. 

2.1. MFE 

Consider the scalar PDE problem 

t>O, (2.1) 

where L represents a differential operator involving only 
spatial derivatives up to second order. The space interval is 
supposed to be fixed for all times t > 0 under consideration. 

Corresponding to the common method-of-lines approach, 
we consider N time-dependent grid points 

XL=Xo< ··· <X;(t)<Xi+ 1(t)< ··· <XN+i=XR. (2.2) 

On such a grid, MFE approximates the solution u(x, t) of 
(2.1) by 

N 

u;:;:,U= L Ui(t)fY.i(x, {X;(t)}) 
i=l 

N 

= L Ui(t)f1.i(x,Xi_ 1(t),Xi(t),Xi+I(t)), (2.3) 
i=I 

where fY.i is the standard piecewise linear basis function 
which is 1 at thejth node and 0 at the other nodes. Differen­
tiating U with respect to t and applying the chain rule gives 

N 

u, = L (Ji(Y.i + XJl3i, (2.4) 
i =I 

where /3i = - VxfY.;. It must be noted that /3i is piecewise 
linear discontinuous. The equations determining the semi­
discrete unknowns ui and xj are now obtained in the 
standard Galerkin way by minimizing the Li-norm 
llR( U)ll ~with respect to U; and ir;, where 

(2.5) 

is the PDE residual. This minimization gives a system of2N 
ordinary differential equations in the 2N unknowns U; 
and X;, 

N 

.L <fY.;, fY.1> ui+ <a;, Pi> xi 
i=I 

=<a;, L( U) ), i= 1, ... , N, (2.6a) 

N 

.L <f3;, (1.i> ui+ <P;, P1> xj 
i=I 

= <{3;, L( U)), i= 1, ... , N, (2.6b) 

where <, ) denotes the usual Lrinnerproduct. It is clear 
that (2.6a) without the X-innerproducts is just the standard 
Galerkin method applied to (2.1) using piecewise linear 
basis and test functions on a nonuniform grid. The time 
dependency of the grid is reflected in the X-innerproducts in 
(2.6a) and the complete equation (2.6b ). 

Working out the innerproducts and defining the vector 

Y:= (U1' X1, ... , U;, X;, ... , UN, XN)T, 

we arrive at the semi-discrete MFE system 

d( Y) Y = G( Y), t>O, Y(O) given, (2.7) 

where d( Y) is a block-tridiagonal matrix, the so-called 
mass-matrix, containing the innerproducts of the basisfunc­
tions { fY.i} and {Pi}, whereas the only problem-specific 
terms are contained in the vector G( Y). Note that the 
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boundary conditions are assumed to be incorporated 
in (2.7). 

This ODE-system must be integrated numerically to 
obtain the required fully discretized solution. Before starting 
to integrate in time, we must ask ourselves whether (2.7) 
represents a well-defined system. The minimization of 
llR(U)ll~ (cf. (2.5)) has a unique solution if and only if the 
basis functions { aj} and { {J1 } are linearly independent. This 
is only the case as long as mj # m1 + 1 at every node, where m1 

is the slope of the semi-discrete approximation U on 
[X1 _ 1 , X1]. But even if the solution exists and is unique the 
question remains whether (2.7) is "easily" solvable. A 
natural requirement for that is regularity of the mass-matrix 
.#( Y) to avoid the problem of solving a DAE system of 
index 1 or higher. Concerning this, it can be shown that 
d ( Y) is singular in exactly two situations ( cf. Wathen 
[22 J ). 

The first singularity is caused by the same reason as above 
and is called parallelism, which means that the approxima­
tion Uhas zero second differences at some node (mk = mk + 1 

for some k E { 1, ... , N} ). This implies that the determinant of 
d is zero. In other words, system (2.7) becomes singular 
whenever a straight line can be drawn through the 
three neighboring points (X; 1 , U;_ 1 ), (X;, U;), and 
(X; + 1 , U; + 1 ). In physical terms this means that, in absence 
of curvature (uu = 0 locally), the method has no way to 
determine in which direction the grid points should be 
moved. 

The second degeneracy of,# arises whenever two nodes 
are coming too close together. d will then become very ill­
conditioned and numerically singular. Hence one will need 
some mechanism to control the grid-point motion. 

Furthermore, the nonlinear steady-state system G( Y) = 0 

may exhibit degeneracies as well, for instance, in the case of 
parallelism. 

To overcome these problems, Miller [12] introduces the 
following regularization terms (penalty functions) in the 
residual minimization. Instead of II R( U) II~ the minimization 
is carried out for 

N+ 1 

llR(Vlll~+ I (t:1 L1X;-sy, (2.8) 
i= 1 

where 

z c~ 
ei = LJX -.:5' 

J (2.9) 

with C 1, C2 , and .:5 small, user-chosen, constants. In par­
ticular, 8 serves as a user-defined minimum node distance. 
The modifications involved are only made to the grid-point 
equations (2.6b) and the combined effect is to add 

and 

to the left- and right-hand side, respectively. The 1Herms 
serve to avoid the degeneracy caused by parallelism. It can 
be shown that the addition of these terms renders the mass­
matrix d positive definite [16], and thus regular. They 
represent a form of "internodal" viscosity, since they 
penalize relative motion between the nodes and result in the 
degenerate nodes being carried along with the rest of the 
solution, provided the penalty is sufficiently large to take 
over before the mass-matrix becomes numerically singular. 
The e-terms do prevent node overtaking in a dynamic way 
since the internodal viscosities become infinite as AX tends 
to o; however over longer time intervals degenerate nodes 
(those caught in straight line segments where they are 
unneeded) may still slowly drift together. The S-terms, 
sometimes called internodal spring forces, serve to prevent 
this long term numerical drift. For a clarification of the 
effect of the internodal spring forces, we refer to Herbst 
et al. [9]. 

As for any other method, the regularization is somewhat 
heuristic and necessarily problem-dependent. For example, 
if C 1 is chosen too large, the grid movement is restricted 
( C 1 ---> oo gives a non-moving grid) with the result that there 
may not be sufficient refinement in regions of large spatial 
activity (a typical phenomenon is then that the grid moves 
slower than a front region). On the other hand, if C 1 is 
too small, the mass-matrix sf may become numerically 
singular. Also of great importance is that the minimum node 
distance 8 be small enough in relation to the anticipated 
small-scale structure. However, too small values of .:5 and C 2 

may allow numerical errors to lead to near node overtaking 
(or even worse), which is a source of severe numerical dif­
ficulties in the time integration, even for the most robust stiff 
solver. When nodes drift extremely close together, the sets of 
nonlinear algebraic equations to be solved at each time step 
are likely to become badly conditioned. 

As can be seen in the numerical experiments in [ 8] (using 
a straightforward implementation without the features men­
tioned in Section 2.3), it is not possible to give a problem­
independent interval for the parameters C 1 , C2 , and .:5, for 
which the MFE method solves the PDE properly, proper in 
the sense of reliability of the obtained solution with respect 
to the user-chosen penalty parameters, and time-integra­
tional aspects, respectively. Among others, for this reason 
the gradient-weighted MFE method has been developed. 

2.2. GWMFE 

An important class of PDE problems may be represented 
by the well-known Burgers' equation 

(2.10) 

with a steep moving front solution u(x, t) as pictured below 
for two given points in time. 
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u(x,t) 

x 

In such a front u, is a near delta function and in case of a 
true shock not an Lrfunction. To use the L2-norm in the 
minimization of the residual u, - L(u) is therefore for such 
problems not appropriate. Since the normal component of 
u" [u,]N, remains bounded even in an arbitrarily steep 
front, it is preferable to minimize the residual of the PDE for 
the normal motion of the solution. So, instead of using the 
L 2-norm, GWMFE uses the weighted L 2-norm 

lllR( UJlll2 = J [ U,- L( U)]~ ds = J (R( U)) 2 w dx, 

where the weighting function w = w( Ux) is defined by 

w(U,)=~. 
1 + u 2 

x 

(2.11 ) 

(2.12) 

Baines [2] has proved that for (2.10), with£= 0, MFE is 
identical to the method of characteristics and therefore will 
gradually concentrate most of the grid points into the front. 
It is likely that such a grid movement will also occur for 
(2.10) with 0 < £ ~ 1. Apart from the fact that points are 
then wasted in the steepest part of the front, this leads to 
numerical problems since the grid points may come very 
close to one another. The penalty terms introduced in (2.8) 
will partly remedy the situation, but this may require subtle 
tuning and, as already mentioned in the previous section, 
the practical experience with M FE is that tuning alone is 
not always sufficient for a good performance. The gradient­
weighting, as incorporated in GWMFE, aims at de­
emphasizing the steep parts of the solution and, as a positive 
side result, at reducing the need for tuning. The grid points 
will be concentrated more near the corners of the front (but 
still in the front). For scalar truly hyperbolic PD Es, 
however, both MFE and GWMFE will be (mathemati­
cally) equivalent to the method of characteristics, so in this 
case the gradient-weighting will not provide a remedy. 

For GWMFE the minimization of (2.11) with respect to 
U; and X; gives, as before, a system of 2N OD Es in the 2N 
unknowns U; and X; 

581110112.10 

N 

I <a;, a/w) U1 + (a;, /3/w) X; 
i= I 

=(et;, L(U)w), i= 1, ... , N, 
N 

I ({J;, a/w) (Ji+ (/3;, f31w) X; 
i= I 

= ({J;, L(U)w), i= 1, ... , N, 

(2.l 3a) 

(2.13b) 

where the weighting function w = w( Ux) is defined by (2.12 ). 
The only difference with (2.6) is that the inner products are 
replaced by weighted inner products. A nice property of w, 
due to the piecewise linear approximation (2.3 ), is the fact 
that it is constant on each cell. Like before, insertion of all 
innerproducts yields the semi-discrete GWMFE system of 
the form 

~( Y) y = G g( Y). (2.14) 

Also in this case, the mass-matrix "<:lg may become 
singular. It is known that singularity occurs if we have 
parallelism. It is also known that in case of parallelism the 
steady-state system G 11 ( Y) = 0 has at least two linearly 
dependent equations. In order to prevent these singularities, 
Miller [ 13] has suggested to carry out the minimization for 
the penalized expression 

N+ I 

Ill R( U) 111 2 + I (€); - S;)2, ( 2.15) 
i= 1 

where e7 := A2/l;, e;S; := B2/lf, with A and Buser-chosen 
constants, and l; is the length of the ith segment. In contrast 
with MFE, the modifications involved induce changes to 
both equations (2.13a) and (2.13b). The combined effect is 
that each ith segment adds a "viscous" penalty force of 
magnitude £~ i; = A 2 i;/ l;, and a "spring" penalty force of 
magntidue e;S;= B2/l7 to the two nodes at its ends, both 
penalty forces working in the tangential direction. It is clear 
that, with these modifications, GWMFE produces equa­
tions that are even more complicated and nonlinear than 
the penalized MFE equations (2.6) (see also Section 2.3 ). 

As for MFE, the "segment viscosity" terms r,~ serve to 
a void parallelism. This means that the parameter A 
provides for the regularity of the mass-matrix .<:lg in the near 
degenerate situation of an almost flat solution. Likewise, the 
"internodal spring" terms c;S; take over to regularize the 
semi-discrete system in the steady-state case G g = 0 when­
ever parallelism occurs. In applications, it is often possible 
to put B equal to zero so that only the parameter A remains. 
A third penalty parameter, such as the 3 in MFE, is not con­
sidered in the present form of F.; or c;S;. The direct analogue 
I; - 3 is redundant: it is unlikely that l; tends to zero because 
this would require that both L!X;--. 0 and Li U;--. 0. Leaving 
out the penalty parameter to refrain LiX; from becoming 
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zero might be defended by noting that GWMFE is sup­
posed to send considerably less points in the steep parts of 
the solution. 

It must be noted that we derived M FE and G WM FE for 
scalar PDEs. However, the foregoing can be generalized 
very naturally to a system of PD Es by replacing the residual 
(2.15) by 

NPDF N t I 

I {Wk 111u;-Lk(UJlll~+ I (1:;ki;k-s;d\, (2.16) 
k~I 

where k denotes the kth PDE component, NPDE equals 
the total number of PDEs, and 

, J 'R 1//(x) 
111</illl;: := . dx, 

't Jt + (l/~) 2 

, (AJ (B,Y 
(t1d- :=--, i:;kS1k :=--,, 

t,k U11, )-

t1k := j(!wn2 +(AX;)". 

Here Wk represents a weighting factor to emphasize, if 
wanted, a particular PDE component. In our tests we have 
taken W" = 1 for all components. Likewise, Ak and B, have 
been chosen to be independent of k. 

Carlson and Miller use in their code GWMFE1 OS a 
shared set of x positions for the nodes of all the approxi­
mating functions U". Although it is possible to use more 
than one grid this seems only advisable for vary specific 
systems of PD Es, since the number of equations would be 
increased and it would complicate the implementation 
considerably. 

2.3. Implementation 

The test results with GWMFE in [13] were obtained 
with the GWMFE1 OS code developed by N. Carlson and 
K. Miller. In that code a second order Diagonally Implicit 
Runge Kutta method (DIRK2) has been used as time 
integrator for the ODE system (2.14). Miller [15] conjec­
tured that it would be profitable to use a higher order stiff 
ODE solver like the SPGEAR module in SPRINT. We 
therefore disconnected the modules of GWM FE1 OS which 
compute the residual and coupled them directly to SPRINT, 
using the stiff BDF code SPGEAR as time integrator. 

In this subsection we discuss some of the ''implementa­
tion tricks" in GWMFE1 OS which we feel to contribute 
significantly to the performance of the code and which are 
not previously described in the open literature by the 
authors Carlson and Miller. 

But first, we would like to give the reader an idea of the 
complexity of the ODE system (2.14). To that intent we 
work out Eq. (2.13) +penalty terms for the scalar PDE 

u 1 = i:u,, + (f(I, x, u)), + g(t, x, u). 

Let ir, be defined by 11· 1 :=1/v 1 +m7 and !IU, := U,- U1 1 
for X; 1 ~ X ~ X,. Then (2. l 3a) plus penalties yield for 
i= L .... N, 

+ -'AX +-(LIL/) 2 +-11- 1 AX (
w A" w 
3 .. I I;; I 3 . I I I 

A" ) . 
+-.1-AX;+ I AU;+ I X; 

I ii I 

(
ll'i+I A2 '). + -6-AX,11--T(.1U1+1l- U1+1 

I+ I 

( 
1r1 + 1 A 2 ) •• + - -- II U, + I - -1- AX,+ I L1 U; l I .:\'. i l I 

6 Ii+ I 

B2 8 2 

=1L1U;--1--AUi+ I 
I; Ii I I 

+d-ln(m,+ R+:ll 
+ln(m111 +Jm7,1+1 )) 

( 1 J.x, ) + H"; f(t, X 1, U1)-- . f(t, x, U(x)) dx 
AX, .I, I 

+w;+ 1 (-f(t,X,, U,) 

J 1·X, 1 I ) +-.-. - f(r, x, U(x)) dx 
;1),: 1 l I Y, 

I\, 
+ w1 . x, g(I. x, U(x)) dx 

.\, l 

I I',, I 

+w111 cx 1 g(t,x, U(x))d.\. 
X, 

(2.17a) 

Equation (2.13b) together with the penalties gives a similar 
expression as ( 2.17a) except for the diffusion term, which 
reads 

1:(jm7 + 1-Jm71 1 + 1 ). (2.17b) 

It is obvious that the resulting system is extremely non­
linear. 

Note, that for the gradient-weighted M FE method the 
evaluation of hoth the innerproducts (cx1, u,, 11') and 
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([3;, uu w) has to be interpreted in the sense of "mollifica­
tion," i.e., the piecewise linear function U is smoothed at the 
nodal points (cf. Miller [12, 16]). Thee-terms in (2.17a) 
and (2.17b) are the limits obtained for the "mollified" inner­
products if the mollification parameter tends to zero. 

The implementation of the "uH-terms" has to be done 
carefully because both the formulae -ln(m; + Fmf+l) + 
ln(m;+ 1 +Jm7+ 1 +1) and Jm7+t-Jm7+ 1 +I are 
susceptible to loss of accuracy by roundoff error if m; and 
m;+ 1 are small and the first formula also if m; or m;+ 1 is 
large and negative. In GWMFE1DS, ([3;,uxxw) is 
evaluated as 

_ m7 m7+ 1 

-1 +Jmi+ I 1+Jmi+i+1 

which gives automatically the correct expression even for 
small values of m;. In (a;, uxxw), ln(m;+Jm7+ 1) is 
evaluated as 

to avoid the problems for large and negative m;, and in case 

'1 = m;/J m7 + 1 is small as a truncated Taylor series, viz., 

ln(m;+Jmi+ I) 

= - In -- :::::;, 11 + -11. + - '1 + - '1 · 1 (I + 17) 1 3 1 5 1 7 

2 t-17 3 5 7 

A second problem which arises if one would implement 
the method straightforwardly within the method-of-lines 
context is that a tolerance of, say, 10- 4 for both the time 
error and the convergence to the solution of the nonlinear 
system is quite insufficient if the horizontal distance between 
two nodes is also of order 10 - 4• Therefore we have, 
following the GWM FE1 DS implementation, used as accep­
tance criterion for both the time error and the convergence 
of the Newton process that as well 

11 v/tol 11 < I 

should hold as 

lv(X;+ 1 )- v(X;)I 1 max < , 
; L1X;+1P 

(2.18) 

where vis a vector either containing an estimate of the time 
error or the last correction in the Newton process, and p a 
user-defined parameter to indicate what weight should be 
given to the relative error tolerance on node distance. This 

implies that for 0 < p ~ 1 the "uncertainty" in L1X; will not 
be larger than L1X; itself. 

Another feature that is implemented in GWM FE1 DS 
and which we also adopted is the block-diagonal precondi­
tioning of the highly nonlinear implicit BDF equations 

- Y-Z 
R 11(Y) :=slg(Y) L1td -Gg(Y)=O, (2.19) 

where ( Y- Z)/(L1t d) is in our case the BDF substitute for 
Y, with Z a vector depending on information from previous 
time steps and d a parameter that depends on the integra­
tion formula in use. 

This preconditioning is prompted by the results of 
Wathen [22] for the MFE mass-matrix .s1 in (2.7). He 
proved that premultiplying .s1 by the inverse of its block­
diagonal ~ results in a matrix ~ - 1 ( Y) d( Y) which is very 
well conditioned. In fact, the condition number is even inde­
pendent of the grid and the solution. Miller [ 14] showed 
that this holds also for ~; 1( Y) ~( Y) (the analogue of 
~ - 1 d in case of gradient-weighting). Although the effects 
of preconditioning system (2.19) with ~; 1 (Y) has not yet 
been analytically shown, numerical results suggest that it 
has a considerable influence on the condition number of the 
Jacobian of the nonlinear system (2.19) too. Therefore we 
solve not (2.19) but instead 

~; 1 ( Y) Rg( Y) = 0. (2.19') 

Note that the ~; 1 in (2.19') includes also that part of the 
penalty functions that occurs in the left-hand side of (2.17). 

3. NUMERICAL EXPERIMENTS 

In this section we discuss test results obtained with our 
implementation of the GWMFE method for five example 
problems, viz., (I) Burgers' equation, a scalar model for 
nonlinear convection-diffusion phenomena; for this PDE 
we took two different initial solutions, (II) a linear heat con­
duction problem with a shifting and oscillating pulse as 
solution, (III) a system of two nonlinear convection-reac­
tion equations representing two opposite traveling pulses, 
(IV) a flame-propagation model with a heat source at the 
boundary, and (V) Sod's problem from gasdynamics with a 
small diffusion term. With these five problems we test the 
performance of the GWMFE method on a wide variety of 
solutions having a high degree of spatial activity, ranging 
from steep moving wave fronts to pulses and emerging and 
dying layers. 

In Ref. [ 12] Miller gives a rationale of the penalty choice, 
based on a remedy of the degeneracies in both .s1 and the 
residual system (see also Section 2.2 ). This results in a 
"standard choice" coupled with the time-tolerance TOL. 
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The parameter in the viscous penalty force should be 
A 2 ;c; TOL2, say TOL <A< lOTOL. The standard choice 
for the B in the spring penalty force is B 2 = 0, unless it 
concerns a problem approaching steady-state with possible 
geometrical parallelism degeneracies. In this case the 
balancing of penalty contributions and true terms lead to 
B2 ~ O.leTOL2, where e is the coefficient of the diffusion 
term, cf. ( 2.10 ). To get an impression of the dependency of 
the GWMFE method on the penalty parameters, the first 
Burgers' problem was tested for a large set of penalty 
parameter values A 2 and B2• Moreover, for this problem the 
robustness of GWMFE was compared with respect to that 
of MFE as tested in [8]. All other problems were run with 
a smaller range of penalty parameter values based on the 
standard choice. 

For all runs the "cell-width" relative error tolerance 
parameter p from (2.18) was taken 0.1 and block-diagonal 
preconditioning was used in solving the nonlinear system 
with Newton. For a few cases we evaluated the effects of 
these "implementation tricks." The relative error tolerance 
on cell widths was, as can be expected, especially effective 
for the problems with a steep moving wave as solution; e.g., 
without this feature Burgers' problem often broke down at 
the point where the shock reaches the boundary due to node 
crossing. Block-diagonal preconditioning was of great 
benefit for the condition number of the Jacobian of the non­
linear system. Without preconditioning the condition num­
ber was frequently of the order of the inverse of the machine 
precision (say 1014 with a machine precision of~ io- 16 ). 

Preconditioning reduced it to ~ 107• The actual speedup 
was, in view of these numbers, not so large, but it is clear 
that preconditioning makes the method much more robust. 

In some cases, for example in Problems I, III, and V, ver­
tical rescaling of the PDE-system could result also in a bet­
ter performance of G WMFE [ 15]. Such a vertical rescaling, 
say by a factor M (replacing "u" by "Mu" everywhere in the 
PDE), could allow a larger range of successful values of A2• 

However, to choose the value of M, some insight into the 
solution behavior is needed, which makes it difficult to 
incorporate this parameter in an automatic code. For this 
reason we do not present results for rescaled PDE-systems. 

In Ref. [23] we have given a catalogue of worked-out 
innerproducts. The integrals resulting from the inner­
products (ix;, L(U)w) and ((J;, L(U)w) were evaluated 
exactly unless indicated otherwise. If numerical quadrature 
was used, Boole's rule was applied (closed Newton-Cotes 
with error O(h 7 ) ). We have also tried Simpson's rule 
( O(h 5 )) but this gave, for Problem IV, far worse results. 
This difficulty with numerical quadrature on certain types of 
problems has already been mentioned by Miller [ 11] in his 
extensive testing of the MFE method. 

The results are presented in tables and for a few 
parameter choices in plots wherein marks indicate the 
GWMFE approximation and the solid line the exact 

solution. If no exact solution was available, we used a very 
accurate numerical reference solution. 

In the description of the experiments the following 
notation has been used: 

At0 

TOL 

NPTS 
STEPS 
JACS 
CTF 

ETF 

CPU 

ORD 

initial step size, 
time-tolerance value (absolute and relative) for 
the SPGEAR integrator, 
number of grid points, 
number of successful time steps, 
number of Jacobian evaluations, 
number of correction time failures, i.e., no 
convergence of the Newton process after three 
iterations with a new Jacobian, or node crossing, 
number of times the ODE integrator rejected a 
step, 
normalized CPU-time, i.e., CPU :=CPU-sees/ 
CPU-secsmin• where CPU-secsmin is the minimum 
number of CPU seconds used for the problem 
under consideration, 
average order used by the time integrator 
measured over the whole time range. 

Finally, we give marks for the quality of the computed solu­
tion (compared to either the exact solution or (in plots) to 
the numerical reference solution) and the quality of the grid 
(distribution and the smoothness of the motion in time): 
+ + (very good), + (good), D (reasonable), - (bad), and 
- - (very bad). x indicates that GWMFE broke down 
during the run. 

3.1. Problem I: Burgers' Equation 

This model, which can be considered as the simplest, 
non-trivial 1-D analogue to the Navier-Stokes equations, 
possesses a nonlinear convection term combined with a very 
small diffusion term, 

We make a distinction between two specific problems (both 
stemming from Miller [ 15] ): 

(a) the initial condition is the smooth function 

ul i=o = sin(2nx) + 0.5sin(nx), O~x~ 1, 

accompanied by homogeneous Dirichlet boundary condi­
tions. 

In this case the solution is a wave that first develops a very 
steep gradient, with a shock width proportional to e, and 
subsequently moves towards the right boundary x = 1. It 
then collides with the boundary and forms a very thin 
boundary layer. This collision is a difficult part of the com­
putation. Next, for increasing time t the amplitude u 
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decreases due to the Dirichlet boundary conditions. Finally, 
for t -+ co the solution dies out towards the steady-state 
solution u = 0. While the choice e = 10 - 3 yields a problem 
having all properties for testing a moving-grid method, we 
take the even smaller value e = 10- 4 as a more severe test 
case. The problem is solved on the time interval [O, 2]. (See 
also [8].) 

(b) the initial condition is the trapezoid 

0.2 

8x-0.6 

uJ,=o= 1 

-lOx+ 6 

0 

with the boundary conditions 

0 :::::;x:::::;0.1 

0.1:::::;x:::::;0.2 

0.2:::::; x:::::; 0.5, 

0.5 :::::;x:::::;0.6 

0.6:::::;x:::::; 1 

uJx= 1=0, t>O. 

For this case the course of the amplitude u is roughly the 
same as for case (a), with the understanding that the 
solution now possesses several sharp features unlike the 
sinusoidal pulse which is very smooth outside the shock 
region. Again we consider the case e = 10-4 and the time 
interval [O, 2]. 

Numerical Results.for Problem la. Starting on a uniform 
grid with the number of grid points NPTS = 21, and as 
time-integration parameters TOL = 10 -3 and ,dt0 = 10- 5, 

we obtain a series of test results by choosing B2 = 10- 8, 

10 - 11 (standard choice), resp., 0 and by letting A 2 increase 
from 10- 9 to 10- 3• The results are given in Table 3.1. 

It can be seen that except for the largest value of A 2 the 
results are very satisfying. For A 2 = 10- 3 the speed of the 
shock was much too slow. There was not much difference 
between the grids and the solutions for the other values of 
A 2 , but for extreme values of A2 the ODE system and the 
resulting nonlinear system sometimes were harder to solve, 
which made the computation more expensive. For B2 = 0 
and to some extent also for the standard choice B2 = 10 - 11 

the grid points were concentrated in the shock and no grid 
points were lying in the curvature. This makes the behavior 
of GWMFE more precarious. Choosing a spring penalty 
value of B2 = 10--s, which is too large from the view of a 
reasonable balance of penalty contributions and terms of 
the system (2.14 ), results in a case like this in a very efficient 
performance, especially with the standard choice for A 2• 

This efficiency is likely to be caused by the fact that the grid 
points are pushed out of the front into the curvature by the 
large spring forces (see also Fig. 3.2). The computation 
broke down only twice, for B2 = 0, both times because of 
(near) node crossing. This robustness is strikingly compared 

TABLE3.1 

Problem la: Integration History 

t = 1.4 t=2.0 
Qua!. Qua I. 

A2 B2 STEPS JACS STEPS JACS CTF ETF CPU ORD sol. grid 

IE-9 IE-8 278 205 429 326 91 16 2.3 127 ++ + 
IE-8 IE-8 274 183 396 280 79 27 2.1 1.18 ++ + 
IE-7 IE-8 197 144 266 197 56 13 1.4 1.37 ++ + 
IE-6 IE-8 174 140 232 186 56 7 1.3 1.41 ++ ++ 
lE-5 IE-8 140 105 191 146 49 2 1.0 1.40 ++ ++ 
IE-4 IE-8 135 Ill 179 147 55 I 1.0 1.40 ++ ++ 
IE-3 !E-8 162 138 201 171 62 3 1.2 1.37 + 

IE-9 IE-11 303 214 377 261 80 18 1.9 118 ++ + 
IE-8 IE-11 276 200 356 250 70 23 1.9 1.24 ++ + 
IE-7 IE-11 243 184 300 229 69 16 1.6 1.31 ++ + 
IE-6 IE-11 255 227 315 279 98 5 1.9 1.38 ++ ++ 
IE-5 IE-11 266 253 334 315 106 11 2.1 1.35 ++ ++ 
IE-4 IE-11 150 126 400 386 146 0 2.6 1.38 ++ ++ 
IE-3 IE-11 163 135 206 175 64 3 1.2 1.42 + 

IE-9 0 305 224 424 306 84 31 21 116 ++ + 
IE-8 0 275 195 351 253 70 16 1.8 1.23 ++ + 
lE-7 0 222 161 292 215 70 11 1.5 1.41 ++ + 
lE-6 0 225 196 291 255 87 8 1.7 1.36 ++ ++ 
lE-5 0 206 189 x 301 6 1.34 ++ ++ 
IE-4 0 156 136 x 266 I 1.36 ++ ++ 
IE-3 0 170 138 208 167 63 3 1.2 1.45 + 
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FIG. 3.1. Problem la. Penalty parameter dependence for GWMFE (left) and MFE (right). Results at / = 1.4 are: ( +) good, ( 0) dubious, 
( x ) unacceptable. 

with the MFE method as tested in [8 ], as can be seen from 
the plots in Fig. 3.1, where the acceptable range of penalty 
parameter values is graphically represented (by a shaded 
area) for both the GWMFE and the MFE method. One 
should remember, however, that in the MFE implementa­
tion neither some form of preconditioning nor relative error 
tolerance on cell widths was available. We therefore incor­
porate only the results up to time t = 1.4 in these plots . 

.. 
N 

.. .. 

.. 

.;,+-~~;c::;..:;;.::~c;..:::.~..µ.~~,.::......~-
o.o o.z O.i o.& a.a 1.0 

x 

"' .. 

c 
c-1---~::....;~"'°"'~"""°''-'-+-"-"-~_,_~_, 

o.o 0.2 O.i a.a Q.6 1.0 

In Fig. 3.2 we give plots of the typical grid behavior and 
solution. One can see that in both cases illustrated the 
solution is accurate up to plot resolution. 

The time-integration process is not really satisfying for 
this problem. The number of Jacobians almost equals the 
number of (successful) steps. Even if we take into account 
the number of step failures (ranging from ::::::50-100) the 
number is still quite large. Also the observed average order 

"! 
.+-~--,~~~~~~~~~~ 

o.o o.~ 0.4 o.& o.a 1.0 
x 

a.o C.2 O.i 0.6 0.8 

x 
FIG. 3.2. Problem la. Grid and solution at times I= 0.2, 0.6, 1.0, 1.4, 2.0 ( L:;, +, x , <>, V') for A 2 = 1 E-5 and B2 = 1 E-8 (above), I E-11 (below). 



GRADIENT-WEIGHTED MOVING-FINITE-ELEMENT METHOD 431 

TABLE3.2 

Problem lb: Integration History 

t=0.9 t=2.0 
Qua!. Qual. 

Az 32 STEPS JACS STEPS JACS CTF ETF CPU ORD sol. grid 
·--------------·------------~---·--------~-------~~------- ------~-

IE-6 IE-8 200 168 248 203 
lE-5 lE-8 178 160 223 191 
lE-4 lE-8 189 161 228 189 

IE-6 lE-11 177 144 227 184 
IE-5 lE-11 191 176 276 247 
IE-4 lE-11 206 179 403 373 

turns out to be rather low. In fact SPGEAR almost never 
uses a third order method, not even in the time intervals 
where the problem is smooth and no step rejection or con­
vergence failure occurs (tE [0.4, 1.2] and /E [1.5, 2.0]). 
The fact that the order is not increased in these regions is 
somewhat amazing since plots of the X,(t) and the U;(t) 
show that both are reasonably smooth curves. However, in 
these areas the step size is drastically increased (only l 0 % 
of the steps is used in the smooth parts) and it could be that 
this is more elTicient than an increase of the order for this 
coarse time tolerance. Most of the computational work is 
done where the shock is formed (at t:::::: 0.2) and when the 
shock reaches the boundary (at t:::::: 1.3 ). In these regions no 
high order method will be used because of the continual 
(true or near) node crossings within the iterative Newton 
process which result in convergence problems. 

Numerical n:sults j(Jr Prohlem !h. For this problem, 
which is of the same nature as the above, we used only a 
small range of penalty parameter values, viz., A 2 = l 0 1', 

JO', 10 4, and 8 2 =10 8, JO 11 . The integration 
parameters were chosen the same, i.e., N PTS = 21, 
TOL = 10 1, and ;11 11 = 10 5• The results are given in 
Table 3.2 and Fig. 3.3. The performance is comparable with 

D 

~ 

"' 

-
I-< 

"' ci 

D 

D 

ci 
O.D 0.2 D.1 D.6 D.6 J.D 

x 

64 8 I. I 1.44 ++ + 
68 1.0 1.38 ++ ++ 
65 7 1.0 1.36 + ++ 

70 3 1.0 1.39 ++ + 
91 3 1.3 1.37 ++ ++ 

138 9 2.0 1.37 + ++ 

that of Problem la. We have also run this problem with 
8 2 = 0 and the same A 2-values. Again the results are com­
parable if the method does not break down, but it seems 
advisable to take 8 2 slightly larger than zero for this 
problem to handle the degeneracies in the near steady-state 
situation. Although Miller's standard choice results in 
8 2 = I() 11 , the larger value of 8 1 = I 0 8 seems both for this 
and for the previous problem to lead to more eITiciency. 

Prohlem II: A Shifting Pulse 

The ideas for this problem stem from Adjerid and 
Flaherty [I], who constructed a model (in 2-D) of a 
rotating cone using an exact solution. The PDE reads as 

U 1 =Un:+ f(x, t), O<x< 1, I> 0, (3.2) 

where f is chosen in such a way that 

U · = l' ' 1' '''1' 112 ( I - si11(-•1u)) exact . r ' 

r11 (t) := ~(2+sin(/5nt)) 

satisfies ( 3.2 ). The boundary conditions at x = 0 and x = l, 
being of Dirichlet type, and the initial condition, being a 

~ 

"' ci 

"' ci 
,_. 
x 

:::>:; 

N 

ci 

D 

ci 
D.D 0.2 O.i 0.6 0.6 1.0 

x 

FIG. 3.3. Problem lb. Grid and solution at times t = 0.0, 0.4, 0.8, 0.9, 2.0 ( L\, +, x, 0, 17) for A 2 =I E-5 and B2 =I E-11. 
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Gaussian pulse, are derived from the exact solution uexact· 

The three parameters cc> 0, fJ > 0, and y ~ 0 each have their 
own meaning in the model. Choosing y > 0 means that the 
pulse will decrease and rise again with a period of 2/y. The 
steepness of the solution is controlled by the parameter rx in 
the exponential function and fJ represents the speed of the 
pulse which moves periodically from the left to the right 
boundary and back again in a period of 2/[J. We have 
chosen the values cc= 320, fJ = 1, and y = 2. The PDE is 
integrated over one period, i.e., until t = 2.0. 

The integrals stemming from <rx;,fw >and (/J;,fw >were 
evaluated by numerical quadrature using Boole's rule. 

Numerical Results for Problem II. For this problem we 
start on a nonuniform grid with NPTS = 41 and all but the 
two boundary points concentrated around the pulse, 
uniformly distributed between 0.35 and 0.65. If one starts 
with a uniform grid the results are slightly worse. The 
time-integration parameters were again TOL = 10 3 and 
L1t0 =10 5• Since there is no steady-state involved in this 
problem we use the standard choice for the spring force 
penalty, B2 = 0 and for A 2 the range 10- 6, 10- 5, 10- 4• 

The performance of the GWMFE method for this 
'roblem is significantly less satisfying than for the convec-

N 
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tion dominated Burgers' problem of the previous section. 
The oscillating character of the solution makes that 
GWMFE loses track of the movement of the pulse when the 
amplitude goes to zero and picks it up again only if the pulse 
is already at some height, thereby losing accuracy. The grid 
plots show that after the solution has become zero (at 
t = 0.25 and 1.25) the grid point do not return fast enough 
to their position around the pulses to get a correct 
approximation of the right-hand side of the PDE. The fact 
that GWMFE does not adjust itself fast enough to an 
emerging pulse can also be shown by starting the problem 
at t 0 = 0.25 and on a uniform grid (since u = 0) ( cf. Fig. 3.4 ). 

The efficiency of the GWMFE method is, for this 
problem, strongly dependent on the penalty parameter 
choice; for approximately the same accuracy the amount of 
work varies rather capriciously with a factor 3 to 4 for 
different choices of A 2 ( cf. Table 3.3 ). 

The time integrator reacts on this problem in a similar 
way as on the previous one. Again we see that for all 
parameter choices the number of Jacobian updates is large 
relative to the number of time steps even if we add the num­
ber of rejected steps. Also the order behavior is more or less 
the same. In regions which are supposed to be easy for 
GWMFE, i.e., a moving pulse which is significantly larger 
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FIG. 3.4. Problem II. Grid and solution at t = 0.5, 0.75, 1.0, 1.5, 1.75 (LS., +, x , 0, 'V) for A 2 = IE-6 and 8 2 = O starting at 10 = 0.0 (above) and 
t0 = 0.25 (below). 
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TABLE3.3 

Problem II: Integration History 

I= 2.0 

A1 Bi STEPS JACS CTF ETF 

IE-6 0 310 215 52 9 
IE-5 0 608 504 173 0 
IE-4 0 988 912 348 2 

than zero, SPG EAR rather increases the step size than the 
order. 

3.2. Problem III: Pulses Traveling in Opposite Directions 

Our third example problem is a two-component, semi­
linear hyperbolic system, the solution of which is given by 
two pulses traveling in opposite directions (copied from 
[10], see also [8, 20, 21 ]). The system is given by 

u1 = -ux-100uv 

v1 = v, - 100uv 
-0.5 <x<0.5, t > 0, (3.3) 

and the solution is subjected to homogeneous Dirichlet 
boundary conditions and the initial condition 

_ {0.5( 1 +cos( 10nx) ), 
ul1~0- O 

' 

I -{0.5(1+cos(l0nx)), 
v 1~0- 0 

' 

-0.3 ~ x ~ -0.1 

elsewhere 

0.1 ~x~0.3 

elsewhere 

Note that these are functions with a mere C 1 continuity, 
which represent wave pulses located at x = - 0.2 and 
x = 0.2, respectively. Initially, while the pulses are 
separated, the non linear term 1 OOuv vanishes, so that for 
t > 0 these pulses start to move with speed 1 and without 
change of shape, u to the right and v to the left. At t = 0.1 
they collide at x = 0 and the nonlinear term becomes non­
zero, resulting in a nonlinear interaction leading to changes 
in the shapes and speeds of the pulses. Specifically, the crests 
of the pulses collide a little beyond t = 0.25 and they have 
separated again at t ~ 0.3, so that from this time on the 

Qua I. Qua!. 
llerrll .,,, CPU ORD sol. grid 

5.IE-2 1.0 1.33 0 + 
4.2E-2 2.2 1.34 0 ++ 
5.3E-2 3.8 1.25 0 ++ 

solution behavior is again dictated by the linear advection 
terms. At the nonlinear interaction, the pulses lose their 
symmetry and experience a decrease in amplitude. 

Numerical Results for Problem Ill. In contrast with our 
experience with the MFE method, GWMFE is not able to 
solve this problem without addition of (artificial) diffusion. 
Therefore, we added to both equations a diffusion term 
w," resp. wn. The tests as described below are done with 
i: = 10- 4 ; we also have tried c = 10 5 but then GWMFE 
broke down. 

Again we start on a non uniform grid with NPTS = 41 and 
all but the two boundary points concentrated uniformly 
around the pulses. In this case too a uniform initial grid led 
to slightly worse results. The time-integration parameters 
TOL and i!t0 , and the GWMFE penalty parameters A 1 and 
B 2 have the same values as in Problem II. The results are 
given in Table 3.4 and Figs. 3.5 and 3.6. Note that the solid 
( u ), resp. dashed ( v ), line in the plots represents an accurate 
reference solution of the original problem without diffusion 
term. 

For this problem a correct choice of A 1 is of importance. 
A 2 = 10 6 or 10 ~ 5 yields a satisfactory approximation, but 
A 1 = I 0 - 4 results in a very bad performance after the pulses 
have collided, as is illustrated in Fig. 3.6. For the other 
values of A 2 the approximation is much better (cf. Fig. 3.5), 
but the computation is still quite expensive. 

Miller [ 15] showed that for this problem a ''vertical 
rescaling" of the PDEs by a large factor (say 1000) could 
help to improve the performance ofGWMFE. Rescaling the 
PD Es gives the method much lower traveling pulses to deal 
with. In fact it means that GWMFE is replaced by the 

TABLE3.4 

Problem III: Integration History 

I= 0.5 
Qua!. Qua!. 

Az B2 STEPS JACS CTF ETF CPU ORD sol. grid 

IE-6 0 210 166 38 14 1.0 1.30 + 0 

IE-5 0 267 221 60 10 1.3 1.39 + + 
IE-4 0 345 297 98 12 1.8 1.35 
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original MFE method, which is profitable smce for this 
problem no gradient weighting is needed. 

3.3. Problem IV: The Dwyer- Sanders Fla111c-Propaga1ion 
Model 

Our fourth problem (see [7] for more details and also 
[20, 21]) serves as a useful test example for the simulation 
of several basic features which occur in physical flame 
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models. The two PDEs for mass density u and temperature 
c are given by 

u 1 = u,., - ul( v) 

!' 1 = v" + uf'(v)' 
O<x< I, 0 <I~ 0.006, 

wheref(u) = 3.52 x l06c 411·• The initial functions are 
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FIG. 3.5. Problem Ill. Grid and solution at times t = 0.1, 0.2, 0.25, 0.3, 0.5 for A2 = I E-5 and B2 = 0. 
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FIG. 3.6. Problem Ill. Grid and solution at t = 0.25 for A 2 = I E-4 and B2 = 0. 

and the boundary conditions read 

uxlx=O = 0, vxlx=o=O, t>O, 

and 

uxlx=i=O, 

{
0.2 + - 1-, 0 < t,;:;; 0.0002 

vlx=i= 0.0002 
1.2, 0.0002 ,;:;; t,;:;; 0.006. 

The time-dependent forcing function for the temperature at 
the right boundary represents a heat source which generates 
a flame front. As soon as the temperature vl x = 1 reaches its 
maximum value 1.2 at t = 0.0002, this flame front starts 
propagating to the left at a relatively high (almost constant) 
speed ~ 150. For t = 0.006 the front has nearly reached the 
left boundary. 

The integrals stemming from <rJ.;, ufw> and <fJ,., ufw> 
were evaluated by numerical quadrature using Boole's rule. 

Numerical Results for Problem IV. For this problem 
a strongly nonuniform initial grid was needed with 
NPTS = 41: 20 uniformly distributed grid points in [0.0, 
0.9], 10 in [0.9, 0.99], and 10 in [0.99, I.OJ. The time­
integration parameters were TOL = 10 -4 and L1t0 = 10 5. 

We only present data for the standard penalty parameter 
choicesA 2 =10 8,10 7,10 6;B2 =0(seeTable3.5). 

If we start on a uniform grid the flame front at the right 
boundary starts at the wrong time, but the solution has 
more or less the correct speed. This behavior is conform our 
observation in Problem II that GWMFE can not detect and 
resolve an emerging pulse. If one approximates the inner­
products with Simpson quadrature instead of Boole's rule 
(with a non uniform starting grid) the solution is initially the 
same, but the flame propagates much too fast. It is possible 
that even the seventh-order quadrature rule is not accurate 
enough to approximate the integral over the source term 
and that this causes the flame to propagate slightly too fast, 
as can be seen in Fig. 3. 7 (plot marks are centered ). This 
problem would probably benefit from an appropriate adap­
tive quadrature method. The grid behavior can be explained 
for the lower band that points are absorbed in the front and 
cannot pass through a zero curvature (cf. Baines [2] ). Note 
that the gap in the X-T diagram above the upper band is 
desirable because the solution is nearly constant there. 

The obtained average order is higher than for the pre­
vious problems (probably because of the tighter tolerance), 
but unfortunately here the step size behaves very erratically. 
A plot of the step sizes shows a saw-tooth: the step size is 
increased, say four times in a row, then a convergence error 
occurs whereupon the step size is decreased by a factor of 4. 
Then the time error is found to be very small, so the step size 
is increased, etc., etc. It is possible however, that this 
behavior results from the fact that SPGEAR is not tuned to 

TABLE3.5 

Problem IV: Integration History 

t=0.006 
Qua!. Qua!. 

Ai 82 STEPS JACS CTF ETF CPU ORD sol. grid 

lE-8 0 1566 627 82 166 3.9 2.07 D 
IE-7 0 400 181 19 55 I.I 1.71 D + 
IE-6 0 361 164 25 27 1.0 1.79 + + 
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FIG. 3.7. Problem IV. Grid and temperature component for A2 =I E-6 and 8 2 = 0 at t = 0.15E-3, OJE-3, 0.6E-3, I .2E-3, ... , 6E-3 (from right to left). 

the strongly nonlinear problems arising from PDEs 
discretized on a grid which moves continuously in time. 
Another explanation, given by Miller [15], is that each time 
a new node runs into the front this results in small residual 
oscillations set up in the nodes just outside the lip of the 
shock as the nodes readjust. The 20 widely spaced nodes 
placed in the initial grid ahead of the front are not really 
needed in the present problem and it would probably be 
more efficient to use fewer of them. 

3.4. Problem V: A Gasdynamics Problem with a Small 
Diffusion Term 

The system of equations for this problem are the 
me-dimensional Euler equations of gasdynamics in 
:onservative form supplemented by a small diffusion term 

a { v2} v,= - ax (y- l)w-0.5(y-3)-;;- +ev.u, 
(3.5) 

O<x< 1, t>O, 

w, = - a~ { ( yw -0.5(y- I):)~}+ ew" 

where u, v, and w are the density, momentum and total 
energy per unit volume, respectively, and y is the ratio of 
specific heats ( y = 1.4 in the case of a perfect gas). The initial 
conditions are linear ramps 

{
1, 

ul, = 0 = linear, 

0.125, 

vl,=o= 0, 

{
2.5, 

wl, = 0 = linear, 

0.25, 

O~x~0.5-5e 

0.5 - 5e ~ x ~ 0.5 + 5e 

0.5 + 5e ~x~ 1 

O~x~l 

0 ~x~0.5- 5e 

0.5 - Se~ x ~ 0.5 + 5e 

0.5 + 5e ~ x ~ I. 

The boundary conditions for u and ware of Neumann-type 

ux Ix= o = Wx Ix= o = 0, resp., ux I.,.= 1 = wx Ix= 1 = 0; 

v is subjected to homogeneous Dirichlet boundary condi­
tions. For e = 0 there is no classical solution for this 
problem, but we are interested in the weak solution, which 
is the limiting solution as e-+ 0. This is the so-called shock­
tube problem ( cf. Sod [ 19]) and the problem and its weak 
solution are briefly described as follows. Consider a long 
thin cylindrical tube containing a gas separated by a thin 
membrane, and assume the gas is at rest on both sides of the 
membrane, but with different constant pressures and 
densities on each side. At time t = 0, the membrane is 
broken, for example by a laser beam, and the problem is to 
determine the ensuing motion of the gas. The course of the 
solution is as follows: at t = 0 the membrane in the tube 
bursts, with the consequence that the initial discontinuity 
breaks up into two discontinuities, a contact-discontinuity 
and a shock wave, which move to the right boundary, and 
a rarefaction wave moving to the left. If the shock wave has 
reached the right boundary, it reflects from the wall. For 
0 < e ~I the course of the solution is expected to be 
approximately the same, but now without true discon­
tinuities. In fact the contact discontinuity will be rather 
smeared in comparison with the inviscid case. Of course, the 
shock wave and the rarefaction wave will also be smoothed 
depending on the size of e. 

The integrals resulting from the innerproducts in the 
right-hand sides of the second and third PDE were 
evaluated by numerical quadrature using Boole's rule. 

Numerical Results for Problem V. In the experiment 
described below we used a diffusion coefficient e = 10 ~~ 3 . We 
have also tried e = 10 - 4 • This resulted in a failure of 
GWMFE because the stepsizes taken by the integrator were 
much too small to reach the endpoint due to convergence 
problems. 
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We started on a nonuniform grid with NPTS = 41 with 33 
points on the linear ramp between [0.5 - Se, O.S +Se], three 
points in an interval of length 1 Oe on both sides of the ramp, 
and the boundary points. The time-integration parameters 
were TOL = 10- 3 and Llt0 = 10- 5 and the (standard) 
penalty parameter values A2 = 10- 6 and B2 = 0. The time­
integration interval was [O, 1]. 

The integration statistics at the endpoint were 
STEPS= 698, JACS = S22, CTF = 120, ETF = 53, and 
ORD= 1.48. To give some insight where GWMFE 
experienced most trouble: 33 steps were needed to reach 
t = 0.01, 60 fort= 0. 1 and only 35 to go from t = 0.1 to the 
wall at t = 0.28. The reflection phase, t = 0.28 until t = 0.29, 
took 102 (successful) steps. Until t = 0.41, when the rarefac­
tion wave has reached the left boundary and the contact dis­
continuity has crossed the reflected shock, another 102 steps 
were needed. The last phase from t = 0.41 until 1.0 took sur­
prisingly many steps, 399. This can be only explained by the 
oscillations both in the grid movement and in the solution 
itself, the latter caused by a too coarse grid around the 
reflected shock. In another run we used the true discon­
tinuities for u and was initial conditions and all but the two 
boundary points uniformly distributed over the interval 
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[0.45, 0.55]. In this case the initial phase gave, as could be 
expected, more difficulties. On a total of 586 steps 170 were 
used to reach t = 0.1, but from t = 0.41 until 1.0 only 134 
steps were needed, the solution remained without oscilla­
tions and the grid points stayed in the shock band. This dif­
ference in behavior shows that for this problem GWMFE 
should be applied with care. For the graphical representa­
tion of the results we refer to Figs. 3.8 and 3.9. The reference 
solution in Fig. 3.8 was obtained by using 81 grid points and 
a time tolerance of I o- 5• A comparison with the solution for 
e = 0 shows that the added diffusion induces considerable 
smearing, but on the other hand the speed of the shock is 
approximated satisfactorily. It should be noted, however, 
that more carefully chosen diffusion terms could be used to 
decrease the smearing of the contact discontinuity in par­
ticular. The grid movement is not really optimal. The grid 
follows the shock wave quite well and also the rarefaction 
wave can be clearly seen in Fig. 3.8; but there are very few 
points in the region of the contact discontinuity. And on the 
whole the grid movement is not very smooth, although for 
the last part of the integration this is probably due to the 
inaccurate and oscillating approximation of the solution. 

This is a very hard problem for a nonspecialized code and 
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FIG. 3.8. Problem V. Grid and PDE components at t =0.15, 0.23, 028 (6, +. x) for A2 = IE-6 and B2 =0. 
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FIG. 3.9. Problem V. PDE components at r = 0.32 for A'= I E-6 and B' = 0, u( le) and z•( +) [left], and w[right]. 

we therefore consider the result as satisfying although 
GWMFE showed itself more sensitive to the choice of the 
penalty parameters and the initial grid or solution than for 
the previous problems; small changes in A 2 (say 10 5, with 
B 2 = O or 10 11 ) resulted in a failure and changes in the 
initial grid more than once caused strongly oscillating 
solutions at a later time. 

4. A COMPARISON WITH A MOVING­
FINITE-DlFFERENCE METHOD 

In Ref. [8] a numerical comparison was made, a.o., 
between MFE (i.e., without gradient-weighting) and a 
moving-finite-difference method MFD (see also [5, 20] ). 
The methods were tested extensively on three test problems. 
One of the conclusions was that MFD performed favorably 
with respect to efficiency and robustness compared to M FE. 
In this section we update that test work with the com­
parison of MFD versus GWMFE on the current set of test 
problems which has more variety (e.g., sharp moving 
corners) than the previous. For the sake of completeness we 
first give a short description of the M FD method. 

4.1. The M<wini-Finite-Diff'erence Met hod 

The MFD method is based on the Lagrangian discretiza­
tion approach where the grid is moved continuously along 
with the solution with the aim of reducing the rapid transi­
tions in space and in time that occur when a moving front 
passes a (fixed) grid point. The PDE (2.1) is transformed to 
its Lagrangian form 

u-u,.ic=L(u), ( 4.1) 

where ii denotes the total time derivative. This PDE is 
discretized in space using N time-dependent grid points 
( cf. ( 2.2)) to obtain 

(J_(U;+i-U; i)X L t>O 1'(.i'(.N. (4.2) 
I (X;+1-X; 1l ;= i• ' 

Here, U; represents the semi-discrete approximation to the 
exact PDE solution u and L; is the (centered) finite-dif­
ference replacement for the differential operator L, both at 
the point (x, t) = (X;(t), t). To solve the ODE system (4.2) 
additional equations are required for the time-dependent 
grid points X;. The moving-grid technique that controls the 
spatial grid-movement in time is due to Dorfi and Drury 
[6]. For the theoretical background and some analytical 
aspects of the method we refer to [20], whereas a descrip­
tion of an MOL interface using this technique can be found 
in [5]. The underlying idea behind this grid movement is 
the spatial equidistribution of some monitor function. The 
grid equation reads 

ll; I+ Tn; J 

M; z 
I '(. i '(. N, (4.3) 

where n;:=n;-h:(K+1)(11;+1-211;+n; 1 ) and ll; stands 
for the, so-called, point concentration n; := (L1X;)- 1 of the 
grid. h: and r are smoothing parameters; h: ~ 0 denotes a 
spatial smoothing parameter and r ~ 0 is a time-smoothing 
parameter. M; is a monitor function, viz., the semi-discrete 
representation of the first derivative solution functional 

m(u) = J:x + llu, 112. 

The parameter :x should regularize the transformation in 
regions where u is flat; its magnitude determines the number 
of grid points in flat regions. In a sophisticated implementa­
tion :x could be related to the total integral over m( u) with 
:x = 0, but until now we just chose a constant related to the 
average magnitude (over the time-integration interval) of 
the first spatial derivative of the solution. 

In the grid equation the parameter K determines the level 
of clustering of the grid points and the arclength monitor M; 
determines the shape of the X;-distribution. The parameter 
r prevents the grid movement from adjusting immediately 
to new values of the monitor function M;, therefore trying 
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to avoid temporal oscillations in the grid which may cause 
relatively large errors, when applied to solutions with steep 
gradients. A standard choice for the spatial smoothing 
parameter is "-" = 2 and a typical choice for the temporal 
smoothing parameter r= 10 1. Equations (4.2) and (4.3) 
are combined to yield a (stiff) system of ODEs. 

4.2. MFD uersus GWMFE 

In this section we compare the performance of the MFD 
method and GWMFE. As far as the results have been 
published before. notably in [ 8, 20], we refer to those 
papers for the precise results of MFD and restrict ourselves 
here to some remarks. 

For Problem la, the Burgers' equation with the 
sinusoidal initial condition, both methods are comparable 
(cf. Table 3.1 and the results given in [8]). For Problem III 
the over-all performance of M FD is better. Although 
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GWMFE, with A 2 = 10 6 or 10 5 and B2 = 0, gives a good 
solution, the computation is still quite expensive 
(STEPS~ 250 and JACS ~ 200) in comparison with the 
data obtained with the MFD method in [8 ], viz., 
STEPS= 105 and JACS = 58. Also for Problem IV 
GWMFE needed much more time steps and Jacobians 
( ~soo and ~250) than the MFD method which gave an 
accurate solution at the cost of STEPS= 148 and 
JACS = 52 (cf. [20] ). 

However, M FD has considerable difficulties with 
Problem lb (the trapezoid initial condition). We did two 
experiments, with 21, resp., 41 grid points. The first was 
roughly twice as expensive as the GWMFE run 
(STEPS= 447 and JACS = 224) and the results were 
extremely bad (cf. Fig. 4.1 ). With 41 grid points MFD 
performs much better (STEPS= 165 and JACS = 115 ), but 
the sharp corners at t = 0.4 arc still not very well resolved. 
This can be explained by the fact that M FD applies a grid-
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FIG. 4.L Problem lb. Grid and solution at times t =0.0. 0.4, 0.8, 0.9. 2.0 ( +, •. 0, x, +) MFD. 21 grid points (above) and 41 grid points (below). 
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point movement based on the equidistribution of the 
arclength and accordingly puts most of the points in the 
shock ignoring the less steep slope at the left of it. As a 
consequence, the space derivatives in that region, using a 
total number of 21 grid points, cannot be approximated well 
enough by finite differences resulting in large oscillations. 

As could be expected the difference in performance 
between both methods on Problem II is similar to that on 
Problem IV. With comparable results MFD (STEPS= 158, 
JACS = 80) is much cheaper than GWMFE. Even more 
important is the fact that there is no difference in perfor­
mance of MFD if one starts at t = 0.25, indicating that 
MFD has less problems than GWMFE with emerging 
pulses. 

Undoubtedly, GWMFE will perform better than MFD 
on Problem V because of its resemblance to Problem lb, 
although we did no actual experiments with the MFD 
method on this problem. 

It is obvious from the data above that neither of the two 
methods is a general purpose method. MFD has problems 
with solutions having discontinuous derivatives (sharp 
corners) (resulting in smearing and/or oscillations), largely 
different monitor values in different parts (oscillations), or 
near-shocks (small time steps caused by (temporary) node­
crossing). Adding more grid points improves almost always 
the total performance (including the time stepping), but this 
makes the method less efficient of course. GWMFE has its 
problems with solutions with emerging structures; it is, in 
contrast to MFD, dependent on the initial placement of the 
nodes. Moreover, it results in a strongly nonlinear ODE 
system which is difficult to solve and, in the framework of 
MOL methods, most ODE solving packages, to our 
experience, will not efficiently solve the system. 

5. CONCLUSIONS 

In this paper we have tested the gradient-weighted MFE 
method in 1-D on five difficult problems with steep moving 
fronts from different areas of application. A first observation 
concerns the robustness of the preconditioned GWMFE 
method compared with the MFE method as used in [8]. 
Our experience has been, for one of the five problems at 
least, that for GWMFE the range of penalty parameters is 
much wider. Miller's rational choice for the values of the 
penalty parameters A 2 and B2 has worked quite well for 
most problems, but there is some indication that for a 
tighter time tolerance the value of the viscous penalty 
parameter A2 should be taken relatively larger than for a 
more coarse time tolerance (cf. Problem IV). The relative 
error tolerance on node distance (cf. (2.21 )) meant an 
improvement especially when the nodes were concentrated 
in a small band; p = 0.1 appeared to be a good choice. We 
strongly advise to use the block-diagonal preconditioning of 

the residual. Although we as yet do not precisely understand 
why, it brings down the condition number of the Jacobian 
of the nonlinear system with several orders of magnitude. 

We do not advocate to use GWMFE as a general purpose 
method for all kinds of evolutionary problems. The dis­
advantage is not only the much more complex nonlinear 
system resulting from the addition of the strongly nonlinear 
grid equation, but also the fact that GWMFE does not get 
on with the method-of-lines approach. Compared to a fixed 
grid integration the number of Jacobians needed is much 
larger, say 1 Jacobian per 10 steps versus 2 every 3 steps, 
which means a factor 6. Although GWMFE solves Burgers' 
equation quite satisfactorily and the gasdynamics problem 
(with diffusion) reasonably, it has its difficulties with 
problems having an emerging solution. Our advise is to use 
GWMFE mainly when the solution is known to have steep 
moving fronts (not true shocks) over the whole time­
integration interval. 
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