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Chapter 1

Introduction

1.1 Coalgebraic modelling

In theoretical computer science, state-based systems are widely used models of
concrete systems such as digital hardware components, software programs and
distributed systems. The purpose of modelling systems as formal structures is
to be able to study and reason about them using mathematical techniques.

Coalgebra provides a category theoretical framework for studying the be-
haviour and properties of state-based systems. The basic concept of a coalgebra
formalises the black-box view of a system, where knowledge of the system’s state
can only be obtained by observing the external behaviour of the system. The
type of observations and transitions which can be made in such a system is spec-
ified by a functor. Formally, given a functor T on a category C, a coalgebra for T
(T-coalgebra) is a pair 〈X, ξ〉 where X is an object in C, and ξ : X → T (X) is
an arrow in C called the coalgebra structure. Different types of systems arise by
varying the base category C and the type functor T . Due to the category the-
oretical setting, T -coalgebras come with a generic definition of morphism, and
they allow a general theory, called universal coalgebra [129], in which generic
notions of bisimulation and behaviour are fundamental concepts.

The definition of a coalgebra is sufficiently general to include numerous,
very different types of systems. Already in the simple setting where C is the
category Set of sets and functions, we find that many familiar structures can be
seen as coalgebras. These include streams, trees, classical automata, Mealy and
Moore type state machines, labelled transition systems, Kripke structures [129],
various types of probabilistic systems [16], and topological spaces [49]. We
mention that by instantiating the coalgebraic definition of a bisimulation for
the examples of deterministic automata, Kripke frames and labelled transition
systems we obtain the well known definitions of bisimulation from automata
theory [77], modal logic [25] and process theory [109, 97], respectively. Some of
these examples are presented in detail in the next chapter.

Coalgebras over base categories other than Set are useful when the desired

1



2 Chapter 1. Introduction

semantics does not fit with the generic bisimilarity notion obtained from Set-
based coalgebras. For example, trace semantics for non-deterministic automata
and context-free grammars can be obtained by modelling these systems as coal-
gebras over the category of sets and relations [60, 69], see also [61]. On the
other hand, we may want the semantics to capture some structure in addi-
tion to the coalgebraic one. For example, the descriptive frames of modal logic
are coalgebras over the category of Stone spaces [84], continuous probabilistic
systems are coalgebras over metric spaces [154], Harsanyi type spaces are coalge-
bras over measurable spaces [104], and linear systems are coalgebras over vector
spaces [133]. In this thesis, we will only consider coalgebras over Set.

An important aspect of coalgebraic modelling is the existence and identifi-
cation of final coalgebras. A T -coalgebra 〈Z, ζ〉 is final, if for any T -coalgebra
〈X, ξ〉 there exists a unique T -coalgebra morphism φ from 〈X, ξ〉 to 〈Z, ζ〉. In-
tuitively, the elements of a final T -coalgebra represent all possible behaviours of
T -coalgebras, hence a formal semantics of T -coalgebras is obtained via the final
map φ. For example, the set of formal languages over an alphabet A is a final
deterministic automaton where the final map sends a state s to the language
accepted from s. The existence and uniqueness of the final map give rise to a
definition principle and a proof principle. Their use is often referred to as def-
inition and proof by coinduction, respectively. The coinductive proof principle
states that if two elements in a final coalgebra are bisimilar, then they are iden-
tical. The coinductive definition principle refers to the use of finality to obtain
a T -coalgebra morphism from a set X to Z by defining a T -coalgebra structure
on X. For example, binary operations on the final T -coalgebra can be defined
by taking X = Z × Z.

Final coalgebras have been used to give formal semantics to processes [146],
objects and classes [67], functional programs [147], and reactive programs [135].
Other, more recent, coalgebra-driven contributions in computer science are
found in the areas of component-based software engineering [10, 13, 143], se-
curity [44, 63] and concurrency [62].

1.2 Modal logic and coalgebra

Modal logic has its origins in philosophy, but it has found applications in diverse
areas such as linguistics, artificial intelligence and computer science [24]. Modal
logics are typically interpreted over relational structures such as Kripke models
and labelled transition systems. A fundamental property of this semantics is that
modal formulas are invariant under bisimulations, meaning that modal formulas
cannot distinguish bisimilar states. The close relationship between bisimilarity
and the expressivity of modal logic is witnessed by Van Benthem’s character-
isation theorem [19] which tells us that every bisimulation invariant property
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of Kripke models which can be defined in first order logic, is also definable in
basic modal logic. Similarly, it has been shown in [71] that any bisimulation in-
variant property of labelled transition systems which can be defined in monadic
second order logic, is also definable in the modal µ-calculus. In contrast with
first order logic and monadic second order logic, modal logics often have decid-
able satisfiability and validity problems. Due to these appealing computational
properties and their ability to express most interesting properties of processes,
modal logics, in particular with temporal operators, have proved useful in the
formal specification and verification of systems [12, 150, 151].

Taking the view that systems are coalgebras and system behaviour is bisim-
ulation invariant, suggests that modal logic is the right language for reasoning
about behaviours in a more general sense. Indeed, research has shown that
modal logic over (labelled) transition structures can be seen as an instance of
a general theory known as coalgebraic modal logic (cf. Pattinson [111, 112]). In
coalgebraic modal logic, the truth of modalities is defined via predicate liftings.
A predicate lifting λ for a functor T lifts a predicate [[φ]] over X to a predi-
cate λ([[φ]]) over T (X). Given a T -coalgebra 〈X, ξ〉, the truth of the associated
modality is defined by: x ∈ [[2φ]] iff ξ(x) ∈ λ([[φ]]), for all x ∈ X.

The modal logic of Kripke models (called normal modal logic) has naturally
served as an inspiration for many results in coalgebraic modal logic. In return,
coalgebra has provided a larger perspective on results in normal modal logic. For
example, coalgebraic modal logic comes with generic methods for proving sound-
ness and completeness [111], algebraic duality [26, 82, 83, 88], decidability [137],
expressivity [112, 136] and modular composition [39]. The view that coalgebraic
modal logic is the right generalisation of modal logic is further strengthened by
the results that the relationship between coalgebraic modal logic and coalgebras
is formally dual to the relationship between equational logic and algebras [87],
and that all modal logics axiomatised by formulas of modal depth 1 (rank 1)
have a coalgebraic semantics for which they are complete [138].

Finally, we mention that although coalgebraic modal logic generalises stan-
dard modal logic in a fairly direct sense, but it is not the only approach to logics
for coalgebras. Moss [102] was the first to observe that T -coalgebras give rise to
a modal language with a modality ∇ whose truth is defined by lifting the satis-
faction relation between states in X and formulas in Fm to a relation between
T (X) and T (Fm). Moss’ logic has the property of always being expressive, but
the language is slightly non-standard and has defied a completeness proof up
until very recently [85]. The finitary version of Moss’ logic was extended with
fixed point operators by Venema [153], and Venema & Kupke show in [86] that
much of the automata theory of the modal µ-calculus can be generalised to this
coalgebraic language. For the class of so-called Kripke polynomial functors, Ja-
cobs [68] describes a many-sorted modal logic in which formulas and their sorts
are inductively defined over the ingredients of the type functor T . Jacobs, build-
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ing on work by Rößiger [124], proves completeness via a many-sorted canonical
model construction and many-sorted Boolean algebras with operators. For a
more detailed overview of these different approaches to logics for coalgebras, we
refer to [152, 80].

1.3 Motivation

Our motivation for modelling systems as coalgebras is driven by mathematical
curiosity as well as the desire for applications.

To start with, coalgebraic modelling can increase our understanding of a class
of systems by placing them in a wider context. As it happens in mathematics, we
often better understand the presence or absence of certain properties by moving
to a higher level of abstraction. For example, certain properties of the structural
theory of T -coalgebras can be identified in terms of preservation properties of
the type functor T . One such important property is the preservation of weak
pullbacks [129]. While bisimilarity always implies behavioural equivalence in T -
coalgebras, the converse only holds if T preserves weak pullbacks (cf. [1, 129]).
In other words, coinduction is always a sound proof principle for behavioural
equivalence, however, it is only complete if T preserves weak pullbacks. A de-
tailed study of the correspondence between (weaker) preservation properties of
T and structural properties of T -coalgebras is found in [51].

From the practical point of view, an immediate benefit of a coalgebraic
modelling, is that we can instantiate general results and techniques in coalgebra
to the class of systems that is being modelled. In particular, we have at our hands
a range of coalgebraic logical languages and derivation systems for specifying
and reasoning about these systems. These logics come with general results
on bisimulation invariance and expressivity, as well as uniform techniques for
proving soundness and completeness. If also a final coalgebra exists, then we
gain coinductive proof and definition principles.

On the other hand, coalgebra can also benefit from the study of specific
examples. Results that have a natural interpretation for a certain type of sys-
tems, can lead to interesting questions at the general coalgebraic level, and to
ideas that may be applied to other types of coalgebra. Furthermore, a good
understanding of a particular class of systems can help develop our intuition
about abstract coalgebraic notions by phrasing them in more familiar terms, for
example, from automata theory or logic.

1.4 Thesis overview and contributions

We now give an introductory overview of the main chapters of this thesis, their
research themes, and a brief statement of their contributions.
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1.4.1 Automaton synthesis

Since the early days of automata theory, automaton synthesis has been an im-
portant field of research. Briefly stated, automaton synthesis refers to the pro-
cess of constructing from a formal specification, an automaton which realises
the specification. In the synthesis of deterministic automata from regular ex-
pressions (see e.g. [9, 22, 30, 106]), this means that the automaton must accept
the language specified by the regular expression. More generally, in sequential
synthesis (see e.g. [11, 31, 38, 117]), a specification is a stream relation given by
an S1S-formula ϕ(X,Y ) and a realisation is a Mealy (or Moore) machine with
input/output behaviour f such that for all streams σ, ϕ(σ, f(σ)) holds.

The techniques employed in the abovementioned work are highly diverse,
and sometimes highly complex. One construction, however, is particularly in-
teresting from the coalgebraic perspective. We are referring to Brzozowski’s
construction in [30] of a finite deterministic automaton from a regular expres-
sion. Brzozowski’s insight was that the set Reg of regular expressions itself
has the structure of a deterministic automaton under the operations known as
‘empty word property’ and Brzozowski derivative. In coalgebraic terms, Brzo-
zowski’s construction can be described as a computation of the subcoalgebra
generated by e in Reg while working modulo aci-equivalence (associativity-
commutativity-idempotence of +) to guarantee termination.

The coalgebraic view on Brzozowski’s algorithm suggests that it can be gen-
eralised to other coalgebra types and specification languages. Such a synthesis
method would require the set of specifications to carry a coalgebraic structure,
the existence of generated subcoalgebras and a suitable decidable congruence
on the set of specifications. We will refer to a synthesis method based on these
principles as coalgebraic synthesis. Indeed, Rutten describes in [132] the idea
of carrying out coalgebraic synthesis of Mealy machines from specifications in
2-adic arithmetic. In particular, Rutten shows that the set of 2-adic expressions
carries a Mealy machine structure, and that so-called rational 2-adic expressions
can be realised by a finite Mealy machine.

In Chapter 3, we complete the coalgebraic synthesis of Mealy machines from
specifications in 2-adic as well as mod-2 arithmetic by giving a method for de-
termining the equivalence of expressions. We give upper bounds on the size of
a Mealy machine constructed from a rational specification, examples demon-
strating that not all finite Mealy machines arise from rational 2-adic or mod-2
specifications, and a complexity analysis of the synthesis algorithm.

1.4.2 Automata as coalgebras

Some of the best known examples of systems which can be modelled as coalge-
bras come from the world of automata. As we have already seen, determinis-
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tic automata admit a neat coalgebraic modelling which has given the existing
theory of automata, languages and regular expressions an alternative mathe-
matical perspective. Other examples are given by nondeterministic automata,
Mealy/Moore machines and weighted/probabilistic automata. This still leaves
several other types of automata open for coalgebraic modelling, such as various
kinds of transducers, pushdown automata, and automata operating on infinite
words or trees.

We will consider the following class of automata. A subsequential transducer
is a type of state machine which reacts deterministically to input letters, and
produces output words on transitions and terminal output words at accepting
states. As a class of automata, subsequential transducers generalise both deter-
ministic automata and Mealy machines. This combination of language recog-
nition and transduction makes subsequential transducers useful in the areas of
lexical analysis, coding theory, and more recently, in speech processing [98, 99].

The semantics of a subsequential transducer is the partial word function it
computes. It has been shown in [36, 37] that every partial word function can be
realised by a minimal (possibly infinite) subsequential transducer and that every
subsequential transducer can be minimised via an intermediate normalisation
step. These results suggest that subsequential transducers allow a coalgebraic
treatment. On the other hand, due to the combination of internal states with
output in the form of words (rather than letters), it is not difficult to see that
equivalence of subsequential transducers cannot be fully captured by bisimilarity.

In Chapter 4, we investigate to which degree subsequential transducers and
their underlying structures can be modelled as coalgebras (over Set). We show
that only normalised subsequential structures can properly be regarded as coal-
gebras, but also that they form a reflective subcategory of all subsequential
structures, and that a final (normalised) subsequential structure exists. Fur-
thermore, for a subclass called step-by-step subsequential structures, we present
an alternative coalgebraic modelling based on differentials, and we derive a new
method of determining equivalence which does not go via normalisation.

1.4.3 Coalgebra and modal logic

Most functors of interest preserve weak pullbacks, including the Kripke polyno-
mial functors that give rise to most types of automata and transition structures,
but there are also interesting functors which lack this property. Such an exam-
ple is given by 2 2 = 2 ◦ 2 , the contravariant powerset functor composed with
itself. 2 2 -coalgebras are of independent interest in modal logic where they are
better known as neighbourhood frames.

Neighbourhood structures generalise Kripke structures, and they have be-
come the standard semantic tool for reasoning about non-normal modal logics,
i.e., modal logics in which principles such as 2ϕ ∧2ψ ↔ 2(ϕ ∧ ψ) or 2> need
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not to hold (cf. [35, 141]). However, neighbourhood semantics has received far
less attention than Kripke semantics. In particular, a definition of bisimulation
for neighbourhood models has so far been lacking, except for the subclass of
monotonic neighbourhood models [114, 52].

Conversely, neighbourhood frames have a special role in coalgebraic modal
logic, since a predicate lifting for some functor T transforms T -coalgebras into
2 2 -coalgebras by currying: λ : 2 → 2T corresponds to λ̂ : T → 2 2 . Thus there
are at least two good reasons to study neighbourhood frames. First, because
they are a natural example of a class of coalgebras for a functor that does not
preserve weak pullbacks, and, second, because as a class of structures they unify
coalgebraic modal logic.

In Chapter 5, we apply the coalgebraic modelling of neighbourhood frames
as 2 2 -coalgebras in order to investigate the notion of state equivalence in neigh-
bourhood structures. Apart from behavioural equivalence and 2 2 -bisimilarity,
which differ since 2 2 does not preserve weak pullbacks, we study a third equiv-
alence notion, whose witnessing relations we call precocongruences since they
are closely related to the notion of a precongruence from [1]. We show that
precocongruences are a better approximation of behavioural equivalence than
2 2 -bisimilarity while still enjoying a back-and-forth style characterisation. In
the second part of Chapter 5, we prove model-theoretic results for classical
modal logic which generalise known results from the theory of normal modal
logic. These include a Hennessy-Milner theorem for image-finite neighbourhood
models, a Van Benthem style characterisation theorem, and Craig interpolation.

Contribution summary

Briefly summarised, the main contributions are:
(i) A synthesis method for constructing Mealy machines from specifications

in binary arithmetic, and results that relate Mealy machines and rational 2-adic
and mod-2 specifications in terms of complexity and expressivity.

(ii) A coalgebraic perspective on subsequential transducers which sheds light
on existing results, but also shows that subsequential transducers are on the edge
of the range of systems that are coalgebras over Set. A systematic classifica-
tion of reflective subcategories of subsequential structures, and an alternative
coalgebraic modelling for so-called step-by-step structures.

(iii) Model-theoretic results for classical modal logic. Firstly, a detailed
study of state equivalence, including the introduction of a new general one which
improves on bisimulations when the functor does not preserve weak pullbacks.
Secondly, the development of model-theoretic machinery which eventually leads
to a Van Benthem style characterisation theorem and Craig interpolation.
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1.5 Origin of the material

Parts of the material presented in this thesis have been published previously, or
are currently awaiting publication. Chapter 3 extends joint work with David
Costa and Jan Rutten in [55]. Chapter 4 extends the work presented in [53].
Chapter 5 is based on joint work with Clemens Kupke and Eric Pacuit in [57],
of which an extended version will soon appear as the journal article [58]. The
table below summarises the relationship between chapters and publications.

Ch. 3: [55] H.H. Hansen, D. Costa and J.J.M.M. Rutten. Synthesis of
Mealy machines using derivatives. Proceedings CMCS 2006.
ENTCS 164, pp. 27–45.

Ch. 4: [53] H.H. Hansen. Coalgebraising subsequential transducers.
Proceedings CMCS 2008. ENTCS 203, pp. 109–129.

Ch. 5: [57] H.H. Hansen, C. Kupke and E. Pacuit. Bisimulation
for neighbourhood structures. Proceedings CALCO 2007.
LNCS 4624, pp. 279–293.

[58] H.H. Hansen, C. Kupke and E. Pacuit. Neighbourhood
structures: bisimilarity and basic model theory. To appear
in Logical Methods in Computer Science.



Chapter 2

Coalgebra preliminaries

In this chapter we provide most of the basic definitions and results needed for the
reading of this thesis. For a more thorough introduction to universal coalgebra,
we refer to [129]. At the end of the chapter, we summarise the coalgebraic
modelling of streams, deterministic automata and Kripke frames.

2.1 Sets, functors, categories

We assume the reader is familiar with basic category theoretical concepts such
as category, subcategory, functor, Hom-functor, natural transformation and iso-
morphism in a category. The reader may consult any standard textbook on
category theory, e.g. [3, 91], for these definitions and for more information on
the notions defined defined below.

For an object X in a category C, we denote the identity C-morphism on X
by idX . We write X ∼= Y , if X and Y are isomorphic in C. Let C and D be
categories. Recall that C is a full subcategory of D if C is a subcategory of D,
and for all objects X,Y in C, f : X → Y is a morphism in C iff f : X → Y is a
morphism in D. We write C v D if C is isomorphic to a full subcategory of D.

We denote by Set the category of sets and functions. A Set-functor, is a
functor on Set, i.e., a functor F : Set → Set. If F and G are Set-functors, we say
that F is a subfunctor of G , written F ↪→ G , if there is a natural transformation
η : F → G that is injective in all components. We will often use placeholder
notation for functors, for example, A× (−) denotes the functor T (X) = A×X.

Two functors are of particular importance. The covariant powerset functor
P : Set → Set maps a set X to its set of subsets P (X), and a function f : X → Y
to the direct image function f [ ] : P (X) → P (Y ) defined by f [C] = {f(x) | x ∈
C} for all C ⊆ X. The contravariant powerset functor 2 : Setop → Set maps a
set X to P (X), and a function f : X → Y (which in Setop is an arrow Y → X)
to the inverse image function f−1[ ] : P (Y ) → P (X) defined by f−1[D] = {x ∈
X | f(x) ∈ D} for all D ⊆ Y . The Hom-functors in Set will usually be written

9
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in the form of exponentiation. For sets X and Y , Y X = {f : X → Y } is the
set of functions from X to Y . For a fixed set A, the covariant Hom-functor
Hom(A,−) : Set → Set maps a set X to XA, and for a function f : X → Y ,
Hom(A, f) = fA maps g ∈ XA to fA(g) = f ◦ g. For a fixed set B, the
contravariant Hom-functor Hom(−, B) : Setop → Set maps a set X to BX , and
for a function f : X → Y , Hom(f,B) = Bf : BY → BX maps g ∈ BY to
Bf (g) = g ◦ f .

We will make frequent use of coequalisers, coproducts, and their defining
universal property. We therefore now give the general definition.

2.1.1. Definition. Let C be a category and let f1, f2 : X → Y be a pair of
parallel morphisms in C. A coequaliser of f1 and f2 in C is a morphism q : Y → Q
in C such that q ◦ f1 = q ◦ f2, and for any q′ : Y → Q′ such that q′ ◦ f1 = q′ ◦ f2

there exists a unique morphism u : Q → Q′ such that q′ = u ◦ q, as illustrated
in the following commuting diagram.

X
f1 //
f2
// Y

q //

q′ !!D
DD

DD
DD

Q

∃!u
��
Q′

�

In Set, a coequaliser of two functions f1, f2 : X → Y is obtained by letting E
be the least equivalence relation on Y that contains {〈f(x), g(x)〉 | x ∈ X}, and
taking q : Y → Y/E to be the natural quotient map, where Y/E denotes the set
of E-equivalence classes on Y . In particular, if R is a relation on X and Re is the
equivalence relation generated by R on X, then the quotient map q : X → X/Re

is a coequaliser of the projection maps π1, π2 : R → X. We will also refer to a
coequaliser of π1, π2 : R → X simply as a coequaliser of R. Like all universal
objects, coequalisers are unique up to isomorphism. We will therefore speak of
the coequaliser of R, and often denote it by εR : X → X/Re.

2.1.2. Definition. Let C be a category. The coproduct of two objects X1 and
X2 in C is an object X1 +X2 in C together with morphisms ιi : Xi → X1 +X2,
i ∈ {1, 2}, in C with the following universal property. If f1 : X1 → Y and
f2 : X2 → Y are morphisms in C, then there is a unique morphism [f1, f2] : X1 +
X2 → Y such that the following diagram commutes:

X1
ι1 //

f1 ++

X1 +X2

∃![f1,f2]

��

X2
ι2oo

f2ssY
�
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Products are defined dually to coproducts. We remind the reader of the
definition of products and coproducts in Set. Let X and Y be sets. The
product of X and Y is the span

X X × Y
πY //πXoo Y

where X × Y is the cartesian product of X and Y and πX : X × Y → X,
πY : X × Y → Y are the projections. The coproduct of X and Y is the cospan

X
ιX // X + Y Y

ιYoo

where X + Y is the disjoint union of X and Y , and ιX : X → X + Y , ιY : Y →
X + Y are the canonical inclusions. Given two functions f1 : X1 → Y1 and
f2 : X2 → Y2, their product f1 × f2 : X1 × X2 → Y1 × Y2 and coproduct f1 +
f2 : X1 +X2 → Y1 + Y2 are defined as follows:

for all x ∈ X1 +X2 : (f1 + f2)(x) = fi(x) iff x ∈ Xi, i ∈ {1, 2},
for all 〈x1, x2〉 ∈ X1 ×X2 : (f1 × f2)(〈x1, x2〉) = 〈f1(x1), f2(x2)〉.

Coproducts and products can thus be lifted to Set-functors as follows. Let F
and G be Set-functors. Their product F × G and coproduct F + G is defined
as follows, for all sets X and all functions f : X → Y :

(F ×G)(X) = F (X)×G(X), (F ×G)(f) = F (f)×G(f),
(F + G)(X) = F (X) + G(X), (F + G)(f) = F (f) + G(f).

The class of polynomial functors is the least class of Set-functors which contains
the identity Set-functor, all constant Set-functors, and is closed under products,
coproducts and exponentiation with constant sets. For example, the functor 2×
(−)A, whose coalgebras are deterministic automata, is polynomial. We will use
a number of well known properties (to be defined below) of polynomial functors:
If T is polynomial, then T preserves weak pullbacks, a final T -coalgebra exists
and generated subcoalgebras exist (cf. [129, 69]).

A functor property which plays an important role in the theory of coalgebras
is the preservation of weak pullbacks.

2.1.3. Definition. Let C be a category and let f1 : X1 → Y and f2 : X2 → Y
be morphisms in C. A weak pullback of f1 and f2 in C is a triple 〈P, p1, p1〉
where P is an object and p1 : P → X1, p2 : P → X2 are morphisms in C such
that f1 ◦ p1 = f2 ◦ p2. Moreover, if P ′, p′1 : P ′ → X1 and p′2 : P ′ → X2 are such
that f1 ◦ p′1 = f2 ◦ p′2, then there exists a morphism u : P ′ → P in C such that
p′1 = p1 ◦ u and p′2 = p2 ◦ u, as illustrated below. If the morphism u is unique,
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then 〈P, p1, p2〉 is a pullback.

P ′
∃u
!!

p′1

""

p′2

��
P

p1

��

p2 // X2

f2

��
X1

f1 // Y

A functor T : C → C preserves weak pullbacks if 〈T (P ),T (p1),T (p2)〉 is a weak
pullback of T (f1) and T (f2) whenever 〈P, p1, p2〉 is a weak pullback of f1 and
f2. �

In Set, pullbacks can be obtained as follows. Let f1 : X1 → Y and f2 : X2 →
Y be functions. The pullback of f1 and f2 in Set is the triple (pb(f1, f2), π1, π2),
where pb(f1, f2) := {〈s1, s2〉 ∈ X1×X2 | f1(s1) = f2(s2)}; and π1 : pb(f1, f2) →
X1 and π2 : pb(f1, f2) → X2 are the projections. Note that for a function
f : X → Y , the pullback pb(f, f) is the kernel of f , ker(f) = {〈x, x′〉 | f(x) =
f(x′)}. More information about pullbacks in Set and their relevance for coalge-
bra can be found in [49, 51]. We note that polynomial functors and the powerset
functor P all preserve weak pullbacks.

2.2 Coalgebras over sets

Throughout this section, we let T : Set → Set denote an arbitrary Set-functor.
Coalgebras are defined over an arbitrary base category, however, in this thesis
we will only consider coalgebras over Set which leads to the following definition
(the general definition can be obtained in the obvious way).

2.2.1. Definition. A T-coalgebra is a pair 〈X, ξ〉 where X is a set and ξ : X →
T (X) is a function. The set X is called the carrier or the state space, and ξ is
called the coalgebra structure map. If 〈X, ξ〉 and 〈Y, γ〉 are T -coalgebras, then
a T-coalgebra morphism from 〈X, ξ〉 to 〈Y, γ〉 is a function f : X → Y such that
γ ◦ f = T (f) ◦ ξ, i.e., the diagram below commutes. In this case we also write:
f : 〈X, ξ〉 → 〈Y, γ〉.

X
f //

ξ
��

Y

γ

��
T (X)

T (f) // T (Y )

T -coalgebras and T -coalgebra morphisms form a category which we denote by
Coalg(T ). �
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2.2.2. Remark. All notions pertaining to T -coalgebras are parametric in the
functor T , but if T is clear from the context or immaterial, then we may leave
it out, and simply speak of coalgebras, coalgebra morphisms etc. �

We sometimes want to consider a coalgebra together with a distinguished
point. For example, a deterministic automaton is a coalgebra with a distin-
guished state, called the initial state. More generally, a pointed T-coalgebra
〈X, ξ, x〉 consists of a T -coalgebra 〈X, ξ〉 and a state x ∈ X. A morphism
of pointed F-coalgebras from 〈X, ξ, x〉 to 〈Y, γ, y〉 is a T -coalgebra morphism
f : 〈X, ξ〉 → 〈Y, γ〉 for which f(x) = y. Pointed T -coalgebras and their mor-
phisms form a category PtCoalg(T ).

We list a couple of useful facts. If F is a subfunctor of T , then Coalg(F ) is
isomorphic to a full subcategory of Coalg(T ), i.e., F ↪→ T implies Coalg(F ) v
Coalg(T ). Similarly, F ↪→ T implies PtCoalg(F ) v PtCoalg(T ). In Coalg(T ), a
function f is an isomorphism iff f is a bijective T -coalgebra morphism. Although
we will not make much use of the following facts, we mention that surjective
T -coalgebra morphisms are exactly the epimorphisms of Coalg(T ), and injec-
tive T -coalgebra morphisms are mono in Coalg(T ), however, monomorphisms
in Coalg(T ) are not necessarily injective, unless T preserves weak pullbacks
(cf. [129, Prop. 4.7]).

We will need some basic constructions in the category Coalg(T ).

2.2.3. Definition. Let 〈X, ξ〉 and 〈Y, γ〉 be T -coalgebras. A subcoalgebra of a
T -coalgebra 〈Y, γ〉 is a T -coalgebra 〈X, ξ〉 such that X ⊆ Y and the inclusion
map ι : X → Y is a T -coalgebra morphism from 〈X, ξ〉 to 〈Y, γ〉. �

Subcoalgebras are determined by their carrier set (cf. [129, Prop. 6.1]), meaning
that if 〈X, ξ〉 and 〈X, ξ′〉 are subcoalgebras of 〈Y, γ〉, then ξ = ξ′, so we can
simply speak of subsets X ⊆ Y as subcoalgebras of 〈Y, γ〉. Given a state y in
〈Y, γ〉, if the intersection of all subcoalgebras containing y is again a subcoal-
gebra of 〈Y, γ〉, we denote this least subcoalgebra by 〈y〉Y and call it the sub-
coalgebra generated by y in 〈Y, γ〉. If T is a polynomial functor, then generated
subcoalgebras always exist in Coalg(T ), and in this case 〈y〉Y can be obtained
essentially by taking the transition closure of {y} in 〈Y, γ〉. Furthermore, we
mention that, in general, if f : 〈X, ξ〉 → 〈Y, γ〉 is a T -coalgebra morpishm, then
the image f [X] of f is a subcoalgebra of 〈Y, γ〉. In other words, Coalg(F ) has
image factorisation: every T -coalgebra morphism f : 〈X, ξ〉 → 〈Y, γ〉 factors as
a composition i ◦ e where e : 〈X, ξ〉 � 〈f [X], ξ �f [X]〉 is an epimorphism, and
i : 〈f [X], ξ�f [X]〉 → 〈Y, γ〉 is a monomorphism.

2.2.4. Definition. Given T -coalgebras 〈X, ξ〉 and 〈Y, γ〉, 〈Y, γ〉 is a quotient
of 〈X, ξ〉 if there exists a surjective T -coalgebra morphism f : 〈X, ξ〉 � 〈Y, γ〉.
An equivalence relation R ⊆ X × X is a congruence on 〈X, ξ〉, if there exists
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a T -coalgebra structure λ : X/R → T (X/R) such that εR : X → X/R is a T -
coalgebra morphism from 〈X, ξ〉 to 〈X/R, λ〉 as illustrated by the commuting
diagram:

R
π1 //
π2

// X

ξ

��

εR // X/R

λ
��

T (X)
T (εR) // T (X/R) �

Recall that if R is an equivalence relation, then the natural quotient map
εR : X → X/R is the coequaliser of R. Using the fact that Coalg(T ) has image
factorisation, R is a congruence on 〈X, ξ〉 iff R is the kernel of some T -coalgebra
morphism f : 〈X, ξ〉 → 〈Y, γ〉, i.e., R = ker(f) = {〈x, x′〉 | f(x) = f(x)}. Con-
gruences are conveniently characterised by the following lemma.

2.2.5. Lemma. Let 〈X, ξ〉 be a T-coalgebra, R an equivalence relation on X,
and εR : X → X/R the natural quotient map. R is a congruence on 〈X, ξ〉 iff
for all 〈x, y〉 ∈ R: (T (εR) ◦ ξ)(x) = (T (εR) ◦ ξ)(y).

Proof. First, if R is a congruence, then there is a λ : X/R→ T (X/R) such that
εR is a T -coalgebra morphism. Hence for all 〈x, y〉 ∈ R: λ(εR(x)) = λ(εR(y)),
and since εR is a T -coalgebra morphism, (T (εR) ◦ ξ)(x) = (T (εR) ◦ ξ)(y).
Conversely, if (T (εR) ◦ ξ)(x) = (T (εR) ◦ ξ)(y) for all 〈x, y〉 ∈ R, then T (εR) ◦
ξ ◦ π1 = T (εR) ◦ ξ ◦ π2, and by the universal property of the coequaliser εR,
there is a unique λ : X/R→ T (X/R) such that T (εR) ◦ ξ = λ ◦ εR, i.e., εR is a
T -coalgebra morphism. qed

The above lemma shows that if R is a congruence, then the induced coalgebra
map λ : X/R → T (X/R) is unique. We refer to 〈X/R, λ〉 as the quotient of
〈X, ξ〉 with R, and denote it by 〈X, ξ〉/R. Congruences on a coalgebra 〈X, ξ〉
form a lattice (cf. [51]), and in particular, a largest congruence on 〈X, ξ〉 exists.
A T -coalgebra 〈X, ξ〉 is minimal if 〈X, ξ〉 has no proper quotients, which means
that if f : 〈X, ξ〉 � 〈Y, γ〉 is a surjective T -coalgebra morphism, then f must be
an isomorphism. Hence 〈X, ξ〉 minimal iff the largest congruence on 〈X, ξ〉 is
the identity relation.

Coproducts in Coalg(T ) can be constructed essentially in the same way as
in Set.

2.2.6. Definition. The coproduct of 〈X1, ξ2〉 and 〈X2, ξ2〉 in Coalg(T ) is the
T -coalgebra 〈X1 + X2, ξ〉 where X1 + X2 is the disjoint union of X1 and X2,
and ξ is the unique function ξ : X1 + X2 → T (X1 + X2) obtained by the uni-
versal property of the coproduct X1 +X2 in Set, as illustrated by the following
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commuting diagram.

X1
ι1 //

ξ1
��

X1 +X2

ξ
��

X2
ι2oo

ξ2
��

T (X1)
T (ι1) // T (X1) + T (X2) T (X2)

T (ι2)oo

In other words, ξ is the unique T -coalgebra structure on X1 +X2 such that the
natural inclusions ι1 : X1 → X1 + X2 and ι2 : X2 → X1 + X2 are T -coalgebra
morphisms. �

The above construction of coproducts in Coalg(T ) applies more generally to
all colimits in Coalg(T ), since the forgetful functor U : Coalg(T ) → Set creates
colimits. This means that any colimit in Coalg(T ) can be obtained by first
constructing it in Set, and then supplying it in a unique way with coalgebraic
structure. We refer to [129, Sec. 4.4] for more details.

2.2.7. Definition. Let T : Set → Set be a functor. A final T-coalgebra is
a final object 〈Z, ζ〉 in the category Coalg(T ), which means that for any T -
coalgebra 〈X, ξ〉 there exists a unique T -coalgebra morphism f : 〈X, ξ〉 → 〈Z, ζ〉
called the final map. �

We can think of the states in a final T -coalgebra as representatives of the
possible behaviours of T -coalgebras, and we are often interested in finding an
explicit representation. The final map can therefore be seen as a semantics
which assigns behaviour to T -coalgebra states. Hence two states are identified
by the final map if and only if they have the same behaviour.

A final T -coalgebra may not exist. This is due to cardinality issues in Set,
and the fact that the coalgebra structure map of a final coalgebra must be an
isomorphism (cf. Lambek [90]). One class of functors for which a final coalgebra
always exists is the class of polynomial functors. We refer to [1, 14, 160] for
results on the existence and construction of final coalgebras.

Final coalgebras are minimal and unique up to isomorphism. Consequently,
if 〈Z, ζ〉 is a final T -coalgebra, then any minimal T -coalgebra 〈X, ξ〉 is isomor-
phic to the subcoalgebra f [X] of 〈Z, ζ〉, where f [X] is the image of 〈X, ξ〉 under
the final map f : 〈X, ξ〉 → 〈Z, ζ〉.

The existence of a final T -coalgebra 〈Z, ζ〉 gives rise to a definition principle
and a proof principle (cf. [129]). The coinductive definition principle refers to
a the use of finality to obtain a map f : X → Z by equipping X with a T -
coalgebra structure ξ : X → T (X). The coinductive proof principle refers to the
use of finality to prove that two maps f1, f2 : X → Z are equal by equipping
X with a T -coalgebra structure ξ : X → T (X) such that f1 and f2 are T -
coalgebra morphisms. The coinductive proof principle is usually formulated in
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terms of bisimulations: if z and z′ are bisimilar states in 〈Z, ζ〉, then z = z′ (see
Theorem 2.3.6 below). After we define bisimulations in Section 2.3, it will be
easy to see that the two formulations are equivalent.

2.3 Equivalence notions

T -coalgebras come with two equivalence notions which we call behavioural
equivalence and bisimilarity. Both notions are essentially based on the fact
that coalgebra morphisms preserve and reflect behaviour. For example, suppose
that f1 : 〈X1, ξ1〉 → 〈Y, γ〉 and f2 : 〈X2, ξ2〉 → 〈Y, γ〉 are T -coalgebra morphisms
and f1(x1) = f2(x2). Then x1 and x2 must have the same behaviour. This is
the idea behind behavioural equivalence (cf. [87]).

2.3.1. Definition. Let 〈X1, ξ1〉 and 〈X2, ξ2〉 be T -coalgebras. Two states x1 ∈
X1 and x2 ∈ X2 are behaviourally equivalent (notation: x1 ∼b x2), if there
exists a T -coalgebra 〈Y, γ〉 and T -coalgebra morphisms fi : 〈Xi, ξi〉 → 〈Y, γ〉 for
i = 1, 2 such that 〈x1, x2〉 ∈ R := pb(f1, f2), as illustrated here:

R
π1

yyttttttttttt
π2

%%JJJJJJJJJJJ

X1
∃f1 //

ξ1
��

Y

∃γ
��

X2
∃f2oo

ξ2
��

T (X1)
Tf1 // T (Y ) T (X2)

Tf2oo

The cospan 〈〈Y, γ〉, f1, f2〉 in Coalg(T ) is called a cocongruence between 〈X1, ξ1〉
and 〈X2, ξ2〉. If 〈〈Y, γ〉, f1, f2〉 is a cocongruence, then we will also refer to
R = pb(f1, f2) as a cocongruence between 〈X1, ξ1〉 and 〈X2, ξ2〉. The relation
∼b is called behavioural equivalence. We call a relation R a cocongruence on
〈X, ξ〉 if R is a cocongruence between 〈X, ξ〉 and itself. �

Note that R ⊆ X×X is a congruence on 〈X, ξ〉 iff R is a cocongruence on 〈X, ξ〉
and R is an equivalence relation.

2.3.2. Remark. In [87], Kurz refers to (the kernel of) an epimorphism as a
behavioural equivalence. We have chosen to use the word congruence for kernels,
and reserve behavioural equivalence to denote the equivalence notion associated
with congruences and cocongruences. �

Behavioural equivalence on a coalgebra is always the largest congruence, as
shown in the following lemma (which was proved in [51, Lemma 5.10]).
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2.3.3. Lemma. Let 〈X, ξ〉 be a T-coalgebra. If R ⊆ X×X is a cocongruence on
〈X, ξ〉, then R is contained in a congruence on 〈X, ξ〉. Consequently, behavioural
equivalence is the largest congruence on 〈X, ξ〉.

Proof. Assume R = pb(f1, f2) is the pulback (in Set) of the T -coalgebra
morphisms f1, f2 : 〈X, ξ〉 → 〈Y, γ〉. Let e : 〈Y, γ〉 → 〈Y ′, γ′〉 be the coequaliser of
f1 and f2 in Coalg(T ). Then e ◦ f1 = e ◦ f2 and e is a T -coalgebra morphism.
It follows that f := e ◦ f1 = e ◦ f2 is a T -coalgebra morphism such that R ⊆
pb(f, f) = ker(f). Thus R is contained in the congruence ker(f). The final
statement follows from the fact that a congruence is also a cocongruence. qed

The coalgebraic notion of a bisimulation is obtained by reversing the arrows
in the definition of a cocongruence. Formally, T -bisimulations are defined as
follows (cf. [1]).

2.3.4. Definition. Let 〈X1, ξ1〉 and 〈X2, ξ2〉 be T -coalgebras. A relation R ⊆
X1 × X2 is a T-bisimulation between 〈X1, ξ1〉 and 〈X2, ξ2〉 if there exists a
function ρ : R → T (R) such that the projections πi : R → Xi are T -coalgebra
morphisms from 〈R, ρ〉 to 〈Xi, ξ〉, i ∈ {1, 2}.

X1

ξ1
��

R
π2 //π1oo

∃ρ
��

X2

ξ2
��

T (X1) T (R)
T (π2)//T (π1)oo T (X2)

Two states s1 and s2 are T-bisimilar (notation: s1 ∼ s2), if they are linked
by some T -bisimulation. The relation ∼ is called T-bisimilarity. If R is a T -
bisimulation between 〈X, ξ〉 and 〈X, ξ〉, then we say that R is a T -bisimulation
on 〈X, ξ〉. �

2.3.5. Remark. Note that in Definition 2.3.4, we do not lose any general-
ity by requiring that R is relation rather than an arbitrary set. For suppose
f1 : 〈Y, γ〉 → 〈X1, ξ1〉 and f2 : 〈Y, γ〉 → 〈X2, ξ2〉 are T -coalgebra morphisms.
Then the relation R = {〈f1(y), f2(y)〉 | y ∈ Y } is a T -bisimulation: as the T -
coalgebra structure map on R we can take T (〈f1, f2〉) ◦ γ ◦ g, where g : R→ Y
is a right inverse of 〈f1, f2〉 : Y � R. It is straightforward to check that the
projections π1 : R→ X1 and π2 : R→ X2 are T -coalgebra morphisms using the
fact that fi is a T -coalgebra morphism and fi = πi ◦ 〈f1, f2〉 for i ∈ {1, 2}. �

We summarise a number of well known facts on bismulations. A union
of T -bisimulations is again a T -bisimulation, and hence ∼ is the largest T -
bisimulation between two T -coalgebras (cf. [129]). For any functor T , T -bisi-
milarity implies behavioural equivalence (this fact will also follow from Proposi-
tion 5.3.8 in Chapter 5). However, the converse only holds if T preserves weak
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pullbacks. In particular, if T does not preserve weak pullbacks, then the largest
congruence on T -coalgebra is not necessarily a T -bisimulation. In this case,
behavioural equivalence is generally preferred over bisimilarity.

The main use of bismulations is their application as a coinductive proof
principle.

2.3.6. Theorem. If 〈Z, ζ〉 is a final T-coalgebra and z, y ∈ Z, then z ∼ y
implies z = y.

Proof. Suppose 〈z, y〉 ∈ R for some T -bisimulation R on 〈Z, ζ〉, i.e. there exists
a T -coalgebra structure ρ : R→ T (R) such that the projections π1, π2 : R→ Z
are T -coalgebra morphisms. By the uniqueness of the final map, π1 = π2, hence
z = y. qed

Coinduction is thus a way of proving that two states in a final coalgebra are
identical by displaying a bisimulation linking them. Coinduction can thus be
used to prove that two states are behaviourally equivalent by showing that they
are bisimilar, since x ∼ y implies x ∼b y. This proof principle is complete iff T
preserves weak pullbacks.

An important property of bisimulations is that they can be characterised
using relation lifting (see e.g. [128]). We explain this in some detail. Let
R ⊆ X1 × X2 be a relation with projections π1 : R → X1 and π2 : R → X2.
By applying the functor, we obtain a pair of maps 〈T (π1),T (π2)〉 : T (R) →
T (X1)× T (X2) whose image is a relation Rel(T )(R) ⊆ T (X1)× T (X2):

Rel(T )(R) = {〈T (π1)(u),T (π2)(u)〉 | u ∈ T (R)}. (2.1)

It easily follows that a relation R ⊆ X1 × X2 is a T -bisimulation between T -
coalgebras 〈X1, ξ1〉 and 〈X2, ξ2〉 if and only if

for all 〈x1, x2〉 ∈ R : 〈ξ1(x1), ξ2(x2)〉 ∈ Rel(T )(R). (2.2)

For example, when considering Kripke frames (P -coalgebras), (2.2) yields the
well known back-and-forth bisimulation conditions, cf. Subsection 2.4.3. When
T preserves weak pullbacks, Rel(T ) is the unique extension of T to a functor
on the category Rel of sets and relations. We refer to [128] for more details.

2.4 Examples

As already mentioned in the introduction, many structures can be modelled as
coalgebras (see e.g. [129, 69]): streams, trees, (labelled) transition structures,
classical deterministic and nondeterministic automata, Mealy and Moore ma-
chines, Kripke frames and models, topological spaces [49] and various types of
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probabilistic systems [16]. Further examples can be found in [136, 137]. The
examples of streams, deterministic automata and Kripke frames are particularly
relevant for the work in this thesis. We now summarise their coalgebraic mod-
elling in order to provide the reader with a compact overview, and to create a
point of reference for these facts.

2.4.1 Streams

Let A be a fixed set. A coalgebra for the functor A × (−) is a pair 〈X, 〈o, d〉〉
where 〈o, d〉 : X → A×X assigns to each state x ∈ X an output value o(x) ∈ A
and a next state d(x) ∈ X. An A×(−)-coalgebra can be visualised as a directed
graph where edges are labelled with elements from A, and each state has exactly
one outgoing edge.

The final A×(−)-coalgebra consists of the set Aω of streams over A together
with the familiar head (hd) and tail (tl) functions: 〈hd, tl〉 : Aω → A×Aω. The
final map φ assigns to a state x the stream of outputs that is generated on the
unique path starting from x (cf. [130]).

An A × (−)-bisimulation between 〈X1, 〈o1, d1〉〉 and 〈X2, 〈o2, d2〉〉 is a re-
lation R ⊆ X1 × X2 such that for all 〈x1, x2〉 ∈ R: o1(x1) = o2(x2) and
〈d1(x1), d2(x2)〉 ∈ R. An A × (−)-bisimulation on 〈Aω, 〈hd, tl〉〉 is also called
a stream bisimulation.

Suppose now that A = N, the set of natural numbers. We can define the
elementwise addition +ω of two streams α, β ∈ Nω by coinduction: We de-
fine an N × (−)-coalgebra structure ξ+ on Nω × Nω such that for 〈α, β〉 ∈
Nω × Nω we obtain φ(〈α, β〉) = α +ω β. This is done by taking ξ+(〈α, β〉) =
〈hd(α) + hd(β), 〈tl(α), tl(β)〉〉. It is now possible to prove by coinduction that
(α0, α1, . . . ) +ω (β0, β1, . . . ) = (α0 + β0, α1 + β1, . . . ). Coinduction on streams
has been extensively explored in [130, 131].

2.4.2 Deterministic automata

Let A be a set and 2 = {0, 1}. A deterministic automaton with input alphabet
A can be seen as a map 〈o, d〉 : Q → 2 × QA, where Q is the set of states,
d : Q→ QA is the next state function, and the set of final states F ⊆ Q is given
by its characteristic function o : Q → 2, i.e., q ∈ F iff o(q) = 1. Deterministic
automata are thus coalgebras for the functor 2× (−)A, which maps f : Q1 → Q2

to the function 2× fA : 2×QA1 → 2×QA2 given by (2× fA)(〈b, s〉) = 〈b, f ◦ s〉.
A function f : Q1 → Q2 is a 2×(−)A-coalgebra morphism from 〈Q1, 〈o1, d1〉〉

to 〈Q2, 〈o2, d2〉〉 if for all q ∈ Q1 and for all a ∈ A: o1(q) = o2(f(q)) and
f(d1(q)(a)) = d2(f(q))(a). This condition amounts to the known definition of a
morphism (or state mapping) between deterministic automata, see e.g. [41]. A
bisimulation between two 2× (−)A-coalgebras 〈Q1, 〈o1, d1〉〉 and 〈Q2, 〈o2, d2〉〉 is
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a relation R ⊆ Q1×Q2 such that for all 〈q1, q2〉 ∈ R: o1(q1) = o2(q2) and for all
a ∈ A: 〈d1(q1)(a), d2(q2)(a)〉 ∈ R.

The final 2× (−)A-coalgebra (cf. [126]) consists of the set P (A∗) of all lan-
guages over A together with the maps E : P (A∗) → 2 and D : P (A∗) → P (A∗),
which are defined for all languages L ⊆ A∗ by E(L) = 1 iff ε ∈ L, and for
all a ∈ A, we put D(L)(a) = {w ∈ A∗ | aw ∈ L}. The set D(L)(a) is
also known as the language derivative of L with respect to a. The final map
sends a state q to the set of words accepted from q. More precisely, given
a 2 × (−)A-coalgebra 〈Q, 〈o, d〉〉, the final map L : Q → P (A∗) is defined by
L(q) = {w ∈ A∗ | d(q)(w) ∈ F}, where d(q)(−) has been extended from letters
to words in the canonical way.

2.4.3 Kripke frames

A Kripke frame is a pair 〈X,R〉 where X is a set and R is a binary relation
on X. For x ∈ X, the set of R-successors of x is denoted by R[x] = {y ∈ X |
〈x, y〉 ∈ R}. A Kripke frame 〈X,R〉 is a P -coalgebra ξ : X → P (X) by defining
ξ(x) = R[x]. A P -coalgebra morphism f : 〈X1, ξ1〉 → 〈X2, ξ2〉 is a function
f : X1 → X2 such that for all x ∈ X1: f [ξ1(x)] = ξ1(f(x)), which is easily seen
to be equivalent with the definition of a Kripke frame morphism, usually called
a bounded morphism.

Using the relation lifting characterisation in (2.2), we find that a relation Z ⊆
X1 ×X2 with projections πi : Z → Xi, i ∈ {1, 2}, is a P -bisimulation between
Kripke frames 〈X1, R1〉 and 〈X2, R2〉, iff for all 〈x1, x2〉 ∈ Z: 〈R1[x1], R2[x2]〉 =
〈π1[U ], π2[U ]〉 for some u ∈ P (Z). It can easily be verified that a P -bisimulation
satisfies the back-and-forth conditions for Kripke bisimulations. Assume now
that Z is a Kripke bisimulation, and 〈x1, x2〉 ∈ Z. Taking U := π−1

1 [R1[x1]] ∩
π−1

2 [R2[x2]], we have: y1 ∈ π1[U ] iff y1 ∈ R1[x1] and there is a y2 ∈ R2[x2] such
that 〈y1, y2〉 ∈ Z. Hence π1[U ] ⊆ R1[x1] and π2[U ] ⊆ R2[x2] are immediate, and
the converse inclusions follow from the back-and-forth conditions on Z.

The final P -coalgebra does not exist. This is a consequence of Lambek’s
lemma [90], which says that in a final coalgebra 〈X, ξ〉 the map ξ must be an
isomorphism, together with the fact that there is no set X such that X ∼= P (X).
If we restrict P to its finitary part Pω, which maps a setX to all its finite subsets,
we obtain a final Pω-coalgebra consisting of the set of finitely branching, possibly
infinite, strongly extensional trees [160]. Pω-coalgebras are the same as image-
finite Kripke frames. The final P -coalgebra exists in the category of classes [1],
though. Here P is the functor which maps a class X to the collection of its
subsets.



Chapter 3

Coalgebraic synthesis of Mealy machines

3.1 Introduction

Mealy machines were introduced in [96] to model the behaviour of sequential
circuits. As a basic model of synchronous, ongoing behaviour, Mealy machines
are now used much more generally in the modelling and specification of reactive
systems [59, 135, 145, 158]. We are mainly motivated by their importance in
digital circuit design [72, 76], and the use of Boolean and binary arithmetic
in the specification of circuit behaviour. Digital hardware synthesis refers to
the process of transforming a behavioural specification in the form of a Mealy
machine into a sequential circuit with the specified behaviour. We use the term
Mealy synthesis to refer to the process of transforming a syntactic specification s
into a finite Mealy machine with the specified behaviour, also called a realisation
of s. Combining Mealy synthesis with hardware synthesis thus yields a complete
construction procedure from a formal algebraic specification to a digital circuit.
In hardware synthesis, the number of registers of the resulting circuit depends
on the number of states of the Mealy machine. Although various heuristics exist
for producing a small circuit, it is generally of interest to start with a minimal
Mealy machine.

With coalgebraic synthesis we refer to a construction method where the set
of specifications is equipped with coalgebraic structure such that given a spec-
ification s, a coalgebra with the behaviour specified by s can be computed as
a finite quotient of the subcoalgebra generated by s. The first steps towards
coalgebraic synthesis of Mealy machines from 2-adic and mod-2 specifications
were made by Rutten [132]. We now briefly summarise Rutten’s results.

It is well-known that Mealy machines with input alphabet A and output
alphabet B can be seen as coalgebras for the Set-functor M (X) = (B ×X)A.
Rutten [132] shows that the set of so-called causal stream functions f : Aω → Bω

is a final M -coalgebra when equipped with the operations of initial output
and stream function derivative. Bitstream operations in 2-adic or mod-2 arith-
metic can be defined in a natural way using coinduction for bitstreams. Rutten

21
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also shows in [132] that these operations give rise to causal bitstream func-
tions f : 2ω → 2ω and to a Mealy coalgebra structure on the corresponding set
of arithmetic expressions such that the final map yields the intended bitstream
function semantics. Specifications in 2-adic and mod-2 arithmetic in general give
rise to infinite-state behaviours, but Rutten defines a class of so-called rational
specifications and shows that they can be realised by a finite Mealy machine.
The only part that is missing in [132] in order to make coalgebraic synthesis
work is a decidable congruence on the set of rational specifications which will
ensure termination.

Our contributions to the coalgebraic Mealy synthesis method presented here
are as follows. In [55] we showed that equivalence of rational specifications in
2-adic and mod-2 arithmetic can be effectively determined. The resulting coal-
gebraic synthesis algorithm therefore produces a minimal Mealy machine. We
implemented this synthesis procedure for specifications in both 2-adic and mod-
2 arithmetic. We gave an upper bound on the number of states in the minimal
Mealy machine realising a rational 2-adic specification. The current chapter is
an extension and improvement of the work in [55]. The main additions are:
(i) Rational mod-2 bitstream functions and expressions are treated in detail.
(ii) A slightly generalised definition of rational 2-adic and mod-2 function speci-
fications; a proof that these can be realised by finite Mealy machines; and upper
bounds on the size of their minimal realisations. (iii) Examples showing that ra-
tional 2-adic and mod-2 specifications are not expressively complete for Mealy
machines. (iv) A more detailed exposition of the specification languages and
their formal algebraic and coalgebraic semantics. (v) A more detailed account
of the method used to determine equivalence of expressions via reduction to
normal form. (vi) A detailed analysis of the time complexity of our construc-
tion of Mealy machines from rational function specifications. In fact, the time
complexity given in [55] is not correct.

The chapter is structured as follows. Section 3.2 contains a review of Mealy
machines, their coalgebraic modelling and causal stream function semantics.
Section 3.3 first provides some basic definitions related to bitstreams and num-
bers, and subsequently describes the algebraic structure on bitstreams obtained
from the 2-adic and mod-2 operations. This section also contains the abovemen-
tioned definitions and results on rational 2-adic and mod-2 functions. Section 3.4
describes our implementation of the Mealy synthesis algorithm. First, we in-
troduce data types and define the functions which give a Mealy structure to
expressions, and we explain how equivalence of expressions is determined. The
last subsections contains a high-level description of the our algorithm, and an
illustration of the construction with an example. Section 3.5 contains a detailed
analysis of the time complexity of our algorithm. Finally, we conclude and
discuss related work in Section 3.6.
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3.2 Mealy machines

Assume two sets A and B are given. A Mealy machine with input in A and
output in B is a deterministic state machine which in its current state, when
supplied with an input letter from A, produces an output letter in B and moves
to the next state. Formally, a Mealy machine is a 4-tuple (Q, o, d, q0) where Q is
a set of states, o : Q×A→ B is an output function, d : Q×A→ Q is a next-state
function, and q0 ∈ Q is the initial state. A Mealy machine is finite, if A, B and
Q are finite. Mealy machines are usually finite by definition, but we view finite
Mealy machines as a special subclass, since the coalgebraic modelling (given
in the next subsection) does not require such finiteness assumptions. A binary
Mealy machine is a Mealy machine in which A = B = 2 = {0, 1}. Sometimes o
and d are allowed to be partial functions (with the same domain), but we assume
that o and d are well-defined for all states and inputs. It will be convenient to
think about o and d in their curried forms o : Q→ BA and d : Q→ QA, and to
ease notation we will write oq and dq rather than o(q) and d(q). When oq(a) = b
and dq(a) = r, we sometimes use the notation:

q
a|b // r .

3.2.1 Mealy coalgebras

Using pairing and currying, we see that o and d correspond uniquely to a single
map 〈o, d〉 : Q×A→ B ×Q ∼= t : Q→ (B ×Q)A, i.e., t(q)(a) = 〈oq(a), dq(a)〉.
We call a map t : Q→ (B ×Q)A a Mealy transition structure. Clearly, a Mealy
transition structure is a coalgebra for the polynomial functor M : Set → Set
which maps a set X to M (X) = (B × X)A and a function g : X → Y to
M (g) = (idB × g)A. We refer to M -coalgebras as Mealy coalgebras. Given a
Mealy coalgebra M = (Q, t), we denote by |M| the cardinality |Q| of the state
set Q. Thus, a Mealy machine is simply a pointed Mealy coalgebra (Q, t, q0).

Instantiating the general definitions of coalgebra morphism and bisimulation
to Mealy coalgebras we obtain the following. Let M = (Q, t) and M′ = (Q′, t′) be
Mealy coalgebras. A function g : Q → Q′ is a Mealy morphism from M to M′,
if for all q ∈ Q: M (g)(t(q)) = t′(g(q)), which means that for all a ∈ A, if
t(q)(a) = 〈b, r〉 then t′(g(q))(a) = 〈b, g(r)〉, i.e.:

q
a|b // r =⇒ g(q)

a|b // g(r) .

In terms of output and next state functions, g is a Mealy morphism if oq(a) =
o′g(q)(a) and g(dq(a)) = d′g(q)(a), which is easily seen to coincide with the notion
of a state mapping from [41]. Similarly, we find that a relation R ⊆ Q × Q′ is
a Mealy bisimulation, if for all 〈q, q′〉 ∈ R and all a ∈ A: oq(a) = o′q′(a) and
〈dq(a), d′q′(a)〉 ∈ R.
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3.2.2 Causal stream functions

We will need the following basic definitions on streams. Given a set S, the set of
streams over S is Sω = {α | α : N → S}, where N is the set of natural numbers.
A stream is often denoted as an infinite sequence α = (α(0), α(1), α(2), . . . ),
and we will also use ω-word notation. For example, 11(01)ω denotes the stream
(1, 1, 0, 1, 0, 1, . . . ). For α ∈ Sω, the initial value (head) of α is α(0), the (stream)
derivative (tail) of α is α′ = (α(1), α(2), α(3), . . .) and for s ∈ S, s : α is the
stream (s, α(0), α(1), . . .). For k ∈ N, α(k) is the k’th derivative of α defined
inductively by α(0) = α and α(k+1) = (α(k))′. We write #(α) = |{α(k) | k ∈ N}|
for the number of distinct derivatives of α.

In order to describe the behaviour of Mealy machines we extend the output
and next-state functions at a state q to maps oq : A∗ → B and dq : A∗ → Q in
the following inductive manner:

oq(ε) = ε, oq(wa) = odq(w)(a),
dq(ε) = q, dq(wa) = ddq(w)(a).

(3.1)

Suppose we are given a state q in a Mealy coalgebra M = (Q, t). We can then
consider the transformation of input streams to output streams computed by M
when starting in state q. For illustration, if the input stream is (a0, a1, a2, . . .) ∈
Aω, then the output stream (b0, b1, b2, . . .) ∈ Bω is obtained as:

q
a0|b0 // q1

a1|b1 // · · ·
ak|bk // qk+1 · · ·

This stream function is called the (Mealy) behaviour of q, denoted Beh(q) : Aω →
Bω, and it is inductively defined for α ∈ Aω and k ≥ 0 by:

Beh(q)(α)(k) = oq(α(0) . . . α(k)). (3.2)

This definition makes it clear that for fixed q, Beh(q)(α)(k) is determined by
α(0), . . . , α(k). Stream functions with this property are called causal. Formally,
f : Aω → Bω is causal if for all α, β ∈ Aω and for all n ∈ N,

if for all k ∈ {0, . . . , n} : α(k) = β(k) then f(α)(n) = f(β)(n).

A causal stream function f is called realisable if there exists a finite Mealy
machine M = (Q, t, q) such that Beh(q) = f , in which case we say that M is a
realisation of f .

We now demonstrate that the set of causal stream functions itself carries
the structure of a Mealy coalgebra via the notions of initial output and (stream
function) derivative.
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3.2.1. Definition. Let Γ = {f : Aω → Bω | f is causal}, f ∈ Γ and a ∈ A.
The initial output of f (on input a) is defined as

f [a] := f(a :α)(0) for any α ∈ Aω.

The derivative of f (on input a) is the function f ·a : Aω → Bω defined by taking

(f ·a)(α) := f(a :α)′ for all α ∈ Aω.

We define a Mealy transition structure γ : Γ → (B × Γ)A by

γ(f)(a) = 〈f [a], f ·a〉 i.e. f
a|f [a] // f ·a . �

Note that in Definition 3.2.1, f [a] is well-defined, since f is causal: f [a]
depends only on (a : α)(0) = a. Similarly, it is easy to show that the deriva-
tive of a causal stream function is again causal: (f ·a)(α)(k) = f(a : α)′(k) =
f(a :α)(k + 1), which depends only on a, α(0), . . . , α(k).

The initial output and derivative functions can be extended from letters to
words over A as described in (3.1). The elements of the set {f ·w | w ∈ A∗} are
called the derivatives of f , and we denote with #(f) the number of derivatives
of f . For reasons that will become clear from Theorem 3.2.2 below, we call f
finite-state, if #(f) < ω, and infinite-state if #(f) = ω. In other words, f is
finite-state iff f is realisable.

Rutten [132] showed that the operations of initial output and stream function
derivative are universal in the sense that they make the set of causal stream
functions into a final Mealy coalgebra.

3.2.2. Theorem ([132]). The Mealy coalgebra (Γ, γ) (from Definition 3.2.1)
is a final Mealy coalgebra. In particular, for every Mealy coalgebra (Q, t), the
behaviour map Beh : Q → Γ as defined in (3.2) is the unique Mealy morphism
from (Q, t) to (Γ, γ).

Proof. The proof is straightforward, but we include it for completeness’ sake.
Let (Γ, γ) be as stated, and let (Q, t) be an arbitrary Mealy coalgebra. We first
verify that Beh : Q → Γ is a Mealy homomorphism. So let q ∈ Q and α ∈ Aω

be arbitrary. We have:

Beh(q)[a] = Beh(q)(a :α)(0) = oq(a),

and by letting q0 = dq(a) and qi+1 = dq(α(i)) for all i ≥ 0, we have

(Beh(q)·a)(α) = (Beh(q)(a :α))′

= (oq(a), odq(a)(α(0)), oq1(α(1)), . . .)′

= (odq(a)(α(0)), oq1(α(1)), . . .)
= Beh(dq(a))(α).
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Hence Beh(q)·a = Beh(dq(a)). To see that Beh : Q → Γ is unique, suppose
g : Q→ Γ is also a Mealy morphism. That is, for all q ∈ Q and all a ∈ A,

g(q)[a] = oq(a) = Beh(q)[a],
g(q)·a = g(dq(a)).

(3.3)

We will show that the relation R ⊆ Bω ×Bω defined by

R := {〈g(q)(α),Beh(q)(α)〉 | q ∈ Q,α ∈ Aω}.

is a stream bisimulation. It then follows by coinduction on streams in Bω that
for all q ∈ Q and all α ∈ Aω, g(q)(α) = Beh(q)(α), i.e., g(q) = Beh(q).

The initial values of g(q)(α) and Beh(q)(α) agree, since

g(q)(α)(0) = g(q)[α(0)]
(3.3)
= Beh(q)[α(0)] = Beh(q)(α)(0).

Also from the assumption that g and Beh are Mealy morphisms, we get,

g(q)(α)′ = (g(q)·α(0))(α′) = g(dq(α(0)))(α′), and
Beh(q)(α)′ = (Beh(q)·α(0))(α′) = Beh(dq(α(0)))(α′)

Hence the stream derivatives are again R-related, and we conclude that R is a
stream bisimulation. qed

3.2.3. Remark. We will see in Chapter 4 that the final Mealy coalgebra can
also be characterised by the set of length- and prefix-preserving functions of
type f : A∗ → B∗. In this chapter, we work with the stream function semantics,
since we will specify binary Mealy machines using the algebraic structures on
bitstreams described in section 3.3. Yet another, perhaps even better known,
representation of the final Mealy coalgebra is obtained by taking the set of
functions {f : A+ → B} as the carrier set. �

From the finality of (Γ, γ) it follows that for any causal f ∈ Γ, the subcoal-
gebra 〈f〉 generated by f in (Γ, γ) is a minimal Mealy coalgebra with behaviour
f , and the states of 〈f〉 are the derivatives of f .

3.2.4. Remark. Causal stream function semantics were studied by G.N. Raney
already in 1958: Raney introduces in [118] the notion of stream function deriva-
tive, and shows that derivatives of causal stream functions are again causal.
Raney refers to derivatives of f as the states of f , but he does not explicitly
show that the set of causal stream functions can be given a Mealy structure.
Raney’s [118] also contains results on compositions of causal stream functions,
and their number of derivatives. We state some of these results below, since
they are of interest to our work in sections 3.3.3 and 3.3.4 where we investigate
the size of minimal realisations of rational bitstream functions. Other work by
Raney [119, 120] on formal power series, generating functions and automata is
closely related to the stream calculus described in Rutten [130]. �
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3.2.5. Proposition. ([118]). Let f, g : Aω → Aω be finite-state, causal stream
functions.

1. The composition f ◦ g is causal, and #(f ◦ g) ≤ #(f) ·#(g).

2. If f and g are inverses, i.e., f ◦ g = g ◦ f = idAω , then: #(f) = #(g).

3.3 Bitstream algebras

In this section we describe the algebraic structures on the set of bitstreams
which will be used as input specifications to our synthesis procedure. The first
bitstream algebra to be presented is based on the arithmetic operations on 2-
adic numbers [75, 47]. The motivation for studying this structure is its relevance
for sequential binary arithmetic and digital circuits. Little literature seems to
be available on this subject, with the exception of the work by Vuillemin (cf.
[155, 156, 157]). The second bitstream algebra is based on addition modulo-
2, and it is also motivated by its connection to digital circuits, and switching
theory [76], in particular, to the theory and design of linear circuits.

3.3.1 Bitstreams and numbers

The integers are denoted by Z, and the rational numbers by Q. The absolute
value of a rational number x is written |x|. We use the notation 2 to denote
both the set {0, 1} and the integer 2. The context should make clear which
reading is intended. Elements of 2ω are called bitstreams. A bitstream α ∈ 2ω

is eventually periodic, if there exist k, n ∈ N such that k < n and α(k) = α(n).
A bitstream α ∈ 2ω is eventually constant if there exists a k ∈ N such that
α(k) = α(k+1), that is, α ends with a tail of 0’s or a tail of 1’s, and hence
#(α) = 1 + min{k ∈ N | α(k) = α(k+1)}.

We will define bitstreams and bitstream operations coinductively using the
fact that 2ω equipped with the operations initial value and stream derivative is
a final coalgebra for the Set-functor 2 × (−) (cf. Subsection 2.4.1). Following
Rutten [130], coinductive definitions of bitstreams will be presented in the form
of stream differential equations. In a system of stream differential equations
streams are defined by specifying their initial value stream derivative. Under
certain restrictions on the format, a system of stream differential equations is
guaranteed to have a unique solution. A simple example is given by the bitstream
(1, 0, 1, 0, . . . ) which can be defined as the unique solution in x of the system
consisting of the stream differential equations:

x(0) = 1, x′ = y,
y(0) = 0, y′ = x.
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The set of rational numbers with odd denominator

Q̂ = {n/(2m+ 1) | n,m ∈ Z}

will play a significant role in the specification of 2-adic arithmetic. An element
q ∈ Q̂ can be represented as a bitstream by taking its infinitary binary (2-
adic) expansion Bin(q) ∈ 2ω. If q is a natural number, then Bin(q) is just the
binary representation of q followed by a tail of 0’s. The bitstream Bin(−q) is
an infinitary version of the two’s complement of Bin(q). In general, it is known
that for q ∈ Q̂, Bin(q) is an eventually periodic bitstream (cf. [47]).

We define Bin(q) coinductively, that is, by defining an appropriate 2× (−)-
coalgebra structure ξ : Q̂ → 2× Q̂ we obtain Bin: Q̂ → 2ω as the final map. For
q ∈ Q̂, let

ξ(q) = 〈odd(q), (q − odd(q))/2〉, (3.4)

where odd(n/(2m + 1)) = n mod 2. This definition is equivalent to defining
Bin(q) as the solution to the set of stream diffential equations (one for each
q ∈ Q̂):

Bin(q)(0) = odd(q), Bin(q)′ = Bin((q − odd(q))/2). (3.5)

We illustrate this definition with a few examples.

3.3.1. Example. The bitstream of observations generated by the element 9 ∈
〈Q̂, ξ〉 can be illustrated as follows:

9 1−→ 9−1
2 = 4 0−→ 4

2 = 2 0−→ 2
2 = 1 1−→ 0 0−→ 0

This shows that Bin(9) = (1001)0ω and #(Bin(9)) = 5. Now look at the stream
behaviour of −4 ∈ 〈Q̂, ξ〉.

−4 0−→ −4
2 = −2 0−→ −2

2 = −1 1−→ −2
2 = −1

Hence Bin(−4) = (00)1ω and #(Bin(−4)) = 3. Similarly, we find for −1
5 ∈

〈Q̂, ξ〉:

−1
5

1−→ −6/5
2 = −3

5
1−→ −8/5

2 = −4
5

0−→ −4/5
2 = −2

5
0−→ −2/5

2 = −1
5

Hence Bin(−1
5) = (1100)ω and #(Bin(−1

5)) = 4. �

In the remainder of this section, we will switch freely between the numeric
semantics and the bitstream semantics of elements from Q̂. In particular, we will
simply write q instead of Bin(q), when convenient, and use the terms integer,
positive, negative and odd about bitstreams with the obvious meaning. The
numeric interpretation of bitstreams will be useful in the definition and analysis
of rational 2-adic functions.
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3.3.2 Bitstream algebra basics

We now describe the two algebraic structures which we use in specifying causal
bitstream functions. The (semantic) domain of both algebras is the set of bit-
streams 2ω, and each structure provides interpretations of the binary function
symbols +,× and /, the unary function symbol −, and the constants [0], [1] and
X. The constants are in both cases interpreted as the following bitstreams:

[0] = (0, 0, 0, 0, . . .), [1] = (1, 0, 0, 0, . . .), X = (0, 1, 0, 0, . . .).

As usual, we write Xn for the n-fold product X × . . . × X. The remaining
operations are specific to each algebraic structure, and they will be defined
using stream differential equations and the usual Boolean operations ∧,∨,¬
and ⊕ (exclusive-or) on 2. For a, b ∈ 2: a ∧ b = min{a, b}, a ∨ b = max{a, b},
¬a = 1− a, and a⊕ b = (a ∧ ¬b) ∨ (¬a ∧ b).

It will turn out to be convenient to treat / as a primitive constructor, rather
than define α/β as shorthand for α × (1/β) (as in [132]). The multiplicative
inverse (if it exists) of a bitstream α can be defined as the fraction [1]/α. Each
bitstream algebra is an integral domain, that is, a commutative ring with unity
and no zero divisors, which means that α × β = [0] implies α = [0] or β = [0].
Hence +,×,−, /, [0] and [1] will obey the familiar laws of arithmetic.

We will use a number of standard arithmetic conventions in our meta-
notation. For example, we often write x− y instead of x+ (−y), and x

y instead
of x/y. Moreover, brackets are used to disambiguate expressions but they are
not part of the syntax, and in order to minimise the use of them we assume that
the binding strength of the operations in descending order is −,×, /,+. For
example, [1]−X + [1]×X2 = [1] + (−X) + ([1]×X2). Finally, from now on we
will use σ only to denote a bitstream variable, i.e., a syntactic object, whereas
α and β will be used as our meta-notation for bitstreams or expressions.

3.3.3 The 2-adic operations

The 2-adic bitstream algebra A2adic is the structure on 2ω obtained by viewing
bitstreams as 2-adic integers [47]. A 2-adic integer is a power series of the form
Σ∞
i=0 ai2

i, where ai ∈ {0, 1} for all i ∈ N, and we represent it with the bitstream
α = (a0, a1, a2, . . .). The 2-adic integers have interesting mathematical proper-
ties but for our purposes we only use the fact that they form an integral domain
with the following operations. The addition of 2-adic integers is an infinitary
version of binary addition, that is, carry bits may be propagated indefinitely.
Similarly, minus is an infinitary version of two’s complement. For example,
(1, 0, 0, . . .) + (1, 1, 1, . . .) = (0, 0, 0, . . .), which shows that −[1] = (1, 1, 1, . . .).
2-adic multiplication is the Cauchy product, i.e., for bitstreams α and β, and
n ∈ N, (α × β)(n) = Σn

i=0 α(i) ∧ β(n − i), where Σ denotes 2-adic summation.
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Formally, we define the 2-adic operations on bitstreams by the stream differen-
tial equations in Figure 3.1. The fact that this system of equations has a unique
solution follows from results in [130].

derivative initial value condition

(α+ β)′ = α′ + β′ + [α(0) ∧ β(0)] (α+ β)(0) = α(0)⊕ β(0)

(−α)′ = −(α′ + [α(0)]) (−α)(0) = α(0)

(α× β)′ = α′ × β + [α(0)]× β′ (α× β)(0) = α(0) ∧ β(0)

(α/β)′ = (α′ − [α(0)]× β′)/β (α/β)(0) = α(0) β(0) = 1

Figure 3.1: 2-adic operations

The stream differential equations for + and × can easily be understood
from the above description of sum and product of 2-adic integers. The defining
equation for − is derived from that of + and the requirement that α+(−α) = [0]
by taking initial value and derivative on both sides. For the initial value we get
that α(0) ⊕ (−α)(0) = 0, hence (−α)(0) = α(0). By taking derivatives we
get α′ + (−α)′ + [α(0)] = [0], and hence (−α)′ = −([α(0)] + α′). The stream
differential equations for α/β can be derived similarly. From the shape of the
stream differential equations in Figure 3.1, it is easy to see that any function
defined using the 2-adic operations is causal. We mention some useful identities
in A2adic :

α+ α = X × α = (0, α(0), α(1), . . .) for all α ∈ 2ω,
Xn = (0, . . . , 0︸ ︷︷ ︸

n times

, 1, 0, 0, . . .) for all n ∈ N.

For example, to prove the identity α + α = X × α one can show that for any
α ∈ 2ω, the relation R = {〈α + α,X × α〉} ∪ {〈β′ + β′ + [β(0)], β〉 | β ∈ 2ω}
is a stream bisimulation, hence by stream coinduction α + α = X × α. These
identities, especially α + α = X × α, are easy to remember when thinking of
the stream X as the integer 2. In fact, the following lemma tells us that we
can treat the 2-adic operations on bitstreams of the form Bin(q), q ∈ Q̂, as the
well-known arithmetic operations on rational numbers.

3.3.2. Lemma. The map Bin: Q̂ → 2ω defined in (3.5) is a homomorphism of
integral domains Bin: Q̂ → A2adic.

Proof. One can easily show (using stream coinduction) that Bin(0) = [0],
Bin(1) = [1], Bin(2) = X and Bin commutes with sum, minus, product and
division. The details are left to the reader. qed
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In the remainder of this section, we rely on Lemma 3.3.2 to prove that the
rational 2-adic functions (defined below) are realisable, and to give an upper
bound on the size of their minimal realisations.

3.3.3. Definition. Call α ∈ 2ω a polynomial 2-adic bitstream if α = c0 + c1 ×
X+c2×X2 + . . .+ck×Xk, where ci ∈ {−[1], [0], [1]} for 0 ≤ i ≤ k. A bitstream
ρ ∈ 2ω is a rational 2-adic bitstream if ρ = α/β, where α and β are polynomial
2-adic bitstreams and β(0) = 1. A bitstream function f : 2ω → 2ω is a rational
2-adic function, if f is of the form f(σ) = ρ1 + ρ2 × σ where ρ1, ρ2 are rational
2-adic bitstreams and σ is a bitstream variable. �

3.3.4. Remark. In [132], Rutten defines rational 2-adic functions as functions
of the form f(σ) = ρ×σ, ρ rational, and shows that they have only finitely many
derivatives. Rutten mentions that this also holds for the rational 2-adic func-
tions of Definition 3.3.3 (and we prove this below). We use the word ‘rational’
since our rational 2-adic functions are not substantially more general than those
of Rutten’s, and they share the property of having only finitely many deriva-
tives. This is yet another reason for their name, since this property parallels
the well-known result that rational languages have only finitely many language
derivatives (also called left quotients).

When proving in [132, Theorem 5.1] that functions of the form f(σ) = ρ×σ,
ρ rational, have only finitely many derivatives, Rutten uses the notion of degree
of polynomial bitstreams which he defines as follows. The degree of a polynomial
2-adic bitstream α = c0 + c1 × X + c2 × X2 + . . . + ck × Xk is deg(α) = k if
ck 6= [0]. However, deg(α) depends on the chosen representation of α. For
example, the bistream (1, 1, 1, . . .) can be written as −[1], which has degree 0,
or as ([1]+X+. . . Xk)−Xk+1, which has degree k+1, for any k ∈ N. So Rutten’s
argument does not directly lead to an unambiguous upper bound on #(f) for a
rational 2-adic f . Instead of the degree of polynomials, our reasoning uses the
number of derivatives which is a semantic property and hence independent of
any algebraic representation. Moreover, we will use the numeric interpretation
of the 2-adic operations, and it turns out to be convenient to work with a
representation that only contains one occurrence of the division operation. �

3.3.5. Lemma. A bitstream function f : 2ω → 2ω is a rational 2-adic (bit-
stream) function iff f is of the form:

f(σ) =
d+m× σ

n
(3.6)

where d,m and n are integer bitstreams, n is odd, and σ is a bitstream variable.

Proof. Follows from Bin: Q̂ → A2adic being a homomorphism of integral
domains, the 1-1 correspondence between integers and polynomial 2-adic bit-
streams, and the identities of integral domains. qed
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From now on we will think of rational 2-adic functions in the format of (3.6).
We continue by giving a numeric characterisation of the derivatives of rational
2-adic functions.

3.3.6. Lemma (Numeric 2-adic derivatives). Let f : 2ω → 2ω be a rational
2-adic stream function of the form:

f(σ) =
d+m× σ

n

for integers d,m and n with n odd. For a ∈ 2, the stream function derivative
f ·a is given by:

(f ·a)(σ) =
da +m× σ

n
(3.7)

where (in the numeric interpretation)

d0 =
{

1
2 d if d even
1
2(d− n) if d odd

d1 =
{

1
2(d+m) if d(0) = m(0)
1
2(d+m− n) if d(0) 6= m(0)

Proof. Assume f : 2ω → 2ω is of the above form, and let a ∈ 2. Applying the
definitions in Figure 3.1 on page 30 to determine f ·a we get

(f ·a)(σ)

=
(
d+m× (a :σ)

n

)′

=
(d+m× (a :σ))′ − [d(0)⊕ (m(0) ∧ a)]× n′

n

(†)
=

d′ + ([a]×m′ +m× σ) + [d(0) ∧m(0) ∧ a]− [d(0)⊕ (m(0) ∧ a)]× n′

n

=


d′ − [d(0)]× n′ +m× σ

n
if a = 0

d′ +m′ + [d(0) ∧m(0)]− [d(0)⊕m(0)]× n′ +m× σ

n
if a = 1

The rewrite step marked with (†) uses commutativity of ×. Hence we obtain
the following equations for the da-value in (3.7):

d0 = d′ − [d(0)]× n′ and
d1 = d′ +m′ + [d(0) ∧m(0)]− [d(0)⊕m(0)]× n′.
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The rest of the proof is now straightforward using (3.4) (p. 28). If d is even then
d0 = d′ = 1

2d, and if d is odd, we get:

d0 = d′ − n′ =
1
2
(d− 1)− 1

2
(n− 1) =

1
2
(d− n).

When d and m are both odd, i.e. d(0) = m(0) = 1, we have

d1 = d′ +m′ + 1 =
1
2
(d− 1) +

1
2
(m− 1) + 1 =

1
2
(d+m).

Finally, if d is odd, and m is even, then

d1 = d′ +m′ − n′ =
1
2
(d− 1) +

1
2
m− 1

2
(n− 1) =

1
2
(d+m− n).

qed

3.3.7. Example. We compute some of the derivatives of the rational 2-adic
function f(σ) = −2+7·σ

3 :

f ·0 = −2/2+7·σ
3 = −1+7·σ

3

f ·1 = ((−2+7)−3)/2+7·σ
3 = 1+7·σ

3

f ·00 = (−1−3)/2+7·σ
3 = −2+7·σ

3 = f

f ·01 = (−1+7)/2+7·σ
3 = 3+7·σ

3

f ·10 = (1−3)/2+7·σ
3 = −1+7·σ

3

f ·11 = (1+7)/2+7·σ
3 = 4+7·σ

3

Continuing in this way, we find that the set of derivatives of f is:{
d+7×σ

3 | d ∈ {−2,−1, 0, . . . , 6}
}
.

Further examples of derivatives of rational 2-adic functions are listed here:

f(σ) Derivatives

12+7×σ
3

{
d+7×σ

3 | d ∈ {−2,−1, 0, . . . , 6, 8, 12}
}

9+ (−1)×σ
5

{
d+−1×σ

5 | d ∈ {−5,−4,−3, . . . , 2, 4, 9}
}

4+8×σ
11

{
d+8×σ

11 | d ∈ {−10,−9,−8, . . . , 7}
}

−2+(−3)×σ
3

{
d+−3×σ

3 | d ∈ {−5,−4, . . . ,−1}
}

�
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The above example and experimental results suggested that the derivatives
of f(σ) = d+m×σ

n can be described in terms of d, n,m. We will now show that
this is indeed the case.

3.3.8. Lemma. Let f(σ) = d+m×σ
n be a rational 2-adic function with m 6= 0

and n > 0 odd. For all w ∈ 2∗, the stream function derivative f ·w is of the form

(f ·w)(σ) =
dw +m× σ

n
(3.8)

where dw is an integer such that

min{d,−n+ 1,−n+m+ 1} ≤ dw ≤ max{d,m− 1, 0}.

Proof. It is a consequence of Lemma 3.3.6 that the derivatives of f have
the given format (3.8), since f is itself of the form required in Lemma 3.3.6,
and hence so are all derivatives of f . We prove by induction on the length
of w ∈ 2∗ that the numeric value dw is in the given range. The base case
(w = ε) is clear. To prove the inductive step we use the numeric interpretation of
derivatives of rational 2-adic functions given in Lemma 3.3.6. To ease notation,
let l = min{d,−n + 1,−n + m + 1} and u = max{d,m − 1, 0}. Note that
l ≤ 0 ≤ u. Assume as induction hypothesis (IH) that l ≤ dw ≤ u. Inequalities
obtained from the induction hypothesis will be denoted by ≤IH .

Induction step for dw0: We first consider the case where dw is even, and thus
dw0 = 1

2dw. We have the following cases:

if dw ≥ 0: l ≤ 0 ≤ 1
2dw ≤ dw ≤IH u.

if dw < 0: l ≤IH dw < 1
2dw < 0 ≤ u.

Now if dw is odd, then dw0 = 1
2(dw − n). To prove the lower bound, we have

l ≤ −n+ 1 ⇒ 2l ≤ l − n+ 1 ≤IH dw − n+ 1,

and since dw−n+1 is odd, it follows that 2l ≤ dw−n and hence l ≤ 1
2(dw−n).

The upper bound follows easily from dw − n < dw ≤IH u which implies
1
2(dw − n) ≤ u, since u ≥ 0.

Induction step for dw1: If dw(0) = m(0), then dw1 = 1
2(dw + m). We first

prove the lower bound. We have,

l ≤ −n+m+ 1 ≤ m ⇒ 2l ≤IH dw +m,

and hence l ≤ 1
2(dw +m). For the upper bound, we have

m− 1 ≤ u ⇒ dw +m− 1 ≤IH 2u,
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and since dw(0) = m(0), dw +m− 1 must be odd. It follows that dw +m ≤ 2u,
which in turn implies 1

2(dw +m) ≤ u.
If dw(0) 6= m(0), then dw1 = dw +m − n. We know that l ≤ −n +m + 1

and hence 2l ≤ l − n+m+ 1 ≤IH dw +m− n+ 1. Since dw +m− n+ 1 is
odd, it follows that 2l ≤ dw +m− n, and hence l ≤ 1

2(dw +m− n).
The upper bound is proven in a similar fashion. We have u ≥ m− 1 which

implies 2u ≥ u +m − 1 ≥ u +m − n ≥IH dw +m − n, and it follows that
u ≥ 1

2(dw +m− n). qed

The following theorem is now immediate.

3.3.9. Theorem. All rational 2-adic bitstream functions are realisable.

Proof. Let f(σ) = d+m×σ
n be a rational 2-adic function. If m = 0, then f

is constant equal to the rational bitstream Bin( dn), which is eventually periodic
and hence realisable. If m 6= 0 and n > 0, then the statement follows from
Lemma 3.3.8. If m 6= 0 and n < 0, then we use the fact that the function g(σ) =
−d+−m×σ

−n is realisable by the previous case, and observe that g is bisimilar with
f (cf. Lemma 3.3.2). Hence f is also realisable. qed

It can readily be checked that the values of dw observed for the functions
from Example 3.3.7 vary exactly between the lower and upper bounds given by
Lemma 3.3.8. Since the dw-values are limited in range, we can derive an upper
bound on the number of derivatives of a rational 2-adic function. In order to
obtain an optimal bound for f(σ) = d+m×σ

n , we may assume n > 0 and that d,m
and n are coprime, i.e., the greatest common divisor of d,m and n, gcd(d,m, n),
is 1. For suppose, d,m and n do not satisfy this requirement, then we can
always divide with gcd(d,m, n) and multiply by −1 and the resulting function
f̃ is bisimilar with f in the final Mealy coalgebra, hence by finality f = f̃ .

3.3.10. Theorem. Let f(σ) = d+m×σ
n be a rational 2-adic function where d,m

and n are integers such that m 6= 0, n > 0 is odd and gcd(d,m, n) = 1. The num-
ber #(f) of derivatives of f (which equals the number of states in the minimal
Mealy coalgebra 〈f〉 realising f) is bounded by the values listed in the following
table:

item case m case d #(f) ≤
1 m > 0 d < −n+ 1 |d|+ |m|
2 m > 0 −n+ 1 ≤ d ≤ m− 1 |m|+ |n| − 1
3 m > 0 d > m− 1 |d|+ |n|
4 m < 0 d < −n+m+ 1 |d|
5 m < 0 −n+m+ 1 ≤ d < 0 |m|+ |n| − 1
6 m < 0 d ≥ 0 |d|+ |m|+ |n|
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Proof. From Lemma 3.3.8 we know that there is a 1-1 correspondence between
derivatives f ·w and the dw value occurring in the numerator of f ·w, and that
the value of dw is bounded, i.e., l ≤ dw ≤ u, for the values of l and u listed in
the table below. Hence #(f) = |{dw | w ∈ 2∗}| ≤ |{l, l + 1, . . . , u}| = u− l+ 1.
The u-value in items 4 and 5 does not follow directly from Lemma 3.3.8, but
using the numeric interpretation of Lemma 3.3.6 it is easy to see that, if d < 0
then also dw < 0, for all w ∈ 2∗.

item case m case d l u

1 m > 0 d < −n+ 1 d m− 1
2 m > 0 −n+ 1 ≤ d ≤ m− 1 −n+ 1 m− 1
3 m > 0 d > m− 1 −n+ 1 d

4 m < 0 d < −n+m+ 1 d −1
5 m < 0 −n+m+ 1 ≤ d < 0 −n+m+ 1 −1
6 m < 0 d ≥ 0 −n+m+ 1 d

qed

3.3.11. Remark. Experimental results suggest that the upper bound on #(f)
given in Theorem 3.3.10 is also a lower bound when gcd(m,n) = 1 and d is in
the following range: (i) −n ≤ d ≤ m if m > 0, and (ii) −n +m + 1 ≤ d ≤ 0 if
m < 0. This conjecture has been verified for −50 ≤ m ≤ 50 and 1 ≤ n ≤ 23.
However, at present we have no formal proof of this. Although, the production
of dw values can be described by a reasonably simple recurrence over the natural
numbers (cf. Lemma 3.3.6), analysing the behaviour of such a recurrence is far
from trivial1. �

3.3.12. Remark. Using case-by-case arguments similar to those used in the
proof of Lemma 3.3.8, it is possible to give an upper bound on the num-
ber of derivatives of f(σ) = d+m×σ

n in terms of the number of derivatives
of d,m, n. The upper bound obtained in this way is #(f) ≤ 2k+1 where
k = max{#(d),#(m),#(n)}. This bound exceeds the upper bound from Theo-
rem 3.3.10 by 2k−1. To see this, observe that for functions of the form required
for Theorem 3.3.10, it follows that k ≥ 2 since m 6= 0 and n > 0. For k ≥ 2, the
values of d,m and n which maximise the upper bound from Theorem 3.3.10 are
d = n = 2k−1 − 1 and m = −2k−1. For these values we find that the difference
between the two upper bounds is:

2k+1 − ((2k − 2) + 2k−1) = 2k+1 − (2k + 2k−1) + 2 = 2k−1 + 2. �

1A famous example of a simple recurrence with complicated behaviour is given by the
Collatz function f(n) = n/2 if n even, otherwise f(n) = 3n + 1. The Collatz conjecture says
that for all natural numbers n ≥ 1, the sequence f(n), f(f(n)), f3(n), . . . will eventually reach
1. The conjecture has yet to be formally proved, although it has been verified by computers
for start values up to 10 · 258.
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3.3.13. Remark. Theorem 3.3.10 is an improvement on Raney’s result in Prop-
osition 3.2.5(1). A rational 2-adic function f(σ) = d+m×σ

n can be seen as a
composition f(σ) = (Divn ◦Addd ◦Mulm)(σ), where for z ∈ Z:

Mulz(σ) = z × σ,

Addz(σ) = z + σ,

Divz(σ) = σ/z (if z is odd).

A bound on the number of derivatives of these three basic 2-adic functions is ob-
tained by instantiating Lemma 3.3.8 with the appropriate values for d,m and n.
That is, for Mulm, take d = 0, n = 1, and for Addd, take m = 1, n = 1. From
Prop. 3.2.5, we know that #(Divz) = #(Mulz) for all odd z. We find:

#(Mulz) ≤
{
z if z > 0
|z|+ 1 if z ≤ 0

#(Addz) ≤ |z|+ 1,

#(Divz) = #(Mulz) (if z is odd).

Experiments indicate that for Mulz and Divz this bound is tight, but also that
the bound for #(Addz) can be improved to 2 · (#(z) − 1) if (#(z) ≥ 2 and
z > 0) or #(z) ≥ 3; and otherwise #(z) + 1. Using the bound 2 · (#(z) − 1)
for Addz, it follows from Prop. 3.2.5 that if m,n > 0 and #(d) ≥ 3:

#(f) ≤ #(Mulm) ·#(Addd) ·#(Divn) ≤ 2 ·m · n · (#(d)− 1).

For increasing values of m,n and d, this upper bound will clearly grow much
faster than the upper bound from Theorem 3.3.10. �

Knowing that rational 2-adic functions are realisable (Theorem 3.3.9), the
question naturally arises whether the converse holds. More precisely, is the be-
haviour of any finite Mealy machine a rational 2-adic function? This is answered
in the negative by the following example.

3.3.14. Example. Consider the Mealy machine M depicted in the following
diagram:

q

0|0

�� 1|1 // q1

0|0

�� 1|1 // q11

0|1,1|0

��

We will show that the stream function realised by the state q is not a 2-adic
function of the form f(σ) = d+m×σ

n for integers d,m and n, with n odd. To
this end, first observe that the stream functions realised by the states q1 and q11
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are the rational 2-adic functions g(σ) = −σ and h(σ) = −1 − σ, respectively.
We prove this by showing that the relation R = {〈q1, g〉, 〈q11, h〉} is a Mealy
bisimulation between M and the final Mealy coalgebra. We have for all a ∈ 2,
o(q1)(a) = a = (−(a :σ))(0) = g[a]. Using Lemma 3.3.6 or the definitions from
Figure 3.1, it is easy to verify that g·0 = g and g·1 = h, hence 〈d(q1)(a), g·a〉 ∈ R
for all a ∈ 2. The bisimulation condition for 〈q11, h〉 can be checked just as easily.

From Lemma 3.3.6, it follows that if Beh(q) is a rational 2-adic function,
then Beh(q) can be written in the form Beh(q)(σ) = d+(−1)×σ

1 , i.e., m = −1 and
n = 1, as is the case for g and h. In order to arrive at a contradiction, suppose
indeed that f(σ) = Beh(q)(σ) = d+(−1)×σ

1 . Since f ·0 = f and f ·1 = g, we see
that d0 = d and d1 = 0. The value d must be either even or odd. If d is even,
then we have from Lemma 3.3.6:

d = d0 = 1
2d ⇒ d = 0, and

0 = d1 = 1
2(d− 1− 1) ⇒ d = 2.

So d cannot be even. But similarly, for d odd, we find that:

d = d0 = 1
2(d− 1) ⇒ d = −1, and

0 = d1 = 1
2(d− 1) ⇒ d = 1.

Hence, there is no d such that Beh(q)(σ) = d+(−1)×σ
1 . �

We conclude this subsection by showing that although any bitstream func-
tion specified using the 2-adic operations is causal, it is not necessarily realisable.

3.3.15. Example. 1. It is well-known that the 2-adic function f(σ) = σ×σ
has infinite-state behaviour. To verify this, it is easy to show by induction
on n ∈ N that the derivative of f with respect to 0n is (f ·0n)(σ) = Xn ×
(σ × σ). For different n, these derivatives are clearly not equivalent, and
hence 〈f〉 has infinitely many states.

2. Another example known not to be finite-state is taking inverses (of rational
streams with initial value 1). One can see this by considering the 2-adic
function g(σ) = [1]/([1] + X × σ). Here one can show by induction that
for all n ≥ 1, (g·0n)(σ) = (−X × σ)/([1] +Xn+1 × σ), and again these
derivatives are different for different n. �

The above example suggest that allowing powers σn for n /∈ {0, 1} in the
specification will lead to infinite-state behaviour, and hence that rational 2-adic
functions provide the most general form of realisable specifications in 2-adic
arithmetic.
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3.3.4 The mod-2 operations

The mod-2 bitstream algebra Amod2 is the integral domain structure on 2ω

obtained by taking element-wise addition modulo-2 as the sum operation, which
we also denote by ⊕. Note that ⊕ : 2 × 2 → 2 is nilpotent, i.e., for any a ∈ 2,
a ⊕ a = 0 and hence also for any α ∈ 2ω, α ⊕ α = [0]. The minus operation
	 is again defined as an additive inverse. From the nilpotency of ⊕ it follows
that minus is identity: for all α ∈ 2ω : 	α = α. Multiplication ⊗ is the Cauchy
product with respect to ⊕-summation, and division � is defined such that [1]�α
is a multiplicative inverse of α under the condition α(0) = 1. Fractions will
usually be written in the form α

β . The context should make clear when this
notation should be read as a mod-2 fraction or a 2-adic fraction. The mod-2
operations on 2ω are defined by the stream differential equations in Figure 3.2.
As with the 2-adic operations, the syntactic shape of the equations gurantees
that a unique solution exists [130].

derivative initial value condition

(α⊕ β)′ = α′ ⊕ β′ (α⊕ β)(0) = α(0)⊕ β(0)

(	α)′ = 	(α′) (	α)(0) = α(0)

(α⊗ β)′ = (α′ ⊗ β)⊕ [α(0)]⊗ β′ (α⊗ β)(0) = α(0) ∧ β(0)
(α� β)′ = (α′ ⊕ [α(0)]⊗ β′)� β (α� β)(0) = α(0) β(0) = 1

Figure 3.2: mod-2 operations

The fact that Amod2 is an integral domain can be proved using stream coin-
duction. The straightforward proof is omitted here. Another way of seeing this
uses the theory of formal power series, as follows. The mod-2 bitstream oper-
ations correspond to the operations obtained by viewing bitstreams as formal
power series over the mod-2 ring A2 = (2,⊕,∧, id, 0, 1). In A2, sum is addition
modulo 2, minus is identity, and multiplication is the Boolean operation ∧. A
bitstream α = (a0, a1, a2 . . .) is thus interpreted as the coefficients of the formal
power series a0 + a1x + a2x

2 + . . . . From the theory of formal power series
(see e.g. [159]), it follows that Amod2 is an integral domain. See also [130] for
more information on the interesting connections between formal power series
and streams.

The formal powers series perspective makes it easy to see that certain iden-
tities hold in Amod2 . For example, the constant stream X = (0, 1, 0, 0, . . .) now
plays the role of the formal variable x, and it can be verified (using bitstream
coinduction) that, as in A2adic :

X ⊗ α = (0, α(0), α(1), . . .) for all α ∈ 2ω,
Xn = X ⊗ . . .⊗X︸ ︷︷ ︸

n times

= (0, . . . , 0︸ ︷︷ ︸
n times

, 1, 0, 0, . . .) for all n ∈ ω.
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A difference with the 2-adic operations occurs when looking at the bitstream
(1, 1, 1, . . . ). In Amod2 , this bitstream can only be defined with the use of the
division operation. Using the ring properties of Amod2 and the nilpotency of ⊕,
it is not difficult to see that

([1]⊕X)⊗ ([1]⊕X ⊕X2 ⊕X3 . . . ) = [1]

and hence

(1, 1, 1, . . .) = [1]⊕X ⊕X2 ⊕X3 . . . = [1]� ([1]⊕X) =
[1]

[1]⊕X
(3.9)

We define rational mod-2 functions analogously to rational 2-adic functions.

3.3.16. Definition. We call α ∈ 2ω a polynomial mod-2 bitstream if α = c0 ⊕
c1⊗ X ⊕ . . . ⊕ ck⊗ Xk for ci ∈ {−[1], [0], [1]}, and ρ ∈ 2ω a rational mod-2
bitstream if ρ = α� β, with α, β polynomial mod-2 bitstreams and β(0) = 1. A
function f : 2ω → 2ω is a rational mod-2 function, if f(σ) = ρ1 ⊕ ρ2⊗ σ where
ρ1, ρ2 are rational mod-2 bitstreams. �

3.3.17. Remark. In the 2-adic case, there is a bijection between the eventually
constant bitstreams and the polynomial 2-adic bitstreams since Bin: Q̂ → A2adic

is a homomorphism of integral domains, and integer bitstreams correspond 1-1 to
eventually constant bitstreams. In the mod-2 bitstream algebra, this is not the
case, since 	 is identity, and hence polynomial mod-2 bitstreams are exactly the
eventually constant bitstreams that end in a tail of 0’s. In Amod2 eventually con-
stant bitstreams can be defined as rational mod-2 bitstreams. From (3.9) it fol-
lows that an eventually constant bitstream α = (a0, a1, . . . , an−1, an, an, an, . . . ),
n ≥ 0, can be defined as:

α = [a0] ⊕ ([a1]⊗X) ⊕ . . . ⊕ ([an−1]⊗Xn−1) ⊕
(

[an]⊗
Xn

[1]⊕X

)
(3.10)

where [ai] ∈ {[0], [1]} for 0 ≤ i ≤ n. �

Just as in the 2-adic case, calculations on rational mod-2 functions is often
easier when representing them in a one-fraction format.

3.3.18. Lemma. A function f : 2ω → 2ω is a rational mod-2 function iff f is of
the form:

f(σ) =
δ ⊕ ρ⊗ σ

π
(3.11)

where δ, ρ, π are eventually constant bitstreams, and π(0) = 1.
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Proof. A rational 2-adic function is of the form (3.11), since polynomial mod-2
bitstreams are eventually periodic. Conversely, using Remark 3.3.17, we observe
that any function of the form (3.11) can be written as

f(σ) =
ρ1
π1

⊕ ρ2
π2
⊗ σ

ρ3
π3

where ρ1, ρ2, ρ3 are polynomial mod-2 bitstreams, ρ3(0) = 1 and {π1, π2, π3} ⊆
{[1], [1]⊕X}. Using the identities of integral domains, we can multiply f with
[1] = [1]+X

[1]+X and rewrite the result into a format

f(σ) =
α1 ⊕ α2 ⊗ σ

α3

where α1, α2, α3 are polynomial mod-2 bitstreams, and α3(0) = 1. qed

We now characterise the derivatives of rational mod-2 functions in an ana-
logue of Lemma 3.3.8.

3.3.19. Lemma. Let f(σ) = δ⊕ ρ⊗σ
π be a rational mod-2 function. For all w ∈

2+, the stream function derivative f ·w is of the form

(f ·w)(σ) =
δw ⊕ ρ⊗ σ

π

for an eventually constant δw ∈ 2ω such that #(δw) = 1 if K = 1 and #(δw) ≤
K − 1 if K > 1, where K = max{#(δ),#(ρ),#(π)}.

Proof. Applying the stream differential equations of Figure 3.2, we find that

(f ·0)(σ) =
([δ(0)]⊗ π′ ⊕ δ′) ⊕ ρ⊗ σ

π
and

(f ·1)(σ) =
([δ(0) ⊕ ρ(0)]⊗ π′ ⊕ δ′ ⊕ ρ′) ⊕ ρ⊗ σ

π

(3.12)

By a straightforward induction on |w|, we obtain that for every w ∈ 2+, the
derivative f ·w is of the form (f ·w)(σ) = δw ⊕ ρ⊗σ

π , where δw is an eventually
constant bitstream. Moreover, it is easy to see that for any eventually constant
bitstreams α and β, we have

#(α⊕ β) ≤ max{#(α),#(β)}.

From this and (3.12) we get: If K = 1 (i.e., δ, ρ, π are constant), then #(δw) = 1
for all w ∈ 2+, and if K > 1, then one can show by an easy induction on the
length of w that for all w ∈ 2+: #(δw) ≤ K − 1. qed
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The above lemma clearly implies that rational mod-2 functions are finite-
state.

3.3.20. Theorem. All rational mod-2 bitstream functions are realisable.

Proof. Immediate from Definition 3.3.16 and Lemma 3.3.19. qed

We now use Lemma 3.3.19 to give an upper bound on the number of deriva-
tives of rational mod-2 functions.

3.3.21. Theorem. Let f(σ) = δ⊕ ρ⊗σ
π be a rational mod-2 function. We have:

#(f) ≤ 1 + 2K−1, where K = max{#(δ),#(ρ),#(π)}.

Proof. First observe that there are 2N bitstreams α with #(α) = N , N ≥ 1.
We now use Lemma 3.3.19. If K = 1, then #(δw) = 1 for all w ∈ 2+ and also
#(δ) = 1, hence #(f) ≤ 2 = 1 + 2K−1. If K > 1, then:

#(f) ≤ 1 + |{δw | w ∈ 2+}| ≤ 1 + |{δw | #(δw) ≤ K − 1}| = 1 + 2K−1.

qed

3.3.22. Remark. As described in Remark 3.3.13, Raney’s results (Prop. 3.2.5)
also provide us with an upper bound. A rational mod-2 function f(σ) = δ ⊕ ρ⊗σ

π
is equal to the composition f(σ) = (Divπ ◦Addδ ◦Mulρ)(σ), where for an even-
tually constant bitstream α ∈ 2ω

Mulα(σ) = α⊗ σ,

Addα(σ) = α⊕ σ,

Divα(σ) = σ � α (if α(0) = 1).

Using an analysis similar to the one used in the proof of Lemma 3.3.19 it is
possible to show that if #(α) = n ≥ 2 then the derivatives of Mulα(σ) corre-
spond to subsets of {0, 1, . . . , n − 1} if α(n−1) = (1, 1, 1, . . . ) and to subsets of
{0, 1, . . . , n − 2} if α(n−1) = (0, 0, 0, . . . ). In the case that #(α) = (b, b, b, . . . ),
for b ∈ 2, we have: #(Mulα) = 2b. Similarly, we find that #(Addα) ≤ #(α).
We summarise:

#(Mulα) ≤


2#(α)−2 if #(α) ≥ 2 and α(#(α)−1) = (0, 0, 0, . . .),

2#(α)−1 if #(α) ≥ 2 and α(#(α)) = (1, 1, 1, . . .),

1 if α = (0, 0, 0, . . .),

2 if α = (1, 1, 1, . . .).

#(Addα) ≤ #(α),

#(Divα) = #(Mulα) (if α(0) = 1).
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Experiments indicate that all three bounds are tight. Applying Prop. 3.2.5 to
the case where ρ(#(ρ))−1 = π(#(π))−1 = [0], we find that

#(f) ≤ #(Mulρ) ·#(Addδ) ·#(Divπ) ≤ 2#(ρ)+#(π)−4 ·#(δ)

For sufficiently large values of both #(ρ) and #(π) this upper bound exceeds
the upper bound from Theorem 3.3.21 by an exponential factor. �

Often the minimal realisation will have fewer states than the upper bound
given in Theorem 3.3.21, however, experimental results show that the upper
bound is regularly reached. We provide an example below, which also shows
that a representation of a rational mod-2 function f with polynomial δ, ρ and π
does not always give an optimal upper bound on #(f).

3.3.23. Example. Consider the rational mod-2 function:

f(σ) =
X2 ⊕ 1⊕X⊕X2

1⊕X ⊗ σ

1⊕X2⊕X3

1⊕X

That is, δ = X2 = (0, 0, 1, 0, 0, 0, . . .),

ρ =
1⊕X ⊕X2

1⊕X
= (1, 0, 1, 1, 1, . . .),

π =
1⊕X2 ⊕X3

1⊕X
= (1, 1, 0, 1, 1, 1, . . .).

We have,
max{#(δ),#(ρ),#(π)} = max{4, 3, 4} = 4,

and by computing derivatives, we find that #(f) = 9 = 1 + 23. The bound
derived using Raney’s results (see Remark 3.3.22) is 22 · 4 · 23 = 128.

A representation of f using polynomial mod-2 bitstreams is given by:

f̃(σ) =
(X2 ⊕X3)⊕ (1⊕X ⊕X2)⊗ σ

1⊕X2 ⊕X3

The upper bound derived from this representation is 1 + 2max{5,4,5}−1 = 17. �

Finally, we show that, like rational 2-adic functions, rational mod-2 functions
are not expressively complete for Mealy machines.

3.3.24. Example. Consider the Mealy machine M depicted in the following
diagram:

q

0|0

�� 1|1 // s

0|1,1|0

��
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We will show that the stream function realised by the state q is not a rational
mod-2 function of the form f(σ) = δ ⊕ ρ⊗σ

π . We first note that the function
realised by the state s is g(σ) = [1]

[1]⊕X ⊕ σ = [1] ⊕ ([1]⊕X)⊗σ
[1]⊕X . This can easily

be verified by showing that the relation R = {〈s, g〉} is a Mealy bisimulation
between M and g in the final Mealy coalgebra.

From Lemma 3.3.19 it follows that if Beh(q) is rational, then it is of the form
Beh(q)(σ) = δ ⊕ ([1]⊕X)⊗σ

[1]⊕X . Using equations (3.12) and the transition structure

of M, it follows that f [0] = δ(0) = 0 and (f ·0)(σ) = δ′ ⊕ ([1]⊕X)⊗σ
[1]⊕X = f(σ), hence

δ′ = δ. It follows by stream coinduction that δ = δ′ = [0]. On the other hand,
we also find that

(f ·1)(σ) =
([1]⊕ δ′ ⊕ [1]) ⊕ ([1]⊕X)⊗ σ

1⊕X
=
δ′ ⊕ ([1]⊕X)⊗ σ

[1]⊕X
= g(σ),

which implies that δ′ = [1]. Hence such a δ cannot exist, and we conclude that
Beh(q) is not a rational mod-2 function.

In Example 3.3.24, we saw that Beh(q) can be defined as the rational 2-adic
function f(σ) = −σ. Hence the rational 2-adic functions are not a subset of the
rational mod-2 functions. �

3.3.25. Example. As in the 2-adic case, squaring and taking inverses in mod-
2 arithmetic are not realisable. (cf. Example 3.3.15). For f(σ) = σ ⊗ σ, and
n ∈ N, f ·0n = Xn ⊗ σ ⊗ σ, and for m 6= n, clearly f ·0m 6= f ·0n. Similarly, for
g(σ) = [1]/([1]⊕X ⊗ σ) and n ≥ 1, g·0n = (X ⊗ σ)/([1]⊕Xn+1⊗ σ), and these
derivatives are different for different n. �

The above example suggests that, just like in the 2-adic case, rational mod-
2 functions are the most general format of realisable specifications in mod-2
arithmetic.

3.4 Implementation

In this section, we describe the implementation of our synthesis procedure. First
we present our implementation of the two bitstream algebras of the previous sec-
tion, together with their algebraic and coalgebraic semantics. Next we describe
in some detail how we check equivalence of expressions by reducing them to
normal form. Finally, we give a high-level description of the algorithm. The
amount of detail is supposed to provide enough insight into the workings of the
algorithm to convince the reader of its correctness. Furthermore, a good un-
derstanding of the syntax and algorithm is useful for the complexity analysis in
Section 3.5.
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3.4.1 Mealy coalgebra of expressions

The two bitstream algebras described in the previous section provide (differ-
ent) semantics for a single arithmetic language. In our program we implement
the two bitstream algebras via the algebraic data types Bit, Const (constant
bitstream expressions), Expr2Adic (2-adic expressions), and ExprMod2 (mod-2
expressions). The expressions of these data types are generated by the following
grammars (over a single variable σ):

Bit : a ::= 0 | 1
Const : c ::= [a] | Xn,
Expr2Adic : e ::= c | σ | −e | e + e | e× e | e/e
ExprMod2 : e ::= c | σ | 	e | e⊕ e | e⊗ e | e� e

where a ∈ Bit, c ∈ Const, n ∈ N and σ is a bitstream variable.
A 2-adic expression e ∈ Expr2Adic is called constant, if the variable σ

does not occur in e, and polynomial, if the division operator / does not oc-
cur in e. We denote the set of polynomial 2-adic expressions by Poly2Adic and
the set of constant, polynomial 2-adic exprssions by CPolyExpr. Constant and
polynomial mod-2 expressions are defined analogously, and we denote the set
of polynomial mod-2 expressions by PolyMod2 and the set of constant, poly-
nomial mod-2 exprssions by CPolyMod2. For convenience of presentation, we
let Expr = Expr2Adic ∪ ExprMod2, PolyExpr = Poly2Adic ∪ PolyMod2 and
CPolyExpr = CPoly2Adic ∪ CPolyMod2, however, Expr, PolyExpr CPolyExpr
are not actual data types in our program.

Moreover, we use the same symbols to denote the syntactic representation of
the arithmetic operations and their semantically defined bitstream operations.
This should not lead to confusion, as the context will always make clear which
interpretation is intended. We have chosen to include not only the constant X,
but all powers of X as atomic expressions, to facilitate syntactic manipulations.
As is standard, we will usually write X instead of X1. We also remark that
the above grammars reflect the fact that our program implements the constant
bitstream expressions as a basic data type shared by Expr2Adic and ExprMod2.

We define the length, len(e), of an expression e ∈ Expr to be the number
of atomic expressions and operator symbols in e. That is, [0], [1], σ and Xn, for
n ∈ N, all have length 1, and the length of a non-atomic expression is 1 plus the
length of the immediate subexpressions, i.e., len(e1 + e2) = 1+len(e1)+len(e2),
etc.

Our aim is to define Mealy coalgebra structures on Expr2Adic and ExprMod2
such that the semantics obtained from the unique map into the final Mealy
coalgebra coincides with the semantics of the operations in A2adic and Amod2 ,
respectively. In order to do so, we need a systematic procedure to obtain an
output bit and a next-state expression from an expression e and a bit a. Recall
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Definition 3.2.1 of the initial output and stream function derivative of a causal
function f(σ) with respect to a bit a ∈ 2:

f [a] = f(a :σ)(0) and (f ·a)(σ) = f(a :σ)′.

We observe that the initial output and derivative is obtained in two steps, which
can be described informally as:

1. Substitute σ with a :σ, and apply f to a :σ (instantiate f(σ) with a).

2. Take initial value and stream derivative of f(a :σ).

We wish to mimic this semantic definition in the syntax. The first observation
we make is that given a bitstream α ∈ 2ω and a bit a ∈ 2, we have

0:α = X × α = X ⊗ α
1:α = [1] +X × α = [1]⊕X ⊗ α

This means that instantiation can be carried out as a substitution operation,
and leads to the following definition.

3.4.1. Definition. The function inst : Expr → ExprBit is defined inductively
for e1, e2 ∈ Expr and a ∈ Bit as follows:

inst(c)(a) = c, if c ∈ Const,
inst(σ)(0) = X× σ, if σ ∈ Expr2Adic,
inst(σ)(1) = [1] + X× σ, if σ ∈ Expr2Adic,
inst(σ)(0) = X⊗ σ, if σ ∈ ExprMod2,
inst(σ)(1) = [1]⊕ X⊗ σ, if σ ∈ ExprMod2,
inst(neg e1)(a) = neg inst(e1)(a), if neg ∈ {−,	},
inst(e1 op e2)(a) = inst(e1)(a) op inst(e2)(a), if op ∈ {+,×, /,⊕,⊗,�}.

The set IExpr = {inst(e)(a) | e ∈ Expr, a ∈ Bit} will be called the set of
instantiated expressions, and we let IExpr2Adic = IExpr ∩ Expr2Adic and
IExprMod2 = IExpr ∩ ExprMod2. �

Clearly, for all e ∈ Expr2Adic and any a ∈ Bit, we have inst(e, a) ∈
Expr2Adic. Similarly, for e ∈ ExprMod2 and a ∈ Bit, we have inst(e, a) ∈
ExprMod2. Hence inst induces maps inst2adic : Expr2Adic → Expr2AdicBit and
instmod2 : ExprMod2→ ExprMod2Bit.

To carry out step 2 of obtaining a Mealy coalgebra of expressions, we will
define a bitstream automaton structure on IExpr, in other words, we will define
initial value and stream derivatives of instantiated expressions. For the constant
bitstream expressions, it is clear how to do this. To deal with variable expres-
sions, we note that in all instantiated expressions e ∈ IExpr, the variable σ
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occurs only within subexpressions of the form X× σ or X⊗ σ, so given the fact
that for all bitstreams α ∈ 2ω, X × α = X ⊗ α = 0:α, it is now also clear how
to define initial value and derivative of X× σ and X⊗ σ. For the arithmetic op-
erations we simply use their defining stream differential equations in Figure 3.1
(p. 30) and Figure 3.2 (p. 39). However, due to the condition that we can only
divide with bitstreams with initial value 1, some expressions will not have a
well-defined stream behaviour.

3.4.2. Definition. Let xor and & be operation symbols that denote the (se-
mantic) operations of exclusive-or (addition mod-2) and Boolean conjunction
on bits. Let 1 = {?} be the singleton set containing the undefined value ?. The
map 〈h, t〉 : IExpr→ 1 + Bit× Expr is defined in the following table:

e h(e) t(e) condition
[0] 0 [0]
[1] 1 [0]
X0 1 [0]
Xn 0 Xn−1 if n ≥ 1

X× σ 0 σ
X⊗ σ 0 σ

−e1 h(e1) −(t(e1) + [h(e1)])
e1 + e2 h(e1) xorh(e2) t(e1) + (t(e2) + [h(e1) &h(e2)])
e1 × e2 h(e1) &h(e2) t(e1)× e2 + [h(e1)]× t(e2)
e1/e2 h(e1) (t(e1) + (−[h(e1)]× t(e2)))/e2 if h(e1) = 1

	e1 h(e1) 	 t(e1)
e1 ⊕ e2 h(e1) xorh(e2) t(e1)⊕ t(e2)
e1 ⊗ e2 h(e1) &h(e2) t(e1)⊗ e2 ⊕ [h(e1)]⊗ t(e2)
e1 � e2 h(e1) (t(e1)⊕ [h(e1)]⊗ t(e2))� e2 if h(e1) = 1

If the condition for the division operations is not satisfied, or e contains a subex-
pression f for which 〈h(f), t(f)〉 = ?, then 〈h(e), t(e)〉 = ?. �

Again, we note that h and t restrict to maps h2adic : IExpr2Adic→ 1 + Bit
and t2adic : IExpr2Adic→ 1 + Expr2Adic; and similarly for ExprMod2.

A partial Mealy coalgebra structure on Expr is now obtained by composing
instantiation with stream behaviour,

Expr inst // IExprBit
〈h,t〉Bit // (1 + Bit× Expr)Bit

and partial Mealy coalgebra structures on Expr2Adic and ExprMod2 are obtained
by restriction.



48 Chapter 3. Coalgebraic synthesis of Mealy machines

3.4.3. Definition (Mealy coalgebra of expressions). Let the mapping
η2adic : Expr2Adic→ (1+Bit×Expr2Adic)Bit be defined for all e ∈ Expr2Adic
and a ∈ Bit by:

η2adic(e)(a) = 〈h2adic(inst2adic(e)(a)), t2adic(inst2adic(e)(a))〉.

The map ηmod2 : ExprMod2 → (1 + Bit × ExprMod2)Bit is defined for all e ∈
ExprMod2 and a ∈ Bit by:

ηmod2 (e)(a) = 〈hmod2 (instmod2 (e)(a)), tmod2 (instmod2 (e)(a))〉. �

3.4.4. Remark. The partiality of the structures defined above seems undesir-
able. It could be avoided if we restrict Expr2Adic to contain only fractions
e1/e2 where h(e2) = 1. This restriction on the syntax is, however, difficult to
implement. So for now, we accept that not all expressions have a well-defined
Mealy behaviour. �

An expression e ∈ Expr is called a Mealy expression, if the subcoalgebra
〈e〉 generated by e does not contain the undefined value ?. This condition is
equivalent with 〈e〉 being isomorphic to a (total) Mealy coalgebra, and hence
the final map Beh: 〈e〉 → Γ provides e with causal bitstream function seman-
tics. We say that a Mealy expression e is a specification of the causal bitstream
function Beh(e). An expression e ∈ Expr2Adic is called a rational 2-adic func-
tion specification, if e = (d + m × σ)/n where d, m, n ∈ Poly2Adic. Similarly,
e ∈ ExprMod2 is a rational mod-2 function specification, if e = (d⊕m⊗ σ)� n
where d, m, n ∈ PolyMod2. From the definitions of rational 2-adic and mod-2
functions (Definition 3.3.3 and 3.3.16) it should be clear that if e is a rational
2-adic (mod-2) function specification then Beh(e) is a rational 2-adic (mod-2)
function. Conversely, all rational 2-adic (mod-2) functions are the behaviour of
some rational 2-adic (mod-2) function specification.

The bitstream algebras A2adic and Amod2 provide semantics for expressions
from Expr2Adic and ExprMod2 in the obvious way. For a Mealy expression
e ∈ Expr2Adic, we denote by e(α)A2adic the bitstream obtained by evaluating e
in A2adic with α assigned to σ. For two Mealy expressions e1, e2 ∈ Expr2Adic,
we write A2adic |= e1 ≡ e2 if for all α ∈ 2ω: e1(α)A2adic = e2(α)A2adic , and say
that e1 and e2 are algebraically equivalent. Evaluation and equivalence is defined
analogously for Mealy expressions in ExprMod2. Intuitively, it is clear that two
Mealy expressions are algebraically equivalent if and only if they specify the
same bitstream function, i.e., they have the same Mealy behaviour. We denote
behavioural equivalence in Mealy coalgebras by ∼M .

3.4.5. Proposition. For all Mealy expressions e1, e2 ∈ Expr2Adic:

A2adic |= e1 ≡ e2 iff e1 ∼M e2.
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For all Mealy expressions e1, e2 ∈ ExprMod2:

Amod2 |= e1 ≡ e2 iff e1 ∼M e2.

Proof. We only show the case for Expr2Adic. We have defined the structure
η2adic such that for all Mealy expressions e ∈ Expr2Adic, and all α ∈ 2ω:

Beh(e)(α) = e(α)A2adic . (3.13)

This can be verified using stream coinduction. It now follows that:

A2adic |= e1 ≡ e2 iff for all α ∈ 2ω : e1(α)A2adic = e2(α)A2adic

iff for all α ∈ 2ω : Beh(e1)(α) = Beh(e2)(α)
iff Beh(e1) = Beh(e2)
iff e1 ∼M e2. qed

The above proposition may seem trivial, since we have simply defined the
Mealy coalgebra of expressions such that it holds. However, Proposition 3.4.5
is essential for our synthesis algorithm, since it explains and justifies our use of
equational logic and rewriting in deciding equivalence of expressions. This is
the subject of the next subsection.

3.4.6. Example. Consider the 2-adic expression e = X2×σ
[1]+X

. We compute the
transition of e on the bit 1. The instantiation of e with 1, is

inst(e)(1) =
X2 × ([1] +X × σ)

[1] +X
,

and we find that
h(inst(e)(1)) = h(X2) &h([1] + X× σ) = 0& 1 = 0 and

t(inst(e)(1)) = t

(
X2 × ([1] + X× σ)

[1] + X

)

=
t(X2 × ([1] + X× σ))− h(X2 × ([1] + X× σ))× t([1] + X)

[1] + X

=
t(X2)× ([1] + X× σ) + h(X2)× t([1] + X× σ)− [0]× t([1] + X)

[1] + X

=
(X× ([1] + X× σ) + [0]× ([0] + σ + [0]))− [0]× ([0] + [1] + [0])

[1] + X

This expression can be simplified using the identities of the 2-adic bitstream
algebra to yield the equivalent expression X+X2×σ

[1]+X
. The computation of such a

reduced form is explained in the next section. �
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3.4.2 Equivalence of expressions

In order to guarantee termination of our synthesis procedure, and minimality of
the constructed automaton, it is crucial that we can effectively decide whether
two Mealy expressions specify the same function. Proposition 3.4.5 tells us that
this amounts to deciding algebraic equivalence in the relevant bitstream algebra.
In this subsection we describe what is essentially a terminating and confluent
rewrite system for polynomial expressions. Consequently, we obtain a procedure
for deciding equivalence of arbitrary expressions by reduction to rational normal
form. We do not describe the rewrite rules in full detail, since they correspond to
the well-known identities of integral domains together with the identities specific
to each bitstream algebra. We also remark that the reduction to normal form is
not implemented as a pure rewrite system. Some of the syntactic manipulations
are performed using specialised data structures.

Most of the definitions and results of this subsection apply to both Expr2Adic
and ExprMod2, so in order to avoid too many repetitions or analogous state-
ments, we often phrase definitions and results simply for “expressions”. Such
a formulation should be read as two statements, one about Expr2Adic and one
about ExprMod2, with the obvious adaptations. In such “generic” formulations
we use the symbols −,+,×, / in a generic way, but they should be read as the
2-adic operations, respectively the mod-2 operations, as appropriate. We stress
that we use the symbol = to denote syntactic equality on expressions only, hence,
for example, [0] + [1] ∼M [1], but [0] + [1] 6= [1].

Since the two bitstream algebras are integral domains, they satisfy the fol-
lowing properties, known from the rational numbers.

1. For any expression e there are polynomial expressions p and q such that
e ≡ p/q.

2. Let e1 = p1/q1 and e2 = p2/q2 be expressions. We have: e1 ≡ e2 if and
only if p1 × q2 ≡ p2 × q1.

We first show that in step 1, p and q can be effectively computed.

3.4.7. Lemma. There exists a function mkRat: Expr → Expr, which for any
e ∈ Expr returns a fraction of polynomial expressions mkRat(e) = p/q such
that mkRat(e) ≡ e.

Proof. Define mkRat as follows:

mkRat(e) = e
[1] if e ∈ Const ∪ {σ};

mkRat(−e) = −p
q

where p
q

= mkRat(e);

mkRat(e1 + e2) = p1 + p2
q1

where p1
q1

= mkRat(e1),
p2
q2

= mkRat(e2)
and q1 = q2;
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mkRat(e1 + e2) = p1×q2 + p2×q1
q1×q2 where p1

q1
= mkRat(e1),

p2
q2

= mkRat(e2)
and q1 6= q2;

mkRat(e1 × e2) = p1×p2
q1×q2 where p1

q1
= mkRat(e1),

p2
q2

= mkRat(e2);

mkRat(e1
e2

) = p1×q2
q1×p2 where p1

q1
= mkRat(e1),

p2
q2

= mkRat(e2).

qed

We now show that we can reduce polynomial expressions to a unique normal
form. This reduction proceeds in two steps. The first step is common to both
Expr2Adic and ExprMod2 as it uses only the ring identities common to both
bitstream algebras:

3.4.8. Definition (Ring normal form). Let p be a polynomial Expr2Adic-
expression. The ring normal form of p is the expression

c0 × σn0 + (c1 × σn1 + (. . .+ ck × σnk) . . .)

obtained from p by applying the ring identities (i.e., distribute × over +, group
together σ-factors to obtain the constant expressions ci, order on the σ expo-
nents n0, . . . , nk, and associate + to the right). We note here that σn is meant
to be read as the n-fold product of σ with itself. The ring normal form of
polynomial ExprMod2-expressions is defined analogously. �

3.4.9. Example. Let p = ([1] + σ)× (X +−σ). We obtain the ring normal
form of p as follows:

([1] + σ)× (X +−σ) = [1]× X + [1]×−σ + σ ×X + σ ×−σ
= ([1]× X) + ((−[1] + X)× σ + −[1]× (σ × σ))

�

The polynomial normal form is obtained from the ring normal form through
a further reduction of the constant, polynomial coefficients c0, . . . , ck. This
reduction is specific to each data type, and we only describe it informally. The
following definition will be useful when describing this reduction for the 2-adic
case, and also later on in the complexity analysis.

3.4.10. Definition. We define the map val : Poly2Adic→ Z by:

val([0]) = 0, val(−c) = − val(c),
val([1]) = 1, val(c1 + c2) = val(c1) + val(c2),
val(Xn) = 2n, val(c1 × c2) = val(c1) · val(c2). �
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3.4.11. Definition (Constant polynomial normal form). Given a con-
stant polynomial expression c, we define cpnf(c) as follows, depending on the
type of c.

c ∈ CPoly2Adic: If val(c) ≥ 0, then cpnf(c) is the expression which corresponds
to the binary expansion of val(c) (with X playing the role of 2). If val(c) <
0, then cpnf(c) = − cpnf(−c). For example, val(X3 + X2 +−[1]) = 11
and hence cpnf(X3 + X2 +−[1]) = [1] + (X + X3). Similarly, we have that
cpnf(−X3 +−X2 + [1]) = −([1] + (X + X3)). We point out that cpnf(c) is
obtained through a purely symbolic manipulation of expressions which
makes only indirect use of Haskell’s integer arithmetic.

c ∈ CPolyMod2: Any constant, polynomial mod-2 expression c can be rewritten
to a sum of signed powers of X, for example, X2 ⊕ X1 ⊕ X0 ⊕	X3 ⊕ X2,
(by applying distributivity and the ring identity Xn × Xm = Xn+m). Such
an expression is further reduced by applying the identities α ⊕ α = [0]
and 	α = α, and finally ordering on exponents. The resulting normal
form consists of a sum of unique powers Xn ordered ascendingly on n. For
example, cpnf(X2 ⊕ X1 ⊕ X0 ⊕	X3 ⊕ X2) = [1]⊕ (X1 ⊕ X3).

If cpnf(c) = c, then we say c is in (constant, polynomial) normal form. �

3.4.12. Definition (Polynomial normal form). Let p be a polynomial ex-
pression, with ring normal form: c0 × σn0 + (c1 × σn1 + . . .+ ck × σnk). The
polynomial normal form pnf(p) of p is obtained from

cpnf(c0)× σn0 + (cpnf(c1)× σn1 + . . .+ cpnf(ck)× σnk)

by a further reduction using the the ring identities, such that terms of the form
[0]× σni are removed, and terms of the form [1]× σni are reduced to σni .

We say that p is in (polynomial) normal form, if pnf(p) = p. �

3.4.13. Lemma.

1. If c1 and c2 are constant, polynomial expressions (of the same type), then:
c1 ≡ c2 iff cpnf(c1) = cpnf(c2).

2. If p1 and p2 are polynomial expressions (of the same type), then:
p1 ≡ p2 iff pnf(p1) = pnf(p2).

Proof. Item 2 follows from item 1. Item 1 for c1, c2 ∈ CPoly2Adic fol-
lows essentially from the uniqueness of binary expansions. Item 1 for c1, c2 ∈
CPolyMod2 follows from the easy observation that for any c ∈ CPolyMod2,
cpnf(c) satisfies the following condition: len(cpnf(c)) = min{len(c′) | c ∼M c′}.
Such a “minimal” expression must be a sum of unique powers of X, and by or-
dering the sum on the exponents of X, and making ⊕ associate right, we obtain
a unique one, which is cpnf(c). qed
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3.4.14. Definition (Rational normal form). Let e be an expression. The
rational normal form of e, denoted rnf(e), is obtained as follows:

1. Rewrite e into a fraction of polynomial expressions: p/q = mkRat(e).

2. Reduce p and q to polynomial normal form.

We say that e is in rational normal form, if rnf(e) = e. �

We point out that if e = p/q is in rational normal form, the polynomial
expressions p and q are not necessarily coprime. For example, (X2 × σ)/X2 is in
rational normal form.

3.4.15. Example. Consider the 2-adic expression e1 = [1]
[1]+X

+ σ + [1]. After
computing mkRat(e1) = p/q (step 1), and reducing p and q to ring normal
form, we have the expression ([1]+[1]+X)+([1]+X)×σ

[1]+X
. After reducing the constant

coefficients, we obtain the rational normal form: rnf(e2) = X2+([1]+X)×σ
[1]+X

.

Now consider the mod-2 expression e2 = [1]
[1]⊕X ⊕ σ ⊕ [1]. First e2 is rewritten

to the fraction of polynomial expressions in ring normal form ([1]⊕[1]⊕X)⊕([1]⊕X)⊗σ
[1]⊕X .

The coefficients are now reduced to yield the rational normal form: rnf(e2) =
X⊕([1]⊕X)⊗σ

[1]⊕X . �

3.4.16. Proposition. Let e1 = p1/q1 and e2 = p2/q2 be expressions in ratio-
nal normal form with q1 6= [0] and q2 6= [0].

e1 ∼M e2 if and only if pnf(p1 × q2) = pnf(p2 × q1).

Proof. Follows from Proposition 3.4.5, Lemma 3.4.13, and the fact the two
bitstream algebras are integral domains. qed

3.4.3 Algorithm

Our synthesis algorithm is a standard, symbolic fixpoint computation. Starting
from the initial specification e, we compute for each bit a ∈ 2, the transitions
corresponding to input a (using Definition 3.4.3), and iterate this for the deriva-
tives of e until no new transitions are found, i.e., a fixpoint has been reached. In
order to detect the fixpoint, and ensure we only compute each transition once,
we keep track of the new states that are added in each iteration, and to accomo-
date the equivalence check, we reduce all state expressions to rational normal
form. More precisely, during the construction, we maintain sets of the states
and transitions found in previous iterations (Prev and Trans), and a set of the
states that were newly added in the previous iteration (New). Prev and Trans



54 Chapter 3. Coalgebraic synthesis of Mealy machines

are initialised as the empty set and New is initialised as the singleton {rnf(e)},
the rational normal form of the initial specification. At the end of iteration d,
Trans is a set of transitions representing 〈Beh(e)〉 up to depth d. The algorithm
is described in Table 3.1.

input: e.
Prev := ∅;Trans := ∅;New := {rnf(e)};
while New 6= ∅

1. NewTrans := ∅;
2. for each d in New ,

(a) compute transitions d
0|a0−→ d0 and d

1|a1−→ d1;

(b) compute rnf(d0) and rnf(d1);

(c) add d
0|a0−→ rnf(d0) and d

1|a1−→ rnf(d1) to
NewTrans;

3. Prev := Prev ∪New ; New := ∅; UpdNewTrans := ∅;

4. for each d
a|b−→ da ∈ NewTrans,

if da ∼M f for some f ∈ Prev

then: add d
a|b−→ f to UpdNewTrans;

else: add d
a|b−→ da to UpdNewTrans, and add da to

New ;

5. Trans := Trans ∪UpdNewTrans;

6. remove duplicates from New with respect to ∼M ;
end while;
return Trans;

Table 3.1: Algorithm for the construction of a Mealy machine 〈Beh(e)〉 from a
rational specification e.

We note that if the input e has no Mealy behaviour, then the construction
(and our program) will get stuck at some point, and abort, and if e has infinite-
state behaviour, then the process will not terminate. In order to deal with the
latter problem, our program provides the option of specifying the maximum
automaton depth. We illustrate the construction by means of an example.

3.4.17. Example. Let e = X3 × σ. Then e specifies the 2-adic rational function
f(σ) = 8 × σ, and rnf(e) = (X3 × σ)/[1]. For the sake of readability, we will
write expressions in their numeric interpretation. For example, the derivative
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expression (X2 + X3 × σ)/[1] will be denoted 4 + 8σ. The diagram in Figure 3.3
shows the construction of our algorithm from the start specification 8σ. The

1 + 8σ
0|1

��

1|1

��

2 + 8σ
1|0 //

0|0
66lllllllllllll
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8σ

0|0

�� 1|0 // 4 + 8σ
0|0
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1|0
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6 + 8σ
0|0 //

1|0 ((RRRRRRRRRRRRR 3 + 8σ

1|1

OO

0|1

]]

7 + 8σ

0|1

OO

1|1

XX

d = 0 d = 1 d = 2 d = 3

Figure 3.3: Mealy machine constructed from the 2-adic specification e = X3 × σ.

d-values below the diagram indicate the depth of the states in the constructed
Mealy machine. At the start of iteration number d, the states with depth d
will be contained in New . Hence in the example, after iteration 4 New will be
empty, and the algorithm terminates. �

We have implemented our Mealy synthesis algorithm (cf. [54]) in the func-
tional programming language Haskell [116]. Haskell is well suited for the kind of
symbolic manipulation involved in the algorithm. In particular, the implementa-
tion was facilitated by Haskell’s built-in pattern matching functionality and also
its lazy evaluation mechanism, which allows coinductively defined datatypes.

3.5 Complexity

We now analyse the time complexity of the construction of Mealy machines
given in Table 3.1 of Subsection 3.4.3. The main part of the analysis is com-
mon to specifications from both Expr2Adic and ExprMod2. We remark that all
logarithms used in the analysis are of base 2.
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The time complexity of the algorithm can be expressed in the following
quantities:

M : the number of states in the constructed Mealy machine;

R: the time cost of computing and reducing derivatives to rational normal form;

E: the time cost of determining equivalence of two derivative expressions.

We also note that sets can be standardly implemented by lists. We will therefore
include the cost of implementing the set operations as list operations.

3.5.1. Proposition. The synthesis algorithm described in Table 3.1 runs in
time O(RM + EM3).

Proof. We have:

1. During the fixpoint computation, for every state q we compute and reduce
the two derivatives of q exactly once (step 2). This yields a factor M2R.

2. The number of iterations is bounded by M , since at least one new state
must be added in each iteration.

3. In each iteration we incur the following costs from the set operations:

step 4: The lists NewTrans and Prev both have length at most 2M . We
can therefore carry out step 4 in time O(EM2).

step 6: Remove duplicates (with respect to ∼M ) from New. The length of
the list New after step 4 is at most M . Removing duplicates from a
list of length l takes at most l2 number of comparisons. Hence step
6 can be carried out in time O(EM2).

Summing up, we obtain an overall complexity of O(M2R + M(EM2 +
EM2)) ∈ O(RM + EM3). qed

3.5.2. Remark. We would like to relate M,R and E to the input expression e,
but we observe the following.

1. For a constant, polynomial expression c, len(c) and len(cpnf(c)) are in
general unrelated. For example, for n ∈ N, we have len(Xn +−[1]) = 4,
but len(cpnf(Xn +−[1])) = len([1] + X + X2 + . . .+ Xn−1) = 2n − 1. On
the other hand, len([0] + [0] + [0]) = 5, but len(cpnf([0] + [0] + [0])) = 1.
This implies that for arbitrary e ∈ Expr, also len(e) is unrelated with
len(rnf(e)).
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2. Given a specification e in rational normal form, the number of states in the
Mealy machine constructed from e cannot be bounded in terms of len(e).
This is due to expressions of the form Xn having length 1. For example,
for e = Xn/[1], len(e) = 3, but the Mealy machine constructed from e will
have n+ 2 states. �

Although Remark 3.5.2 tells us that we cannot in general relate M , R and
E to the length of the input specification e, we know from the results of sec-
tions 3.3.3 and 3.3.4 that we can bound M in terms of the numeric values and
bitstream degree of the constant, polynomial subexpressions of the rational nor-
mal form of e. These results can also be used to bound the length of the rational
normal form of derivative expressions. In order to reach a bound on R and E
it remains to show a bound on the length of derivative expressions before they
are normalised, and determine the complexity of computing normal forms.

3.5.3. Lemma (Length of derivatives). Let a ∈ Bit.

1. If c ∈ CPolyExpr and cpnf(c) = c, then: len(t(c)) ≤ 2 · len(c).

2. If e ∈ Expr is a rational function specification in rational normal form,
then: len(t(inst(e)(a))) ∈ O(len(e)).

3. If e ∈ Expr is any expression then: len(t(inst(e)(a))) ∈ O(len(e)2).

Proof. Item 1: For c ∈ CPoly2Adic, we first consider the case when val(c) ≥ 0.
Since c is assumed to be in normal form, i.e., cpnf(c) = c, we know that c
consists of k constant, atomic expressions and k − 1 ’+’-symbols, and len(c) =
2k−1. Applying the derivative map t to c will produce 2 extra symbols for each
’+’, hence len(t(c)) = 2(k−1)+2k−1 = 4k−3 ≤ 2·len(c). In the case val(c) < 0,
we have c = −d with d in normal form, and len(c) = 2k. Hence by the previous
case and the definition of t, we get that len(t(c)) = 3+len(t(d)) = 4k ≤ 2·len(c).
For c ∈ CPolyMod2, item 1 can be shown in a similar way.

Item 2: We only prove item 2 for the case e ∈ Expr2Adic and a = 1. The
case for a = 0 and e ∈ ExprMod2 can be shown using similar arguments. We
have:

len(t(ed+em×([1]+X×σ)
en

))

= len(t(ed + em × ([1] + X× σ))) + len(t(en)) + len(en) + 4

= len(t(ed)) + len(t(em × ([1] + X× σ))) + 2+

len(t(en)) + len(en) + 4

= len(t(ed)) + (len(t(em)) + len(([1] + X× σ))+

len(t(([1] + X× σ))) + 4) + len(t(en)) + len(en) + 6
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= len(t(ed)) + len(t(em)) + len(t(en)) + len(en) + 20

(item 1) = 2len(ed) + 2len(em) + 2len(en) + len(en) + 20

≤ 3(len(ed) + len(em) + len(en)) + 20

≤ 3len(e) + 20

= O(len(e)).

Item 3: We merely provide a sketch. For arbitrary expressions e which
may contain several occurrences of × and /, we have for all a ∈ Bit, that
len(inst(e)(a)) ∈ O(len(e)2), since each occurrence of× and / will addO(len(e))
symbols. The number of occurences of × and / is bounded by O(len(e)), hence
the resulting derivative expression will have length O(len(e)2). qed

In order to determine the value R, we must determine the time complexity
of reducing derivative expressions to normal form.

3.5.4. Proposition (Complexity of normalising derivatives).

1. Let p ∈ PolyExpr be a polynomial expression. Computing pnf(p) can be
done in time 2O(len(p)).

2. Let e ∈ Expr be a rational function specification in rational normal form,
and a ∈ Bit. Computing rnf(t(inst(e)(a))) can be done in time 2O(len(e)).

3. Let e ∈ Expr be an arbitrary Mealy expression, and a ∈ Bit. Computing
rnf(t(inst(e)(a))) can be done in time 2O(len(e)2).

Proof. Item 1: The time complexity of computing the polynomial normal form
pnf(p) of a polynomial expression p is in the worst case exponential in len(p)
due to the duplication of subexpressions when applying the distributive law
(e.g. p× (q + r) = p× q + p× r). All other manipulations in the computation
of pnf(p) are polynomial in the length of the expression they are applied to.
Hence the overall complexity will be 2O(len(e)).

Item 2: When e is already in rational normal form, it follows from Defini-
tion 3.4.2 that t(inst(e)(a)) = p/q is a fraction with with p and q polynomial.
Hence the rational normal form of t(inst(e)(a)) can be obtained by simply re-
ducing p and q to polynomial normal form. From Lemma 3.5.3(2) we have that
len(t(inst(e)(a))) ∈ O(len(e)), Hence len(p) and len(q) are both of the order
O(len(e)). Consequently, due to item 1, computing the rational normal form of
t(inst(e)(a)) can be done in time 2O(len(e)).

Item 3: The case for arbitrary expressions is shown similarly to the previous
item for rational function specifications, but now we apply Lemma 3.5.3(3),
which yields a time complexity of 2O(len(e)2). qed
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Deciding equivalence of two arbitrary expressions in rational normal form,
p1/q1 and p2/q2 amounts to checking syntactic equality of pnf(p1 × q2) and
pnf(p2 × q1). In order to analyse the time complexity of this decision method,
we need to determine len(pnf(p× q)) given that p and q are already in normal
form.

3.5.5. Lemma (Length of polynomial products).

1. If c, d ∈ CPolyExpr are in normal form, then:
len(cpnf(c× d)) ≤ len(c) · len(d).

2. If p, q ∈ PolyExpr are in polynomial normal form, then:
len(pnf(p× q)) = O(len(p)3/2 · len(q)3/2).

Proof. Item 1: Immediate from the shape of normal forms for constant, poly-
nomial expressions. For example,

len(cpnf(([1] + X)× ([1] + X2 + X4))) = len([1] + X + X2 + X3 + X4 + X5)
= 11 ≤ 3 · 5
= len([1] + X) · len([1] + X2 + X4)

Item 2: Suppose p and q have the following forms:

p = c1 × σn1 + (c2 × σn2 + . . .+ ck × σnk)

q = d1 × σm1 + (d2 × σm2 + . . .+ dl × σml)

for 0 ≤ n1 < n2 . . . < nk and 0 ≤ m1 < m2 . . . < ml. We note that in the above,
an expression c× σ0 should be read as c.

We obtain pnf(p× q) by first applying distributivity. This yields a sum of
kl terms of the form cni × dmj × σni+mj . The polynomial normal form of p× q is
now obtained from this distributive form by grouping together terms which have
the same σ-exponent, and reducing the resulting sum of coefficients to normal
form. However, pnf(p× q) could also be computed by first normalising all coef-
ficients, (use notation: fi,j = cpnf(cni × dmj)) and repeating the following pro-
cess: for any two terms fi,j×σni+mj and fi′,j′×σni′+mj′ where ni + mj = ni′ + mj′ ,
replace them with the term cpnf(fi,j + fi′,j′)×σni+mj . There are finitely many
terms, so this process will surely terminate. Moreover, we observe that such a
replacement decreases the length of the total expression, since:

len(cpnf(fi,j + fi′,j′)×σni+mj)

≤ len(cpnf(fi,j + fi′,j′)) + (ni +mj) + 1

≤ len(fi,j) + len(fi′,j′) + (ni +mj) + 1

≤ len(fi,j) + len(fi′,j′) + 2 · (ni +mj) + 4

= len(fi,j×σni+mj + fi′,j′×σni′+mj′ )
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This implies that the length of pnf(p× q) is at most the length of the distributive
form with normalised coefficients, i.e.

len(pnf(p× q)) ≤ Σk
i=1Σ

l
j=1len(fi,j × σni+mj)

≤(item 1) Σk
i=1Σ

l
j=1len(ci) · len(dj) + ni +mj + 1.

Let lp = len(p) and lq = len(q). We then have len(ci), ni ≤ lp and len(dj),
mj ≤ lq. As p is in polynomial normal form, lp is greater than or equal to the
number of occurrences of σ plus the number of occurrences of +, that is,

lp ≥ Σk
i=1ni + (k − 1)

≥ Σk
i=1i + (k − 1)

= 1
2(k2 + k) + (k − 1) = 1

2k
2 + 3

2k − 1

≥ 1
2k

2 for all k ≥ 1.

Hence k ≤
√

2lp. Similarly, we find that l ≤
√

2lq. We now conclude that

len(pnf(p× q)) ≤ kl · (lp · lq + lp + lq + 1)

≤
√

2lp ·
√

2lq · (lp · lq + lp + lq + 1)

= O(lp3/2 · lq3/2). qed

3.5.6. Proposition (Complexity of deciding equivalence).

1. Let e1, e2 ∈ Expr be in rational normal form (and of the same type).
Deciding e1 ∼M e2 can be done in time 2O(len(e1)+len(e2)).

2. Let e, e1, e2 ∈ Expr be in rational normal form (and of the same type), and
assume that e is a rational function specification, and e1, e2 are derivative
expressions of e. Deciding e1 ∼M e2 can be done in time O(len(e1) +
len(e2)).

Proof. Item 1: Assume expressions e1 = p1/q1 and e2 = p2/q2 are in rational
normal form. Both p1 × q2 and p2 × q1 have length O(len(e1) + len(e2)), hence
by Proposition 3.5.4(1), computing pnf(p1 × q2) and pnf(p2 × q1) can be done in
time 2O(len(e1)+len(e2)). From Lemma 3.5.5(2) we have that len(pnf(p1 × q2)) ∈
O(len(p1)3/2 · len(q2)3/2) ∈ O(len(e1)3/2 · len(e2)3/2). Similarly, we find that
len(pnf(p2 × q1)) ∈ O(len(e1)3/2 · len(e2)3/2). Checking syntactic equality of
expressions is linear in the length of the expressions, hence checking equivalence
of e1 and e2 has time complexity: 2O(len(e1)+len(e2)) +O(len(e1)3/2 · len(e2)3/2) ∈
2O(len(e1)+len(e2)).

Item 2: If e is a rational function specification, then rnf(e) = p/q where
q is a constant, polynomial expression. Hence by the definition of the Mealy
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structure on Expr (cf. Definition 3.4.2 and Definition 3.4.3), the rational normal
form of any two derivative expressions e1 and e2 have the shape rnf(e1) = p1/q
and rnf(e2) = p2/q, i.e., they all have the same constant denominator q. To
determine equivalence of such rational normal form expressions, there is no need
to compute and compare pnf(p1 × q) and pnf(p2 × q), since p1/q ∼M p2/q if
and only if p1 = p2. This latter syntactic comparison can be done in time
O(len(p1) + len(p2)) ∈ O(len(e1) + len(e2)). qed

3.5.7. Remark. For arbitrary e1 = p1/q1 and e2 = p2/q2 in rational normal
form, checking equality of numerators is not sound. In our program, we have
therefore chosen to check both p1 = p2 and q1 = q2, which clearly still has linear
time complexity. When deciding equivalence of derivatives of rational function
specifications, this check is both sound and complete. Our program uses by de-
fault the exponential time check which is sound and complete for all expressions.
The optimised, linear equivalence check must be enabled by the user (see end
of subsection 3.4.3). �

We are now almost ready to state and prove the time complexity of our
synthesis algorithm for rational 2-adic and mod-2 specifications. The length of
expressions is useful for the analysis of the symbolic computations carried out
by our program, but the complexity of an algorithm is usually formulated in
terms of the amount of memory (e.g. bits) needed to represent the input e. We
denote this size measure by spc(e).

3.5.8. Definition. Let k ∈ N be such that we can encode the arithmetic op-
eration symbols and the expressions [0], [1], X, σ with k bits. Hence k ≥ 2. We
define spc: Expr→ N as follows.

spc(c) = k if c ∈ {[0], [1], σ},
spc(Xn) = k + log(n),
spc(neg e) = k + spc(e) if neg ∈ {−,	},
spc(e1 op e2) = k + spc(e1) + spc(e2) if op ∈ {+,×, /,⊕,⊗,�}. �

We will use the results on the size of minimal realisations from subsections
3.3.3 and 3.3.4. The upper bound on the automaton size for rational 2-adic
functions (Theorem 3.3.10) is formulated in terms of the numeric interpretation
of 2-adic functions, and the analogous result for rational mod-2 functions (The-
orem 3.3.21) is formulated in terms of bitstream degree. In the next lemma we
relate these quantities to len and spc of constant, polynomial expression.

First we introduce some notation. Given an integer z ∈ Z, we write ez
for the unique constant, polynomial 2-adic expression in normal form which
satisfies val(ez) = z and cpnf(ez) = ez. Moreover, for any constant, polynomial



62 Chapter 3. Coalgebraic synthesis of Mealy machines

expression c we write Beh(c) not only for the constant bitstream function fc
specified by c, but also for the bitstream behaviour of c.

We now show how len(c) and spc(c) for a constant, polynomial expression
c are related to the numeric value or bitstream degree of Beh(c).

3.5.9. Lemma.

1. For all c ∈ CPoly2Adic in normal form:

(a) len(c) ≤ 2 · log(| val(c)|) + 2, if val(c) 6= 0, and

(b) | val(c)| ≤ 22spc(c)
.

2. For all c ∈ CPolyMod2 in normal form:

(a) len(c) ≤ 2 ·#(Beh(c))− 1, and

(b) #(Beh(c)) ≤ 2spc(c), if #(Beh(c)) ≥ 2.

Proof. Item (1.a): An expression c ∈ CPoly2Adic in normal form which max-
imises len(c) with respect to | val(c)| has the form c = −([1] + X + X2 + . . .+ Xn)
for some n ∈ N. For such a c, we have: | val(c)| = 2n+1 − 1 and len(c) =
2(n+ 1) ≤ 2 · (log(| val(c)|) + 1).

Item (1.b): On the other hand, a constant, polynomial c ∈ Expr2Adic in
normal form for which | val(c)| is maximal with respect to spc(c) is of the form
Xn. In this case, log(n) ≤ spc(c) which implies log(| val(c)|) = n ≤ 2spc(c), and
hence | val(c)| ≤ 22spc(c)

.
Item (2.a): A constant, polynomial mod-2 expression c in normal form which

maximises len(c) with respect to #(Beh(c)) has the form c = [1]⊕ X⊕ . . .⊕ Xn

for n = #(Beh(c)) − 2, and we find that: len(c) = len([1] ⊕ X ⊕ . . . ⊕ Xn) =
2n+ 1 = 2(n+ 1)− 3 = 2 ·#(Beh(c))− 3.

Item (2.b): Similarly, #(Beh(c)) is maximal with respect to spc(c) if c ∈
Const. If c is [0] or [1], then #(Beh(c)) ≤ 2 ≤ 2k. If c = Xn for n ≥ 1, then

#(Beh(Xn)) = n+ 2 ≤ 2k · n = 2k+log(n) = 2spc(Xn). qed

We can now state and prove the time complexity of the Mealy machine
construction from rational 2-adic specifications.

3.5.10. Theorem. Let e = ed+em×σ
en

be a rational 2-adic function specification
in rational normal form. The synthesis algorithm from Table 3.1 constructs a
minimal realisation of Beh(e) in time O(Kc) for K = |d|+ |m|+ |n| and some
c ≥ 4, or in terms of input size, in time 2O(2spc(e)).
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Proof. From Theorem 3.3.10, we have that: M ≤ |d|+ |m|+ |n| = K. Using
Lemma 3.5.9(1a), we find that

len(e) = len(ed) + len(em) + len(en) + 4

≤ 2 · (log(|d|) + log(|m|) + log(|n|)) + 10

≤ 6 · log(K) + 10.

From Lemma 3.3.6 and Definition 3.4.3 it follows that any derivative of e has ra-
tional normal form ew = edw+em×σ

en
, where |dw| ≤ K. Hence by Lemma 3.5.9(1a),

len(ew) = len(edw) + len(em) + len(en) + 4

≤ 2 · (log(K) + log(|m|) + log(|n|)) + 10

≤ 6 · log(K) + 10.

From Proposition 3.5.4(2) it now follows that we can compute and reduce to ra-
tional normal form any derivative of e in time 2O(log(K)). That is, R ∈ 2O(log(K)),
which means there exists a cR ≥ 1 such that R ≤ 2cR log(K) for sufficiently
large K. Similarly, from Proposition 3.5.6(2), we find that comparing nor-
malised derivatives costs E ∈ O(log(K)), i.e., there exists a cE ≥ 1 such that
E ≤ cE · log(K) for sufficiently large K. Hence by Proposition 3.5.1, the overall
complexity of the construction for e is

O(MR+ EM3) = O(K · 2cR log(K) + cE · log(K) ·K3)

= O(K1+cR + cE · log(K) ·K3)

∈ O(Kc) for some c ≥ 4.

Finally, it follows from Lemma 3.5.9(1b) that

K = |d|+ |m|+ |n| ≤ 22spc(ed)
+ 22spc(em)

+ 22spc(en) ≤ 3 · 22spc(e)
,

and hence Kc ∈ 2O(2spc(e)) for any c ≥ 4. qed

Finally, we give the time complexity for our Mealy synthesis algorithm for
rational mod-2 specifications.

3.5.11. Theorem. Let e = d ⊕ q⊗σ
r

be a rational mod-2 function specification
in rational normal form. The synthesis algorithm from Table 3.1 constructs a
minimal realisation of Beh(e) in time 2O(K) where

K = max{#(Beh(d)),#(Beh(q)),#(Beh(r))},

or alternatively, in terms of input size, in time 2O(2spc(e)).
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Proof. From Theorem 3.3.21, we have that: M ≤ 1 + 2K−1. We now have,
using Lemma 3.5.9(2a):

len(e) = len(d) + len(q) + len(r) + 4

≤ 2 · (#(Beh(d)) + #(Beh(q)) + #(Beh(r)))− 5

≤ 6K − 5

For K > 1, it follows from Lemma 3.3.19 that the rational normal form of any
derivative of e is of the form ew = dw+q×σ

r
, where #(Beh(dw)) ≤ K−1. Hence by

Lemma 3.5.9(2a), len(dw) ≤ 2(K− 1)− 3 = 2K− 5, and we have for all w ∈ 2+:

len(ew) = len(dw) + len(q) + len(r) + 4

≤ (2K − 5) + (2K − 3) + (2K − 3) + 4

= 6K − 7.

From Proposition 3.5.4(2) it now follows that we can compute and reduce to
rational normal form any derivative of e in time 2O(K). That is, R ∈ 2O(K),
which means there exists a cR ≥ 1 such that R ≤ 2cR·K for sufficiently large
K. Similarly, from Proposition 3.5.6(2), we find that comparing normalised
derivatives costs E ∈ O(K), i.e., there exists a cE ≥ 1 such that E ≤ cE ·K for
sufficiently large K. Hence by Proposition 3.5.1, the overall complexity of the
construction for e is

O(MR+ EM3) = O((1 + 2K) · 2cR·K + cE ·K · (1 + 2K)3)

∈ O(2(1+cR)·K + 23K)

∈ 2O(K).

To prove the doubly-exponential bound in spc(e), it suffices to show that K ≤
2spc(e). We have from Lemma 3.5.9(2b) that #(Beh(d)) ≤ 2spc(d) ≤ 2spc(e).
Similarly, for q and r. It follows that, K ≤ 2spc(e), qed

3.5.12. Remark. The upper bounds of Theorems 3.5.10 and 3.5.11 are doubly-
exponential in spc(e) due to our O(log(n))-size representation of Xn. If we had
chosen not to include powers of X as atomic expressions, we would have a length
function slen for which slen(Xn) = 2n− 1, and we have:

1. | val(c)| ≤ 2slen(c) for all c ∈ CPoly2Adic.

2. #(Beh(c)) ≤ slen(c) for all c ∈ CPolyMod2.

This would lead to a time complexity of 2O(slen(e)) for rational 2-adic and mod-2
specifications e in normal form, but only under the assumption that the length
of derivatives and computing polynomial normal forms would be of the same
complexity as with our O(log(n))-size representation of Xn. The amount of
memory space needed to represent an expression e would now be O(slen(e)). �
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3.6 Conclusion

Building on [132, 55], we have shown how to construct a minimal Mealy realisa-
tion from a rational specification in 2-adic or mod-2 bitstream arithmetic. The
construction is an example of what we call coalgebraic synthesis, since it is based
on the idea of defining a coalgebraic structure on the set of specifications, and
constructing realisations by computing subcoalgebras. The correctness of our
Mealy machine construction is clear from the coalgebraic modelling of Mealy
machines and the coinductive definition of the bitstream operations. Based on
experiments using our implementation of the synthesis algorithm, we were able
to conjecture and prove upper bounds on the size of the constructed automaton
in terms of the parameters of the specification.

The relationship between 2-adic numbers and digital circuits has been inves-
tigated by Vuillemin [157, 156, 155]. In [155], Vuillemin shows how to construct
from a 2-adic function specification a synchronous decision diagram, a type of
structure which relates to causal bitstream functions and sequential circuits,
roughly as binary decision diagrams relate to Boolean functions and combi-
national circuits. This construction is also based on the notion of derivative,
but the resulting structure is closer to an actual circuit than a Mealy machine.
Vuillemin [155] does not report on the complexity of the construction.

Closely related to the work presented in this chapter, is the coalgebraic
synthesis of Mealy machines from logic specifications by Bonsangue, Rutten &
Silva [27]. Here, Mealy machines are specified in a modal language extended
with a single fixpoint operator. This language is expressive, meaning that every
finite Mealy machine can be specified by a formula, and conversely, every (con-
sistent) formula is realisable. However, the constructed Mealy machine is not
necessarily minimal. The results from [27] have been generalised to coalgebras
for Kripke polynomial functors in [28]. We point out that in [27, 28] the spec-
ification language is derived from the functor, and its expressions are therefore
in close correspondence with the semantic structure. The bitstream languages
of this chapter are more high-level, and most likely not useful for specifying
non-arithmetic circuit behaviours such as n-bit registers and queues, although
we do not exclude that it is possible to do so.

Synthesis of Mealy (or Moore) type automata from logic specifications has a
long history [38, 31, 117, 149, 64, 79]. The main idea here is that a logic formula ϕ
(in e.g. monadic second order logic or linear time temporal logic) specifies a re-
lation Rϕ between input and output streams, and from ϕ one can construct an
automaton Aϕ which accepts Mealy behaviours f which satisfy ϕ, meaning that
for all input streams σ, Rϕ(σ, f(σ)) holds. The actual construction is carried out
as a constructive nonemptiness test of Aϕ. This automata-theoretic approach to
synthesis differs from coalgebraic synthesis in the following ways: (i) A monadic
second order formula ϕ defines a relational requirement which may have several
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Mealy behaviours as a solution, whereas a specification e in coalgebraic syn-
thesis corresponds to at most one Mealy behaviour, namely Beh(e). (ii) The
automaton Aϕ described above has the property that the finite-state require-
ment is built in: If Aϕ accepts some Mealy coalgebra, then it accepts one with
finitely many states, and such a solution is constructed during the nonempti-
ness test. In coalgebraic synthesis, in general, and for our arithmetic bitstream
expressions in particular, we need to know that a specification has a finite re-
alisation before we start our construction, since otherwise the construction will
not terminate. (iii) The automaton constructions and transformations carried
out during automata-theoretic synthesis are of a considerable (conceptual and
computational) complexity, whereas the coalgebraic construction of Mealy ma-
chines by computing derivatives is direct and conceptually simple. In coalgebraic
Mealy synthesis, the complexity arises from the need to decide equivalence of
expressions.

An interesting combination of synthesis using derivatives and automata-
based techniques is given by Redziejowski in [121] where deterministic ω-auto-
mata are constructed using derivatives of ω-regular expressions. This construc-
tion, however, is not a straightforward generalisation of Brzozowski’s algorithm,
and it involves techniques similar to those used in the determinisation of Büchi
automata [134]. It would be interesting to find out how Redziejowski’s con-
struction relates to coalgebraic synthesis. Coalgebraic synthesis of ω-automata
presupposes a coalgebraic modelling of ω-automata. Even for the class of de-
terministic Büchi automata such a coalgebraic modelling seems not to exist,
at least not over the category of sets and functions. We base this claim on
the observation that there exist equivalent deterministic Büchi automata with
a minimal number of states, but without any intuitive notion of bisimulation
linking them. Finally we mention that Mealy synthesis is also carried out in the
settings of learning [105] and neural networks [144].

In general, the most challenging part of coalgebraic synthesis seems to be the
need for efficient equational reasoning over the chosen specification language. In
fact, the ACI-equivalence check used in Brzozowski’s method is by some con-
sidered too inefficient to be practical. Various techniques have been developed
to avoid this problem in the construction of DFA’s from regular expressions.
We give a brief overview, since the ideas behind these techniques could per-
haps be generalised and help make coalgebraic synthesis more efficient. Berry
& Sethi [22] combine the elegance of Brzozowski’s method with the efficiency
of an earlier construction by McNaughton & Yamada [95]. Berry & Sethi prove
as their main theorem that if e is a regular expression in which all letters are
unique, then all derivatives of e are unique up to ACI-equivalence. Hence Brzo-
zowski’s algorithm can be carried out on e without the need for the expensive
ACI-equivalence check. In their improved algorithm, starting from a regular
expression e, all letter occurrences in e are subscripted to yield an e′ in which
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all letters are unique. Then the fast version of Brzozowski’s construction is car-
ried out on e′. Removing the letter subscripts from the resulting automaton A′,
yields a nondeterministic automaton A which accepts the language denoted by
e. The final step is to determinise A using the subset construction. Antimirov [9]
improves on the efficiency of Brzozowski’s method by introducing partial deriva-
tives of regular expressions which give rise to a direct construction of nondeter-
ministic finite automata from regular expressions. Subsequently, Champarnaud
& Ziadi [33] have combined Antimirov’s construction with the method of Berry
& Sethi [22] by defining canonical derivatives of regular expressions, leading to
yet another improvement in complexity.

Another way of characterising minimal realisations of regular languages,
which seems closely related to coalgebraic synthesis, is found in the work by
Gehrke et al. [45]. The authors consider the Boolean algebra Reg(A) of regular
languages over A extended with the operations of left and right residuals of lan-
guages, \ and / , and show that it is dual to the topological space of profinite
words over A extended with product. Given a regular language L ∈ Reg(A),
the subalgebra generated by {L} in (Reg(A∗), \, /) has as its dual space the
syntactic ordered monoid of L, and hence it corresponds directly to a mini-
mal deterministic automaton accepting L. We would like to understand better
the connection between the work in [45] and the coalgebraic view on regular
languages (cf. Subsection 2.4.2).

We conclude by mentioning that bialgebras could play an important role in
coalgebraic synthesis. Informally stated, a bialgebra consists of an algebra and
a coalgebra on the same carrier set which satisfy certain compatibility require-
ments. The combination of algebraic and coalgebraic structure on the set of
specifications is central to coalgebraic synthesis. It would be good to under-
stand the exact role played by bialgebras in coalgebraic synthesis, and whether
results on bialgebras are useful for proving properties of coalgebraic synthesis.
For regular expressions and deterministic automata these questions have been
addressed by Jacobs [70].





Chapter 4

Coalgebraising subsequential transducers

4.1 Introduction

Subsequential transducers generalise classic deterministic automata as well as
Mealy [96] and Moore [101] type state machines. They can be described as input
deterministic automata which produce output words on transitions and termi-
nal output at accepting states. The input/output behaviour of a subsequential
transducer is the partial word function it computes, and whose domain consists
of the words accepted by the underlying automaton. This combination of lan-
guage recognition and transduction makes subsequential transducers useful in
areas such as lexical analysis, coding theory, and more recently, in speech and
language processing (cf. [98, 99]).

Schützenberger [139] introduced subsequential transducers as a generalisa-
tion of sequential transducers by adding the features of non-accepting states and
terminal output. At this time, the theory of sequential transducers and their
behaviours was already well developed as witnessed by Eilenberg [41]. Sub-
sequential transducers have been studied, in particular, by Choffrut [36, 37]
who showed that subsequential transducers can be minimised via a normali-
sation construction; that any partial word function is computed by a minimal
subsequential transducer (possibly with infinitely many states); and that the
Ginsburg-Rose characterisation theorem for sequential functions can be gener-
alised to the subsequential case. Other results on subsequential transducers may
be found in [17, 18, 29].

In the abovementioned work, subsequential transducers have been studied
from the algebraic perspective on automata. The aim of this chapter is to place
subsequential transducers in a coalgebraic framework, and to gain a deeper un-
derstanding of existing notions and constructions on subsequential transducers
by investigating whether they are instances of more general mathematical (or
coalgebraic) concepts. Deterministic automata and Mealy/Moore machines are
by now well-known examples of automata which can be modelled as coalgebras,
(see the Introduction and Chapter 3). The starting point of our investigation
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is whether this coalgebraic modelling can be generalised to the class of subse-
quential transducers.

This chapter has three main parts. In the first part (Section 4.3), we give the
formal definition of subsequential transducers, subsequential structures, their
morphisms and behaviour. Next, we investigate the relationship between various
subcategories of subsequential transducers and structures. We will see that
the classes of coaccessible, normalised and minimal subsequential structures
form a sequence of nested, full, reflective subcategories of the category of all
subsequential structures. Each move to a reflective subcategory can be seen as
a step towards an optimal representation. These results give a clear break-down
of the essential steps of minimisation and parallel known results for deterministic
automata (cf. [3, 5]).

In the second part (Section 4.4), we turn to the coalgebraic modelling. We
will see that, although subsequential structures as objects have the type of
coalgebras for a functor S , they cannot properly be regarded as coalgebras, in
general, since the associated notion of S -coalgebra morphism is too strict with
respect to the intended word function semantics. However, we will show that
in the subcategory NSubseq of normalised subsequential structures, subsequen-
tial morphisms and S -coalgebra morphisms coincide, hence NSubseq is a full
subcategory of Coalg(S ). This result is the basis for our slogan that normali-
sation is coalgebraisation. We also show that NSubseq has a final object, which
must then also be final among all subsequential structures, since NSubseq is
reflective. Choffrut’s [37] results on the existence and properties of minimal
subsequential transducers can be derived from the existence of this final ob-
ject. The coalgebraic modelling of normalised structures also entails that in
NSubseq, state behaviour coincides with S -bisimilarity, and we describe how
to adapt the minimisation algorithm for finite deterministic automata to finite
normalised structures. Finally, we show that the subclasses of sequential and
(partial) Mealy structures each are a category of coalgebras for some subfunctor
of S and show that their final objects are substructures of the final normalised
structure.

In the third part (section 4.5), we present an alternative coalgebraic mod-
elling for subsequential transducers in which all states are final. We call such
subsequential transducers (and their underlying structures) step-by-step. This
coalgebraic representation is obtained by a structural transformation which cor-
responds with taking the differential of the behaviour. These so-called differen-
tial representations can be seen as sequential transducers which produce output
in the free group B(∗) rather than the free monoid B∗, and they can be mod-
elled as coalgebras for a functor S0

(∗). We can thus say that taking differentials
is also a form of coalgebraisation. Moreover, like normalisation, taking diffe-
rentials is functorial and a reflector. The practical interest of this coalgebraic
characterisation is that it provides us with an alternative method for deciding
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equivalence of step-by-step transducers which does not require normalisation.
This method consists in computing state equivalence in the differential repre-
sentation, and we compare it with the normalise-minimise approach at the end
of the section. We also show that the minimal differential representation is the
differential representation of the minimal, normalised representation.

The main contributions of this chapter are: (1) The classification of vari-
ous subclasses of subsequential structures and transducers in terms of reflective
subcategories and their coalgebraic or non-coalgebraic nature. In particular,
the observation that normalisation and taking differentials are reflectors to cat-
egories of coalgebras. (2) A detailed description of the minimisation algorithms
for normalised structures and differential representations. (3) A new approach
for deciding equivalence of step-by-step transducers, which due to its local na-
ture may be an efficient alternative to the existing method which requires a
global normalisation procedure.

4.2 Preliminaries

4.2.1 Words, streams and functions.

Let X and Y be sets. A (partial) function from X to Y is denoted by f : X 99K
Y . We will write f : X → Y when f is a total function from X to Y . The
domain and range of f : X 99K Y are denoted dom(f) and rng(f), respectively.
As is standard, we can view a partial function f : X 99K Y as a total function
f : X → Y ∪ {?}, where ? is the undefined value, by letting f(x) = ? for all
x 6∈ dom(f). We will use the notation 1 = {?} and write 1 + Y instead of
{?}∪Y . For a function f : X 99K Y , and subsets C ⊆ X and D ⊆ Y , the direct
f -image of C is denoted f(C) = {f(x) ∈ Y | x ∈ C}, the inverse f -image of D
is f−1(D) = {x ∈ X | f(x) ∈ D}, and the restriction of f to C is f�C .

The free monoid over a set X is the monoid (X∗, ε, � ) where X∗ is the set
of all (finite) words over X, ε is the empty word, and u �w, or simply uw,
denotes the concatenation of two words u,w ∈ X∗. For all u,w ∈ X∗, we write
u � w if u is a prefix of w, i.e., there exists a v ∈ X∗ such that w = uv. The
length of a word w is denoted by |w| and we define |?| = 1. If f, g : X → B∗,
then f � g : X → B∗ is the function defined by (f � g)(x) = f(x) � g(x). The
free group over X is denoted by X(∗), and the formal inverse of x ∈ X is
written x. For w ∈ X∗, the inverse of w = x1x2 . . . xk is w = xk . . . x2 x1,
and ε = ε. We will apply concatenation and inverse to obtain prefixes and
suffixes of words: If w = uv ∈ X∗, then u �w = v and w � v = u. In the case
u is not a prefix of w ∈ X∗, then u �w is read as an element of X(∗). For
example, aab � ab = b � a � a � ab = ab � b. A subset T ⊆ X∗ is called prefix-closed
if whenever u � w and w ∈ T then u ∈ T . A partial function f : X∗ 99K Y ∗ is
prefix-preserving if dom(f) is prefix-closed, and for all u,w ∈ dom(f), if u � w
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then f(u) � f(w). For a set S ⊆ X∗ of words, we denote by lcp(S) the longest
common prefix of words in S with the convention that lcp(∅) is undefined.

4.2.2 Reflective subcategories

We now recall the definition and some facts of reflective subcategories (see e.g. [2,
3, 91]). Let C be a subcategory of D, and D an object in D. A C-reflection
arrow for D is a D-morphism rD : D → CD to some C-object CD which has the
following universal property. For any C ′ ∈ C and any D-morphism f : D → C ′

there is a unique C-morphism f ′ : CD → C ′ such that f = f ′ ◦ rD. That is, the
following diagram commutes.

D
rD //

f   B
BB

BB
BB

B CD

∃!f ′
���
�
�

C ′

The subcategory C of D is reflective in D if every D-object has a C-reflection ar-
row. As an example, we mention that in the category of deterministic automata
(DA), the subcategory of minimal DA’s is reflective (see [5, Chapter VI.1] and
also [3, Example, 4.17]). More generally, for any Set-functor F , minimal F -
coalgebras are reflective in Coalg(F ) (cf. [50]).

An equivalent formulation of reflective subcategory is the following. A sub-
category C of D is reflective in D if the embedding functor E : C → D has a left
adjoint R : D → C. This left adjoint R is called a reflector. Once a choice of
reflection arrow has been made, the functor R can be defined by R(D) = CD,
and for f : D1 → D2, R(f) is the C-arrow determined by the following diagram:

D1

f

��

rD1 // R(D1)

R(f)
��

D2

rD2 // R(D2)

Consequently, if C is reflective in D, then a final object C in C is also final in D,
due to the bijection of Hom-sets: D(D,C) ∼= C(R(D), C). Namely, the unique
morphism hR(D) : R(D) → C corresponds to a unique morphism hD : D → C.
Finally, we will use that reflectors compose, hence, if A is a reflective subcategory
of B, and B is a reflective subcategory of C, then A is a reflective subcategory
of C. These last two facts follow from more general results on adjoints. For
example, if the embedding functor E : C → D has a left adjoint, it is itself a
right adjoint. Now since right adjoints preserve limits, and final objects are
limits, it follows that a final object in C is also final in D.
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4.3 Subsequential structures and transducers

In this section we first review the basic definitions of subsequential transducers
(cf. [36, 37]), and define subsequential structures and their morphisms. Next,
we describe the subclasses of coaccessible, normalised and minimal subsequen-
tial structures. In particular, we characterise their morphisms and show that
they form a sequence of nested, reflective subcategories in the category of all
subsequential structures.

4.3.1 Basic definitions

Throughout this chapter, we assume we are given two (possibly infinite) sets
A and B, which we refer to as the input and output alphabet, respectively. A
subsequential transducer can be seen as a deterministic automaton (DA) which
for every accepted input word from A∗ produces an output word in B∗. This
output is generated by outputting words on transitions as well as a terminal
output word associated with final states. Moreover, the subsequential transducer
may be equipped with an initial prefix which is a word that will be prefixed to
the output generated from processing the input. Note that if the input word
leads to a non-accepting state, then the output will be considered undefined.
One should imagine that the machine starts with writing the initial prefix to
some internal buffer, and as it reacts to the input, it concatenates the output
from the transitions it has taken to the buffer word. When the end marker of
the input word is encountered the machine checks whether it is in an accepting
state; if yes, then it concatenates the terminal output of the current state to the
buffer word, and outputs the result; otherwise it outputs the undefined value.

We mention that the initial prefix is needed in order to normalise subsequen-
tial transducers (see Subsection 4.3.3), but it does not add any expressivity, since
a nontrivial prefix can always be “pushed into” the transducer by prefixing it
to the output on all transitions leaving the initial state.

The input structure is assumed deterministic, but not total, that is, for
each state and each input letter there is at most one transition available. For
mathematical reasons, we allow the set of states to be empty, in which case the
initial state and initial prefix are considered undefined.

4.3.1. Definition. A subsequential structure is a 4-tuple S = (Q, o, d, r) where
Q is a set of states, o : Q→ (A 99K B∗) is an output function, d : Q→ (A 99K Q)
is a next-state function and r : Q 99K B∗ is a terminal output function. We
require that for all q ∈ Q, dom(o(q)) = dom(d(q)) =: supp(q), called the support
of q. The set of final (or accepting) states of S is F := dom(r). If q 6∈ F then
q called an internal state. The underlying deterministic automaton of S is the
structure (Q, d, F ). If A,B and Q are finite sets, then S is finite.



74 Chapter 4. Coalgebraising subsequential transducers

A subsequential transducer is a 6-tuple T = (Q, o, d, r, i,m) where (Q, o, d, r)
is a subsequential structure, and if Q 6= ∅, i ∈ Q is the initial state, and m ∈ B∗

is the initial prefix. In case Q = ∅, i and m are considered undefined, and T is
called the empty transducer. �

The usual notion of path in subsequential structures applies. A path is called
final if it ends in a final state, and a state q is coaccessible if there exists a final
path starting in q. The set of coaccessible states of a subsequential structure S
(or transducer T) will be denoted by Coacc(S) (respectively, Coacc(T)). In a
subsequential transducer a final path is successful if it starts in the initial state,
and a state q is accessible (or reachable) if there is a path from the initial state
to q. The set of accessible states of a subsequential transducer T are denoted
by Acc(T). A subsequential transducer is called trimmed, if all its states are
accessible and coaccessible.

Let S = (Q, o, d, r) be a subsequential structure and q ∈ Q a state. We
extend the output and next-state functions at q to maps o(q) : A∗ 99K B∗ and
d(q) : A∗ 99K Q in the following standard manner. For q ∈ Q, a ∈ A and w ∈ A∗,
we define

d(q)(ε) = q, d(q)(wa) = d(d(q)(w))(a),
o(q)(ε) = ε, o(q)(wa) = o(q)(w) � o(d(q)(w))(a).

with the proviso that the left-side is defined only if the right-side is. The set of
words accepted from q in the underlying DA (Q, d, F ) is denoted by L(q), i.e.,
L(q) = {w ∈ A∗ | d(q)(w) ∈ F}.

A subsequential transducer T computes a partial word function by its trans-
formation of input words to output words. Similarly, given a subsequential
structure S and a state q in S, we can consider the partial word function com-
puted by S when starting in q.

4.3.2. Definition. Given a subsequential structure S = (Q, o, d, r) and a state
q ∈ Q, the behaviour of q (in S) is the partial function [[q]]S : A∗ 99K B∗ defined
for all w ∈ L(q) by:

[[q]]S(w) = o(q)(w) � r(d(q)(w)). (4.1)

Given two subsequential structures S and S′, two states q in S and q′ in S′ are
equivalent if [[q]]S = [[q′]]S′ .

The behaviour of a subsequential transducer T = (S, i,m) is the partial
function [[T]] : A∗ 99K B∗ defined for all w ∈ L(i) by:

[[T]](w) = m � [[i]]S(w). (4.2)

We say that T computes [[T]], and two subsequential transducers T1 and T2 are
equivalent if [[T1]] = [[T2]]. A function f : A∗ 99K B∗ is called subsequential, if f
is the behaviour of a finite subsequential transducer. �
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For notational simplicity we sometimes leave out the subscript from [[q]]S
when S is clear from the context, or we use some appropriate indexing, for
example, [[q]]1 instead of [[q]]S1

, etc.

4.3.3. Example. Consider the subsequential transducers T1 and T2 depicted
below. The initial state is marked by an incoming, sourceless arrow labelled with
the initial prefix; a transition from a state q to a state q′ on input letter a with
output w is illustrated as an arrow from q to q′ with label a|w; and final states
are marked with an outgoing double-arrow labelled with the terminal output.

T1 :
ε
��

q2

a|b
##
q1

a|a

cc
b|a // q3

ε

KS T2 :
a
��

s2

a|ε
##
s1

a|ba

cc
b|ε // s3

ε

KS

It is easy to see that T1 and T2 compute the same partial function f : {a, b}∗ 99K
{a, b}, where dom(f) = {(aa)kb | k ∈ ω}, and for all k ∈ ω, f((aa)kb) = (ab)ka.
Hence T1 and T2 are equivalent. �

The notion of morphism between trimmed subsequential transducers was in-
troduced by Choffrut [37]. However, it applies also to subsequential transducers
and structures in general, and in fact, under the assumption of coaccessibility,
it can be somewhat simplified as we will see in subsection 4.3.2. Our current
definition of subsequential morphisms is a slight variation on Choffrut’s. See
Remark 4.3.11 at the end of this subsection for more details on how the two
relate to each other. Furthermore, we remark that our current definition dif-
fers from the one given earlier in [53], which turns out to be the correct notion
for coaccessible structures, but not for subsequential structures in general, cf.
subsection 4.3.2.

The below definition of subsequential morphisms may seem complicated at
first sight, so we first try to give some intuitions. A morphism of subsequential
transducers is a state mapping α which preserves behaviour. In order to guar-
antee the behaviours of q and α(q) have the same domains, it suffices to require
that α respects the structure of the underlying DA’s, when restricting to coac-
cessible states. In Example 4.3.3 above, the underlying DA’s are isomorphic,
and intuitively we would like the underlying DA-isomorphism to be a morphism
from T1 to T2, since T2 is just like T1 except that, internally, T2 produces its
output a bit faster than T1. Choffrut’s observation in [36] was that, in gen-
eral, it is possible to systematically shift some of the output letters “upstream”
without changing the input-output behaviour. The definition of subsequential
morphism essentially requires the existence of an output shift that makes the
two subsequential transducers produce their output in a synchronised manner.
We now give the formal definition.
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4.3.4. Definition. Let S1 = (Q1, o1, d1, r1) and S2 = (Q2, o2, d2, r2) be two
subsequential structures. A function α : Q1 99K Q2 is a subsequential morphism
from S1 to S2 (notation: α : S1 99K S2), if there exists a function β : Q1 → B∗

such that the following conditions are satisfied for all q ∈ Q1:

(next) ∀a ∈ A : α(d1(q)(a)) = d2(α(q))(a),

(out) ∀a ∈ A : if q, d1(q)(a) ∈ dom(α)
then β(q) � o2(α(q))(a) = o1(q)(a) �β(d1(q)(a)),

(acc) α−1(F2) = F1,

(term-out) ∀q ∈ F1 : β(q) � r2(α(q)) = r1(q).

We will use the notation (α, β) : S1 99K S2 to say that α is a subsequential
morphism from S1 to S2 with witnessing function β.

Given two subsequential transducers T1 = (S1, i1,m1) and T2 = (S2, i2,m2),
a subsequential morphism (α, β) : S1 99K S2 is a subsequential (transducer) mor-
phism from T1 to T2, if whenever T1 and T2 are not empty, α and β satisfy:

(init) α(i1) = i2,

(ε-in) m2 = m1 �β(i1). �

Note that in Definition 4.3.4, the condition (next) should be read with a bit
of care, due to the next-state function and α being partial maps. For example,
if a 6∈ supp(α(q)), then (next) implies that either a 6∈ supp(q) or d1(q)(a) 6∈
dom(α). On the other hand, if a ∈ supp(α(q)), then a ∈ supp(q).

4.3.5. Example. We can now easily verify that in Example 4.3.3 the map
α(qj) = sj , j ∈ {1, 2, 3}, is a subsequential morphism from T1 to T2 by tak-
ing β(q1) = a, β(q2) = ba and β(q3) = ε. For example, to see that the (out)
condition holds, we have

β(q1) � o2(s1)(a) = a � ba = a � ba = o1(q1)(a) �β(q2)
β(q2) � o2(s2)(a) = ba � ε = b � a = o1(q2)(a) �β(q1)
β(q1) � o2(s1)(b) = a � ε = a � ε = o1(q1)(b) �β(q3) �

We allow a subsequential morphism α to be partial in order to be able to
ignore parts of the automaton structure which do not contribute to the be-
haviour. This is the reason why the condition (out) is restricted to states in
dom(α). The following lemma states that only states without behaviour may be
ignored. Consequently, the empty map can only be a subsequential morphism
if no states are coaccessible.

4.3.6. Lemma. Let S1 and S2 be subsequential structures. If α : S1 99K S2 is a
subsequential morphism, then Coacc(S1) ⊆ dom(α).
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Proof. Let S1 = (Q1, o1, d1, r1) and S2 = (Q2, o2, d2, r2), and assume α : S1 99K
S2. By definition, q ∈ Coacc(S1) iff there exists a w ∈ A∗ such that d1(q)(w) ∈
F1. We show by induction on the length of w that for all q ∈ Q1, d1(q)(w) ∈ F1

implies q ∈ dom(α). Base case: If d1(q)(ε) = q ∈ F1, then by (acc) we have
α(q) ∈ F2, hence q ∈ dom(α). Induction step: Let w = av for a ∈ A and v ∈ A∗,
and assume d1(q)(av) ∈ F1. Since d1(q)(av) = d1(d1(q)(a))(v) ∈ F1, by applying
the induction hypothesis to d1(q)(a) and v, we have d1(q)(a) ∈ dom(α). Now it
follows from (next) that d2(α(q))(a) is defined, hence, in particular, q ∈ dom(α).

qed

4.3.7. Example. Consider the following two variations on the subsequential
transducers of Example 4.3.3.

T′1 :
ε
��

q4 q2

a|b
""b|aoo q1

a|a

bb
b|a // q3

ε

KS T′2 :
a
��

s4 s2

a|ε
""b|boo s1

a|ba

bb
b|ε // s3

ε

KS

It can easily be confirmed that the map α given in Example 4.3.5 is also a
subsequential morphism from T′1 to T′2 by defining β in q4 to be any value.
The states q4 and s4 are not coaccessible, and hence do not contribute to the
behaviour of T′1 and T′2. In the next subsection (Lemma 4.3.13), we will see
that if (α, β) is a subsequential morphism, then β is uniquely defined on all
coaccessible states. In this example, this implies that q4 cannot be in the domain
of any subsequential morphism from T′1 to T′2, since there is no value for β(q4) ∈
B∗ which would satisfy the (out) condition. �

As we mentioned already, a subsequential morphism α respects the underly-
ing (partial) DA-structure. This implies that α preserves input language equiv-
alence, i.e., domains of behaviours. The proof is standard, but we include it for
completeness’ sake.

4.3.8. Lemma. If S1 = (Q1, o1, d1, r1) and S2 = (Q2, o2, d2, r2) are subsequen-
tial structures and α : S1 99K S2 a subsequential morphism, then for all q ∈
dom(α) : L(q) = L(α(q)). In particular, q ∈ Coacc(S1) iff α(q) ∈ Coacc(S2).

Proof. We prove by induction on the length of w ∈ A∗ that for all q ∈ dom(α):
d1(q)(w) ∈ F1 iff d2(α(q))(w) ∈ F2. The base case follows from (acc). Now
assume w = av for a ∈ A and v ∈ A∗. We have:

d1(q)(av) ∈ F1 ⇐⇒ d1(d1(q)(a))(v) ∈ F1
(IH)⇐⇒ d2(α(d1(q)(a)))(v) ∈ F2

(next)⇐⇒ d2(d2(α(q))(a))(v) ∈ F2

⇐⇒ d2(α(q))(av) ∈ F2.
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The last part of the lemma follows from the fact that q ∈ Coacc(S1) iff L(q) 6= ∅,
similarly for α(q). qed

Subsequential morphisms preserve the behaviour of subsequential transduc-
ers, but not necessarily the behaviour of states, i.e., (α, β) : S1 99K S2 does not
imply that for all q in dom(α), [[q]]1 = [[α(q)]]2. This is, for example, the case
in Example 4.3.3. Instead, given a subsequential morphism (α, β), the state
behaviour of α(q) can be obtained from the state behaviour of q by explicit
mention of β(q).

4.3.9. Proposition. Let T = (S1, i1,m1) and T2 = (S2, i2,m2) be subsequen-
tial transducers. We have:

1. If (α, β) : S1 99K S2, then for all q ∈ dom(α) : [[q]]1 = β(q) � [[α(q)]]2.

2. If α : T1 99K T2, then [[T1]] = [[T2]].

Proof. Item (1): Let S1 = (Q1, o1, d1, r1), S2 = (Q2, o2, d2, r2) and assume
that (α, β) : S1 99K S2. From Lemma 4.3.8 it follows immediately that for all
q ∈ dom(α), dom([[q]]1) = dom([[α(q)]]2), hence, in particular, [[q]]1 is the empty
map if and only if [[α(q)]]2 is the empty map. We prove by induction on the
length of w ∈ dom([[q]]1) that [[q]]1(w) = β(q) � [[α(q)]]2(w). Base case:

[[q]]1(ε) = r1(q)
(term-out)

= β(q) � r2(α(q)) = β(q) � [[α(q)]]2.

Induction step: Let w = av ∈ dom([[q]]1) where a ∈ A and v ∈ A∗. Note that
this implies that q and d(q)(a) are in dom(α). We have:

[[q]]1(av) = o1(q)(a) � [[d1(q)(a)]]1(v)
(IH)
= o1(q)(a) �β(d1(q)(a)) � [[α(d1(q)(a))]]2(v)

(out)
= β(q) � o2(α(q))(a) � [[α(d1(q)(a))]]2(v)

(next)
= β(q) � o2(α(q))(a) � [[d2(α(q))(a)]]2(v)

= β(q) � [[α(q)]](av).

Item (2): Let T1 = (S1, i1,m2), T2 = (S2, i2,m2) and (α, β) : T1 99K T2 be
a subsequential transducer morphism. By definition, for w ∈ A∗: [[T1]](w) =
m1 � [[i1]]1(w). From item (1) and (init), we get [[T1]](w) = m1 �β(i1) � [[i2]]2(w),
and finally from (ε-in), [[T1]](w) = m2 � [[i2]]2(w) = [[T2]](w). qed

Subsequential morphisms can be composed as described in the following
lemma (the straightforward proof is omitted).

4.3.10. Lemma. If (α1, β1) : S1 99K S2, and (α2, β2) : S2 99K S3, are subsequen-
tial morphisms, then (α2 ◦ α1, β1 � (β2 ◦ α1)) : S1 99K S3.
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For a subsequential structure S = (Q, o, d, r), we define the identity mor-
phism idS on S to be the identity map idQ on the state set Q. It is eas-
ily seen that idQ is a subsequential morphism from S to S by taking β = ε
(the constant function equal to ε everywhere). Hence subsequential structures
and subsequential morphisms form a category Subseq. Similarly, for a sub-
sequential transducer T with state set Q, the identity morphism on T is de-
fined as idT := idQ, and subsequential transducers and subsequential trans-
ducer morphisms form a category SubseqTra. Note that although subsequential
morphisms allow a non-trivial output shift β, an isomorphism in Subseq is a
subsequential morphism (α, β) : S1 99K S2 for which α is a bijection between
the state sets and β �Coacc(S1)= ε. To see this, suppose S1 = (Q1, o1, d1, r1),
S2 = (Q2, o2, d2, r2), (α1, β1) : S1 99K S2 and (α2, β2) : S2 99K S1 such that
α2 ◦ α1 = idS1 and α1 ◦ α2 = idS2 . Clearly, α1 : Q1 → Q2 is a bijection.
From condition (term-out) we get that for all q ∈ F1: β1(q) = r1(q) � r2(α1(q))
and β2(α1(q)) = r2(α1(q)) � r1(q). This means that β1(q) = β2(α(q)). Since
β1 and β2 take values in B∗, we must have that β1(q) = β2(α1(q)) = ε for
all q ∈ F1. We can extend this argument to show that for all q ∈ Coacc(S1),
β1(q) = β2(α1(q)) = ε by induction on the distance of a state q to F1 (as in the
proof of Lemma 4.3.8) and condition (out).

4.3.11. Remark. Definition 4.3.4 is adapted from Choffrut [37] who defines
morphisms of trimmed subsequential transducers. We remark the following:

(i) Choffrut allows β to take values in B∗ ∪B∗, where B∗ = {w | w ∈ B∗} ⊆
B(∗). This slightly more general definition allows morphisms to exist from T1

to T2, also if T2 sometimes produces its output slower than T1. We find this
an unnecessary generalisation, since it is not needed to prove the existence of a
minimal subsequential transducer (cf. Definition 4.3.28 and Corollary 4.4.8).

(ii) We note that Choffrut also defines a subsequential morphism as a partial
map α, however, since all states in a trimmed subsequential transducer are
coaccessible, it follows from conditions (acc) and (next) (cf. Lemma 4.3.6) that
α must in fact be a total function. �

More results on subsequential transducers and subsequential functions can
be found in [18, 23, 29, 36, 37, 122], including methods of determinisation (Béal
& Carton [18]), and a characterisation of subsequential functions (Choffrut [36])
which generalises the Ginsburg-Rose theorem for sequential functions.

4.3.2 Coaccessible structures and trimmed transducers

We call a subsequential structure (or transducer) coaccessible, if all its states
are coaccessible. We denote by CSubseq the full subcategory of Subseq con-
sisting of coaccessible subsequential structures; similarly, CSubseqTra is the full
subcategory of SubseqTra consisting of coaccessible subsequential transducers.
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It is well-known that given a finite (partial) deterministic automaton, one
can obtain the coaccessible part by computing the states that are backwards
reachable from the final states, and the same, of course, holds for subsequen-
tial structures, since coaccessibility is a property defined with respect to the
underlying DA.

4.3.12. Definition (Coaccessible part). Let S = (Q, o, d, r) be a subse-
quential structure. We define the coaccessible part of S as C (S) := (Q′, o′, d′, r)
where Q′ = Coacc(S) and o′ and d′ are the restrictions of o and d to Q′, i.e., for
all q ∈ Q′ and a ∈ A, o′(q)(a) = o(q)(a) and d′(q)(a) = d(q)(a), if d(q)(a) ∈ Q′,
otherwise o′(q)(a) and d′(q)(a) are undefined. �

In the previous subsection, we observed in Lemma 4.3.6 that a subsequential
morphism must be defined on all coaccessible states, hence the morphisms in
CSubseq are total maps. We now show that Definition 4.3.4 ensures that the
witnessing output shift function β is uniquely defined on coaccessible states.

4.3.13. Lemma. Let S1 = (Q1, o1, d1, r1) and S2 = (Q2, o2, d2, r2) be subsequen-
tial structures and α : S1 99K S2 a subsequential morphism. If β : Q1 → B∗ and
β′ : Q1 → B∗ are both witnessing functions for α, then β�Coacc(S1)= β′�Coacc(S1).

Proof. Let q ∈ Coacc(S1). Then there exists some w ∈ A∗ such that
d1(q)(w) ∈ F1 and w is of minimal length. We show by induction on the length
of w that β(q) = β′(q). If w = ε, then β(q) = β′(q) follows from (term-out).
In the case w = av for v ∈ A∗ and a ∈ A, we have that d1(q)(a) is also coac-
cessible, and v is a word of minimal length labelling a final path starting in
qa = d1(q)(a), hence by induction hypothesis (IH) and (out) it now follows that

β(q)
(out)
= o1(q)(a) �β(qa) � o2(α(q))(a)

(IH)
= o1(q)(a) �β′(qa) � o2(α(q))(a)

(out)
= β′(q). qed

In the next proposition, we characterise the subsequential morphisms be-
tween coaccessible structures.

4.3.14. Proposition. Let S1 = (Q1, o1, d1, r1) and S2 = (Q2, o2, d2, r2) be
coaccessible subsequential structures. A function α : Q1 99K Q2 is a subsequential
morphism from S1 to S2, if and only if dom(α) = Q1 and there exists a function
β : Q1 → B∗ such that the following conditions are satisfied for all q ∈ Q1:

(supp) supp(q) = supp(α(q)),

(next)C ∀a ∈ supp(q) : α(d1(q)(a)) = d2(α(q))(a),

(out)C ∀a ∈ supp(q) : β(q) � o2(α(q))(a) = o1(q)(a) �β(d1(q)(a)),

(acc) α−1(F2) = F1,

(term-out) ∀q ∈ F1 : β(q) � r2(α(q)) = r1(q).
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Proof. If α satisfies the conditions, α is clearly a subsequential morphism.
Conversely, if α is a subsequential morphism, then it follows from Lemma 4.3.6
that α is total, and when α is total, condition (next) ensures that supp(q) =
supp(α(q)) for all q ∈ Q1, and the output and next-state conditions need to be
checked exactly for input letters in the support. qed

We will use the notation α : S1 → S2 rather than α : S1 99K S2, when S1 is
coaccessible, in order to emphasise that α is a total map.

4.3.15. Example. Consider the subsequential structures S1 and S′1 underlying
T1 from Example 4.3.3 and T′1 from Example 4.3.7, as illustrated below.

S′1 :

q4 q2
b|aoo

a|b
""
q1

a|a

bb
b|a // q3

ε

KS S1 :

q2

a|b
##
q1

a|a

cc
b|a // q3

ε

KS

Clearly, S1 = C (S′1), and it is easy to see that (idCoacc(S′1), ε) : S′1 99K S1 in
Subseq. �

The morphism in the example above is, in fact, a reflection arrow, and we now
show that coaccessible structures form a reflective subcategory of Subseq. This
result confirms that our definition of subsequential morphisms is the correct
one. It is also an argument for saying that the right way of thinking about
subsequential structures is in terms of their coaccessible part. We will see in the
next subsection that this statement can be sharpened by considering normalised
subsequential structures.

4.3.16. Theorem. Let S be a subsequential structure. We have:

(idCoacc(S), ε) : S 99K C (S) is a CSubseq-reflection arrow for S.

It follows that CSubseq is a reflective subcategory of Subseq, and the map C is
a functor C : Subseq → CSubseq by defining C (α) = α�Coacc(S) for α : S1 99K S2.

Proof. Let S be a subsequential structure. It is straightforward to check that
the map idCoacc(S) is a subsequential morphism from S to C (S). It remains to
show that idCoacc(S) has the desired universal property, that is, for any subse-
quential morphism (α, β) : S 99K S′ in Subseq where S′ is in CSubseq, there is a
unique morphism α′ : C (S) → S′ in CSubseq such that α = α′ ◦ idCoacc(S). We
claim that α′ = α with witnessing function β′ = β�Coacc(S) as illustrated in the
following diagram.

S

(α,β)
&&NNNNNNNNNNNNNN

(idCoacc(S),ε) // C (S)

(α,β�Coacc(S))

���
�
�

S′
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To prove our claim, we just have to note that by Lemmas 4.3.6 and 4.3.8 and
the assumption that S′ is coaccessible, it follows that dom(α) = Coacc(S), hence
α = α�Coacc(S)= α ◦ idCoacc(S), and α is clearly unique. It is also easy to see that
β′ = β�Coacc(S) witnesses the fact that α : C (S) → S′ is a morphism. Moreover,
β′ is unique due to Lemma 4.3.13. qed

Subsequential transducers are often assumed to be trimmed (cf. [37]), and
we now look closer at the operations involved in trimming a transducer. First
we note that for subsequential transducers, taking the coaccessible part is not
always a well-defined operation. The reason is that given a subsequential trans-
ducer in which the initial state is not coaccessible and the set of final states is
not empty, restricting to the coacessible part of the underlying structure will
result in an object where the initial state is not an element of the non-empty
state set. Such objects are not subsequential transducers by our definition. Still,
the category CSubseqTra is well-defined, only C is not a functor from SubseqTra
to CSubseqTra. Before we can take the coaccessible part, we must first make T
accessible.

4.3.17. Definition (Accessible part). Let T = (Q, o, d, r, i,m) be a subse-
quential transducer. We define A(T) = (Acc(T), o′, d′, r′, i,m) where o′, d′ and
r′ are the restrictions of o, d and r to Acc(T). A(T) is called the accessible part
of T, and T is called accessible if T = A(T). If T = (S, i,m) is accessible, then
we define C (T) = (C (S), i,m) with i and m undefined if Coacc(S) = ∅. �

A(T) is clearly a subsequential transducer, and for a finite subsequential
transducer T, Acc(T) can be effectively computed as the states that are reach-
able from the initial state. It is now also clear that given an arbitrary subse-
quential transducer T, C (A(T)) is trimmed. Let ASubseqTra and TSubseqTra
denote the full subcategories of SubseqTra consisting of accessible and trimmed
subsequential transducers, respectively.

The notions of accessibility and coaccessibility are properties of the under-
lying deterministic automaton, and the following proposition is therefore easily
adapted to a statement about (partial) deterministic automata.

4.3.18. Proposition. We have:

1. For all T ∈ SubseqTra, idAcc(T) : A(T) 99K T is a subsequential morphism.

2. For all T ∈ ASubseqTra, idCoacc(T) : T 99K C (T) is a TSubseqTra-reflection
arrow.

Proof. We only provide a sketch. For item (1), let T = (Q, o, d, r, i,m)
and A(T) = (Acc(T), o′, d′, r′, i,m). To see that idAcc(T) satisfies (next), let
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q ∈ Acc(T) and a ∈ A. We then have idAcc(T)(d′(q)(a)) = ? iff a /∈ supp(q)
iff d(idAcc(T)(q))(a) = ?, since q is accessible. Condition (acc) holds since
F ′ := dom(r′) = F ∩ Acc(T) = id−1

Acc(T)(F ). The other conditions from Def-
inition 4.3.4 are checked as easily. Item (2) can be proved along the same lines
as Theorem 4.3.16. qed

Since behaviour is invariant under subsequential transducer morphisms, we
have an easy corollary.

4.3.19. Corollary. For any subsequential transducer T, C (A(T)) is equiva-
lent with T.

In fact, it is also possible to show that for any subsequential transducer T,
idAcc(T) : A(T) 99K T is an ASubseqTra-coreflection arrow for T. A coreflection
arrow is the dual notion of a reflection arrow. Hence trimming a transducer can
be seen as a composition of a coreflection with a reflection. We leave it to the
interested reader to verify this claim, since it will not play any role in the rest
of the chapter.

4.3.3 Normalised subsequential structures

As we have seen in the previous subsection, considering coaccessible subsequen-
tial structures allows us to work with morphisms as total maps and unique
witnessing functions. Still, in spite of this conceptual simplification, checking
whether a morphism exists between two coaccessible structures, or whether two
subsequential transducers are equivalent, is complicated by checking for the ex-
istence of a witnessing output shift function β. In this subsection, we will see
that this problem is eliminated by considering normalised subsequential struc-
tures and transducers. Informally stated, a normalised subsequential transducer
produces its output at maximal speed. Consequently, morphisms between nor-
malised subsequential transducers can only have β = ε as witnessing function.

The definition of normalised subsequential transducers goes back to Chof-
frut [36] who showed that any finite subsequential transducer can be trans-
formed into an equivalent normalised one. Here we formulate Choffrut’s results
for coaccessible subsequential structures, and we show that normalised subse-
quential structures and transducers form reflective subcategories of CSubseq and
CSubseqTra, respectively.

4.3.20. Definition. Let S = (Q, o, d, r) be a coaccessible subsequential struc-
ture, and q ∈ Q. We define a function β̂S : Q→ B∗ by

β̂S(q) = lcp({o(q)(w) � r(d(q)(w)) | w ∈ L(q)}). (4.3)
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That is, β̂S(q) is the longest common prefix over all output words on final paths
starting in q. A state q ∈ Q is normalised if β̂S(q) = ε. A subsequential structure
S is normalised, if all states in S are normalised, and a subsequential transducer
T is normalised if its underlying subsequential structure is normalised. �

If T = (S, i,m), then will use the notation β̂T = β̂S, or we may leave out the
subscript altogether if no confusion can arise. Let NSubseq be the full subcate-
gory of CSubseq (and Subseq) consisting of normalised subsequential structures
and subsequential morphisms. Similarly, NSubseqTra is the full subcategory of
CSubseqTra consisting of normalised subsequential transducers.

The meaning of β̂ can be explained informally as follows. Suppose a subse-
quential transducer T is processing an input word w = vu, and after reading v,
the output produced so far is x ∈ A∗ and the current state is q. Now β̂(q)
gives us the longest word which will be output by T in the remainder of the
computation, no matter what u is (assuming w ∈ dom([[T]])). But this means
that the output of β̂(q) is unnecessarily delayed while waiting for T to read the
next input letter. Normalising a subsequential transducer consists in changing
the output functions such that there is no delayed output anywhere.

4.3.21. Definition. Let T = (Q, o, d, r, i,m) be a coaccessible subsequential
transducer. The normalisation of T is the subsequential transducer N (T) =
(Q, o′, d, r′, i,m′) where for all q ∈ Q, and all a ∈ A:

m′ = m � β̂(i), o′(q)(a) = β̂(q) � o(q)(a) � β̂(d(q)(a)), r′(q) = β̂(q) � r(q)
(4.4)

Similarly, if S = (Q, o, d, r) is a subsequential structure, then the normalisation
of S is N (S) = (Q, o′, d, r′), where o′ and r′ are defined as in (4.4). �

Note that in Definition 4.3.21, o′(q)(a) and r′(q) are in B∗ for all states q
and a ∈ A, since β̂(q) is a prefix of both o(q)(a) � β̂(d(q)(a)) and r(q).

Before we characterise subsequential morphisms between normalised struc-
tures, we note that from Proposition 4.3.9 it follows that for any subsequential
morphism (α, β) : S1 → S2 in CSubseq, and all states q in S1:

β̂1(q) = β(q) � β̂2(α(q)). (4.5)

From (4.5) it follows immediately that:

4.3.22. Lemma. Let (α, β) : S1 → S2 be a CSubseq-morphism.

1. If S2 is normalised, then β = β̂1.

2. If S1 and S2 are normalised, then β = ε.
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We can now prove that subsequential morphisms between normalised struc-
tures are very much like morphisms between deterministic automata or Mealy
machines.

4.3.23. Proposition. Let S1 = (Q1, o1, d1, r1) and S2 = (Q2, o2, d2, r2) be nor-
malised subsequential structures. A function α : Q1 → Q2 is a subsequential
morphism if and only if (α, ε) : S1 → S2, i.e., for all q ∈ Q1:

(supp) supp(q) = supp(α(q)),

(next)C ∀a ∈ supp(q) : α(d1(q)(a)) = d2(α(q))(a),

(out)N ∀a ∈ supp(q) : o1(q)(a) = o2(α(q))(a),

(acc) α−1(F2) = F1,

(term-out)N ∀q ∈ dom(r1) : r1(q) = r2(α(q)).

Let T1 = (S1, i1,m1) and T2 = (S2, i2,m2) be normalised subsequential trans-
ducers. A subsequential morphism α : S1 → S2 is a subsequential transducer
morphism α : T1 → T2 if and only if whenever T1 and T2 are not empty

(init) α(i1) = i2, and
(ε-in)N m2 = m1.

Proof. First consider the characterisation of subsequential morphisms between
normalised structures. If α : S1 → S2, then by Lemma 4.3.22(2) the (unique)
witnessing function is β = ε. The other direction is clear. The characterisation
of morphisms between normalised transducers follows easily from the result for
structures. qed

An easy consequence of Lemma 4.3.22 is that subsequential morphisms be-
tween normalised structures preserve state behaviour.

4.3.24. Proposition. If α : S1 → S2 is a subsequential morphism in NSubseq,
then for all states q in S1: [[q]]1 = [[α(q)]]2.

Proof. From Proposition 4.3.9, we have for all q in S1 that [[q]]1 = β(q) � [[α(q)]]2.
Since S2 is normalised, it follows from Lemma 4.3.22(2) that β(q) = ε, hence
[[q]]1 = [[α(q)]]2. qed

We now show that normalisation is a reflector. This result takes the argu-
ment from the previous subsection for coaccessible structures and transducers
a step further, so that we now can say that the right way of thinking about
subsequential structures and transducers is in terms of their normalisation.
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4.3.25. Theorem. Let S be a coaccessible subsequential structure and T =
(S, i,m) a coaccessible subsequential transducer. We have:

1. (idS, β̂S) : S 99K N (S) is an NSubseq-reflection arrow for S.

2. (idT, β̂T) : T 99K N (T) is an NSubseqTra-reflection arrow for T.

It follows that NSubseq is a reflective subcategory of CSubseq, and NSubseqTra
is a reflective subcategory of CSubseqTra. Moreover, the map N is a func-
tor N : CSubseq → NSubseq and N : CSubseqTra → NSubseqTra by defining
N (α) = α for a subsequential morphism α in CSubseq or CSubseqTra .

Proof. Item (1): Let S be an object in CSubseq. It is straightforward to check
that (idS, β̂S) : S → N (S) is a subsequential morphism by using the character-
isation of morphisms in CSubseq (Proposition 4.3.14) and the definition of N (S)
(Definition 4.3.21). Now it is also easy to see that
for any normalised S′ ∈ NSubseq and any CSubseq-
morphism (α, β) : S → S′, the unique NSubseq-
morphism α′ : N (S) → S′ such that α′ ◦ idS = α
is just α′ = α. From Lemma 4.3.22(2) it follows that
the witnessing function β′ for α : N (S) → S′ is just
β′ = ε, and that the diagram on the right commutes.

S
(idS,β̂S) //

(α,β)
''NNNNNNNNNNNNNNN N (S)

(α,ε)
���
�
�

S′

Item (2): Let T = (S, i,m, ) be in CSubseqTra. The map idT : T → N (T)
is a subsequential morphism more or less by definition of N (T). Now sup-
pose (α, β) : T → T′ is a subsequential morphism for some T′ = (S′, i′,m′) in
NSubseqTra. It follows that, in particular, (α, β) : S → S′, hence from item (1),
we have that (α, ε) : N (S) → S′ is the unique subsequential morphism such
that α = α ◦ idS. Again, α is a transducer morphism from N (T) to T′, since
from (init) we get m′ = m �β(i), and using Lemma 4.3.22(1), m′ = m � β̂S(i),
hence N (T) and T′ have the same prefix. The uniqueness of α follows from the
uniqueness of α on the underying structures. qed

4.3.26. Corollary. For all T in CSubseqTra, we have: [[T]] = [[N (T)]].

Proof. Follows from Theorem 4.3.25(2), and the fact that subsequential mor-
phisms preserve transducer behaviour. qed

Choffrut surveys in [37] a number of different algorithms for computing β̂.
One of these algorithms is by Béal & Carton [17] who report that for a normalised
S, β̂ can be computed in time O((‖β̂‖+1)M), where ‖β̂‖ is the maximal length
of β̂(q) for all states q in S, and M is the number of transitions in S.
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4.3.4 Minimal subsequential transducers

A subsequential structure S is called minimal, if S is normalised and no two
states in S are equivalent. Similarly, a subsequential transducer is minimal if its
underlying structure is minimal. Choffrut showed in [37] that for any function
f : A∗ 99K B∗, there exists a minimal (but possibly infinite) subsequential trans-
ducer Tf with behaviour f such that for all trimmed subsequential transducers
T which also compute f , there is a unique subsequential morphism α : T → Tf .
This result strongly suggests the existence of a final normalised subsequential
structure, and in the next section we will prove that indeed the existence and
properties of Tf follow from finality, (Corollary 4.4.8). For now we just give the
definition of Tf which is based on the notion of maximal output and derivative
(also called the residual) of word functions.

4.3.27. Definition. Let f : A∗ 99K B∗ and w ∈ A∗. The maximal output of f
on input w is given by

f [w] := lcp(f(wA∗)) = lcp({f(wu) | wu ∈ dom(f)}).

The (word function) derivative of f with respect to w is the partial function
f ·w : A∗ 99K B∗ defined for all u ∈ A∗ by

(f ·w)(u) :=
{
f [w] � f(wu) if wu ∈ dom(f)
? otherwise �

4.3.28. Definition. For f : A∗ 99K B∗ define the subsequential transducer
Tf = (Q, o, d, r, i,m) by taking:

Q = {f ·w | w ∈ A∗}, o(f ·w)(a) = f [w] � f [wa],

i = f ·ε, d(f ·w)(a) = f ·wa,

m = f [ε], r(f ·w) = f [w] � f(w). �

4.3.29. Remark. In Chapter 3, we used the notation f [a] and f ·a to denote
the initial output and derivative of a causal stream function f : Aω → Bω with
respect to an input letter a ∈ A (cf. Definition 3.2.1). We hope this will not
cause any confusion with the usage here for maximal output and word function
derivative. In principle, there is no real ambiguity due to typing (stream func-
tions versus word functions), but more importantly, in subsection 4.4.4 (Theo-
rem 4.4.19, Remark 4.4.20) we will see that the two notations denote the same
objects up to isomorphism. �

In the next section, we show in Proposition 4.4.2 that NSubSeq is a full
subcategory of Coalg(S ) for some functor S , and that state equivalence amounts
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to S -bisimilarity. It follows that for any normalised structure S, we can obtain
a minimal normalised structure by quotienting S with S -bisimilarity. In [37,
p. 131 and 139], it was remarked1 that minimisation of normalised subsequential
transducers can be carried out by generalising existing techniques for minimising
deterministic automata [66, 77], however the details were not given. We describe
the minimisation of normalised structures and transducers in subsection 4.4.3.

As expected, minimal subsequential structures form a reflective subcategory
of normalised subsequential structures. This result can be proved directly by
showing that for any S in NSubseq, the quotient of S with state equivalence is a
minimal subsequential structure and the associated quotient map is a subsequen-
tial morphism. However, it also follows from the characterisation of NSubseq
as a full subcategory of Coalg(S ) together with more general results from [50],
where it is proved that for any functor T , minimal T -coalgebras are reflective
in Coalg(T ). To get a reflector for NSubseq, we just have to restrict the reflector
for Coalg(S ) to the full subcategory NSubseq.

4.3.30. Proposition. The full subcategory of minimal subsequential structures
(transducers) is reflective in NSubseq (NSubseqTra).

Proof. The argument for minimal normalised structures was outlined in the
paragraph above. The argument for the transducer case is almost identical. qed

4.4 Coalgebraisation via normalisation

One of our aims is to find out whether subsequential structures can be seen
as coalgebras. A fundamental property of a category of coalgebras is that it
comes with abstract definitions of morphism and state behaviour, which cap-
ture the general idea that coalgebra morphisms are behaviour preserving maps.
In order to claim that a class of subsequential structures is coalgebraic, we want
the notions of subsequential morphism and state behaviour (defined in Subsec-
tion 4.3.1) to coincide with the coalgebraic ones. However, based on our observa-
tions in the previous section, we already suspect that, in general, subsequential
structures and morphisms are not coalgebraic, since subsequential morphisms
do not preserve state behaviour, unless we find ourselves in the subcategory of
normalised structures.

In this section we will first demonstrate that indeed the category NSubseq
can be properly regarded as a category of coalgebras, whereas this does not hold
for Subseq and CSubseq. This means that the normalisation operation N is in

1Choffrut states in [37, p. 139] that a normalised subsequential transducer can be minimised
by minimising the underlying automaton. This is however not true (and we assume it was just
a misformulation by Choffrut), since it is clearly possible that two states are equivalent with
respect to the underlying deterministic automaton while not having the same behaviour.
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effect a coalgebraisation, and it explains why bisimilarity coincides with state
equivalence, and hence that minimisation of normalised structures can be carried
out by quotienting with bisimilarity. In Subsection 4.4.2 we prove that NSubseq
has a final object. Since normalisation is a reflector it follows that this object is
also final in Subseq. We also show that the existence and properties of minimal
subsequential transducers (cf. Subsection 4.3.4) follow from the existence of
this final object. In subsection 4.4.3 we describe how to minimise normalised
structures by adapting the standard minimisation algorithm for deterministic
finite automata. In Subsection 4.4.4 we show that the underlying structures
of sequential transducers, and partial and total Mealy machines are coalgebras
in a very precise sense, since each subclass is a category of coalgebras for some
subfunctor of S . Using this observation we will show that each of these subclasses
have a final object which is a substructure of the final (normalised) subsequential
structure. The final objects of these subclasses are relatively well-known, and
the main purpose of this subsection is to place the existing coalgebraic modelling
of sequential and (partial) Mealy machines in the current context.

4.4.1 Coalgebraic modelling

Let S = (Q, o, d, r) be a subsequential structure. We combine o and d into a
transition structure t : Q→ (A→ (1 + B∗ ×Q)) by defining for all q ∈ Q:

t(q)(a) =
{
〈o(q)(a), d(q)(a)〉 if a ∈ supp(q);
? otherwise

(4.6)

It is then easy to see that S can be fully described by a single map:

〈t, r〉 : Q → (1 +B∗ ×Q)A × (1 +B∗)
q 7→ 〈 t(q) , r(q) 〉 (4.7)

This map has the type of a coalgebra for the functor S : Set → Set defined by:

S (X) = (1 +B∗ ×X)A × (1 +B∗),

S (f : X → Y ) = (1 + IdB∗ × f)IdA × (1 + IdB∗).

Clearly, every map 〈t, r〉 of the type given in (4.7) can also be seen as a subse-
quential structure, and from now on we will make no distinction between the
two. Instantiating the definition of S -coalgebra morphism yields the follow-
ing. Let X1 = (X1, 〈t1, r1〉) and X2 = (X2, 〈t2, r2〉) be S -coalgebras. A map
α : X1 → X2 is an S -coalgebra morphism from X1 to X2 if for all x ∈ X1:
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S (α)(〈t1(x), r1(x)〉) = 〈t2(α(x)), r2(α(x))〉, which is equivalent with:

(T1) ∀a ∈ A : t1(x)(a) = ? ⇐⇒ t2(α(x))(a) = ?,

(T2) ∀a ∈ A : t1(x)(a) 6= ? =⇒
o1(x)(a) = o2(α(x))(a) and α(d1(x)(a)) = d2(α(x))(a),

(R1) r1(x) = ? ⇐⇒ r2(α(x)) = ?,

(R2) r1(x) 6= ? =⇒ r1(x) = r2(α(x)).

4.4.1. Lemma. Let S1 = (Q1, o1, d1, r1) and S2 = (Q2, o2, d2, r2) be two subse-
quential structures, and α : Q1 → Q2 a function. We have: α is an S-coalgebra
morphism if and only if (α, ε) is a subsequential morphism.

Proof. Straightforward, using the conditions given in Proposition 4.3.23. qed

Lemma 4.4.1 tells us that although Subseq and Coalg(S ) have the same ob-
jects, subsequential morphisms are, in general, a strict superset of S -coalgebra
morphisms, and only between normalised subsequential structures do the two
coincide. In other words, only normalised subsequential structures can be prop-
erly regarded as coalgebras. Another observation which follows is that the coin-
duction principle for S -coalgebras is a sound proof principle for subsequential
structures, but it is only complete over normalised subsequential structures.

4.4.2. Proposition. Let S1 and S2 be subsequential structures. For all states
q1 in S1 and q2 in S2, we have:

1. If q1 ∼S q2 then [[q1]]1 = [[q2]]2.

2. NSubseq is a full subcategory of Coalg(S ).

3. If S1 and S2 are normalised, then: q1 ∼S q2 iff [[q1]]1 = [[q2]]2.

Proof. Item (1) follows from the fact that any S -coalgebra morphism is a state
behaviour preserving subsequential morphism. Item (2) follows from Proposi-
tion 4.3.23 and Lemma 4.4.1. Item (3) follows from (2) and the fact that in
Coalg(S ), behavioural equivalence coincides with S -bisimilarity. qed

Note, however, that NSubseqTra is not a subcategory of PtCoalg(S ), since
pointed S -coalgebras do not accomodate an initial prefix.

4.4.2 The final subsequential structure

In a category of coalgebras, a final object can be thought of as the coalgebra of
behaviours. In the case of normalised subsequential structures, state behaviours
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are functions f : A∗ 99K B∗ with the property that lcp(f(A∗)) = f [ε] = ε. We
call an f with this property normalised. We can define a normalised subsequen-
tial structure on the set of normalised functions using the notions of maximal
output and derivative, cf. Definition 4.3.27.

4.4.3. Definition. We define Φ := {f : A∗ 99K B∗ | f [ε] = ε}, and Φ =
(Φ, O,D,R) where

O(f) = f [a], D(f) = f ·a, R(f) = f(ε). �

In order to verify that Φ is well-defined, we check that derivatives are nor-
malised. Let f : A∗ 99K B∗, and a ∈ A. We have

(f ·a)[ε] = lcp({ f [a] � f(aw) | aw ∈ dom(f)}), and

f [a] = lcp({f(aw) | aw ∈ dom(f)}),

hence (f ·a)[ε] = ε. It follows that D is well-defined, and (Φ, O,D,R) is a
normalised subsequential structure.

4.4.4. Theorem. The normalised subsequential structure Φ = (Φ, O,D,R) is
a final object in the category NSubseq of normalised subsequential structures and
subsequential morphisms, and the behaviour map [[ ]] is the unique subsequential
morphism into Φ.

Proof. Let S = (Q, o, d, r) be an arbitrary normalised subsequential structure,
and let [[ ]] = [[ ]]S : Q → Φ be the state behaviour map. We will show that [[ ]]
is a subsequential morphism, i.e., an S -coalgebra morphism. First of all, since
all states in S are coaccessible, [[ ]] is a total function. We now check that [[ ]]
satisfies the conditions from Proposition 4.3.23. Let q ∈ Q, and a ∈ A. We
have: a ∈ supp(q) iff aw ∈ dom([[q]]) for some w ∈ A∗ iff dom([[q]]·a) 6= ∅ iff
a ∈ supp([[q]]).

To see that O([[q]])(a) = [[q]][a] = o(q)(a), we note that for all w ∈ A∗ such
that aw ∈ dom([[q]]), [[q]](aw) = o(q)(a) � [[d(q)(a)]](w), and hence

[[q]][a] = lcp([[q]](aA∗)) = o(q)(a) � lcp([[d(q)(a)]](A∗)) = o(q)(a) � ε = o(q)(a),

since d(q)(a) is normalised. In order to show that [[d(q)(a)]] = [[q]]·a for all
a ∈ supp(q), let w ∈ A∗. We then have

[[d(q)(a)]](w) = o(d(q)(a))(w) � r(d(d(q)(a))(w))

= o(q)(a) � o(q)(aw) � r(d(q)(aw))

= [[q]][a] � [[q]](aw)

= ([[q]]·a)(w).
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Finally, we have q ∈ dom(r) iff ε ∈ dom([[q]]) iff [[q]] ∈ dom(R), and R([[q]]) =
[[q]](ε) = r(q). We leave it to the reader to verify that [[ ]] : (Q, o, d, r) →
(Φ, O,D,R) is unique. qed

4.4.5. Corollary. The normalised subsequential structure Φ = (Φ, O,D,R)
is a final object in CSubseq and in Subseq.

Proof. This is an immediate consequence of Theorem 4.4.4 and the fact that
NSubseq is reflective in CSubseq and Subseq, cf. Theorems 4.3.25 and 4.3.16. For
S ∈ Subseq, the final map hS : S → Φ is obtained by composing the reflection
arrows with the behaviour map in NSubseq:

(hS, β̂C (S)) = ([[ ]]N (C (S)), ε) ◦ (idC (S), β̂C (S)) ◦ (idCoacc(S), ε).

We recall (cf. Lemma 4.3.13) that for the reflection arrow idCoacc(S) : S → C (S)
the witnessing function β can be defined arbitrarily on non-coaccessible states
in S, so only if S is in CSubseq is the witnessing function unique and equal to
β̂S, hence there is also in general several witnessing functions for hS. Concretely,
one can show that hS : S → Φ is the partial map defined for all q ∈ Coacc(S) by
hS(q) = [[q]]S·ε = β̂S(q) � [[q]]S. qed

4.4.6. Remark. Note that Φ is not final in Coalg(S ), since for an arbitrary S
in Coalg(S ), the behaviour map [[ ]]S will not be an S -coalgebra morphism.
However, since S is polynomial, we know that the final S -coalgebra exists, and
it follows from Proposition 4.4.2(3) that the final Coalg(S )-morphism from Φ
into the final S -coalgebra is injective. Hence, as an object in Coalg(S ), Φ is
isomorphic to a subcoalgebra of the final S -coalgebra. �

4.4.7. Remark. Let S = (Q, o, d, r) be a subsequential structure, q ∈ Q and
w ∈ A∗. Note that, in general, [[q]]S·w 6= [[d(q)(w)]]S. We only have iden-
tity if d(q)(w) is normalised. In particular, we have: [[q]]S·w = [[q]]N (S)·w =
[[d(q)(w)]]N (S), since for all u ∈ A∗,

([[q]]S·w)(u) = [[q]]S(w) � [[q]]S(wu)

= β̂S(q) � [[q]]N (S)(w) � β̂S(q) � [[q]]N (S)(wu)

= [[q]]N (S)(w) � [[q]]N (S)(wu)

= ([[q]]N (S)·w)(u). �

We now show that the existence and properties of the minimal transducer
Tf of a function f : A∗ 99K B∗ (cf. Definition 4.3.28) are a consequence of
Theorem 4.4.4. Recall the following notation, given a function f : A∗ 99K B∗ in
Φ, 〈f〉Φ denotes the subcoalgebra generated by f in (Φ, O,D,R).
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4.4.8. Corollary. We have:

1. For any f : A∗ 99K B∗, Tf = (〈f ·ε〉Φ, f ·ε, f [ε]), Tf is minimal, and [[Tf ]] =
f .

2. If T = (S, i,m) is an accessible subsequential transducer with f = [[T]], then
the final map hS : S → Φ is the unique subsequential transducer morphism
from T onto the minimal subsequential transducer Tf .

3. Two accessible subsequential transducers T1 and T2 are equivalent if and
only if there exists a subsequential transducer T and subsequential mor-
phisms αj : Tj → T, for j ∈ {1, 2}.

Proof. Item (1): The proof that Tf = (〈f ·ε〉Φ, f ·ε, f [ε]) is almost immediate
from Definitions 4.3.28 and 4.4.3. For example, to check that the output func-
tions in Definitions 4.3.28 and 4.4.3 are the same, let f ·w ∈ 〈f ·ε〉Φ. We have for
any a ∈ A:

O(f ·w)(a) = (f ·w)[a] = lcp({f [w] � f(wau) | u ∈ A∗}) = f [w] � f [wa].

Minimality of 〈f ·ε〉Φ follows from the finality of Φ. Finally, for all w ∈ A∗,
w ∈ dom(f) iff w ∈ dom(f ·ε) = dom(Tf ), and for w ∈ dom(f) we have:

[[Tf ]](w) = f [ε] � [[f ·ε]](w) = f [ε] � (f ·ε)(w) = f [ε] � f [ε] � f(w) = f(w).

Item (2): The proof for trimmed T can be found in [37]. The result for accessible
T follows from the finality of Φ. The final map hS is a unique subsequential
morphism from S to 〈f ·ε〉Φ with a witnessing function β such that β�Coacc(S)=
β̂C (S). In the case the initial state of T is not coaccessible, Tf is the empty
transducer, and the final map hS is the empty map. Otherwise, it follows that
(hS, β) also satisfy (ε-in) since f [ε] = m � β̂S(i), and (init) since:

hS(i) = β̂S(i) � [[i]]S = β̂S(i) �m � f = m � β̂S(i) � f = f [ε] � f = f ·ε.

Item (3): The direction from right to left follows from the fact that subsequential
transducer morphisms preserve behaviour (Proposition 4.3.9); the other direc-
tion follows from item (2). qed

4.4.3 Minimisation algorithm for normalised structures

As we remarked in subsection 4.3.4, normalised subsequential structures can
be minimised by quotienting with state equivalence, and the reason is that in
a normalised S, state equivalence coincides with the largest congruence on S,
which in turn coincides with S -bisimilarity (cf. Proposition 4.4.2). We now
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describe how we can compute the state equivalence relation on an S -coalgebra
(and hence on a normalised subsequential structure) by adapting the existing
method for computing state equivalence on deterministic finite automata (DFA).

First of all, working out the details of the definition of S -bisimulation yields
the following. Given an S -coalgebra S = (Q, o, d, r), S -bisimilarity on S is the
largest relation R ⊆ Q × Q such that for any two states q1, q2 ∈ Q, we have:
〈q1, q2〉 ∈ R implies

(s0) supp(q1) = supp(q2);

(s1) for all a ∈ supp(q1) : o(q1)(a) = o(q2)(a);

(s2) r(q1) = r(q2); and

(s3) for all a ∈ supp(q1) : 〈d(q1)(a), d(q2)(a)〉 ∈ R.

In order to make the connection with the algorithm for DFA’s clear, we recall
the definition of bisimilarity for deterministic automata (DA-bisimilarity), i.e.,
bisimilarity for the functor 2×(−)A (cf. Subsection 2.4.2). Let A = (Q, d, F ) be a
deterministic automaton. DA-bisimilarity on A is the largest relation R ⊆ Q×Q
such that for any two states q1, q2 ∈ Q, 〈q1, q2〉 ∈ R implies that:

(a1) o(q1) = o(q2) (i.e. q1 ∈ F iff q2 ∈ F ); and

(a2) for all a ∈ A : 〈d(q1)(a), d(q2)(a)〉 ∈ R.

In [126] it was shown that in a DA, state equivalence is DA-bisimilarity.
Computing the state equivalence relation on a DFA has been presented in several
places and variations (see e.g. [66, 77] for textbook presentations). The main
idea is the following. The computation starts with the partition P0 = {F,Q\F}
of Q, where Q \F is the complement of F in Q. The subsets in P0 are the
equivalence classes of the largest equivalence relation such that condition (a1)
holds for all P0-related states. In the main loop, P0 is iteratively refined into
an equivalence relation which also satisfies condition (a2). This is done by
inspecting the current partition Pk = {Q1, . . . , Qn} of Q for the existence of
some Qi, Qj ∈ Pk and a ∈ A such that there are q, s ∈ Qi for which d(q)(a) ∈
Qj and d(s)(a) /∈ Qj . In that case, Qi is split (by (Qj , a)) into the two sets
Q′
i = {q ∈ Qi | d(q)(a) ∈ Qj} and Q′′

i = {q ∈ Qi | d(q)(a) /∈ Qj}, in other
words, Pk is refined into Pk+1 = (Pk \{Qi})∪{Q′

i, Q
′′
i }. This refinement process

continues until no more splits can be made. When this happens, the partition
stores the A-bisimilarity classes on A. By using extra datastructures it is possible
to choose the splitters (Qj , a) wisely, and reduce the number of actual splits that
must be carried out, resulting in an algorithm which runs in time O(|A|n log(n))
where n is the number of states, and |A| is the size of the input alphabet A (cf.
[74], see also [65, 48]).
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The adaptation of the DFA-algorithm to S -coalgebras consists in changing
the initial partition. The refinement part of the algorithm stays the same. We
take as initial partition the (classes of) the largest equivalence relation P s0 on
Q such that all pairs related by P s0 satisfy (s0), (s1) and (s2). Running the
refinement algorithm starting from this initial partition will result in the largest
equivalence relation which also satisfies (s3), i.e., the S -bisimilarity relation on
S. This can be proved by essentially the same argument used for the correctness
of the algorithm for DFA’s, see e.g. [74, proof of Prop. 5]. Moreover, P s0 is clearly
a refinement of the P0-partition associated with the underlying DA, hence the
refinement of P s0 into S -bisimilarity will also terminate in time O(|A|n log(n)).
It remains to describe how to compute P s0 .

4.4.9. Lemma. Given a finite S-coalgebra S = (Q, o, d, r), we can compute the
largest equivalence relation P s0 on Q which satisfies (s0), (s1) and (s3) in time
O((|A|‖o‖ + ‖r‖)|Q| log(|Q|)), where ‖o‖ := max{|o(q)(a)| | q ∈ Q, a ∈ A} and
‖r‖ := max{|r(q)| | q ∈ Q}.

Proof. We want to group together states which have the same output function
and the same terminal output. This can be done efficiently by a variation on
a sorting algorithm which can be implemented using a balanced binary search
tree (cf. [73]). The nodes of a binary search tree T are pairs (c, lc) where c is a
key and lc is a value, and it is required that a linear order <T exists on the set
of all keys. The tree operations are implemented to maintain an ordering based
on key-values, such that for a node (c, lc), all key values in the left subtree are
less than c and all key values in the right subtree are greater than c. This means
that looking up a key value can be done in time proportional with the height of
the tree. In a balanced binary search tree with n nodes, the height is at most
log(n).

Since S is finite, we can assume A = {a1, a2, . . . , ak} and B = {b1, b2, . . . , bn}
by enumerating all input and output letters that occur in S. In our case, a key c
is a data record which stores the output and terminal output functions for some
state q. We define c(q) := 〈o(q)(a1), . . . , o(q)(ak), r(q)〉. The value lc associated
with a key c will be a list of states q such that c(q) = c. We will use a variation on
insertion which does the following. Inserting (c(q), q) into a tree which contains
a node (c′, lc′) with c′ = c(q) will result in adding q to lc, and if c(q) does not
occur in the tree, then a new node (c(q), {q}) is added. Once we can define a
linear ordering on all c(q)-values, P s0 can be computed by inserting (c(q), q) for
all states q into an initially empty tree. In the resulting tree T at each node
(c, lc) the list lc contains the elements of the P s0 -equivalence class corresponding
with the value c, and we can obtain P s0 by traversing T and retrieving the node
values lc.

It remains to define a linear ordering on the key values, which are elements of
(1+B∗)k+1. We define a linear order ≺ on A and B by a1 ≺ a2 ≺ . . . ≺ ak, and
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b1 ≺ b2 ≺ . . . ≺ bn. We extend this ordering to the lexicographic ordering on
B∗, which we also denote ≺. In order to deal with the partiality of the transition
structure, we extend ≺ to 1 + B∗ by defining w ≺ ? for all w ∈ B∗. Finally,
we can lift ≺ to the corresponding lexicographic ordering on (1 + B∗)k+1. For
example, if a ≺ b ≺ ?, then 〈a, b, ?〉 ≺ 〈a, ?, b〉 ≺ 〈aa, ?, b〉.

We now analyse the complexity of computing P s0 . An insertion in a balanced
binary search tree with n nodes can be done in time O(C log(n)), where C is
an upper bound for the cost of comparing keys. In our case, a key has the form
c(q) = 〈o(q)(a1), . . . , o(q)(ak), r(q)〉 and hence its size is bounded by |A|‖o‖+‖r‖.
The highest comparison cost is incurred when c(q) is already present in the tree,
since then each component in c(q) will be successfully matched till the end. Each
comparison can thus be done in time O(|A|‖o‖+‖r‖)). We have |Q| elements to
insert, hence the tree T can be constructed in time O((|A|‖o‖+‖r‖)|Q| log(|Q|)).

qed

It is difficult to give a compact description of the overall time complexity of
carrying out minimisation via normalisation due to the many different factors
involved. So in the next proposition we just provide the upper bounds for the
two main components of the algorithm. In particular, we do not include the
cost of actually constructing the quotient structure.

4.4.10. Proposition. Let S = (Q, o, d, r) be a finite subsequential structure.
Normalising S and computing state equivalence on S can be done in time:

Compute N (S): O((‖β̂‖+ 1)M)

Compute state equivalence on N (S): O((|A| ‖o‖+ ‖r‖)|Q| log(|Q|))

where ‖β̂‖ = max{|β̂(q)| | q ∈ Q} and M is the number of transitions in S.

Proof. For the normalisation part, we refer to the time complexity of the algo-
rithm given by Béal & Carton [17], see also [37]. To compute the state equiva-
lence relation on N (S), we need O((|A| ‖o‖+‖r‖)|Q| log(|Q|)) time for comput-
ing P s0 (Lemma 4.4.9), and O(|A||Q| log(|Q|)) time for completing the refinement
stage. Since O(|A||Q| log(|Q|)) is dominated by O((|A| ‖o‖ + ‖r‖)|Q| log(|Q|))
this gives us the claimed upper bound for computing state equivalence. qed

4.4.4 Sequential transducers and Mealy machines

Sequential transducers can be identified with the subclass of subsequential trans-
ducers that have no initial and terminal output, nor internal states. Eilen-
berg [41] gives a detailed treatment of sequential transducers under the name
generalised sequential machines. In particular, in Chapter XII of [41] Eilenberg
proves the existence of a final sequential structure, although he never uses the
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words finality or coalgebra. Yet another familiar subclass consists of (partial)
Mealy machines, which are sequential transducers that always output a single
letter (rather than a word) on each transition. The coalgebraic modelling of
Mealy machines with a total transition structure was presented in Chapter 3
(see also [132]). In this subsection we will see that sequential structures, partial
Mealy structures and total Mealy structures can be characterised as coalgebras
for subfunctors of S . Once we know this, it follows that each of these subclasses
contain a final object which is a substructure of the final normalised structure Φ.

4.4.11. Definition. A subsequential structure S = (Q, o, d, r) is

– sequential if dom(r) = Q and for all q ∈ Q : r(q) = ε.

– partial Mealy if S is sequential and for all q ∈ Q and a ∈ A: o(q)(a) ∈ B.

– Mealy if S is partial Mealy and for all q ∈ Q: supp(q) = A.

We denote the corresponding full subcategories of Subseq by Seq, PMealy and
Mealy, respectively. A sequential (partial Mealy, Mealy) transducer is a subse-
quential transducer T = (S, i,m) where S is sequential (partial Mealy, Mealy)
and m = ε. �

4.4.12. Remark. Usually, (partial) Mealy transducers are referred to as (par-
tial) Mealy machines, and we will also use this terminology when convenient. In
the present context, we do not require Mealy machines to be finite. The initial
prefix m and the terminal output function r are trivially defined for sequential
transducers, we will therefore sometimes leave them out of the description of a
sequential transducer, and simply write T = (Q, o, d, i). Similarly, a sequential
structure will be denoted S = (Q, o, d). �

From Definition 4.4.11 it is immediate that a sequential structure S is nor-
malised, since for all states q in S, β̂(q) = r(q) = ε. Hence Mealy v PMealy v Seq
form a sequence of nested full subcategories of NSubseq, and their morphisms
are characterised by Proposition 4.3.23. For simplicity, we will refer to these
morphisms as Mealy, partial Mealy and sequential morphisms, respectively.

The coalgebraic modelling of sequential, partial Mealy and Mealy structures
is straightforward. Consider the following subfunctors of S :

S0 (X) = (1 +B∗ ×X)A × {ε},
M0 (X) = (1 +B ×X)A × {ε},
M (X) = (B ×X)A × {ε}.

Using the embedding of B into B∗ and the canonical embedding of a set X into
1+X it is also clear that M ↪→ M0 ↪→ S0 , and hence Coalg(M ) v Coalg(M0 ) v
Coalg(S0 ).
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4.4.13. Proposition. We have:

1. Seq ∼= Coalg(S0 ),

2. PMealy ∼= Coalg(M0 ),

3. Mealy ∼= Coalg(M ).

Proof. It is easily verified that given a sequential structure S = (Q, o, d, r) the
transition structure 〈t, r〉, as defined in (4.6), is a map of the type 〈t, r〉 : Q →
S0 (Q), that is, S is an object in Coalg(S0 ). Hence Seq and Coalg(S0 ) have the
same objects. It now follows from Seq v NSubseq v Coalg(S ) and Coalg(S0 ) v
Coalg(S ) that a sequential morphism is a Coalg(S0 )-morphism and vice versa.
The items for PMealy and Mealy follow with a similar argument. qed

Hence, unlike normalised subsequential structures, Seq, PMealy and Mealy
are not just full subcategories of Coalg(S ), but themselves a category of coalge-
bras for a (polynomial) functor. The subobject relationship extends to the final
objects of Seq, PMealy and Mealy.

4.4.14. Lemma. Let F ,G : Set → Set be polynomial functors. If F ↪→ G then
the final F -coalgebra is isomorphic to a subcoalgebra of the final G-coalgebra.

Proof. Let ΦF and ΦG denote the final F -coalgebra and the final G-coalgebra,
respectively. Recall that these exist since F and G are polynomial. It suffices
to show that the final G-coalgebra morphism from ΦF to ΦG is injective. In
[16, Theorem 9], it was shown that if F ↪→ G and F preserves weak pullbacks,
then for any F -coalgebra (X, ξ) and states x, y ∈ X, x ∼G y implies x ∼F y.
Since all polynomial functors preserve weak pullbacks, it follows that for all s, t
in ΦF , if s ∼G t then s ∼F t and by finality of ΦF , s = t. We have thus shown
that the final G-coalgebra morphism from ΦF to ΦG is injective, and the result
follows. qed

The above lemma does not tell us directly that the final objects of Seq,
PMealy and Mealy are subobjects of the final subsequential structure Φ, since
Φ is not the final S -coalgebra, however, a similar argument shows that this is
the case. If X and Y are objects in some subcategory C, we will write X ↪→ Y
if X is a subobject of Y in C.

4.4.15. Proposition. Let ΦSeq, ΦPMealy, ΦMealy and ΦS denote final objects
of Seq, PMealy, Mealy and Coalg(S ), respectively. We have in Coalg(S ):

ΦMealy ↪→ ΦPMealy ↪→ ΦSeq ↪→ Φ ↪→ ΦS .
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Proof. From Lemma 4.4.14 we get: ΦMealy ↪→ ΦPMealy ↪→ ΦSeq ↪→ ΦS . In
Remark 4.4.6 it was shown that Φ ↪→ ΦS . Finally, ΦSeq ↪→ Φ holds since the
behaviour map from ΦSeq to Φ is an S -coalgebra morphism, and by Proposi-
tion 4.4.2(3) and ΦSeq ↪→ ΦS , it must be injective. qed

4.4.16. Remark. We note that since ΦSeq, ΦPMealy and ΦMealy are also ob-
jects in NSubseq, and NSubseq is full in Subseq, the first three substructure
relationships of Proposition 4.4.15 also hold in Subseq. �

We will now give concrete representations of the final objects of Seq, PMealy
and Mealy by characterising the behaviours of each subclass. First we show a
useful property of prefix-preserving functions.

4.4.17. Lemma. Let f : A∗ 99K B∗ be a prefix-preserving function. For all w ∈
dom(f), f [w] = f(w).

Proof. From the definition of f [w] it is clear that f [w] � f(w). Since f
is prefix-preserving, we have for all u ∈ A∗, such that wu ∈ dom(f), that
f(w) � f(wu). Hence also f(w) � f [w], and so f(w) = f [w]. qed

4.4.18. Proposition. Let f : A∗ 99K B∗ be a partial function. We have:

1. f is computed by a sequential transducer if and only if f is prefix-preserving
and f(ε) = ε.

2. f is computed by a partial Mealy machine if and only if f is length- and
prefix-preserving.

3. f is computed by a Mealy machine if and only if f is total, and length-
and prefix-preserving.

Proof. Item (1): Let T = (Q, o, d, i) be a sequential transducer and f = [[T]].
Since all states in T are final, the domain of f is clearly prefix-closed. Now
let uw ∈ dom(f) for u,w ∈ A∗. By Definition 4.3.2, f(uw) = o(i)(uw) =
o(i)(u) � o(d(i)(u))(w) = f(u) � o(d(i)(u))(w). Hence f is prefix-preserving, and
clearly f(ε) = ε. To show the converse, assume f is prefix-preserving and
f(ε) = ε. We will show that the minimal transducer Tf is sequential, which
amounts to showing that f [ε] = ε and for all w ∈ dom(f), f [w] � f(w) = ε.
Since f(ε) = ε, both follow from Lemma 4.4.17.

Item (2): The direction from left to right is easily verified using the defini-
tion of behaviour. For the converse, assume f is length- and prefix-preserving.
We now show that the minimal transducer Tf is partial Mealy. From item
(1) we know that Tf is sequential. It remains to show that for all wa ∈
dom(f), o(f ·w)(a) = f [w] � f [wa] ∈ B. From Lemma 4.4.17, we get that for
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all w ∈ dom(f), f [w] � f [wa] = f(w) � f(wa). Now, since f is length- and prefix-
preserving it follows that f(w) � f(wa) ∈ B.

Item (3): Again, we leave the easy direction from left to right to the reader.
The converse direction follows from item (2) and the observation that in Tf ,
for all w ∈ A∗ and a ∈ A, a ∈ supp(f ·w) if and only if wa ∈ dom(f), which is
always the case when f is total. Hence Tf is a Mealy machine. qed

Recall (from the Preliminaries, subsection 2.2) that subcoalgebras are deter-
mined by their carrier set. For the polynomial functor S it is straightforward to
confirm that subcoalgebras are the transition closed subsets, and if (Ψ, ψ) is a
subcoalgebra of Φ, then (Ψ, ψ) = Φ�Ψ, the restriction of Φ to Ψ.

4.4.19. Theorem. We have:

1. Let ΦSeq = {f : A∗ 99K B∗ | f is prefix-preserving and f(ε) = ε}.
ΦSeq is a subcoalgebra of Φ and a final object in Seq.

2. Let ΦPMealy = {f : A∗ 99K B∗ | f is length- and prefix-preserving}.
ΦPMealy is a subcoalgebra of Φ and a final object in PMealy.

3. Let ΦMealy = {f : A∗ → B∗ | f is length- and prefix-preserving}.
ΦMealy is a subcoalgebra of Φ and a final object in Mealy.

Proof. Item (1): First, ΦSeq ⊆ Φ since f(ε) = ε implies that f [ε] = ε.
If ΦSeq is a subcoalgebra of Φ, then ΦSeq is a sequential structure, since for
all f ∈ ΦSeq, R(f) = f(ε) = ε. To see that ΦSeq is transition closed, let
f ∈ ΦSeq. From Proposition 4.4.18(1) it follows that f and any derivative of
f is computed by a sequential transducer, hence any derivative of f is in ΦSeq.
Also from Proposition 4.4.18(1) we know that for any sequential structure S, the
behaviour map [[ ]] : S → Φ factors via ΦSeq, i.e., [[ ]] : S → ΦSeq is a sequential
morphism, and it must be unique due to the finality of Φ. Items (2) and (3)
follow with similar arguments. qed

4.4.20. Remark. In Chapter 3, subsection 3.2.2, we saw that a final Mealy
coalgebra Γ = (Γ, γ) is obtained by equipping the set Γ = {f : Aω → Bω |
f causal } with the operations initial output and stream function derivative (cf.
Theorem 3.2.2, page 25). Since final objects are unique up to isomorphism, it
follows that in Mealy, Φ�ΦMealy

is isomorphic to Γ. This isomorphism can be made
explicit by writing out the details of the behaviour map [[ ]]Γ : Γ → Φ�ΦMealy

, and
showing that it is a bijection. We leave the details to the reader. �

4.4.21. Remark. The word function semantics of ΦMealy generalises neatly to
partial Mealy structures, as we have seen in Theorem 4.4.19, but it is not the case
that the set X = {f : Aω 99K Bω} is a final partial Mealy structure with initial
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output and derivative. In particular, the behaviour map from X to ΦPMealy is
not surjective. To see this, observe that for every f ∈ X , if α ∈ dom(f), then all
finite prefixes of α are in dom([[f ]]) It follows that for g ∈ ΦPMealy with dom(g)
finite and non-empty, there is no f ∈ X such that [[f ]] = g, and such g ∈ ΦPMealy

clearly exist. �

4.5 Coalgebraisation via differentials

The reason why subsequential structures, in general, cannot be seen as coalge-
bras is essentially due to the fact that their semantics allows for asynchrony at
internal computation steps, whereas the coalgebraic notion of equivalence re-
quires synchrony at all steps. We have seen that normalisation is one way of
eliminating internal asynchrony. In this section, we will see that there is an alter-
native coalgebraic representation of the class of subsequential structures which
have no internal states, and therefore also no proper internal computations.
We call this subclass step-by-step structures. The coalgebraic representation
is obtained by generalising the differential of sequential functions (cf. [41]) to
subsequential functions with prefix-closed domain. This generalisation of the
differential was introduced in [122] and has since been used to characterise sub-
sequential functions in [29]. We will show that the differential representation
can be used to determine equivalence of step-by-step transducers without having
to normalise (Theorem 4.5.22). The main advantage of using this alternative
method is that in contrast with normalisation, which requires a global fixed
point computation of β̂ (see subsection 4.3.3), the automaton transformation
which corresponds with taking differentials can be computed locally. Finally,
we will show that the minimal differential representation of a step-by-step S is
the differential representation of the minimisation of S.

4.5.1 Step-by-step structures

4.5.1. Definition. A subsequential structure S = (Q, o, d, r) is called step-by-
step if dom(r) = Q (i.e. all states are final). A subsequential transducer (S, i,m)
is step-by-step if S is step-by-step. �

4.5.2. Example. Consider the following two simple step-by-step subsequential
transducers.

T3 : ba // q3

b|a

XX

b
KS

a|ε // s3

ab
KS

T4 : b // q4

b|a

XX

ab
KS

a|aa // s4

b
KS
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The behaviour of both T3 and T4 is the partial function f : {a, b}∗ 99K {a, b}∗
with dom(f) = {bk, bka | k ∈ ω} where f(bk) = bak+1b and f(bka) = bak+2b for
k ∈ ω. �

The above example shows that step-by-step subsequential transducers are
not necessarily normalised, hence two step-by-step subsequential transducers can
computee the same function without being in perfect synchrony. Nevertheless,
their morphisms can be characterised without the explicit reference to an output
shift function β.

4.5.3. Proposition. Let S1 = (Q1, o1, d1, r1) and S2 = (Q2, o2, d2, r2) be step-
by-step subsequential structures. A function α : Q1 → Q2 is a subsequential
morphism if and only if for all q ∈ Q1 the following hold:

(supp) supp(q) = supp(α(q)),

(next)C ∀a ∈ supp(q) : α(d1(q)(a)) = d2(α(q))(a),

(out)S ∀a ∈ supp(q) : r1(q) � o1(q)(a) � r1(d1(q)(a)) =

r2(α(q)) � o2(α(q))(a) � r2(d2(α(q))(a)),

(term-out)S r1(q) � r2(α(q)) ∈ B∗.

where equality in (out)S is in the free group B(∗). Let T1 = (S1, i1,m1) and T2 =
(S2, i2,m2) be step-by-step subsequential transducers. A function α : Q1 → Q2 is
a subsequential (transducer) morphism from T1 to T2 if and only if α : S1 → S2

is a subsequential morphism and whenever T1 and T2 are not empty:

(init) α(i1) = i2,

(ε-in)S m1 � r1(i1) = m2 � r2(i2).

Proof. First assume α : S1 → S2 is a subsequential morphism with witnessing
function β : Q1 → B∗. Note that since step-by-step structures are coaccessible,
α satisfies the conditions from Proposition 4.3.14, in particular, α must be a
total function. Condition (term-out) implies that for all q ∈ Q1:

β(q) = r1(q) � r2(α(q)). (4.8)

Hence, as β(q) ∈ B∗, (term-out)S must hold. Using (4.8), one can also easily
verify that (out)C reduces to (out)S.

Conversely, for any total function α : Q1 → Q2 which satisfies the above
requirements, we can define β : Q→ B∗ using (4.8), since condition (term-out)S
guarantees that β(q) ∈ B∗. It is now straightforward to verify that (α, β) : S1 →
S2 is a subsequential morphism.

Finally, a subsequential transducer morphism α : T1 → T2 between step-by-
step transducers satisfies (ε-in)S due to (4.8) and (ε-in). Conversely, if α : S1 →
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S2 is a subsequential morphism satisfying (ε-in)S, then (ε-in) must hold for the
unique witnessing function β given in (4.8). qed

Let Step denote the full subcategory of CSubseq which has step-by-step sub-
sequential structures as its objects, similarly, StepTra denotes the full subcat-
egory of CSubseqTra which has step-by-step subsequential transducers as its
objects.

The behaviours of step-by-step transducers do not preserve prefixes, as il-
lustrated in Example 4.5.2. However, since all states are final, the domain is
prefix-closed.

4.5.4. Proposition. A function f : A∗ 99K B∗ is computed by a step-by-step
subsequential transducer if and only if dom(f) is prefix-closed.

Proof. Clearly, if f is computed by a step-by-step subsequential transducer,
then dom(f) is prefix-closed. To prove the other direction, it suffices to show
that the minimal subsequential transducer Tf is step-by-step, that is, for all
w ∈ A∗, if w ∈ dom(f) then ε ∈ dom(f ·w). But this is immediate from the
definition of f ·w, cf. Definition 4.3.27 (page 87). qed

4.5.2 Differential representations

Although step-by-step behaviours do not preserve prefixes, they have a property
which generalises the following basic decomposition property of prefix-preserving
functions. If f : A∗ 99K B∗ is prefix-preserving then for all w = a1a2 . . . an ∈ A∗,
f(w) factors as:

f(w) = f(ε) � f(a1) � (f ·a1)(a2) � (f ·a1a2)(a3) � . . . � (f ·a1a2 . . . an−1)(an).
(4.9)

The differential of a prefix-preserving f describes the growth of f and is formally
defined as the map Df : A+ 99K B∗ which for all wa ∈ dom(f) is determined by
the equation f(wa) = f(w) �Df (wa) (cf. [41]), that is, Df (wa) = f(w) � f(wa).
Recall from Lemma 4.4.17 that for a prefix-preserving f , f [w] = f(w), and
hence Df (wa) = (f ·w)(a). We can now rewrite (4.9) as:

f(w) = f(ε) �Df (a1) �Df (a1a2) � . . . �Df (a1a2 . . . an). (4.10)

If f does not preserve prefixes, we may not be able to decompose f -values
as in (4.9). For example, if f(a1) is not a prefix of f(a1a2), then f(a1a2) 6=
f(a1) � (f ·a1)(a2). However, if f has a prefix-closed domain, f can still be de-
composed using the differential by allowing Df to take values in the free group
B(∗) rather than B∗.
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4.5.5. Definition. Let f : A∗ 99K B∗ be a function with prefix-closed domain.
The differential of f is the partial function Df : A+ 99K B(∗) defined on dom(f)\
{ε} for all a ∈ A,w ∈ A∗ by

Df (wa) = f(w) � f(wa). �

4.5.6. Lemma. Let f : A∗ 99K B∗ be a function with prefix-closed domain. For
all w = a1a2 . . . an ∈ dom(f), n ≥ 1, we have:

f(w) = f(ε) �Df (a1) �Df (a1a2) � . . . �Df (a1a2 . . . an), (4.11)

Df (w) = Df ·a1...an−1(an), (4.12)

f(w) = f(ε) �Df ·ε(a1) �Df ·a1(a2) �Df ·a1a2(a3) � . . . �Df ·a1...an−1(an). (4.13)

Proof. Equation (4.11) holds more or less by definition of Df :

f(w) = f(ε) � f(ε) � f(a1) � f(a1) � f(a1a2) � . . . � f(a1 . . . an−1) � f(a1 . . . an)
= f(ε) �Df (a1) �Df (a1a2) � . . . �Df (a1a2 . . . an).

To see that equation (4.12) holds, let v = a1 . . . an−1. We have:

Df ·v(an) = (f ·v)(ε) � (f ·v)(an) = f [v] � f(v) � f [v]f(van)

= f(v) � f(van) = Df (van).

Equation (4.13) follows from (4.11) and (4.12). qed

4.5.7. Example. Let f be the behaviour of the step-by-step subsequential
transducers from Example 4.5.2. We compute the differential of f . Recall
that f : {a, b}∗ 99K {a, b}∗ with dom(f) = b∗ ∪ b∗a where f(bk) = bak+1b and
f(bka) = bak+2b for k ∈ ω. We have for k ≥ 1:

Df (bk) = f(bk−1) � f(bk) = bakb � bak+1b = bab for k ≥ 1,

Df (bka) = f(bk) � f(bka) = bak+1b � bak+2b = bab for k ≥ 0. �

The analogue of (4.12) for differentials of state behaviour is shown in the
following lemma. Note that this lemma is not an immediate consequence of
(4.12), since [[q]]·w 6= [[d(q)(w)]] if d(q)(w) is not normalised (cf. Remark 4.4.7),
which can be the case in a step-by-step structure.

4.5.8. Lemma. Let S = (Q, o, d, r) be a step-by-step subsequential structure,
q ∈ Q and wa ∈ dom([[q]]) where w ∈ A∗ and a ∈ A, We have: D[[q]](wa) =
D[[d(q)(w)]](a).
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Proof. We have:

D[[q]](wa) = [[q]](w) � [[q]](wa)

= o(q)(w) � r(d(q)(w)) � o(q)(w) � o(d(q)(w))(a) � r(d(q)(wa))

= r(d(q)(w)) � o(d(q)(w))(a) � r(d(q)(wa))
= D[[d(q)(w)]](a). qed

Representing behaviour in terms of the differential can be seen as transform-
ing a step-by-step transducer T into a sequential transducer T′ with prefix which
produces output in the free group B(∗). A computation in T corresponds with
a computation in T′ as illustrated here:

T :
m // q0

r0
KS

a1|u1 // q1

r1
KS

a2|u2 // q2 . . . qn−1

rn−1

KS

an|un // qn

rn
KS

T′ :
mr0 // q0

a1|r0u1r1 // q1
a2|r1u2r2 // q2 . . . qn−1

an|rn−1unrn // qn

Sequential structures with output in B(∗) are not essentially different from
sequential structures with output inB∗, and all previously introduced notions for
sequential structures apply with identity taken in B(∗) where appropriate. This
includes extending the transition output function from letters to words, and the
definitions of sequential morphisms and behaviour. Differential representations
of transducers are almost sequential transducers with output in B(∗). The only
difference is that differential representations may have a non-trivial initial prefix,
whereas in sequential transducers the initial prefix is ε by definition.

4.5.9. Definition. We denote by Seq(∗) the category of sequential structures
S = (Q, o, d, r) in which the transition output function may take values in B(∗),
i.e., Q, d and r are as in Definition 4.4.11 and o : Q → (A 99K B(∗)). The
morphisms of Seq(∗) are the functions which satisfy the conditions in Proposi-
tion 4.3.23 by taking equality in B(∗) in (out)N.

We denote by pSeqTra(∗) the category which has as its objects subsequen-
tial transducers T = (S, i,m), where S is an object in Seq(∗). A morphism in
pSeqTra(∗) is a Seq(∗)-morphism of the underlying structures which maps ini-
tial state to initial state and leaves the initial prefix unchanged, given that the
transducers are not empty. �

The next definition makes the transformation suggested after Lemma 4.5.8
precise.
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4.5.10. Definition (Differential representation). Let S = (Q, o, d, r)
be a step-by-step subsequential structure. The differential representation of S is
the object in Seq(∗) denoted by D(S) = (Q, ∂S, d, ε), where the output function
∂S : Q→ (1 +B(∗))A is defined for q ∈ Q and a ∈ A by:

∂S(q)(a) = r(q) � o(q)(a) � r(d(q)(a)) (4.14)

if a ∈ supp(q), and ? otherwise, and ∂S(q)(a) is reduced in B(∗).
For a step-by-step subsequential transducer T = (S, i,m) with S = (Q, o, d, r),

we define the differential representation of T as the object in pSeqTra(∗) defined
by D(T) = (D(S), i,m � r(i)). �

As with other subscripts, we may leave out S from ∂S and simply write ∂ if
S is immaterial, or clear from the context. When we speak of the differential
representation of a structure S or a transducer T, we will always implicitly
assume that S and T are step-by-step.

4.5.11. Example. It is straightforward to check that the differential repre-
sentations of the two step-by-step subsequential transducers T3 and T4 from
Example 4.5.2 are both isomorphic to the object in pSeqTra(∗) depicted below.
For example, in T4, the differential output function at q4 in b is: ∂(q4)(b) =
ab � a � ab = bab.

T5 : bab // q5

b|bab

XX
a|bab // s5

�

Taking differential representations of structures is a map from the objects
of Step to the objects of Seq(∗), and as with normalisation, we would like to
give a formal argument in the form of a reflectivity result which says the right
way of looking at step-by-step structures is in terms of their the differential
representation. However, at first glance there is a problem, since Seq(∗) is not a
subcategory of Step. The solution to this problem is to also generalise step-by-
step structures to produce output in B(∗).

4.5.12. Definition. The category Step(∗) has as its objects step-by-step struc-
tures S = (Q, o, d, r) in which the transition output function may take values in
B(∗), i.e., Q, d and r are as in Definition 4.5.1 and o : Q → (A 99K B(∗)). The
morphisms of Step(∗) are the functions which satisfy the characterising condi-
tions for Step-morphism given in Proposition 4.5.3.

The category StepTra(∗) consists of subsequential transducer objects T =
(S, i,m) where S is in Step(∗) together with the functions which satisfy the
characterising conditions for StepTra-morphisms given in Proposition 4.5.3. �
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Again, previously defined notions and results, including behaviour and dif-
ferential representations, all apply unchanged to Step(∗) and StepTra(∗). From
the definition of Seq(∗) and Step(∗), and the natural embedding of B∗ in B(∗),
it should be clear that Seq(∗) and Step are full subcategories of Step(∗), and
pSeqTra(∗) and StepTra are full subcategories of StepTra(∗).

We now have a suitable set-up of subcategories, and D defines an object
map from Step(∗) to Seq(∗) and from StepTra(∗) to pSeqTra(∗).

4.5.13. Theorem. Let S ∈ Step(∗) and T ∈ StepTra(∗). We have:

1. idS : S → D(S) is a Seq(∗)-reflection arrow for S, and

2. idT : T → D(T) is a pSeqTra(∗)-reflection arrow for T.

Hence Seq(∗) is a reflective subcategory of Step(∗), and pSeqTra(∗) is a reflec-
tive subcategory of StepTra(∗). Moreover, by defining D(α) = α for all mor-
phisms α in Step(∗) and StepTra(∗), D( ) is a functor D : Step(∗) → Seq(∗), and
D : StepTra(∗) → pSeqTra(∗).

Proof. Let S = (Q, o, d, r) be an object in Step(∗). We first check that idS is
a Step(∗)-morphism from S to D(S), that is, idS = idQ satisfies the conditions
given in Proposition 4.5.3 when taking identity in B(∗) in (out)S. The conditions
(supp) and (next)C clearly hold for idQ. In D(S) the terminal output function
is constant equal to ε, hence (out)S reduces to the requirement that for all q ∈ Q
and a ∈ supp(q): r(q) � o(q)(a) � r(d(q)(a)) = ∂S(q)(a). This is just the definition
of ∂S, hence true. Similarly, condition (term-out)S reduces to r(q) ∈ B∗ for all
q ∈ Q, which also clearly holds.

We must now prove that for any S′ = (Q′, o′, d′, r′) ∈ Seq(∗) and α : S → S′ in
Step(∗), there is a unique Seq(∗)-morphism α′ : D(S) → S′ such that α = α′◦idQ.
As when showing that normalisation is a reflector (Theorem 4.3.25), we will
prove that α′ = α is the unique choice. To prove that α : D(S) → S′ we first note
that (supp) and (next)N are satisfied since the underlying DA’s of D(S) and S are
identical. By the assumption that α is a Step(∗)-morphism, α satisfies (out)S, i.e.,
for all q ∈ Q and a ∈ supp(q) we have: ∂S(q)(a) = r′(q) � o′(q)(a) � r′(d′(q)(a)) =
o′(q)(a), since S′ ∈ Seq(∗), hence (out)N holds and α : D(S) → S′ is a Seq(∗)-
morphism. Uniqueness of α is immediate.

We leave it to the reader to extend the proof for Step(∗) to pStepTra(∗). qed

4.5.14. Corollary. For any T in StepTra, we have: [[T]] = [[D(T)]].

Proof. This is an immediate consequence of Theorem 4.5.13 and the behaviour
preservation of subsequential morphisms (which also holds in StepTra(∗)). qed

Going to the differential representation only preserves state behaviour mod-
ulo an output shift, since differential structures are not normalised.
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4.5.15. Lemma. If S = (Q, o, d, r) is a step-by-step structure, and q ∈ Q, then:
[[q]]S = r(q) � [[q]]D(S).

Proof. Follows from equation (4.11) and Lemma 4.5.8. Alternatively, one can
show that the implicitly defined output shift function for the reflection arrow
idS : S → D(S) is β = r. The result then follows from Proposition 4.3.9. qed

Although state behaviour is not preserved, equivalence in the differential
structure captures equivalence of differentials.

4.5.16. Proposition. If S = (Q, o, d, r) is a step-by-step structure, and q1, q2
are states in Q, then: D[[q1]]S

= D[[q2]]S
iff [[q1]]D(S) = [[q2]]D(S).

Proof. Since D(S) is a sequential structure, we always have [[q1]]D(S)(ε) =
[[q2]]D(S)(ε) = ε. For w = a1 . . . an ∈ A+, n ≥ 1, and any q0 ∈ Q we have

[[q0]]D(S)(w) = ∂S(q0)(a1) � ∂S(d(q0)(a1))(a2) � . . . � ∂S(d(q0)(a1 . . . an−1)(an)
= D[[q0]](a1) �D[[d(q0)(a1)]](a2) � . . . �D[[d(q0)(a1...an−1)]](an)

(Lemma 4.5.8) = D[[q0]](a1) �D[[q0]](a1a2) � . . . �D[[q0]](a1 . . . an).

It follows from the above that D[[q1]] = D[[q2]] iff [[q1]]D(S) = [[q2]]D(S). qed

4.5.3 Coalgebras for differentials

In section 4.4, we saw that normalisation yields a coalgebraic representation
for subsequential structures. We will now show that differential representations
provide an alternative coalgebraic modelling of step-by-step structures which
does not go via normalisation.

Objects from Seq(∗) can be modelled as coalgebras in the same way as sequen-
tial structures (cf. Proposition 4.4.13) by changing the type functor accordingly.
Let the functor S (∗)

0 : Set → Set be defined by:

S (∗)
0 (X) = (1 +B(∗) ×X)A × {ε}

S (∗)
0 (f : X → Y ) = (1 + IdB(∗) × f)IdA × {ε}

(4.15)

4.5.17. Proposition. Seq(∗) is isomorphic to Coalg(S0
(∗)).

Proof. Any structure S = (Q, o, d, r) in Seq(∗) can be seen as an S (∗)
0 -coalgebra:

〈t, r〉 : Q→ (1 +B(∗) ×Q)A × {ε}.

where the transition structure t : Q→ (1 +B(∗) ×Q)A is obtained from ∂S and
d as in (4.6). Checking that the morphisms of Seq(∗) and Coalg(S0

(∗)) coincide
is more or less immediate from the definition of Seq(∗)-morphisms. qed
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The existence of a final object in Seq(∗) does not follow from the existence
of a final sequential structure (Theorem 4.4.19), but since S0

(∗) is a polynomial
functor, we know that such a final object exists, and we will see it is straight-
forward to prove this from first principles. As expected, the final object will
have the state behaviours of structures in Seq(∗) as its carrier. Hence we must
define output and next-state functions on functions of the type f : A∗ 99K B(∗).
However, we must do so without the use of the longest common prefix operation,
since in B(∗) the prefix relation is total. We explain this in detail. A prefix is
more generally called a left factor, and for any u, v in B(∗), u is a left factor of
v if there exists a w ∈ B(∗) such that v = uw. But such a w always exists in
B(∗), just take w = uv. The totality of the prefix relation also means that all
functions of the type f : A∗ 99K B(∗), are prefix-preserving. We now adjust the
definition of derivative to functions with codomain B(∗) and prefix-closed do-
mains (as e.g. differentials). Let f : A∗ 99K B(∗) be a function with prefix-closed
domain, and let a ∈ A. The derivative of f with respect to a is the partial
function f ·a : A∗ 99K B(∗) defined for all w ∈ A∗ by (f ·a)(w) = f(a) � f(aw) if
aw ∈ dom(f).

4.5.18. Theorem. Define

Ψ(∗) = {f : A∗ 99K B(∗) | dom(f) is prefix-closed, f(ε) = ε}.

For f ∈ Ψ(∗) and a ∈ A, define

O(∗)(f)(a) = f(a), D(∗)(f)(a) = f ·a, R(∗)(f) = f(ε).

The 4-triple Ψ(∗) = (Ψ(∗), O(∗), D(∗), R(∗)) is a final object in Seq(∗).

Proof. We first check that Ψ(∗) is well-defined. The output function O(∗) takes
values in B(∗) and the terminal output function R(∗) is constant equal to ε on
Ψ(∗), hence if Ψ(∗) is closed under taking derivatives, then we can conclude that
Ψ(∗) is a well-defined object in Seq(∗). Let f ∈ Ψ(∗) and a ∈ A. We have w ∈
dom(f ·a) iff aw ∈ dom(f), so by the assumption that dom(f) is prefix-closed, it
follows that dom(f ·a) is prefix-closed. Moreover, (f ·a)(ε) = f(a) � f(a � ε) = ε.

We now show that the behaviour map [[ ]] is the final map, i.e., for any S in
Seq(∗), [[ ]] : S → Ψ(∗) is the unique Seq(∗)-morphism. Let S = (Q, o, d, r) be a
sequential structure in Seq(∗). First of all, since all states in S are final, it is clear
that for any q ∈ Q, dom([[q]]) is prefix-closed, hence [[q]] ∈ Ψ(∗). The condition
(supp) is easily seen to hold, namely, for q ∈ Q and a ∈ A we have: a ∈ supp(q)
iff a ∈ dom([[q]]) iff a ∈ supp([[q]]). Also immediate is the condition (out)N, since
for all q ∈ Q and a ∈ supp(q), [[q]](a) = o(q)(a) by definition. Finally, to see
that (next)C holds, we have for all q ∈ Q, a ∈ supp(q) and w ∈ A∗:

[[d(q)(a)]](w) = o(q)(a) � [[q]](aw) = ([[q]]·a)(w).
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We have thus shown that for any S in Seq(∗), the map [[ ]] : S → Ψ(∗) is a
Seq(∗)-morphism. We leave uniqueness as an exercise to the reader. qed

Since Seq(∗) is reflective in Step(∗) it follows that Ψ(∗) is also a final object in
Step(∗). Hence for any step-by-step S, considered as an object in Step(∗), there
is a unique Step(∗)-morphism from S to Ψ(∗). By combining the reflectivity of
Seq(∗) in Step(∗) with the coalgebraic modelling of Seq(∗) we can now argue that
the differential representation is an alternative to normalisation which provides
an equally correct way of viewing step-by-step structures as coalgebras.

From Theorem 4.5.18 it also follows that state equivalence is bisimilarity in
differential representations.

4.5.19. Corollary. For any step-by-step structure S, S0
(∗)-bisimilarity is the

largest congruence on D(S) and coincides with state equivalence in D(S).

4.5.4 Minimising differential representations

The definition of S0
(∗)-bisimulation amounts to the following. Let S = (Q, o, d)

be an S0
(∗)-coalgebra. A relation R ⊆ Q × Q is an S0

(∗)-bisimulation on S, if
for all 〈q, s〉 ∈ R:

(d0) supp(q) = supp(s);

(d1) for all a ∈ supp(q): o(q)(a) = o(s)(a) (in the free group B(∗)); and

(d2) for all a ∈ supp(q): 〈d(q)(a), d(s)(a)〉 ∈ R.

Given a finite S0
(∗)-coalgebra S = (Q, o, d), we can determine state equiv-

alence on S by using a small variation on the algorithm from subsection 4.4.3
for computing state equivalence in normalised structures. The idea is again to
perform the refinement algorithm for DFA’s, but this time we take as the initial
partition, the largest equivalence relation P d0 on Q which satisfies (d0) and (d1).

4.5.20. Lemma. Let S = (Q, o, d) be a finite S0
(∗)-coalgebra. We can compute

the largest equivalence relation P d0 on Q which satisfies (d0) and (d1) in time
O(‖o‖ |A||Q| log(|Q|)) where ‖o‖ := max{|o(q)(a)| | q ∈ Q, a ∈ A}.

Proof. P d0 can be computed in essentially the same way as P s0 , so we only pro-
vide a sketch and refer to Lemma 4.4.9 for details. We again use a binary seach
tree, but now a state q is inserted with key value c(q) := 〈o(q)(a1), . . . , o(q)(ak)〉
where |A| = k. In order to define a linear ordering on key values, it suffices to
define a linear ordering on B∪{b | b ∈ B}, since we can then extend this ordering
lexicographically to reduced elements of B(∗) and key values as in Lemma 4.4.9.
As before, we obtain a linear ordering b1 ≺ b2 ≺ . . . ≺ bn on B = {b1, b2, . . . , bn}
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by enumeration, and we extend ≺ to B ∪{b | b ∈ B} by defining b ≺ b′ iff b ≺ b′

and b ≺ b′ for all b, b′ ∈ B, i.e., b1 ≺ b2 ≺ . . . ≺ bn ≺ b1 ≺ b2 ≺ . . . ≺ bn.
The size of c(q)-values is now O(|A|‖o‖) which yields a time complexity of
O(‖o‖ |A| |Q| log(|Q|)) for inserting all (c(q), q) pairs into the tree. qed

Lemma 4.5.20 can be used to give a bound on the time complexity of com-
puting state equivalence on D(S) starting with a finite step-by-step structure
S.

4.5.21. Proposition. Let S = (Q, o, d, r) be a finite step-by-step structure.
Computing D(S) and state equivalence on D(S) can be done in time:

Compute ∂S: O(M‖r‖),
Compute state equivalence on D(S): O((2‖r‖+ ‖o‖) |A| |Q| log(|Q|))

where M is the number of transitions in S, ‖r‖ := max{|r(q)| | q ∈ Q} and
‖o‖ := max{|o(q)(a)| | q ∈ Q, a ∈ A}.

Proof. The time to compute a single value ∂S(q)(a) for q ∈ Q and a ∈ supp(q)
is proportional to the time it takes to reduce r(q) � o(q)(a) � r(d(q)(a)) using
applications of the B(∗)-identity xx = ε. The maximal number of these reduc-
tion steps is bounded by ‖r‖. Hence computing all ∂S-values can be done in
time O(M‖r‖). From Lemma 4.5.20 we know that we can compute the ini-
tial partition P d0 on D(S) in time O(‖∂S‖ |A| |Q| log(|Q|)). From the definition
of ∂S, we have that ‖∂S‖ ≤ 2‖r‖ + ‖o‖. Hence P d0 can be computed in time
O((2‖r‖ + ‖o‖) |A| |Q| log(|Q|)). The refinement part of the algorithm can be
done in time O(|A||Q| log(|Q|)) (cf. [74]). Adding up the time needed for com-
puting P d0 and the time needed for refinement (under the big-O), we find that
state equivalence can be computed in time O((2‖r‖+‖o‖) |A| |Q| log(|Q|)). qed

Proposition 4.5.21 gives us a method to decide equivalence of step-by-step
transducers via differentials without normalisation. We will use the fact that the
disjont union of two step-by-step structures is again a step-by-step structure.
The disjoint union of two step-by-step structures S1 = (Q1, o1, d1, r1)) and S2 =
(Q2, o2, d2, r2) is the step-by-step structure S1 + S2 = (Q, o, d, r) where Q =
Q1 + Q2 (i.e., the disjoint union of the sets Q1 and Q2), and for q ∈ Qj , j ∈
{1, 2}, and a ∈ A, o(q)(a) = oj(q)(a), d(q)(a) = dj(q)(a) and r(q) = rj(q).
Formally, S1 + S2 is the coproduct of S1 and S2 in Coalg(S ), which implies
that the inclusion maps ιj : Qj → Q are S -coalgebra morphisms, and hence
[[q]]S1+S2

= [[q]]Sj
, if q ∈ Qj for j ∈ {1, 2}. This can also be proved directly by

using the definition of behaviour. Furthermore, since S -coalgebra morphisms are
in particular subsequential morphisms, the inclusion maps are also morphisms
in Step, and for any j ∈ {1, 2}: ιj : D(S1) → D(S1 +S2) is a morphism in Seq(∗).
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Since Seq(∗)-morphisms preserve behaviour, we find that for any j ∈ {1, 2}, if
q ∈ Qj :

[[q]]D(Sj)
= [[q]]D(S1+S2). (4.16)

4.5.22. Theorem. Let T1 = (S1, i1,m1) and T2 = (S2, i2,m2) be two step-by-
step transducers, where S1 = (Q1, o1, d1, r1)) and S2 = (Q2, o2, d2, r2). We have:
T1 and T2 are equivalent if and only if

m1 � r1(i1) = m2 � r2(i2) and [[i1]]D(S1+S2) = [[i2]]D(S1+S2).

We can decide whether [[T1]] = [[T2]] in time: O((2‖r‖ + ‖o‖)|A|N log(N)),
where N = |Q1| + |Q2|, ‖r‖ = max{|rj(qj)| | qj ∈ Qj , j ∈ {1, 2}}, ‖o‖ =
max{|oj(qj)(a)| | qj ∈ Qj , j ∈ {1, 2}, a ∈ A}.

Proof. Let j ∈ {1, 2}. From the definition of D, the initial prefix of D(Tj) is
mj � rj(ij), and since D preserves transducer behaviour (Corollary 4.5.14), we
find that: [[Tj ]] = [[D(Tj)]] = mj � rj(ij) � [[ij ]]D(Sj)

. By equation (4.16), we have
for any q ∈ Qj that [[q]]D(Sj)

= [[q]]D(S1+S2). Hence it follows that [[T1]] = [[T2]]
if and only if m1 � r1(i1) = m2 � r2(i2) and [[i1]]D(S1+S2) = [[i2]]D(S1+S2). The de-
sired decision method is obtained by testing m1 � r1(i1) = m2 � r2(i2), computing
∂S1+S2 , and computing state equivalence on D(S1 + S2). We will ignore the
time needed to check m1 � r1(i1) = m2 � r2(i2), since we assume the other two
computations will dominate the time cost. The time complexity bound now
follows from Proposition 4.5.21. The costs of computing ∂S1+S2 is O(M‖r‖),
where M is the number of transitions in S1 + S2, but since M ≤ |A|N , we find
that the state equivalence computation dominates the time complexity of the
entire decision method. qed

We now have two ways of constructing a minimal representation of a step-
by-step transducer T. One is quotienting N (T) with S -bisimilarity, the other
is quotienting D(T) with S0

(∗)-bisimilarity. In Theorem 4.5.26 below we will
show that minimising the differential representation D(T) yields the differential
representation of the minimisation of T. In order to prove this, we first make
an easy, but useful observation, that links differentials and normalisation.

4.5.23. Lemma. If S1,S2 are in Step, and α : S1 → S2 is a subsequential mor-
phism, then for all states q in S1 and all a ∈ A: ∂S1(q)(a) = ∂S2(α(q))(a).
In particular, since idS : S → N (S) is a subsequential morphism, ∂S(q)(a) =
∂N (S)(q)(a) for all q ∈ Q and a ∈ A, which implies that D(S) = D(N (S)).

Proof. Follows from the fact that α : S1 → S2 in Step implies that α : D(S1) →
D(S2) in Seq(∗) (Theorem 4.5.13), and that Seq(∗)-morphisms satisfy the condi-
tion (out)N (cf. page 85). qed
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We can now show that for a step-by-step transducer T, the state equivalence
relations on D(T) and N (T) are identical (as relations on the state set).

4.5.24. Proposition. Let S be a step-by-step subsequential structure. For all
states q1 and q2 in S: [[q1]]D(S) = [[q2]]D(S) iff [[q1]]N (S) = [[q2]]N (S).

Proof. Let S = (Q, o, d, r), D(S) = (Q, ∂S, d) and N (S) = (Q, o′, d, r′).
Note that since all three structures have the same underlying DA, we have
for all q ∈ Q, dom([[q]]S) = dom([[q]]D(S)) = dom([[q]]N (S)). Using the fact that

(idQ, β̂) : S → N (S) is a subsequential morphism (Theorem 4.3.25), we get from
Proposition 4.3.9 and Lemma 4.5.15 for all q ∈ Q:

[[q]]N (S) = β̂(q) � [[q]]S = β̂(q) � r(q) � [[q]]D(S) = r′(q) � [[q]]D(S). (4.17)

First, if [[q1]]N (S) = [[q2]]N (S), then in particular, [[q1]]N (S)(ε) = [[q2]]N (S)(ε), i.e.,
r′(q1) = r′(q2), and hence from (4.17) we get that [[q1]]D(S) = [[q2]]D(S).

Now assume that [[q1]]D(S) = [[q2]]D(S). From (4.17) it follows that in order to
show that [[q1]]N (S) = [[q2]]N (S), it suffices to prove that r′(q1) = r′(q2). Suppose

first that supp(q1) = supp(q2) = ∅. In this case, β̂(q1) = r(q1) and hence r′(q1) =
β̂q1 � r(q1) = ε. Similarly, we get r′(q2) = ε, and so r′(q1) = r′(q2). Now suppose
supp(q1) = supp(q2) 6= ∅. Since N (S) is normalised, there must be a1, a2 ∈ A
such that lcp({r′(q1), o′(q1)(a1)}) = lcp({r′(q2), o′(q2)(a2)}) = ε. By assump-
tion, [[q1]]D(S) = [[q2]]D(S), hence in particular: [[q1]]D(S)(a1) = [[q2]]D(S)(a1), that
is, ∂S(q1)(a1) = ∂S(q2)(a1). From Lemma 4.5.23 we know that ∂S(qj)(a1) =
∂N (S)(qj)(a1), for j ∈ {1, 2}, and hence ∂N (S)(q1)(a1) = ∂N (S)(q2)(a1), that is:

r′(q1) � o′(q1)(a1) � r′(d(q1)(a1)) = r′(q2) � o′(q2)(a1) � r′(d(q2)(a1)). (4.18)

Letting v = lcp({r′(q2), o′(q2)(a1) � r′(d(q2)(a1))}) it follows from the assump-
tion on a1 and (4.18) that r′(q2) = v � r′(q1). Now we use that [[q1]]D(S)(a2) =
[[q2]]D(S)(a2) and with the same arguments we used to reach (4.18) we get:

r′(q1) � o′(q1)(a2) � r′(d(q1)(a2)) = r′(q2) � o′(q2)(a2) � r′(d(q2)(a2))
= r′(q1) � v � o′(q2)(a2) � r′(d(q2)(a2)).

(4.19)
Since v � r′(q2) we have by our choice of a2 that lcp({v, o′(q2)(a2)}) = ε. Hence
from (4.19) we can now conclude that v = ε and hence r′(q1) = r′(q2). qed

The next example illustrates the result of Proposition 4.5.24 and the differ-
ence between the two types of minimal structures.
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4.5.25. Example. Consider the following transition diagram of a step-by-step
subsequential structure S = (Q, o, d, r), and its differential representation D(S):

S : ?>=<89:;0

b
KS

a|ab //

b|b

$$I
IIIIIIIIIIIII
?>=<89:;1

a|bab
��

ba
KS

b|bahh D(S) : ?>=<89:;0
a|babba //

b|b

$$I
IIIIIIIIIIIII
?>=<89:;1

a|bb
��

b|bahh

?>=<89:;3

a��

a|ab

OO

b|ab 66
?>=<89:;2

b��
a|abb

oo b|bhh
?>=<89:;3

a|bb

OO

b|ba 66
?>=<89:;2

a|babba
oo b|bhh

For i ∈ {0, 1, 2, 3}, let fi = [[i]]S. We find that: f0(ε) = r(0) = b, f1(ε) =
r(1) = ba, f2(ε) = r(2) = b, and f3(ε) = r(3) = a. It can easily be checked that
the relation R = {〈0, 2〉; 〈1, 3〉; 〈0, 0〉; 〈1, 1〉; 〈2, 2〉; 〈3, 3〉} is the maximal S0

(∗)-
bisimulation on D(S). Proposition 4.5.16 then tells us that Df0 = Df2 and
Df1 = Df3 . Furthermore, since f0(ε) = f2(ε), we can conclude (from equation
(4.11) in Lemma 4.5.6) that f0 = f2. We can obtain a minimal sequential
transducer with output in B(∗) which computes f1 by quotienting D(S) with R
and initialising this structure with the R-class containing 1, and adding initial
prefix f1(ε) = ba. (Similarly for the functions f0, f2 and f3): Let 0̄ = {0, 2} and
1̄ = {1, 3}.

(D(S)/R, 1̄, ba) :
ba
��?>=<89:;0̄b|b 66

a|babba
** ?>=<89:;1̄ b|bahh

a|bb
jj

Alternatively, we could compute and minimise N (S). It can easily be verified
that: β̂(0) = ε, β̂(1) = ba, β̂(2) = ε, β̂(3) = a. N (S) is illustrated below on the
left. Again, it is easy to confirm that the state equivalence relation on N (S) is
equal to R, and we now obtain a minimal normalised subsequential transducer
with behaviour f1 by quotienting N (S) with R, initialising with the R-class 1̄
and adding the initial prefix β̂(1) = ba.

N (S) : ?>=<89:;0

b
KS

a|abba //

b|b

$$I
IIIIIIIIIIIII
?>=<89:;1

a|b
��

ε
KS

b|bahh

?>=<89:;3

ε��

a|b

OO

b|ba 66
?>=<89:;2

b��
a|abba

oo b|bhh

(N (S)/R, 1̄, ba) :
ba
��?>=<89:;0̄

b��

b|b 66

a|abba
** ?>=<89:;1̄

ε��

b|bahh
a|b

jj

�
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From Proposition 4.5.24 we now know that given a step-by-step structure
S = (Q, o, d, r), S0

(∗)-bisimilarity on D(S) and S -bisimilarity on N (S) coincide
as relations on Q. We will denote this relation by ≡, and we let ( )≡ : Q→ Q/≡
be the quotient map which sends a state q ∈ Q to its ≡-class q≡ ∈ Q/≡. Since
≡ is a congruence on D(S) and N (S) the quotient map is a Seq(∗)-morphism
( )≡ : D(S) → D(S)/≡, and a subsequential morphism ( )≡ : N (S) → N (S)/≡
in Step. We can now state and prove the exact relationship between the two
minimal representations.

4.5.26. Theorem. Let S be a step-by-step subsequential structure, and T a step-
by-step subsequential transducer. We have:

D(N (S)/≡) = D(S)/≡ and D(N (T)/≡) = D(T)/≡ .

Proof. We first show the result for structures. Let S be a step-by-step
structure, and assume D(S)/≡ is equal to (Q/≡, ∂≡, d≡). Since D and N
do not change the underlying DA, the result follows once we show that ∂≡
equals ∂N (S)/≡. But this is almost immediate: The quotient map is a Seq(∗)-
morphism ( )≡ : D(S) → D(S)/ ≡ hence for all q ∈ Q and a ∈ supp(q):
∂≡(q≡)(a) = ∂S(q)(a), and from Lemma 4.5.23, we get that for all q ∈ Q
and q ∈ supp(q): ∂S(q)(a) = ∂N (S)(q)(a). Finally, since the quotient map is
a subsequential morphism ( )≡ : N (S) → N (S)/≡ in Step, we have again from
Lemma 4.5.23 that ∂N (S)(q)(a) = ∂N (S)/≡(q≡)(a), for all q ∈ Q and a ∈ supp(q).
The proof for the transducer case follows from result for structures as soon
as we can show that D(T) and D(N (T)) have the same initial prefix. Let
T = (Q, o, d, r, i,m) ∈ StepTra. The initial prefix of D(T) is m � r(i) (Defini-
tion 4.5.10). Letting m′ and r′ denote the initial prefix and the terminal output
function in N (T), the initial prefix in D(N (T)) is m′ � r′(i) = m � β̂T(i) � r′(i) =
m � r(i) (cf. Definition 4.3.21). qed

We end this section with a discussion on the advantages and disadvantages
of using the differential representation for deciding equivalence of step-by-step
transducers. Let us refer to the method described in Theorem 4.5.22 and Propo-
sition 4.5.21 for deciding equivalence of step-by-step transducers as equivalence-
via-differentials. The classic method which determines equivalence by first nor-
malising and then computing state equivalence on the normalisations, we will
refer to as equivalence-via-normalisation. In the rest of this section, assume S
is a finite step-by-step structure.

Comparing the time complexities for the state equivalence computations in
both methods, O((|A| ‖o‖+‖r‖)|Q| log(|Q|)) (over N (S), cf. Proposition 4.4.10)
and O((|A| (‖o‖+2‖r‖))|Q| log(|Q|)) (over D(S), cf. Proposition 4.5.21), we see
that there is some reason to expect that deciding state equivalence on N (S) is
more efficient than deciding state equivalence on D(S). In particular, if terminal
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output labels are much longer than the output labels generated on transitions,
then the size of the data records which must be compared when computing
the initial partition, will be much larger for D(S) than for N (S). However,
for structures in which the length of output labels is small with respect to the
number of states, the two state equivalence computations could display similar
running times.

More interestingly, from our point of view, is the comparison between the
computations of D(S) and N (S). Using Béal & Carton’s normalisation algo-
rithm from [17], S can be normalised in time O((‖β̂‖ + 1)M), where ‖β̂‖ is
the length of the longest β̂(q)-value, and M is the number of transitions in S.
In Proposition 4.5.21, we saw that ∂S can be computed in time O(M‖r‖). In
terms of big-O complexity, there seems to be no advantage in using equivalence-
via-differentials. However, Béal & Carton’s normalisation algorithm is a global
computation in which the entire structure is inspected and updated through
a depth-first search in each iteration. Moreover, the algorithm requires a pre-
processing step where the strongly connected components of S are determined,
and in order to achieve the reported complexity, a number of data structures
are needed which, in our opinion, makes it more difficult to understand the
correctness of the algorithm. In contrast, the computation of ∂S-values is local,
in the sense that for each state q and a ∈ supp(q), we only need to know the
values of r(q), o(q)(a) and r(d(q)(a)) in order to determine ∂S(q)(a), and this
computation can be done using simple, intuitive list operations and still achieves
a similar time complexity.

We also observe that it is not necessary to store an explicit representation of
D(S) in order to start computing state equivalence on D(S). From a representa-
tion of S, it is possible to compute the records c(q) = 〈∂S(q)(a1), . . . , ∂S(q)(ak)〉
one by one just before inserting them into the binary search tree which is used
in the computation of the initial partition P d0 (cf. proof of Lemma 4.5.20). If
we want to construct the actual minimal differential representation, then we
can retrieve the ∂S-values from the tree. In case many states turn out to be
equivalent with respect to P d0 , i.e., the number of P d0 -classes is much smaller
than the number of states |Q|, some space efficiency should be gained by only
storing ∂S-values for each P d0 -class, rather than for each state. For very large
state spaces, this local nature of the differential could be interesting, since the
computation of ∂S can be divided into smaller batches which can be processed
in sequence or parallel.

The obvious shortcoming of the equivalence-via-differentials method is that
it only works for step-by-step transducers, and not for subsequential transduc-
ers in general. Moreover, an actual implementation of a step-by-step behaviour
f : A∗ 99K B∗ should be based on the minimal, normalised representation Tf ,
since the output generated by the (minimal) differential representation of f
would have to be reduced in the free group in order to reconstruct the f -value.



4.6. Conclusion 117

But given the fact that equivalence-via-differentials can be implemented in a
straightforward manner which for large state spaces should display a perfor-
mance comparable with equivalence-via-normalisation, we believe that for step-
by-step transducers equivalence-via-differentials could be an interesting alterna-
tive.

4.6 Conclusion

Although subsequential structures as objects have the type of coalgebras for a
functor S : Set → Set they can, in general, not be seen as S -coalgebras, since
their word function semantics requires a notion of morphism which is more gen-
eral than the notion of S -coalgebra morphism. However, the results of this
chapter show that normalisation and taking differentials are a form of coal-
gebraisation. This is made precise by showing that normalised subsequential
structures form a full subcategory of the category Coalg(S ) of all S -coalgebras
(Proposition 4.4.2), and taking differentials can be seen as a functor D from the
category of step-by-step subsequential structures to the category Coalg(S0

(∗))
for a functor S0

(∗) : Set → Set (Definition 4.5.10 and Proposition 4.5.17). The
coalgebraic nature of normalised structures explains why state equivalence in
normalised structures can be computed much in the same way as it is done
for deterministic finite automata. State equivalence in differential representa-
tions of step-by-step structures can also be determined in a similar way, and
the corresponding quotient construction gives rise to an alternative form of
minimal representation. We have provided a detailed description of how one
can adapt the known method for DFA-minimisation to normalised structures
(Proposition 4.4.10) and differential representations (Proposition 4.5.21). For
the purpose of deciding equivalence of step-by-step transducers, we believe that
the decision method obtained by computing state equivalence on the differential
structure is an interesting alternative to computing state equivalence on the nor-
malisation. This claim is based on the straightforward, local manner in which
the differential can be computed, as opposed to the more complicated and global
nature of known normalisation algorithms (cf. [37, 17]).

We also showed that normalisation and taking differentials are functorial,
in fact, these operations are reflectors N and D, respectively (Theorems 4.3.25
and 4.5.13). These results provide an argument for saying that the right way of
thinking about subsequential structures is in their coalgebraic, normalised form.
For step-by-step structures, the differential representation yields an alternative,
but equally correct, coalgebraic description. In the diagram below we provide
an overview of the relationships between the various classes of subsequential
structures and coalgebras that have been studied in this chapter. The inclusion
arrows indicate embeddings of categories; a double-headed arrow indicates that
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the embedding is surjective on objects; and the labels ‘full’, ‘refl’ and ∼= indicate
whether the embedding is full, reflective or an isomorphism, respectively.

Subseq

C
��

Coalg(S )? _oooo Coalg(S0 )
OO

∼=
��

? _fulloo � � full // Coalg(S0
(∗))

OO
∼=
��

CSubseq

?�

refl

OO

N // NSubseq_?refl
oo

� ?

full

OO

Seq? _fulloo
� _

full

��

� � full // Seq(∗)
� _

refl
��

Step= ]

full

ee

� � full // Step(∗)

D

OO

As directions for future research, we mention that in automatic speech recog-
nition, subsequential transducers with weighted transitions play an important
role (cf. [99]). Since weighted or probabilistic systems can be modelled coal-
gebraically [16], one could try to extend the current coalgebraic modelling to
weighted subsequential transducers. On the side of formal languages and trans-
ductions, the natural next step would be to try to give a coalgebraic modelling
of sequential bimachines and rational functions [41]. We expect this to be a non-
trivial exercise, if at all possible, since a unique canonical minimal bimachine
seems not to exist [123].

The problems we encountered in the coalgebraic modelling of arbitrary sub-
sequential structures arise from the presence of internal states and the fact that
the word function semantics equates output in the free monoid. These issues
could perhaps be dealt with by extending the coalgebraic setting from being
purely set based, to one in which the monoid identities are formally included.
Another idea would be to look for alternative equivalence notions along the lines
of weak bisimilarity. However, weak bisimilarity in coalgebras is not very well
understood, but some results may be found in [125, 127, 142]. In this context,
we also mention that although subsequential structures seem to allow a kind of
internal steps, these steps are not entirely unobservable since an input letter is
always consumed. Moreover, if we can find the right setting for a coalgebraic
modelling of subsequential transducers, we may also gain insights into the pos-
sibility of capturing the semantics of Büchi automata coalgebraically. To be a
little more explicit, we can think of a deterministic Büchi automaton B as a ma-
chine which outputs a 1 on transitions leaving a final state, and the empty word
on all other transitions. The language accepted by B then consists of the infinite
input sequences which are mapped to the infinite sequence of 1’s. An adequate
formalisation should take into account that two deterministic Büchi automata
can be equivalent without generating the same input on all finite prefixes of the
input sequence.
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Another direction for future research would be to find out whether existing
coalgebraic specification languages (cf. [28, 86, 111]) are useful for expressing
properties in the application domains of subsequential transducers. For ex-
ample, the regular expressions for polynomial coalgebras given in [28] provide
an expressive formal language for specifying normalised and step-by-step sub-
sequential transducers. The question is whether this language is suitable for
expressing properties of natural language processing (cf. [99, 98]). We would
also like to know if our results on step-by-step transducers and differential rep-
resentations are practically useful in this or other application domains.

Finally, we mention that step-by-step transducers are implicitly used in [29]
to give a proof of Choffrut’s characterisation theorem for subsequential functions.
It would be interesting to see if Choffrut’s result can be reinterpreted in the
coalgebraic setting presented here.





Chapter 5

Bisimilarity in neighbourhood structures

5.1 Introduction

Neighbourhood semantics [35] forms a generalisation of Kripke semantics, and
it has become the standard tool for reasoning about non-normal modal logics in
which (Kripke valid) principles such as 2p∧2q → 2(p∧q) and 2p → 2(p∨q)
are considered not to hold. In a neighbourhood model, with each state one
associates a collection of subsets of the universe (called its neighbourhoods), and
a modal formula 2ϕ is true at a state s if the truth set of ϕ is a neighbourhood
of s. The modal logic of all neighbourhood models is called classical modal logic.

Neighbourhood semantics was invented in 1970 by Scott and Montague (in-
dependently in [140] and [100]); and Segerberg [141] presents some basic results
about neighbourhood models and the classical modal logics that correspond to
them. These and other salient results were incorporated by Chellas in his text-
book [35]. During the past 15-20 years, non-normal modal logics have emerged in
the areas of computer science and social choice theory, where system (or agent)
properties are formalised in terms of various notions of ability in strategic games
(e.g. [6, 115]). These logics have in common that they are monotonic, meaning
they contain the above-mentioned formula 2p → 2(p ∨ q). The corresponding
property of neighbourhood models is that neighbourhood collections are closed
under supersets. Non-monotonic modal logics occur in deontic logic (see e.g.
[46]) where monotonicity can lead to paradoxical obligations, and in the mod-
elling of knowledge and related epistemic notions (cf. [148, 108]). Furthermore,
the topological semantics of modal logic can be seen as neighbourhood semantics
(see [32] and references).

Neighbourhood frames are easily seen to be coalgebras for the contravariant
powerset functor composed with itself, denoted 2 2 . From a coalgebra point of
view, neighbourhood structures are interesting since they constitute a general
framework for studying coalgebraic modal logics in the style of Pattinson [111],
where modalities are defined in terms of predicate liftings. It can easily be shown
that any (unary) modality defined in this way, can be viewed as a neighbour-
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hood modality. Furthermore, in much work on coalgebra (cf. [129]) it is often
assumed that the functor preserves weak pullbacks, but it is not always clear
whether this requirement is really needed. In [51], weaker functor requirements
for congruences are studied, and 2 2 provides an example of a functor which does
not preserve weak pullbacks in general, but only the special ones consisting of
kernel pairs.

From the modal logic point of view, coalgebra is interesting since it offers an
abstract theory which can be instantiated to neighbourhood models, and help
us generalise the well-known Kripke notions such as bisimilarity and image-
finiteness to neighbourhood models. For monotonic neighbourhood structures,
these questions have already been addressed (cf. [113, 52, 56]), but as mentioned
in [113], if one starts from elementary intuitions, it is not immediately clear
how to generalise monotonic bisimulation to arbitrary neighbourhood structures.
The theory of coalgebra provides us not with one, but with several notions of
state equivalence in F -coalgebras for an arbitrary functor F . F -bisimilarity and
behavioural equivalence are well-known concepts, and it is generally known that
the two notions coincide if and only if the functor F preserves weak pullbacks
[129]. This is, for example, the case over Kripke frames which are coalgebras
for the covariant powerset functor P , and it explains some of the fundamental
properties of Kripke bisimulation: (i) Kripke bisimulations are characterised by
back-and-forth conditions, which makes it possible to efficiently compute Kripke
bisimilarity over finite models as a greatest fixed point. (ii) The Hennessy-
Milner theorem for normal modal logic states that over the class of finite Kripke
models, two states are Kripke bisimilar if and only if they satisfy the same modal
formulas. (iii) Van Benthem’s characterisation theorem [19, 20] tells us that
Kripke bisimilarity characterises the modal fragment of first-order logic. These
properties of Kripke bisimulations form the starting points of our investigation
into equivalence notions in neighbourhood structures and classical modal logic.

As neighbourhood structures are coalgebras for a functor that does not pre-
serve weak pullbacks, it is to be expected that only behavioural equivalence will
give rise to a Hennessy-Milner theorem for classical modal logic. However, it
turns out to be very difficult to give a back-and-forth style characterisation of
behavioural equivalence. This motivates our introduction of a third equivalence
notion whose witnessing relations we call precocongruences. Precocongruences
can be seen as a generalisation of the notion of a precongruence from [1].

The main contributions of this chapter are: (1) the introduction of precocon-
gruences and basic results which relate them to bisimulations and behavioural
equivalence. In particular, we show that on a single coalgebra, the largest pre-
cocongruence is behavioural equivalence (Theorem 5.3.11), and that over neigh-
bourhood models, precocongruences are a better approximation of behavioural
equivalence than 2 2 -bisimilarity; (2) the definition of a notion of modal sat-
uration for neighbourhood models, which leads to a behavioural-equivalence-
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somewhere-else result (Theorem 5.4.26) by showing that ultrafilter extensions
are a Hennessy-Milner class; (3) a Van Benthem style characterisation of the
classical modal fragment of first-order logic (Theorem 5.5.5); and (4) a model-
theoretic proof of Craig interpolation for classical modal logic (Theorem 5.5.11).

In section 5.2 we define basic notions and notation. In section 5.3, we de-
fine precocongruences and investigate their relationship with bisimulations and
behavioural equivalence. We also instantiate all three notions to the concrete
case of neighbourhood frames, provide back-and-forth style characterisations for
2 2 -bisimulations and precocongruences, and prove the results mentioned in (1).
In section 5.4, we introduce our notion of modal saturation for neighbourhood
models, and use it to prove a Hennessy-Milner theorem for the class of finite
neighbourhood models. We then use general coalgebraic constructions to define
image-finite neighbourhood models and ultrafilter extensions of neighbourhood
models, and show that these are also Hennessy-Milner classes. Finally, in sec-
tion 5.5 we prove our main results as described in (3) and (4) above. In partic-
ular, we demonstrate that 2 2 -bisimulations are a useful tool for proving Craig
interpolation of classical modal logic.

Since neighbourhood structures are of general interest outside the world of
coalgebra, we have tried to keep the material of this chapter accessible to readers
who are not familiar with coalgebraic modal logic. This means that some of our
results could be obtained by instantiating more general results in coalgebra.
When this is the case, we give a brief explanation in the form of a remark of
how the general coalgebraic framework instantiates to neighbourhood structures.
However, these remarks are not necessary for understanding the main results of
the chapter. On the other hand, we also hope that these remarks will inspire
readers to study the more general results.

5.2 Preliminaries and notation

In this section, we settle on notation, define the necessary set-theoretic notions,
and introduce neighbourhood semantics for modal logic.

We assume the reader is familiar with the Kripke semantics and the basic
model theory of normal modal logic. Some knowledge of more advanced topics
such as modal saturation and ultrafilter extensions will be useful. All the nec-
essary background information can be found in [25]. Extensive discussions on
neighbourhood semantics can be found in [35, 40, 52, 141].

5.2.1 Functions and relations

Let X and Y be sets. If Y ⊆ X, then we write ιY for the inclusion map
ιY : Y ↪→ X; Y c for the complement X \ Y of Y in X; and Y ⊆ω X if Y is a
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finite subset of X. For a subset Y ⊆ X, we write ↑Y = {Y ′ ⊆ X | Y ⊆ Y ′} for
the upwards closure of {Y } in P (X).

For a function f : X → Y and subsets U ⊆ X and V ⊆ Y we define the
direct f-image of U and the f-preimage of V by putting f [U ] := {f(x) | x ∈
U} and f−1[V ] := {x ∈ X | f(x) ∈ V }, respectively. Furthermore we call
dom(f) := X the domain of f and we call rng(f) := f [X] the range of f .
More generally, we also define the notions image, preimage, domain and range
for a relation R ⊆ X × Y . For U ⊆ X and V ⊆ Y , we denote the R-image
of U by R[U ] = {y ∈ Y | ∃x ∈ U : xRy}, and the R-preimage of V by
R−1[V ] = {x ∈ X | ∃y ∈ V : xRy}. The domain of R is dom(R) = R−1[Y ],
and the range of R is rng(R) = R[X]. We will often work with a relation
in terms of its projection maps. Let R ⊆ X1 × X2 be a relation. The maps
π1 : R→ X1 and π2 : R→ X2 denote the projections defined for all 〈x1, x2〉 ∈ R
by πi(〈x1, x2〉) = xi, for i = 1, 2. R is called a full relation if π1 and π2 are
surjective. Note that for Ui ⊆ Xi, i = 1, 2, we have R[U1] = π2[π−1

1 [U1]] and
R−1[U2] = π1[π−1

2 [U2]].
Recall from Chapter 2 that if R ⊆ X×X, then we denote by Re the smallest

equivalence relation on X which contains R, and if R is an equivalence relation
on X then X/R is the set of R-equivalence classes. A relation R ⊆ X1 × X2,
can be viewed as a relation RX1+X2 on X1 +X2 by composing the projections
with the canonical inclusion maps ι1 : X1 → X1 +X2 and ι2 : X2 → X1 +X2.
More precisely, RX1+X2 = {〈ι1(x1), ι2(x2)〉 | 〈x1, x2〉 ∈ R}.

Throughout this chapter the notion of coherence will be used extensively.

5.2.1. Definition. Let X1 and X2 be sets, R ⊆ X1 ×X2 a relation, U1 ⊆ X1

and U2 ⊆ X2. The pair 〈U1, U2〉 is R-coherent if: R[U1] ⊆ U2 and R−1[U2] ⊆ U1.
For a set X, a relation R ⊆ X ×X and U ⊆ X, we say that U is R-coherent, if
〈U,U〉 is R-coherent. �

If R ⊆ X1 × X2, then trivially 〈∅, ∅〉 and 〈X1, X2〉 are R-coherent. Note
that if R is an equivalence relation, then an R-coherent subset U is often called
R-closed. We list a number of useful properties of R-coherence in the following
two lemmas. Their easy, but instructive, proofs are left to the reader.

5.2.2. Lemma. Let R ⊆ X1 × X2 be a relation with projections πi : R → Xi,
i = 1, 2. For all U1 ⊆ X1 and U2 ⊆ X2, the following are equivalent:

1. 〈U1, U2〉 is R-coherent.

2. for all 〈x1, x2〉 ∈ R: x1 ∈ U1 ⇔ x2 ∈ U2.

3. π−1
1 [U1] = π−1

2 [U2].

4. U1 + U2 is RX1+X2-coherent.
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5.2.3. Lemma. Let R ⊆ X × X be a relation and U ⊆ X. The following are
equivalent:

1. U is R-coherent.

2. U is Re-coherent, i.e. Re-closed.

3. U is a union of Re-equivalence classes.

4. U c is Re-coherent.

5.2.2 Classical modal logic and neighbourhood semantics

Let At = {pj | j ∈ ω} be a countable set of atomic sentences. The basic modal
language over At, denoted L(At), is defined by the grammar:

ϕ ::= ⊥ | pj | ¬ϕ | ϕ ∧ ϕ | 2ϕ,

where j ∈ ω. We define >, → and ↔ in the usual way. We will assume At to
be fixed, and to ease notation, we write L instead of L(At).

5.2.4. Definition. A neighbourhood frame is a pair 〈S, ν〉 where S is a set of
states and ν : S → P (P (S)) is a neighbourhood function which assigns to each
state s ∈ S its collection of neighbourhoods ν(s). A neighbourhood model based
on a neighbourhood frame 〈S, ν〉 is a triple 〈S, ν, V 〉 where V : At → P (S) is a
valuation function. �

Given a neighbourhood model M, a state s in M and an L-formula ϕ, we
write M, s |= ϕ to denote that ϕ is true at s in M, and M, s 6|= ϕ, if ϕ is not
true at s in M. Truth of L in neighbourhood models is inductively defined as
follows. Let M = 〈S, ν, V 〉 be a neighbourhood model, s ∈ S and ϕ,ψ ∈ L.

M, s 6|= ⊥
M, s |= pj iff s ∈ V (pj) for pj ∈ At,
M, s |= ¬ϕ iff M, s 6|= ϕ,
M, s |= ϕ ∧ ψ iff M, s |= ϕ and M, s |= ψ,
M, s |= 2ϕ iff [[ϕ]]M ∈ ν(s), (5.1)

where [[ϕ]]M = {t ∈ S | M, t |= ϕ} denotes the truth set of ϕ in M. Let also
N be a neighbourhood model. Two states, s in M and t in N , are modally
equivalent (notation: M, s ≡ N , t or simply s ≡ t), if they satisfy the same
modal L-formulas, i.e., s ≡ t if and only if for all ϕ ∈ L: M, s |= ϕ iff
N , t |= ϕ. A subset X ⊆ S is modally coherent, if for all s, t ∈ S such that s ≡ t:
s ∈ X iff t ∈ X i.e., X is ≡-coherent. A subset X ⊆ S is modally definable, if
there is a formula ϕ ∈ L such that X = [[ϕ]]M.
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Let Φ ∪ {ϕ} ⊆ L. We write Φ |= ϕ if ϕ is a local semantic consequence of Φ
over the class of all neighbourhood models, i.e., for any neighbourhood model
M and state s in M, if M, s |= Φ then M, s |= ϕ. In particular, if Φ 6|= ⊥ then
Φ is called consistent, which means that Φ is satisfiable in some neighbourhood
model, and |= ϕ means that ϕ is valid in all neighbourhood models. We define
classical modal logic E to be the theory of neighbourhood models, that is, for
all L-formulas ϕ: ϕ ∈ E iff |= ϕ. We will not be concerned with proof theory or
axiomatics. For these matters, the reader is referred to [35].

The structure preserving maps between neighbourhood structures will be
referred to as bounded morphisms. These have previously been studied in the
context of algebraic duality [40], and monotonic neighbourhood structures [52]
(we define monotonic neighbourhood structures below).

5.2.5. Definition. If M1 = 〈S1, ν1, V1〉 and M2 = 〈S2, ν2, V2〉 are neighbour-
hood models, and f : S1 → S2 is a function, then f is a (frame) bounded mor-
phism from 〈S1, ν1〉 to 〈S2, ν2〉 (notation: f : 〈S1, ν1〉 → 〈S2, ν2〉) if for all s ∈ S1

and all X ⊆ S2:
f−1[X] ∈ ν1(s) iff X ∈ ν2(f(s)). (5.2)

If also s ∈ V1(pj) iff f(s) ∈ V2(pj), for all pj ∈ At, and all s ∈ S1, then f is a
bounded morphism from M1 to M2 (notation: f : M1 →M2). �

Bounded morphisms preserve truth of modal formulas.

5.2.6. Lemma. Let M1 = 〈S1, ν1, V1〉 and M2 = 〈S2, ν2, V2〉 be two neighbour-
hood models and f : M1 →M2 a bounded morphism. For each modal formula
ϕ ∈ L and state s ∈ S1, M1, s |= ϕ iff M2, f(s) |= ϕ.

Proof. By a straightforward induction on the formula structure. Details left
to the reader. qed

Neighbourhood frames and bounded (frame) morphisms form a category
which we denote by NbhdFr. Similarly, neighbourhood models and bounded
morphisms form a category Nbhd. This can easily be verified directly, but it
also follows from the straightforward coalgebraic modelling of neighbourhood
strcutures which we describe now.

Recall that 2 2 denotes the Set-functor obtained by composing the contravari-
ant powerset functor 2 with itself, i.e., 2 2 = 2 ◦ 2 . More specifically, for any
set X and any function f : X → Y ,

2 2 (X) = P (P (X)),
2 2 (f)(U) = {D ⊆ Y | f−1[D] ∈ U} for all U ∈ 2 2 (X).

5.2.7. Proposition. NbhdFr = Coalg(2 2 ) and Nbhd = Coalg(2 2 (−)× P (At)).
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Proof. A neighbourhood frame 〈S, ν〉 is clearly an object in Coalg(2 2 ). Given
a neighbourhood model 〈S, ν, V 〉, we can view the valuation V : At → P (S) in its
transposed form V̂ : S → P (At) where pj ∈ V̂ (s) iff s ∈ V (pj). It is now easy to
see that 〈S, ν, V 〉 uniquely corresponds to a coalgebra 〈ν, V̂ 〉 : S → 2 2 (S)×P (At)
for the functor 2 2 (−)× P (At).

Now suppose 〈S1, ν1〉 and 〈S2, ν2〉 are 2 2 -coalgebras. A function f : S1 → S2

is a 2 2 -coalgebra morphism iff for all s ∈ S1: ν2(f(s)) = 2 2 (f)(ν1(s)), i.e.,
for all U ∈ 2 2 (S2): U ∈ ν2(f(s)) iff U ∈ 2 2 (f)(ν1(s)) which by defini-
tion of 2 2 (f) is equivalent with, U ∈ ν2(f(s)) iff f−1[U ] ∈ ν1(s). Hence
2 2 -coalgebra morphisms are exactly the bounded frame morphisms, and we
have NbhdFr = Coalg(2 2 ). It is just as easily shown that the morphisms in
Coalg(2 2 (−)× P (At)) are exactly the bounded morphisms between neighbour-
hood models. Hence Nbhd = Coalg(2 2 (−)× P (At)). qed

From now on, we will switch freely between the coalgebraic setting and the
neighbourhood setting.

In the course of this chapter, we will relate some of our results to existing
results for monotonic modal logic and normal modal logic. We briefly remind the
reader of their definitions and their relationship with neighbourhood structures
and coalgebras.

5.2.8. Remark. A neighbourhood frame/model is monotonic, if for all s ∈ S,
the collection of neighbourhoods ν(s) is upwards closed, i.e., if U ⊆ V and
U ∈ ν(s) then V ∈ ν(s). Monotonic modal logic is the theory of monotonic
neighbourhood models (cf. [35, 52]). It was shown in [56] that monotonic neigh-
boourhood frames are coalgebras for the subfunctor Mon of 2 2 which is defined
by Mon(X) = {U ∈ P (P (X)) | U is upwards closed} on a set X. �

5.2.9. Remark. Kripke frames/models are in 1-1 correspondence with so-called
augmented neighbourhood frames/models (cf. [35]). A neighbourhood frame
〈S, ν〉 is augmented, if it is monotonic and for all s ∈ S,

⋂
ν(s) ∈ ν(s). In other

words, in an augmented neighbourhood frame, each neighbourhood collection is
the upwards closure of a unique, smallest neighbourhood. Given a Kripke model
K = 〈S,R, V 〉, we obtain an augmented neighbourhood model Kaug = 〈S, ν, V 〉,
by taking ν(s) = ↑R[s] for all s ∈ S. Conversely, given an augmented neigh-
bourhood model M = 〈S, ν, V 〉, we define the Kripke model Mkrp = 〈S,R, V 〉
by taking R[s] =

⋂
ν(s) for all s ∈ S. Clearly, these transformations are inverses

of each other. It is also straightforward to show that for any two Kripke models
K1 and K2, a function is a Kripke bounded morphism from K1 to K2 iff f is
a (neighbourhood) bounded morphism from Kaug

1 to Kaug
2 . Hence the category

of Kripke frames is isomorphic to the category of augmented neighbourhood
frames. Moreover, a Kripke model K and its corresponding augmented model
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Kaug are pointwise equivalent, i.e., for all states s in K and any L-formula ϕ:
K, s |= ϕ iff Kaug, s |= ϕ. This can be proved by an easy induction on ϕ (cf. [35]).
Normal modal logic is the logic of all Kripke models, or equivalently, of all aug-
mented neighbourhood models.

We saw in Subsection 2.4.3 that Kripke frames and their bounded morphisms
can be seen as the category of coalgebras and coalgebra morphisms for the
covariant powerset functor P : Set → Set which maps a set X to the powerset
P (X), and a function f : X → Y to the direct image function f [ ] : P (X) →
P (Y ). �

5.2.3 Basic constructions

Finally, we will need a number of technical constructions. Disjoint unions of
neighbourhood frames and models are just the coproducts in the relevant cate-
gory. For neighbourhood models, this amounts to the following definition. The
definition for neighbourhood frames is obtained by leaving out the part about
the valuations.

5.2.10. Definition. Let M1 = 〈S1, ν1, V1〉 and M2 = 〈S2, ν2, V2〉 be two
neighbourhood models, and let ιi : Si → S1 + S2, i = 1, 2, be the canonical
inclusions. The disjoint union of M1 and M2 is the neighbourhood model
M1 +M2 = 〈S1 + S2, ν, V 〉 where for all p ∈ At, V (p) = ι1[V1(p)] ∪ ι2[V2(p)];
and for i = 1, 2, for all X ⊆ S1 + S2, and s ∈ Si, X ∈ ν(s) iff X ∩ Si ∈ νi(s). �

Apart from coproducts and coequalisers, we will also make use of pushouts.
We remind the reader of their definition. For more details, we refer to [3].

5.2.11. Definition. Let C be a category and let f1 : X → Y1 and f2 : X → Y2

be morphisms in C. A pushout of f1 and f2 in C is a triple 〈P, p1, p1〉 where
P is an object and p1 : Y1 → P , p2 : Y2 → P are morphisms in C such that
p1 ◦ f1 = p2 ◦ f2. Moreover, if P ′, p′1 : Y1 → P ′ and p′2 : Y2 → P ′ are such that
p′1 ◦ f1 = p′2 ◦ f2, then there exists a unique morphism u : P → P ′ in C such that
p′1 = u ◦ p1 and p′2 = u ◦ p2, as illustrated in Figure 5.1(a). �

It is well-known that if the category C has coproducts and coequalisers,
then a pushout of f1 : X → Y1 and f2 : X → Y2 in C can be constructed as a
coequaliser of ι1 ◦ f1, ι2 ◦ f2 : X → Y1 + Y2, where ιi : Yi → Y1 + Y2, i ∈ {1, 2},
are the canonical inclusions into the coproduct. We are mainly interested in the
case where f1 and f2 are the projection maps of some relation. In this case,
the coproduct-coequaliser construction yields the following explicit construction
in Set. Let R ⊆ X1 × X2 be a relation with projections π1 : R → X1 and
π2 : R → X2. Composing the projections with the canonical inclusions, we get
the relation R12 = RX1+X2 = {〈ι1(x1), ι2(x2)〉 | 〈x1, x2〉 ∈ R} on X1 +X2. Let
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X

f1

��

f2 // Y2

p2

��
p′2

��

Y1
p1 //

p′1 22

P ∃!u
  
P ′

R
π1

wwppppppppppppp
π2

''NNNNNNNNNNNNN

X1
ι1 //

p1 &&MMMMMMMMMMM X1 +X2

ε

��

X2
ι2oo

p2xxqqqqqqqqqqq

(X1 +X2)/Re12

(a) (b)

Figure 5.1: Pushout.

ε : X1 +X2 → (X1 +X2)/Re12 be the associated quotient map. The pushout of
R in Set is the triple 〈P, p1, p2〉, where P :=

(
X1 + X2

)
/Re12, and pi = ε ◦ ιi,

i ∈ {1, 2}. The construction is shown in Figure 5.1(b).

5.3 Equivalence notions

In this section we investigate three different equivalence notions over the class of
neighbourhood frames, i.e., 2 2 -coalgebras. Two of these are behavioural equiv-
alence and bisimilarity for the functor 2 2 . As 2 2 is known not to preserve weak
pullbacks, 2 2 -bisimilarity is strictly stronger than 2 2 -behavioural equivalence.
This shortcoming of bisimilarity for non-weak pullback preserving functors mo-
tivates our introduction of a third equivalence notion whose witnessing relations
we call precocongruences. Precocongruences generalise the idea behind precon-
gruences (defined in [1]), which are relations on a single coalgebra, to relations
between coalgebras.

In the first subsection, we work with an arbitrary functor F . First, we
review the definition of precongruences and some results from [1]. Next, we
define precocongruences and relate them to bisimulations, cocongruences and
congruences. In the next subsection, we instantiate the three equivalence notions
to neighbourhood frames, we give back-and-forth style characterisations of 2 2 -
bisimulations and 2 2 -precocongruences, and we show by means of examples,
that, even on finite neighbourhood frames, the three notions differ, but we also
show that on a single neighbourhood frame, all three notions coincide. In the
final subsection, we compare our equivalence notions with the existing notions
of bisimulation for monotonic and Kripke frames.
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5.3.1 Precocongruences

Throughout this subsection, we let F : Set → Set be an arbitrary functor. Pre-
congruences were introduced by Aczel & Mendler in [1] as alternatives to bisim-
ulations in the case the functor under consideration does not preserve weak
pullbacks. We formulate the definition of precongruences in a slightly different
way, and prove the equivalence with the definition from [1] in Lemma 5.3.2(1)
below.

5.3.1. Definition (Precongruence). Let 〈X, ξ〉 be an F -coalgebra, R ⊆
X × X a relation, and εR : X → X/Re the coequaliser of R. R is a precon-
gruence on 〈X, ξ〉 if there exists a (necessarily unique) F -coalgebra structure λ
on X/Re such that εR is an F -coalgebra morphism from 〈X, ξ〉 to 〈X/Re, λ〉 as
illustrated by the following commuting diagram.

R
π1 //
π2

// X
εR //

ξ

��

X/Re

∃!λ
��

F (X)
F (εR) // F (X/Re)

In other words, R is a precongruence on 〈X, ξ〉 iff Re is a congruence on 〈X, ξ〉.
�

The following lemma lists some useful facts on precongruences.

5.3.2. Lemma. Let 〈X, ξ〉 be an F-coalgebra and R ⊆ X ×X a relation.

1. R is a precongruence on 〈X, ξ〉 iff F (εR) ◦ ξ ◦ π1 = F (εR) ◦ ξ ◦ π2, i.e.,
R ⊆ ker(F (εR) ◦ ξ).

2. The largest precongruence on 〈X, ξ〉 is the largest congruence on 〈X, ξ〉.

3. If R is a bisimulation then R is a precongruence.

Proof. The proof can be found in [1], but we include it here for the sake of
completeness.

For item 1, first note that the coequaliser of R is also the coequaliser of Re.
We now have: R is a precongruence iff Re is a congruence iff (by Lemma 2.2.5,
p. 14) Re ⊆ ker(F (εR) ◦ ξ). Since R ⊆ Re and kernels are equivalence relations,
this last statement is equivalent with R ⊆ ker(F (εR) ◦ ξ).

To see that item 2 holds, let S denote the union of all precongruences on
〈X, ξ〉. Note that if R ⊆ S, then Re ⊆ Se, and there exists a map ε : X/Re →
X/Se such that εS = ε ◦ εR. It follows that F (εS) = F (ε) ◦ F (εR), and hence

F (εS) ◦ ξ = F (ε) ◦ F (εR) ◦ ξ. (5.3)
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Now if 〈x1, x2〉 ∈ S, then by item 1, there is a relation R ⊆ S such that
F (εR)(ξ(x1)) = F (εR)(ξ(x2)). By (5.3), F (εS)(ξ(x1)) = F (εS)(ξ(x2)), which
shows that S is a precongruence. S is necessarily also the largest congruence,
since any congruence is a precongruence and therefore contained in S.

For item 3, suppose R is a bisimulation, i.e., the projection maps π1, π2 : R→
X are F -coalgebra morphisms. In this case, the coequaliser εR of π1 and π2

is also the coequaliser of π1 and π2 in Coalg(F ), hence εR is an F -coalgebra
morphism. It follows that R is a precongruence. qed

We wish to consider relations between coalgebras rather than just a relation
on a single coalgebra. The definition of a precocongruence is essentially obtained
by replacing coequalisers by pushouts.

5.3.3. Definition (Precocongruence). Let 〈X1, ξ1〉 and 〈X2, ξ2〉 be F -co-
algebras, and let R ⊆ X1×X2 be a relation with pushout 〈P, p1, p2〉. The relation
R is called a precocongruence between 〈X1, ξ1〉 and 〈X2, ξ2〉, if there exists a
coalgebra map λ : P → F (P ) such that the pushout maps p1 : X1 → P and
p2 : X2 → P are F -coalgebra morphisms, i.e., the following diagram commutes:

R
π1

vvmmmmmmmmm π2

((QQQQQQQQQ

X1

ξ1

��

p1 // P

∃λ
��

X2

ξ2

��

p2oo

F (X1)
F (p1) // F (P ) F (X2)

F (p2)oo

In other words, R is a precocongruence iff its pushout 〈P, p1, p2〉 is a cocongru-
ence. If two states x1 and x2 are related by some precocongruence, we write
x1 ∼p x2. �

The following lemma gives us a two alternative characterisations of preco-
congruences.

5.3.4. Lemma. Let 〈X1, ξ1〉 and 〈X2, ξ2〉 be F-coalgebras, and let R ⊆ X1×X2

be a relation with pushout 〈P, p1, p2〉. The following are equivalent:

1. R is a precocongruence between 〈X1, ξ1〉 and 〈X2, ξ2〉.

2. F (p1) ◦ ξ1 ◦ π1 = F (p2) ◦ ξ2 ◦ π2, i.e., R ⊆ pb(F (p1) ◦ ξ1,F (p2) ◦ ξ2).

3. RX1+X2 is a precongruence on 〈X1, ξ1〉+ 〈X2, ξ2〉.
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Proof. (1 ⇔ 2): Item 2 holds iff the outer part of the diagram in Defini-
tion 5.3.3 commutes, so the implication (1 ⇒ 2) is immediate. Conversely, if
item 2 holds, then by the universal property of the pushout 〈P, p1, p2〉 there is
a (unique) function λ : P → F (P ) such that λ ◦ p1 = F (p1) ◦ ξ1 and λ ◦ p2 =
F (p2) ◦ ξ2. Hence R is a precocongruence,

(1 ⇒ 3): If the pushout maps are morphisms, there exists by the universal
property of the coproduct 〈X1, ξ1〉+ 〈X2, ξ2〉 in Coalg(F ), a unique F -coalgebra
morphism u : X1 +X2 → P such that pi = u ◦ ιi, i ∈ {1, 2}. By the definition
and construction of the pushout (cf. Figure 5.1(b)), it must be the case that u
is equal to the natural quotient map ε : X1 +X2 → P , and hence RX1+X2 is a
precongruence.

(3 ⇒ 1): If R12 = RX1+X2 is a precongruence on the coproduct, then the
quotient map ε : X1 +X2 → (X1 +X2)/Re12 is an F -coalgebra morphism. Since
pi = ε ◦ ιi, i ∈ {1, 2}, and the canonical inclusions ιi : Xi → X1 + X2, i ∈
{1, 2}, are also F -coalgebra morphisms, it follows that the pushout maps are
F -coalgebra morphisms. qed

An interesting property of precocongruences, is that, like bisimulations, they
can be characterised by a form of relation lifting.

5.3.5. Definition. Let R ⊆ X1 × X2 be a relation and let 〈P, p1, p2〉 be the
pushout of 〈R, π1, π2〉. We define the F -lifting Lif (F )(R) ⊆ F (X1)× F (X2) of
R by

Lif (F )(R) := pb(F (p1),F (p2)). �

Note that Lif (F ) is independent of the concrete representation of the pushout.
This follows easily from the fact that pushouts are unique up-to isomorphism.
The definition of Lif (F ) goes back to an idea by Kurz (personal comunication)
for defining a relation lifting of functors that do not preserve weak pullbacks.

5.3.6. Lemma. Let 〈X1, ξ1〉 and 〈X2, ξ2〉 be F-coalgebras, and let R ⊆ X1×X2

be a relation. R is precocongruence iff

for all 〈x1, x2〉 ∈ R: 〈ξ1(x1), ξ2(x2)〉 ∈ Lif (F )(R).

Proof. Immediate from Lemma 5.3.4 and the definition of Lif (F ). qed

The characterisation of precocongruences in Lemma 5.3.6 makes it easy to
show that between any two coalgebras, there exists a largest, and necessarily
unique, precocongruence. First, note that for any relations R′ ⊆ R ⊆ X1 ×
X2 with pushouts 〈P ′, p′1, p

′
2〉 and 〈P, p1, p2〉, respectively, there exists by the

universal property of P ′ a unique map u : P ′ → P such that pi = u ◦ p′i, i ∈
{1, 2}. Consequently, F (pi) = F (u) ◦ F (p′i), i ∈ {1, 2}, and for all t1 ∈ F (X1),
t2 ∈ F (X2): F (p′1)(t1) = F (p′2)(t2) implies that F (p1)(t1) = F (p2)(t2). Hence,

R′ ⊆ R ⇒ Lif (F )(R′) ⊆ Lif (F )(R). (5.4)
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5.3.7. Lemma. Let 〈X1, ξ1〉 and 〈X2, ξ2〉 be F-coalgebras. The union of all pre-
cocongruences between 〈X1, ξ1〉 and 〈X2, ξ2〉 is again a precocongruence.

Proof. Let R be the union of all precocongruences between 〈X1, ξ1〉 and
〈X2, ξ2〉, let 〈P, p1, p2〉 be the pushout of R, and assume 〈x1, x2〉 ∈ R. Then
there is a precocongruence R′ ⊆ R such that 〈x1, x2〉 ∈ R′. Letting 〈P ′, p′1, p

′
2〉

be the pushout of R′, it follows that 〈ξ1(x1), ξ2(x2)〉 ∈ Lif (F )(R′), and hence
by (5.4) that 〈ξ1(x1), ξ2(x2)〉 ∈ Lif (F )(R). We conclude by Lemma 5.3.6 that
R is a precocongruence. qed

In the following proposition we give a first comparison between precocon-
gruences, bisimulations and cocongruences.

5.3.8. Proposition. Let 〈X1, ξ1〉 and 〈X2, ξ2〉 be F-coalgebras, and let R be a
relation between X1 and X2.

1. If R is a bisimulation, then R is a precocongruence.

2. If R is a precocongruence, then R is contained in a cocongruence.

Consequently, for all x1 ∈ X1 and x2 ∈ X2:

x1 ∼ x2 implies x1 ∼p x2 implies x1 ∼b x2.

Proof. Let R ⊆ X1 × X2 be a relation with projections π1 : R → X1 and
π2 : R → X2, and pushout 〈P, p1, p2〉. Item 1: Assume R is a bisimulation.
By composing the projections with the canonical inclusion morphisms into the
coproduct, we have a pair of parallel F -coalgebra morphisms ι1◦π1, ι2◦π2 : R→
X1 + X2. The quotient map ε : X1 + X2 → (X1 + X2)/ReX1+X2

is now the
coequaliser of ι1◦π1 and ι2◦π2 also in Coalg(F ), hence an F -coalgebra morphism.
It follows that p1 and p1 are also F -coalgebra morphisms, since pi = ε ◦ ιi,
i ∈ {1, 2}. Item 2: If R is a precocongruence, then the pushout maps p1 and
p2 are F -coalgebra morphisms. The claim now follows from the fact that R ⊆
pb(p1, p2). qed

Proposition 5.3.8 alone does not yet tell us whether precocongruences are a
better approximation of behavioural equivalence than F -bisimulations, but in
the next subsection, we will see that, in general, the implications of Proposi-
tion 5.3.8 are strict. The following lemma provides us with a criterion which
ensures that a cocongruence is a precocongruence.

5.3.9. Lemma. If 〈X1, ξ1〉 and 〈X2, ξ2〉 are F-coalgebras and R ⊆ X1×X2 is a
full cocongruence between 〈X1, ξ1〉 and 〈X2, ξ2〉, then R is a precocongruence.
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Proof. Let R be a cocongruence with projection maps π1 : R → X1 and
π2 : R → X2 and pushout 〈P, p1, p2〉. Then there exist an F -coalgebra 〈Y, γ〉
and F -coalgebra morphisms fi : Xi → Y for i ∈ {1, 2} such that R = pb(f1, f2).
We are going to define a function λ : P → F (P ) such that pi is an F -coalgebra
morphism from 〈Xi, ξi〉 to 〈P, λ〉 for i ∈ {1, 2}. By the universal property of the
pushout there has to be a function j : P → Y such that j ◦ pi = fi for i ∈ {1, 2},
(see diagram). We claim that the map j is injective.
First, it follows from the definition of the pushout
that both p1 and p2 are surjective, because R is full.
Let now z1, z2 ∈ P and suppose that j(z1) = j(z2).
The surjectivity of the pi’s implies that there are s1 ∈
X1 and s2 ∈ X2 such that p1(s1) = z1 and p2(s2) =
z2. Hence j(p1(s1)) = j(p2(s2)), i.e., f1(s1) = f2(s2),
which implies that 〈s1, s2〉 ∈ R and consequently we

R

π1

��

π2 // X2

p2

��
f2

��

X1
p1 //

f1 22

P � p
∃!j
!!
Y

get p1(s1) = p2(s2), i.e., z1 = z2. This demonstrates that j is injective and
thus there is some surjective map e : Y → P with e ◦ j = idP . Now define
λ := F (e) ◦ λ ◦ j. It remains to check that for i ∈ {1, 2}, pi : 〈Xi, ξi〉 → 〈P, λ〉 is
an F -coalgebra morphism. Let i ∈ {1, 2}, we have:

λ ◦ pi = F (e) ◦ λ ◦ j ◦ pi
= F (e) ◦ λ ◦ fi (j ◦ pi = fi)
= F (e) ◦ F (fi) ◦ ξi (fi coalg. morph.)
= F (e) ◦ F (j) ◦ F (pi) ◦ ξi (F (fi) = F (j) ◦ F (pi))
= F (pi) ◦ ξi (F (e) ◦ F (j) = idF (P )) qed

We introduced precocongruences as a generalisation of precongruences to
relations between different coalgebras. We point out that this generalisation is
conceptual rather than set-theoretic, since on a single coalgebra, a precongruence
is not necessarily a precocongruence (as we will see in Example 5.3.16 below).
In fact, in the one-coalgebra case precocongruences specialise precongruences.
This is the content of the first item of the next proposition. The second item
tells us that over equivalence relations, (pre)congruences and precocongruences
are the same.

5.3.10. Proposition. Let 〈X, ξ〉 be an F-coalgebra.

1. If R ⊆ X ×X is a precocongruence on 〈X, ξ〉, then R is also a precongru-
ence on 〈X, ξ〉.

2. If R ⊆ X ×X is an equivalence relation then: R is a precocongruence on
〈X, ξ〉 iff R is a congruence on 〈X, ξ〉.

Proof. To prove item 1, let 〈P, p1, p2〉 be the pushout of R, and let εR : X →
X/Re be the natural quotient map (i.e., the coequaliser of R). By the universal
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property of the pushout in Set, there is a unique map u : P → X/Re such that u◦
p1 = εR = u◦p2. It follows that F (u)◦F (p1) = F (εR) = F (u)◦F (p2), and hence
for all x, y ∈ X: if F (p1)(ξ(x)) = F (p2)(ξ(y)) then F (εR)(ξ(x)) = F (εR)(ξ(y)).
Now assume that R is a precocongruence on 〈X, ξ〉, i.e., between 〈X, ξ〉 and itself.
By Lemma 5.3.4, for all 〈x, y〉 ∈ R we have that F (p1)(ξ(x)) = F (p2)(ξ(y)), and
hence that F (εR)(ξ(x)) = F (εR)(ξ(y)). This shows that R ⊆ ker(F (εR) ◦ ξ),
and it now follows from Lemma 5.3.2(1) that R is a precongruence.

To prove item 2, we first note that if R is an equivalence relation and a
precocongruence on 〈X, ξ〉, then by item 1, R is also a precongruence and hence
a congruence. Conversely, if R is a congruence, then R is clearly a full cocon-
gruence on 〈X, ξ〉 and so by Lemma 5.3.9, a precocongruence. qed

From Proposition 5.3.10 it follows more or less immediately that behavioural
equivalence is a precocongruence.

5.3.11. Theorem. If 〈X, ξ〉 is an F-coalgebra and x1, x2 ∈ X, then

x1 ∼b x2 iff x1 ∼p x2.

Proof. Follows from Proposition 5.3.10(2) and the fact that behavioural equiv-
alence is the largest congruence on 〈X, ξ〉 (cf. Lemma 2.3.3, p. 17). qed

Table 5.1 provides an informal overview of the congruence-like relations we
have studied so far. The empty space in the cocongruence box reflects the
observation that it seems impossible to check the existential requirement of a
pair of coalgebra morphisms for which the relation is a pullback, in terms of
some maps constructed from the relation itself, as in the case of congruences,
precongruences and precocongruences.

R is a precongruence R is a congruence
(R is contained in congruence) (R is a kernel of a morphism)

(coequaliser is a morphism) (coequaliser is a morphism)

R is a precocongruence R is a cocongruence
(R is contained in cocongruence) (R is a pullback of two morphisms)
(pushout maps are morphisms)

Table 5.1: Informal overview of congruence-like relations.

Finally, Table 5.2 summarises the defining properties of the different types
of relations that approximate behavioural equivalence in coalgebras.
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relation coalgebra morphisms coalgebra structure
R is a bisimulation projections π1 and π2 R

R is a precongruence coequaliser εR : X → X/Re X/Re

R is a congruence coequaliser εR : X → X/R X/R

R is a precocongruence pushout maps p1, p2 pushout P
R is a cocongruence some fi : Xi → Y , i ∈ {1, 2} some Y

Table 5.2: Defining properties of relations.

5.3.2 Equivalences between neighbourhood frames

In this subsection, we will investigate behavioural equivalence, bisimilarity and
the equivalence notion arising from precocongruences over 2 2 -coalgebras, i.e.,
neighbourhood frames. First, we use the relation lifting characterisations of 2 2 -
bisimulations and 2 2 -precocongruences to obtain set-theoretic, back-and-forth
style predicates for these two equivalence notions. Next we provide examples
which show that the implications from Proposition 5.3.8 are strict. However,
we also show that on a single neighbourhood frame all three equivalence notions
coincide. Finally, we compare the three equivalence notions with bisimulations
over monotonic neighbourhood frames and Kripke frames.

5.3.12. Remark. For simplicity of presentation, we have chosen to only treat
equivalence notions on neighbourhood frames, but the results of this section can
easily be extended to neighbourhood models, i.e., 2 2 (−)×P (At)-coalgebras. For
example, working out the details of the definition of 2 2 (−)×P (At)-bisimulation
results in the expected characterisation: A relation R is 2 2 (−)×P (At)-bisimu-
lation and if and only if R is a 2 2 -bisimulation and for all 〈s, t〉 ∈ R, s and t
satisfy the same atomic propositions. Similar statements hold for cocongruences
and precocongruences. �

Let us start out by considering 2 2 -bisimulations. Let 〈S1, ν1〉 and 〈S2, ν2〉
be two 2 2 -coalgebras and R ⊆ S1 × S2 a relation with projections πi : R → Si,
i ∈ {1, 2}. Instantiating the relation lifting characterisation in terms of Rel(F )
from (2.1) and (2.2) (p. 18) for F = 2 2 , we find that:

R is a 2 2 -bisimulation

iff ∀〈s1, s2〉 ∈ R : 〈ν1(s1), ν2(s2)〉 ∈ Rel(2 2 )(R)

iff ∀〈s1, s2〉 ∈ R : 〈ν1(s1), ν2(s2)〉 ∈ 〈2 2 (π1), 2 2 (π2)〉[2 2 (R)]

iff ∀〈s1, s2〉 ∈ R .∃Y ∈ 2 2 (R) : ν1(s1) = 2 2 (π1)(Y ) and ν2(s2) = 2 2 (π2)(Y )

iff ∀〈s1, s2〉 ∈ R .∃Y ∈ 2 2 (R) .∀i ∈ {1, 2} .∀U ⊆ Si :

U ∈ νi(si) ⇔ π−1
i [U ] ∈ Y (5.5)
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Using the notion of R-coherence (cf. Lemma 5.2.2) we can reformulate the
above requirement into a condition which does not involve any explicit mention
of Y .

5.3.13. Proposition. Let S1 = 〈S1, ν1〉 and S2 = 〈S2, ν2〉 be neighbourhood
frames. A relation R ⊆ S1 × S2 is a 2 2 -bisimulation between S1 and S2 iff for
all 〈s1, s2〉 ∈ R, for all U1, U

′
1 ⊆ S1 and for all U2, U

′
2 ⊆ S2 the following two

conditions are satisfied:

1.(a) If dom(R) ∩ U1 = dom(R) ∩ U ′
1 then: U1 ∈ ν1(s1) iff U ′

1 ∈ ν1(s1), and

(b) If rng(R) ∩ U2 = rng(R) ∩ U ′
2 then: U2 ∈ ν2(s2) iff U ′

2 ∈ ν2(s2).

2. If the pair 〈U1, U2〉 is R-coherent then: U1 ∈ ν1(s1) iff U2 ∈ ν2(s2).

Proof. First observe that for U1, U
′
1 ⊆ S1, π−1

1 [U1] = π−1
1 [U ′

1] iff dom(R)∩U1 =
dom(R) ∩ U ′

1. Similarly, for U2, U
′
2 ⊆ S2, π−1

2 [U2] = π−1
2 [U ′

2] iff rng(R) ∩ U2 =
rng(R) ∩ U ′

2. Also, recall (from Lemma 5.2.2) that given U1 ⊆ S1 and U2 ⊆ S2,
the pair 〈U1, U2〉 is R-coherent iff π−1

1 [U1] = π−1
2 [U2]. It should now be clear

that if R is a 2 2 -bisimulation, i.e., (5.5) holds, then R fulfills conditions 1 and
2.

To prove the converse, assume R fulfills the conditions 1 and 2. To see that
(5.5) holds, we can take for each pair 〈s1, s2〉 ∈ R as witnessing Y ∈ 2 2 (R),
the set Y := {π−1

1 [U1] | U1 ∈ ν1(s1)} ∪ {π−1
2 [U2] | U2 ∈ ν2(s2)}. To verify the

condition on ν1 in (5.5), we have that U1 ∈ ν1(s1) implies π−1
1 [U1] ∈ Y simply

by definition of Y . Now suppose π−1
1 [U1] ∈ Y . This means that there is a

U ′
1 ∈ ν1(s1) such that π−1

1 [U1] = π−1
1 [U ′

1] or there is a U2 ∈ ν2(s2) such that
π−1

1 [U1] = π−1
2 [U2]. In the first case, U1 ∈ ν1(s1) follows from condition 1a, in

the second case, U1 ∈ ν1(s1) follows from condition 2. Similarly, the condition
on ν2 in (5.5) can be shown to hold using conditions 1b and 2. qed

Another way of formulating condition 1.(a) in Proposition 5.3.13, is to say
that if U1 ∈ ν1(s1) and U ′

1 /∈ ν1(s1), then there is a u ∈ (U1 \ U ′
1) ∪ (U ′

1 \ U1)
such that u ∈ dom(R). Similarly for condition 1b. Informally, one can say that
condition 1 requires that the relation R must witness the difference between
subsets when one is a neighbourhood and the other is not. We will now show
that precocongruences are characterised by condition 2 only, hence condition 1
is unnecessary (unwanted even) for the purpose of approximating behavioural
equivalence.

Let 〈S1, ν1〉 and 〈S2, ν2〉 be two 2 2 -coalgebras and R ⊆ S1 × S2 a relation
with pushout 〈P, p1, p2〉. We have:

R is a precocongruence

iff ∀〈s1, s2〉 ∈ R : 2 2 (p1)(ν1(s1)) = 2 2 (p2)(ν2(s2))

iff ∀〈s1, s2〉 ∈ R .∀V ⊆ P : p−1
1 [V ] ∈ ν1(s1) ⇔ p−1

2 [V ] ∈ ν2(s2) (5.6)
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We now show that, in fact, (5.6) is equivalent with condition 2 of Proposi-
tion 5.3.13.

5.3.14. Proposition. Let S1 = 〈S1, ν1〉 and S2 = 〈S2, ν2〉 be neighbourhood
frames, and R ⊆ S1 × S2 a relation. R is a precocongruence between S1 and S2

if and only if for all 〈s1, s2〉 ∈ R and for all U1 ⊆ S1 and U2 ⊆ S2 such that
〈U1, U2〉 is R-coherent: U1 ∈ ν1(s1) iff U2 ∈ ν2(s2).

Proof. Let S1,S2 and R be as stated. Furthermore, let πi : R→ Si, i ∈ {1, 2},
be the projections of R, R12 = RS1+S2 , and 〈P, p1, p2〉 the pushout of R. We
will prove that for all U1 ⊆ S1 and U2 ⊆ S2:

〈U1, U2〉 is R-coherent iff

U1 = p−1
1 [Y ] and U2 = p−1

2 [Y ] for some Y ⊆ P. (5.7)

The proposition then follows from (5.6) and (5.7). To prove the direction from
left to right in (5.7), assume U1 ⊆ S2, U2 ⊆ S2 and 〈U1, U2〉 is R-coherent. From
Lemmas 5.2.2 and 5.2.3, we get that U1+U2 is Re12-coherent. Let ε : S1+S2 → P
be the quotient map associated with Re12. We claim that we can take Y =
ε[U1 + U2], the set of Re12-equivalence classes intersecting U1 + U2. To see that
p−1
1 [ε[U1 + U2]] = U1 and p−1

2 [ε[U1 + U2]] = U2, we have for all i ∈ {1, 2} and
si ∈ Si:

si ∈ p−1
i [ε[U1 + U2]] ⇐⇒ pi(si) ∈ ε[U1 + U2]

⇐⇒ ∃s′ ∈ U1 + U2 : 〈si, s′〉 ∈ Re12
(U1 + U2 Re

12-coh.) ⇐⇒ si ∈ U1 + U2

⇐⇒ si ∈ Ui.

To prove the direction from right to left in (5.7), let Y ⊆ P be arbitrary. We
have for all 〈s1, s2〉 ∈ R:

〈s1, s2〉 ∈ π−1
1 [p−1

1 [Y ]] iff p1(s1) ∈ Y iff p2(s2) ∈ Y iff 〈s1, s2〉 ∈ π−1
2 [p−1

2 [Y ]].

where the middle equivalence follows from the fact that 〈s1, s2〉 ∈ R implies
p1(s1) = p2(s2). We have now shown that π−1

1 [p−1
1 [Y ]] = π−1

2 [p−1
2 [Y ]], hence by

Lemma 5.2.2, the pair 〈p−1
1 [Y ], p−1

2 [Y ]〉 is R-coherent. qed

From Proposition 5.3.10(2) we know that on a single coalgebra, congruences
are precocongruences. We therefore get the following characterisation.

5.3.15. Corollary. Let 〈S, ν〉 be a neighbourhood frame and R ⊆ S × S an
equivalence relation. R is a congruence on 〈S, ν〉 iff

for all 〈s1, s2〉 ∈ R and all R-coherent U ⊆ S: U ∈ ν(s1) iff U ∈ ν(s2). (5.8)
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Proof. Let R ⊆ S × S be an equivalence relation. We first prove a small
claim: Claim: A pair 〈U1, U2〉 is R-coherent iff U1 = U2 = U for some R-
coherent subset U ⊆ S. Proof of Claim: Recall that a pair 〈U1, U2〉 is R-
coherent iff R[U1] ⊆ U2 and R−1[U2] ⊆ U1. Since R is an equivalence relation, R
is reflexive, and it follows that if 〈U1, U2〉 is R-coherent, then U1 ⊆ R[U1] ⊆ U2

and U2 ⊆ R−1[U2] ⊆ U1, hence U1 = U2. Conversely, if U is some R-coherent
subset of S, then by definition, 〈U,U〉 is R-coherent.

We now have: R is a congruence iff (Thm. 5.3.11) R is a precocongruence iff
(Prop. 5.3.14) for all 〈s1, s2〉 ∈ R and for all U1, U2 ⊆ S such that 〈U1, U2〉 is R-
coherent: U1 ∈ ν(s1) iff U2 ∈ ν(s2). Using the above claim, this last statement
is equivalent with (5.8). qed

We will now demonstrate with two examples that 2 2 -bisimilarity, preco-
congruences and behavioural equivalence differ on neighbourhood frames. It is
tempting to think of the elements of neighbourhoods as successor states, but
these examples show that this leads to wrong intuitions. For example, contrary
to the intuition we have from Kripke bisimulations, behavioural equivalence
in neighbourhood frames does not require that nonempty neighbourhoods are
somehow matched by nonempty neighbourhoods. Moreover, states that are not
contained in any neighbourhood of some state s, can influence the existence of
a bisimulation or cocongruence at s.

5.3.16. Example. Consider the two neighbourhood frames, T = 〈T, νT 〉 and
S = 〈S, νS〉 where T = {t1, t2, t3}, νT (t1) = νT (t2) = {{t2}}, νT (t3) := {∅}, and
S = {s}, νS(s) = ∅. The two states t1 and s are behaviourally equivalent. To see
this, let U = 〈U, νU 〉 be the neighbourhood frame where U = {u1, u2}, νU (u1) =
∅ and νU (u2) = {∅}. Let f1 : T → U and f2 : S → U be the functions with
graphs Gr(f1) = {〈t1, u1〉, 〈t2, u1〉, 〈t3, u2〉} and Gr(f2) = {〈s, u1〉}, respectively,
as illustrated here:

t2

∅

t3

u2

∅

T U S

s

u1

t1
f1

f2

It can easily be verified that f1 and f2 are bounded morphisms. For exam-
ple, the bounded morphism condition (5.2) holds for f1 at t1 and t2, since their
only neighbourhood {t2} is not the inverse f1-image of any subset of U . Since
f1(t1) = f2(s), t1 and s are behaviourally equivalent. In fact, R := pb(f1, f2) =
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{〈t1, s〉, 〈t2, s〉} is a precocongruence. This can be verified using the character-
isation given in Proposition 5.3.14. Note that there is no subset U ⊆ S such
that 〈{t2}, U〉 is R-coherent.

However, t1 and s are not 2 2 -bisimilar. For suppose R is a 2 2 -bisimulation
between T and S, then 〈t3, s〉 /∈ R, since 〈∅, ∅〉 is R-coherent, ∅ ∈ νT (t3) and
∅ /∈ νS(s). Hence t3 /∈ dom(R), and it follows that dom(R) ∩ {t2} = dom(R) ∩
{t2, t3}. Now, since {t2} ∈ νT (t1) and {t2, t3} 6∈ νT (t1), we can conclude from
condition 1a of Proposition 5.3.13 that t1 cannot be R-related to any state in S,
in particular not to s. Since R was an arbitrary 2 2 -bisimulation, t1 and s are
not 2 2 -bisimilar.

Consider now the relation R′ = {〈t1, t2〉} on the neighbourhood frame T .
The reader can check that R′ is a precongruence, but not a precocongruence,
on T . �

The above example shows that between neighbourhood frames, precocongru-
ences are a better approximation of behavioural equivalence than 2 2 -bisimilar-
ity. However, the next example shows that also precocongruences cannot capture
behavioural equivalence, in general.

5.3.17. Example. We consider now a small variation on the picture given in
Example 5.3.16. The neighbourhood frames S, U and the function f2 are the
same as before, but on T we now take as neighbourhood function ν ′T (t1) =
{{t2}}, ν ′T (t2) = ν ′T (t3) = {∅}, and let T ′ = 〈T, ν ′T 〉. Instead of the function f1,
we take the function f ′1 : T → U with graph Gr(f ′1) = {〈t1, u1〉, 〈t2, u2〉, 〈t3, u2〉}.
Again, it is straightforward to check that f ′1 is a bounded morphism, and hence
t1 and s are behaviourally equivalent.

∅

U S

t2

t3 t1

∅
u2

u1

s

f ′1

f2

T ′

However, there is no precocongruence containing the pair 〈t1, s〉. Suppose
R′ ⊆ T × S is an arbitrary precocongruence between T ′ and S. Since 〈∅, ∅〉 is
R′-coherent, ∅ ∈ ν ′T (t2) and ∅ 6∈ νS(s), it follows from Proposition 5.3.14 that
〈t2, s〉 6∈ R′. This implies that 〈{t2}, ∅〉 is R′-coherent, but {t2} ∈ ν ′T (t1) and
∅ /∈ νS(s), so 〈t1, s〉 6∈ R′. �

To sum it up: Example 5.3.16 showed that precocongruences are a clear
improvement when compared to 2 2 -bisimulations. Example 5.3.17, however,
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demonstrates that precocongruences are still incomplete as a proof principle for
behavioural equivalence over neighbourhood frames.

From Theorem 5.3.11 of the previous subsection, we know that on a single
neighbourhood frame, precocongruences do capture behavioural equivalence.
Using the results of this subsection it follows easily that, in fact, also 2 2 -
bisimilarity captures behavioural equivalence on a single structure.

5.3.18. Proposition. If S = 〈S, ν〉 is a neighbourhood frame, and R ⊆ S × S
is an equivalence relation, then:

R is a 2 2 -bisimulation iff R is a precocongruence iff R is a congruence.

Consequently, for all s1, s2 ∈ S: s1 ∼ s2 iff s1 ∼p s2 iff s1 ∼b s2.

Proof. If R ⊆ S × S is an equivalence relation, then in particular dom(R) =
rng(R) = S, and hence condition 1 of Proposition 5.3.13 is trivially satisfied.
It follows from the characterisations in Propositions 5.3.13 and 5.3.14 that R
is a 2 2 -bisimulation iff R is a precocongruence. The second equivalence is an
instance of the more general result in Proposition 5.3.10(2). The final claim
is an immediate consequence of the main claim and Lemma 2.3.3 (Chapter 2,
p. 17). qed

5.3.19. Remark. Alternatively, Proposition 5.3.18 follows from the result in
[51] that congruences are F -bisimulations in case the functor F weakly preserves
kernel pairs - a property that the functor 2 2 has as the following argument shows:
Let f : S → T be a function and consider its kernel ker(f) := {〈s, s′〉 ∈ S × S |
f(s) = f(s′)} with projections πi : ker(f) → S for i = 1, 2. We have to show
that for every pair of sets N1, N2 ∈ ker(2 2 (f)) there exists a set N ∈ 2 2 (ker(f))
such that 2 2 (πi)(N) = Ni for i = 1, 2. Let N1, N2 be elements of 2 2 (S) such
that 2 2 (f)(N1) = 2 2 (f)(N2). We put N := {π−1

1 (U1) | U1 ∈ N1} ∪ {π−1
2 (U2) |

U2 ∈ N2}. It is now easy to check that 2 2 (πi)(N) = Ni for i = 1, 2 as required.
�

5.3.3 Monotonic and Kripke bisimulations

Kripke frames and monotonic neighbourhood frames form subclasses of neigh-
bourhood frames, as we have seen in Remarks 5.2.9 and 5.2.8, respectively. We
now compare the different types of equivalence notions for neighbourhood frames
to the existing bisimulation notions over these subclasses. Some of these results
are well-known, but we repeat them here to give the reader an easy overview of
how the different notions relate to each other.

The instantiation of cocongruences and precocongruences over monotonic
neighbourhood frames and Kripke frames is made easy by the following lemma.
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Given a natural transformation η : F ·→G between Set-functors F and G , it is
well-known (cf. [129]) that we obtain a functor Trη : Coalg(F ) → Coalg(G) by
composing with η: if 〈X, ξ〉 ∈ Coalg(F ) then 〈X, ηF (X) ◦ ν〉 ∈ Coalg(G). This
transformation preserves both bisimulations, cocongruences and precocongru-
ences by naturality of η. We now show that if η is injective in all components,
then it also reflects cocongruences and precocongruences. This result is an easy
consequence of Lemma 3.8 in [15].

5.3.20. Lemma. If η : F ↪→ G is a natural transformation that is injective in
all components, i.e., F is a subfunctor of G, then for all F -coalgebras 〈X1, ξ1〉
and 〈X2, ξ2〉, and all relations R ⊆ X1 ×X2:

1. R is an F-cocongruence between 〈X1, ξ1〉 and 〈X2, ξ2〉 iff
R is a G-cocongruence between Trη(〈X1, ξ1〉) and Trη(〈X2, ξ2〉).

2. R is an F-precocongruence between 〈X1, ξ1〉 and 〈X2, ξ2〉 iff
R is a G-precocongruence between Trη(〈X1, ξ1〉) and Trη(〈X2, ξ2〉).

Proof. Item 1 follows from [15, Lemma 3.8] and the fact that Coalg(G) has
image factorisation for any Set-functor G . Item 2 follows directly from [15,
Lemma 3.8], since the pushout arrows are always jointly surjective, i.e., [p1, p2] :
X1 +X2 � P , where 〈P, p1, p2〉 is the pushout of R. qed

Monotonic bisimulations

As mentioned in Remark 5.2.8, monotonic neighbourhood frames are coalgebras
for the Set-functor Mon. The inclusion maps ιX : Mon(X) → 2 2 (X) yield a nat-
ural transformation ι : Mon ↪→ 2 2 that is clearly injective in all components. It
follows from Lemma 5.3.20 that a relation R is a Mon-cocongruence iff R is a 2 2 -
cocongruence, and R is a Mon-precocongruence iff R is a 2 2 -precocongruence.
Combining this last observation with Proposition 5.3.10(2), it follows that an
equivalence relation R is a Mon-congruence iff R is a 2 2 -congruence.

Monotonic bisimulations were introduced by Pauly in [113].

5.3.21. Definition. (cf. [113]) Let M1 = 〈S1, ν1〉 and M2 = 〈S2, ν2〉 be
monotonic neighbourhood frames, and Z ⊆ S1×S2 a relation. Z is a monotonic
bisimulation between M1 and M2 if for all 〈s1, s2〉 ∈ Z:

(mon-fwd) for all U1 ⊆ S1: if U1 ∈ ν1(s1) then Z[U1] ∈ ν2(s2).
(mon-bwd) for all U2 ⊆ S2: if U2 ∈ ν2(s2) then Z−1[U2] ∈ ν1(s1).

Two states are monotonic bisimilar, if they are linked by a monotonic bisimu-
lation. �
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The following lemma relates Mon-precocongruences to these notions. We
need to define the following property of relations. A relation R ⊆ S1 × S2 is
called z-closed (cf. [81]), if the following holds for all s1, t1 ∈ S1 and s2, t2 ∈ S2:

(z1) 〈s1, s2〉, 〈s1, t2〉, 〈t1, t2〉 ∈ R ⇒ 〈t1, s2〉 ∈ R, and
(z2) 〈s1, s2〉, 〈t1, s2〉, 〈t1, t2〉 ∈ R ⇒ 〈s1, t2〉 ∈ R,

as illustrated here:

(z1) : s1
R

OOOOOOO s2

t1 t2

(z2) : s1
R s2

t1

ooooooo
t2

5.3.22. Lemma. Let S1 = 〈S1, ν1〉 and S2 = 〈S2, ν2〉 be monotonic neighbour-
hood frames, and R ⊆ S1 × S2 a relation.

1. If R is a Mon-bisimulation, then R is a monotonic bisimulation.
2. If R is a monotonic bisimulation, then R is a Mon-precocongruence.
3. If R is a z-closed Mon-precocongruence, then R is a monotonic bisimula-

tion.

Proof. Item 1 was shown in [56]. To see that item 2 holds, assume R is
a monotonic bisimulation. Let 〈s1, s2〉 ∈ R, U1 ⊆ S1, U2 ⊆ S2 be such that
〈U1, U2〉 is R-coherent, that is, R[U1] ⊆ U2 and R−1[U2] ⊆ U1. It follows easily
from monotonicity, (mon-fwd) and (mon-bwd) that U1 ∈ ν1(s1) iff U2 ∈ ν2(s2).

To prove item 3, assume R is a z-closed Mon-precocongruence, 〈s1, s2〉 ∈ R,
and let U1 ⊆ S1, U2 ⊆ S2 be arbitrary. Using the assumption that R is z-closed,
it is easy to show that the pair 〈U1 ∪ R−1[R[U1]], R[U1]〉 is R-coherent. Hence
if U1 ∈ ν1(s1) then by monotonicity, U1 ∪ R−1[R[U1]] ∈ ν1(s1) and since R is a
Mon-precocongruence we get from the characterisation in Proposition 5.3.14 and
R-coherence that R[U1] ∈ ν2(s2). Similarly, it can be shown that 〈R−1[U2], U2∪
R[R−1[U2]]〉 is R-coherent, so if U2 ∈ ν2(s2), then by monotonicity and R-
coherence, it follows that R−1[U2] ∈ ν1(s1). qed

Mon does not preserve weak pullbacks (cf. [56]), so Mon-behavioural equiva-
lence is strictly weaker than Mon-bisimilarity, but the other equivalence notions
all coincide over monotonic neighbourhood frames.

5.3.23. Proposition. Let S1 and S2 be monotonic neighbourhood frames con-
taining states s1 and s2, respectively. The following are equivalent:

1. s1 and s2 are Mon-behaviourally equivalent,
2. s1 and s2 are monotonic bisimilar,
3. s1 and s2 are linked by a Mon-precocongruence.
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Proof. (1 ⇔ 2) was shown in [56], (2 ⇒ 3) holds by Lemma 5.3.22(2), and
(3 ⇒ 1) follows from the general result in Proposition 5.3.8(2). qed

The next example shows that the z-closure requirement in Lemma 5.3.22(2)
is really necessary.

5.3.24. Example. Consider the two monotonic neighbourhood frames M1 =
〈{s1, t1, u1}, ν1〉 and M2 = 〈{s2, t2, u2}, ν2〉 where ν1(s1) = ↑{t1}, ν2(s2) =
↑{t2, u2}, and ν1(t1) = ν1(u1) = ν2(t2) = ν2(u2) = ↑∅. The relation Z =
{〈s1, s2〉, 〈t1, t2〉, 〈u1, u2〉, 〈u1, t2〉} is a Mon-precocongruence. To see this, we
use the characterisation from Proposition 5.3.14. First observe that the only
non-trivial Z-coherent pair is 〈{t1, u1}, {t2, u2}〉. Since 〈s1, s2〉 ∈ Z, we confirm
(using monotonicity of ν1) that {t1, u1} ∈ ν1(s1) iff {t2, u2} ∈ ν2(s2). The
condition for the other states and Z-coherent pairs can be just easily checked.
Using the characterisation in Proposition 5.3.13 we find that Z is also a 2 2 -
bisimulation. However, Z is not a monotonic bisimulation, since Z[{t1}] =
{t2} /∈ ν2(s2). �

Kripke bisimulations

Kripke frames are P -coalgebras, and in Subsection 2.4.3 we saw that P -bisimula-
tions are the same as Kripke bisimulations. The transformation (−)aug from
Kripke frames to augmented neighbourhood frames (cf. Remark 5.2.9), in
fact, arises from the natural transformation υ : P ·→Mon defined for all sets
X and U ⊆ X by υX(U) = ↑U = {V ⊆ X | U ⊆ V }. This υ is injective
in all components. Hence, by Lemma 5.3.20, a relation R on a P -coalgebra
is a P -cocongruence iff R is a Mon-cocongruence iff R is a 2 2 -cocongruence.
Similarly, the notions of P -precocongruences, Mon-precocongruences and 2 2 -
precocongruences all coincide over P -coalgebras, and from Proposition 5.3.10(2),
we also obtain that on a P -coalgebra, a relation R is P -congruence iff R is a
Mon-congruence iff R is a 2 2 -congruence.

5.3.25. Proposition. Let K1 = 〈S1, R1〉 and K2 = 〈S2, R2〉 be Kripke frames,
and R ⊆ S1 × S2 a relation.

1. R is a Kripke bisimulation between K1 and K2 iff
R is a monotonic bisimulation between Kaug

1 and Kaug
2 ,

2. if R is a P -cocongruence, then R is a Kripke bisimulation.
3. if R is a Kripke bisimulation, then R is a P -precocongruence.
4. if R is a z-closed P -precocongruence, then R is a Kripke bisimulation.

Proof. Item 1 was shown by Pauly in [113]. Item 2 follows from the fact
that P preserves weak pullbacks (cf. [129, Theorem 4.3]). Item 3 is an instance
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of Proposition 5.3.8(1). In order to prove item 4, suppose R is a z-closed P -
precocongruence. By Lemma 5.3.20(2), R is a z-closed Mon-precocongruence,
hence by Lemma 5.3.22(3), a monotonic bisimulation. It now follows from item
1 that R is a Kripke bisimulation. qed

We note that the two frames in Example 5.3.24 are augmented, and this
example therefore shows that even if a functor F preserves weak pullbacks,
an F -precocongruence must be z-closed in order to yield an F -bisimulation, in
general. Since the relation Z in Example 5.3.24 is also a 2 2 -bisimulation, it
shows that a 2 2 -bisimulation must also be z-closed in order to be a guaranteed
to be a Kripke bisimulation.

Due to Proposition 5.3.8. we conclude that all three equivalence notions for
the functor P coincide.

5.3.26. Proposition. Let K1 and K2 be Kripke frames containing states s1
and s2, respectively. The following are equivalent:

1. s1 and s2 are P -behaviourally equivalent,
2. s1 and s2 are P -bisimilar (i.e. Kripke bisimilar),
3. s1 and s2 are linked by a P -precocongruence.

Proof. (1 ⇒ 2) is well-known, and it follows from Lemma 5.3.25(2). The
implications (2 ⇒ 3) and (3 ⇒ 1) follow from Proposition 5.3.8. qed

Apart from the correspondence between augmented neighbourhood frames
and Kripke frames, any neighbourhood frame can be translated into a Kripke
frame for a 3-modal language (cf. [78]). This language L](At) has three unary
modalities 2, [3] and [63], and a neighbourhood frame M = 〈S, ν〉 can be viewed
as a Kripke L]-frame M] = 〈W,N,R3, R 63〉 by taking:

W = S ∪ ν[S],
N = {〈s, U〉 ∈ S × ν[S] | U ∈ ν(s)},
R3 = {〈U, s〉 ∈ ν[S]× S | s ∈ U},
R 63 = {〈U, s〉 ∈ ν[S]× S | s 6∈ U}.

The usual definition of 3-Kripke bisimulation applies to L]-frames, that is, a
relation Z is a 3-Kripke bisimulation if for each of the three relations N,R3, R 63
the usual back-and-forth Kripke bisimulation conditions hold. Example 5.3.16
shows that 2 2 -bisimilarity does not imply 3-Kripke bisimilarity, since Gr(f1) is a
2 2 -bisimulation and hence t1 and u1 are 2 2 -bisimilar, but the forward condition
forN clearly fails for any relation containing 〈t1, u1〉 on the corresponding Kripke
L]-frames. The other implication, however, does hold. One can show that
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given neighbourhood frames M1 = 〈S1, ν1〉 and M2 = 〈S2, ν2〉, and a 3-Kripke
bisimulation R ⊆ (S1 ∪ ν1[S1]) × (S2 ∪ ν2[S2]) between M]

1 and M]
2, then the

state-part of R, R ∩ (S1 × S2), is a 2 2 -bisimulation between M1 and M2. The
proof is fairly straightforward, but also quite long and technical, and we have
therefore chosen to leave it out.

5.4 Hennessy-Milner classes

The Hennessy-Milner theorem for normal modal logic states that over the class
of finite Kripke models, two states are Kripke bisimilar if and only if they satisfy
the same modal formulas. It is well-known (see e.g. [25]), that this Hennessy-
Milner theorem can be generalised to hold over any class of modally saturated
Kripke models, in particular, over the class of image-finite Kripke models.

In this section, we define modal saturation and image-finiteness for neigh-
bourhood models and show that each of these properties leads to a Hennessy-
Milner style theorem. However, in contrast with the case for Kripke models,
we will see that image-finite neighbourhood models are not necessarily modally
saturated. In the last subsection we describe ultrafilter extensions of neighbour-
hood models, and show that they are modally saturated.

First, we make precise what we mean by a Hennessy-Milner class of neigh-
bourhood models. Since we have three equivalence notions for neighbourhood
models, we have, in principle, three types of Hennessy-Milner classes. However,
Examples 5.3.16 and 5.3.17 of section 5.3 showed that even over the class of finite
neighbourhood models, two states can be behaviourally equivalent, and hence
modally equivalent, without being linked by a precocongruence or a bisimula-
tion. This means that precocongruences and bisimulations do not fit well with
the expressivity of the modal language. We therefore define Hennessy-Milner
classes with respect to behavioural equivalence.

5.4.1. Definition. A class K of neighbourhood models is a Hennessy-Milner
class, if for any M1 and M2 in K containing states s1 and s2, respectively, we
have: M1, s1 ≡M2, s2 iff M1, s1 ∼b M2, s2. �

The following lemma provides an easy, but useful, criterion for proving that
a class of models is a Hennessy-Milner class.

5.4.2. Lemma. Let K be a class of neighbourhood models. If for any M1,M2 ∈
K, the modal equivalence relation ≡ is a congruence on M1 +M2, then K is a
Hennessy-Milner class.

Proof. Let M1 and M2 be neighbourhood models in K, and let ιi : Mi →
M1 + M2 denote the canonical inclusion morphisms. Assume that we have
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states s1 and s2 such that M1, s1 ≡ M2, s2. Since truth is invariant under
bounded morphisms, we have ι1(s1) ≡ ι2(s2) in M1 +M2. By assumption, ≡ is
a congruence on M1 +M2, hence ε : M1 +M2 → (M1 +M2)/≡ is a bounded
morphism, and 〈s1, s2〉 ∈ pb(ε ◦ ι1, ε ◦ ι2), hence s1 ∼b s2.

M1
ι1 //M1 +M2

ε

��

M2
ι2oo

(M1 +M2)/≡ qed

5.4.1 Modally saturated models

In Lemma 5.4.2 we saw that in order to prove a Hennessy-Milner theorem, we are
interested in neighbourhood models on which modal equivalence is a congruence.
LetM = 〈S, ν, V 〉 be a neighbourhood model. By applying the characterisations
of congruences on neighbourhood frames in Corollary 5.3.15 and adding the
condition for the atomic propositions, we find that ≡ is a congruence on M iff
for all s, t ∈ S such that s ≡ t:

(c1) for all p ∈ At : s ∈ V (p) ⇐⇒ t ∈ V (p), and
(c2) for all modally coherent X ⊆ S : X ∈ ν(s) ⇐⇒ X ∈ ν(t).

(5.9)
Clearly, condition (c1) holds in all neighbourhood models, since modally

equivalent states must make the same atomic propositions true. One way of
making condition (c2) hold, is to ensure that all modally coherent neighbour-
hoods are definable.

5.4.3. Lemma. Let M = 〈S, ν, V 〉 be a neighbourhood model. If for all s ∈ S
and all modally coherent X ∈ ν(s), there exists a modal L-formula ϕ such that
X = [[ϕ]]M, then modal equivalence is a congruence on M.

Proof. Let X be a modally coherent neighbourhood of some state, and assume
X = [[ϕ]]M. We have for any s, t ∈ S such that s ≡ t: X ∈ ν(s) iff M, s |= 2ϕ
iff M, t |= 2ϕ iff X ∈ ν(t). qed

For finite models, a standard argument shows that any modally coherent
neighbourhood X is definable by a formula of the form δ =

∨
i≤n

∧
j≤k δi,j where

n, k < ω. For infinite models, the same argument would yield a formula with
an infinite disjunction and conjunction, which is not a well-formed formula of
our finitary language. Modal saturation is a compactness property which allows
us to replace infinite conjunctions and disjunctions with finite ones. Thus we
can essentially use the same argument as for finite models to show that modally
coherent neighbourhoods are definable (and we do so in Lemma 5.4.5 below).



148 Chapter 5. Bisimilarity in neighbourhood structures

We will use the following notation. Let Ψ be a set of modal L-formulas and
M = 〈S, ν, V 〉 a neighbourhood model. We define ¬Ψ = {¬ψ | ψ ∈ Ψ},
[[
∧

Ψ]]M =
⋂
ψ∈Ψ[[ψ]]M, and [[

∨
Ψ]]M =

⋃
ψ∈Ψ[[ψ]]M. A set Ψ of L-formulas is

satisfiable in a subset X ⊆ S of M, if [[
∧

Ψ]]M ∩X 6= ∅. A set Ψ of L-formulas
is finitely satisfiable in X ⊆ S, if any finite subset Ψ0 ⊆ω Ψ is satisfiable in X.

5.4.4. Definition. Let M = 〈S, ν, V 〉 be a neighbourhood model. A subset
X ⊆ S is called modally compact if for all sets Ψ of modal L-formulas, Ψ is sat-
isfiable in X whenever Ψ is finitely satisfiable in X. The neighbourhood model
M is modally saturated, if for all s ∈ S and all modally coherent neighbourhoods
X ∈ ν(s), both X and the complement Xc are modally compact. �

To see why modal compactness is really a compactness property, note that
for a subset X in a neighbourhood model M, X ⊆ [[

∨
Ψ]]M iff {¬ψ | ψ ∈ Ψ} is

not satisfiable in X. Hence X is modally compact, if and only if, for all Ψ ⊆ L
such that X ⊆ [[

∨
Ψ]]M there is a Ψ0 ⊆ω Ψ such that X ⊆ [[

∨
Ψ0]]M. Clearly,

any finite set is modally compact. Note also that, in Definition 5.4.4, due to
the fact that [[

∧
Ψ]]M ⊆ X if and only if Xc ⊆ [[

∨
¬Ψ]]M, we have that Xc is

modally compact, if and only if, for all Ψ ⊆ L such that [[
∧

Ψ]]M ⊆ X, there is
a Ψ0 ⊆ω Ψ such that [[

∧
Ψ0]]M ⊆ X.

5.4.5. Lemma. Let M = 〈S, ν, V 〉 be a modally saturated neighbourhood model.
For all X ⊆ S: X is modally coherent iff X is definable by a modal L-formula.

Proof. If X = [[ϕ]]M for some ϕ ∈ L, then clearly X is modally coherent.
For the converse implication, assume X is modally coherent, i.e., X is a union
of modal equivalence classes X =

⋃
c∈C [xc]≡. For c ∈ C and y 6≡ xc there

is a modal L-formula δc,y such that xc |= δc,y and y |= ¬δc,y, so by taking
∆c = {δc,y | y 6≡ xc}, we have [xc]≡ = [[

∧
∆c]]M ⊆ X for each c ∈ C. By

modal compactness of Xc, for each c ∈ C there is a finite subset ∆0
c ⊆ω ∆c such

that [xc]≡ ⊆ [[
∧

∆0
c ]]
M ⊆ X. Defining δc =

∧
∆0
c for each c ∈ C, we therefore

have X =
⋃
c∈C [[δc]]M. Now by modal compactness of X, we get a finite subset

∆0 ⊆ω {δc | c ∈ C} such that X = [[
∨

∆0]]M. That is, X is definable by the
formula δ =

∨
∆0. qed

5.4.6. Proposition. If M is a modally saturated neighbourhood model, then
modal equivalence is a congruence on M. It follows that modally equivalent
states in M are behaviourally equivalent.

Proof. Immediate consequence of Lemmas 5.4.3 and 5.4.5. qed

5.4.7. Corollary. The class of finite neighbourhood models is a Hennessy-
Milner class.
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Proof. Since the disjoint union of two finite neighbourhood models is again
finite, it suffices by Lemma 5.4.2 and Proposition 5.4.6 to show that finite neigh-
bourhood models are modally saturated. But this is immediate, since any set
of states in a finite neighbourhood model M, is necessarily finite, and hence
modally compact, so M is modally saturated. qed

The question remains whether the class of all modally saturated neighbour-
hood models is a Hennessy-Milner class. We conjecture that if M and N are
modally saturated then modal equivalence is a congruence on M + N . If this
is the case, then the Hennessy-Milner theorem follows from Lemma 5.4.2.

5.4.8. Remark. In [113] the following definition of modal saturation for mono-
tonic neighbourhood models was introduced, and it was shown that over the
class of modally saturated monotonic neighbourhood models, modal equivalence
implies monotonic bisimilarity. A monotonic neighbourhood model 〈S, ν, V 〉 is
monotonic modally saturated, if for all s ∈ S and all sets Ψ of modal L-formulas
the following hold:

(m1-mon) For all X ∈ ν(s), if Ψ is finitely satisfiable in X, then Ψ is
satisfiable in X.

(m2-mon) If for all Ψ0 ⊆ω Ψ, there is an X ∈ ν(s) such that X ⊆ (
∧

Ψ0),
then there is an X ∈ ν(s) such that X ⊆ (

∧
Ψ).

In a monotonic neighbourhood model M, (m1-mon) clearly implies that
all modally coherent neighbourhoods are modally compact. The converse also
holds, since for any neighbourhood X of some state s, the closure X ′ of X with
respect to modal equivalence, i.e., X ′ =

⋃
x∈X [x]≡, is also a neighbourhood of

s by monotonicity, and for any Ψ ⊆ L, Ψ is satisfiable in X if and only if Ψ
is satisfiable in X ′. However, it is not clear whether monotonic modal satura-
tion and (neighbourhood) modal saturation coincide in all monotonic models.
We suspect that neither implies the other due to the following. The condition
(m2-mon) says that all neighbourhood collections are closed under arbitrary
intersections of definable neighbourhoods, a property which we expect can be
shown to fail in some modally saturated neighbourhood model. On the other
hand, it is not clear why the complements of modally coherent neighbourhoods
should be modally compact in a monotonic modally saturated model. Unfor-
tunately, at the moment we have no examples that confirm these intuitions.

�

5.4.9. Remark. A Kripke model 〈S,R, V 〉 is Kripke modally saturated, if for
all s ∈ S and all sets Ψ of modal L-formulas:

(m1-krip) If Ψ is finitely satisfiable in R[s], then Ψ is satisfiable in R[s],
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and over the class of modally saturated Kripke models, modal equivalence im-
plies Kripke bisimilarity (see e.g. [25]). From the above definitions, it is clear
that for any augmented neighbourhood model M, if M is monotonic modally
saturated or (neighbourhood) modally saturated, then Mkrp is Kripke modally
saturated. However, ifMkrp is Kripke modally saturated, then modally coherent
neighbourhoods may fail to be modally compact in M. This is shown by Ex-
ample 5.4.17 (page 155) in the next subsection. Hence Kripke modal saturation
does not imply monotonic modal saturation nor (neighbourhood) modal satu-
ration. Note that (m2-mon) holds over any augmented neighbourhood model.

�

As we have seen in Remarks 5.4.8 and 5.4.9, the notions of neighbourhood,
monotonic and Kripke modal saturation do not restrict in a natural way. More-
over, in the next subsection (Example 5.4.17), we will see that image-finite
neighbourhood models are not necessarily modally saturated. These observa-
tions could be interpreted as arguments for saying that our definition of modal
saturation for neighbourhood models is not the right one. On the other hand,
Definition 5.4.4 arises in a natural manner, it implies Kripke modal saturation
over Kripke models, in subsection 5.4.3 we show that ultrafilter extensions of
neighbourhood models are modally saturated, and in subsection 5.5.2 we will
see that when viewing neighbourhood models as first-order models, then ω-
saturation implies modal saturation (Lemma 5.5.6). We believe these are good
arguments for Definition 5.4.4 being the right notion after all. However, fur-
ther investigations are needed to support this claim. It would be useful to have
a better understanding of what an abstract notion of modal saturation for F -
coalgebras should be.

5.4.2 Image-finite neighbourhood models

In this section, we define image-finite neighbourhood models and prove that
they form a Hennessy-Milner class. This result is, in fact, an instance of a
more general result in coalgebraic modal logic (by Schröder [136]), as we briefly
explain in Remark 5.4.15. Since neighbourhood structures are of general interest
outside the world of coalgebra, we have chosen to present a self-contained proof,
which can be understood and verified without the knowledge of coalgebraic
modal logic. However, we hope that this section also illustrates the benefits of
universal coalgebra, and that it may inspire readers to study the more general
results in [136].

In contrast with the Kripke case, image-finite neighbourhood models are not
necessarily modally saturated as we will see later in Example 5.4.17. Instead,
we will show that they satisfy the condition of the following lemma.
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5.4.10. Lemma. Let M = 〈S, ν, V 〉 be a neighbourhood model. If for any states
s1, s2 ∈ S and any modally coherent subset X ⊆ S there is a formula ϕ ∈ L
such that for any i ∈ {1, 2}, X ∈ ν(s1) if and only if [[ϕ]]M ∈ ν(s2), then modal
equivalence is a congruence on M.

Proof. Immediate by the characterisation given by conditions (c1) and (c2)
on page 147. qed

A Kripke model is image-finite if every state has only finitely many succes-
sors. For neighbourhood models, the notion of image-finiteness is less obvious,
but as with bisimilarity, universal coalgebra provides us with an abstract notion
of image-finiteness for coalgebras which we instantiate for the 2 2 -functor. The
general construction behind this definition is that of taking the finitary part of
a functor. Recall that we denote the inclusion map of Y ⊆ X by ιY : Y ↪→ X.
Given any functor F : Set → Set, define the functor Fω by letting

Fω(X) =
⋃
{F (ιY )[FY ] | ιY : Y ↪→ X,Y ⊆ω X}

for a set X, and for a function f : X → Y , Fω(f) is the restriction of F (f) to
Fω(X). It is known that Fω is the unique finitary (or ω-accessible) subfunctor
of F which agrees with F on all finite sets (see e.g. [4, 110]), and Fω is called
the finitary part of F . We now give a characterisation of the finitary part of 2 2 .
For a subset inclusion map ιB : B ↪→ X and D ⊆ X, note that ι−1

B [D] = D ∩B.
If U ∈ 2 2

ω(X) and B ⊆ X is such that for all D ⊆ X: D ∈ U ⇐⇒ D ∩B ∈ U ,
then we call B a base set for U .

5.4.11. Lemma. Let X be a set. We have:

2 2
ω(X) = {U ∈ 2 2 (X) | ∃B ⊆ω X. ∀D ⊆ X : (D ∈ U ⇐⇒ D ∩B ∈ U)}.

Proof. Let X be a set and U ∈ 2 2 (X). We have:

U ∈ 2 2
ω(X) ⇐⇒ ∃B ⊆ω X : U ∈ 2 2 (ιB)[2 2 (B)]

⇐⇒ ∃B ⊆ω X ∃V ∈ 2 2 (B) : U = 2 2 (ιB)(V )
⇐⇒ ∃B ⊆ω X ∃V ∈ 2 2 (B) : U = {D ⊆ X | D ∩B ∈ V }
⇐⇒ ∃B ⊆ω X ∀D ⊆ X : (D ∈ U ⇐⇒ D ∩B ∈ U).

qed

5.4.12. Definition. We define the class of image-finite neighbourhood frames
as the class Coalg(2 2

ω) of 2 2
ω-coalgebras. The class of image-finite neighbour-

hood models is the class of neighbourhood models based on an image-finite neigh-
bourhood frame. �
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So, image-finite neighbourhood frames are the neighbourhood frames in
which all neighbourhood collections are determined by a finite base set. It
should be clear that a finite neighbourhood frame 〈S, ν〉 is image-finite, since
for all s ∈ S, S is a finite base set for ν(s). In proving that image-finite neigh-
bourhood models form a Hennessy-Milner class, we use the following lemma.

5.4.13. Lemma. Let S be a set and θ an equivalence relation on S. Moreover,
let B ⊆ S and denote by Bθ ⊆ B a set of representatives of the θ-classes
intersecting B. For all X,X ′ ⊆ S, if X and X ′ are both θ-coherent, then
X ∩B = X ′ ∩B iff X ∩Bθ = X ′ ∩Bθ.

Proof. Let S,B and Bθ ⊆ B be as stated, and assume that X and X ′ are θ-
coherent subsets of S. It is clear that X∩B = X ′∩B implies X∩Bθ = X ′∩Bθ.
For the other implication, assume X∩Bθ = X ′∩Bθ. We have: s ∈ X∩B implies
there is an s′ ∈ Bθ such that sθs′. Since X is θ-coherent, s′ ∈ X ∩Bθ = X ′∩Bθ.
Now since X ′ is θ-coherent, s ∈ X ′, and thus s ∈ X ′ ∩B. Hence we have shown
X ∩B ⊆ X ′ ∩B. The other inclusion is shown similarly. qed

5.4.14. Proposition. The class of image-finite neighbourhood models is a Hen-
nessy-Milner class.

Proof. For any functor F , the category Coalg(F ) has coproducts (cf. Defini-
tion 2.2.6, p. 14). It follows that image-finite neighbourhood models are closed
under disjoint unions. By Lemma 5.4.2 it suffices to show that in an image-finite
neighbourhood model, modal equivalence is a congruence. So let M = 〈S, ν, V 〉
be image-finite, and let s, t ∈ S. We then have finite base sets Bs, Bt ⊆ω S for
ν(s) and ν(t), respectively. Let Bst = Bs ∪ Bt. By Lemma 5.4.10 it suffices to
find for any modally coherent X ⊆ S, a formula ϕ ∈ L such that

X ∩Bst = [[ϕ]]M ∩Bst, (5.10)

since then X ∩Bs = [[ϕ]]M ∩Bs and X ∩Bt = [[ϕ]]M ∩Bt, and hence X ∈ ν(s)
iff [[ϕ]]M ∈ ν(s), similarly for t, and consequently, if s ≡ t, then X ∈ ν(s) if and
only if X ∈ ν(t).

We now show how to obtain such a ϕ. Let X ⊆ be modally coherent and
let B′

st ⊆ Bst be a set of representatives of the ≡-classes intersecting Bst. Since
Bst is finite, so is B′

st. Assume B′
st = {s1, . . . , sn}. Now there are modal

formulas ϕ1, . . . , ϕn ∈ L which characterise s1, . . . , sn, respectively, within B′
st,

that is, M, si |= ϕj iff i = j, for 1 ≤ i, j ≤ n. Namely, for each si ∈ B′
st, we

have for all sj ∈ B′
st \ {si}, si 6≡ sj . Hence there is a formula ϕi,j such that

M, si |= ϕi,j and M, sj 6|= ϕi,j . Take ϕi =
∧n
j=1,j 6=i ϕi,j , i = 1, . . . , n. We now

define ϕ =
∨
{ϕi | si ∈ X ∩ B′

st}. To see that ϕ satisfies (5.10) it suffices by
Lemma 5.4.13 to show that X ∩ B′

st = [[ϕ]]M ∩ B′
st. Clearly, by definition of
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ϕ, if si ∈ X ∩ B′
st then si ∈ [[ϕ]]M ∩ B′

st. Conversely, if sj ∈ [[ϕ]]M ∩ B′
st then

M, sj |= ϕi for some i such that si ∈ X ∩ B′
st. Since ϕi characterises si in B′

st,
it follows that sj = si ∈ X ∩B′

st. qed

5.4.15. Remark. As we already mentioned, Proposition 5.4.14 is a consequence
of a more general result in coalgebraic modal logic, which we briefly explain here.
In coalgebraic modal logic, the semantics of modalities is given by predicate lift-
ings. A predicate lifting for a functor F : Set → Set is a natural transformation
λ : 2 → 2 ◦ F . Given a set Λ of predicate liftings for F , the finitary coalgebraic
modal language L(Λ) is the multi-modal language which contains a modality [λ]
for each λ ∈ Λ. Given an F -coalgebra X = 〈X, ξ〉, the truth of formulas is de-
fined in the standard inductive manner for the basic Boolean connectives. The
truth of a modal formula [λ]φ is defined by: X, x |= [λ]φ iff ξ(x) ∈ λX([[φ]]X).
Atomic propositions can also be interpreted using constant predicate liftings.
We refer to [111] for details.

Using currying, every predicate lifting λ : 2 → 2 ◦F corresponds to a natural
transformation λ̂ : F → 2 2 , called the transposite of λ. A set Λ of predicate
liftings for F is called separating if the source of transposites {λ̂ | λ ∈ Λ} is
jointly injective. Schröder shows in [136, Theorem 41, Corollary 45]) that if
F : Set → Set is finitary and Λ is separating, then the finitary coalgebraic modal
language L(Λ) is expressive for F -coalgebras, meaning that over the class of
F -coalgebras, L(Λ)-equivalence implies behavioural equivalence.

We can instantiate this result for the finitary functor 2 2
ω×P (At) and classical

modal logic. The basic modal language and its interpretation over neighbour-
hood models is the finitary coalgebraic modal logic given by Λ = {λ}∪ {ρi | i <
ω}, where λ : 2 → 2 ◦ 2 2

ω is defined by λX(A) = {U ∈ 2 2
ω(X) | A ∈ U}, and

the ρi, i < ω, are constant predicate liftings that interpret the atomic propo-
sitions. It is known that {λ} ∪ {ρi | i < ω} is separating iff {λ} is separating.
The transposite λ̂ : 2 2

ω → 2 2 is simply the inclusion map, i.e., λ̂X = ι22
ω(X) for

all sets X, so trivially {λ̂} is jointly injective, hence {λ} is separating. It now
follows from Schröder’s results that over the class of image-finite neighbourhood
models, modal equivalence implies behavioural equivalence. �

We now show that the notion of image-finiteness for neighbourhood frames
restricts to the subclasses of neighbourhood frames that correspond with Kripke
frames and monotonic neighbourhood frames, respectively.

Monotonic neighbourhood frames are coalgebras for the subfunctor Mon of
2 2 (cf. Remark 5.2.8) which sends a setX to the collection of all subsets of P (X)
which are closed under supersets. Due to motonicity, given a function f : X →
Y , we can describe Mon(f) in terms of the direct image of f , namely, for all
V ∈ Mon(X), Mon(f)(V ) =

⋃
{↑f [D] | D ∈ V }. Recall that for a subset B ⊆

X, ↑B = {B′ ⊆ X | B ⊆ B′}. Image-finite monotonic neighbourhood frames,
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are then nothing but Monω-coalgebras. Let X be a set and U ∈ Mon(X). We
have:

U ∈ Monω(X) ⇐⇒ ∃Y ⊆ω X ∃V ∈ Mon(Y ) : U = Mon(ιY )(V )
⇐⇒ ∃Y ⊆ω X ∃V ∈ Mon(Y ) : U =

⋃
{↑ ιY [B] | B ∈ V }

⇐⇒ ∃C1, . . . , Cn ⊆ω X : U = ↑C1 ∪ . . . ∪ ↑Cn.

The neighbourhood collections in an image-finite monotonic neighbourhood
model are thus generated by finite sets of finite neighbourhoods which are min-
imal with respect to ⊆ in P (X). Such minimal neighbourhoods will be referred
to as core neighbourhoods. More precisely, if M = 〈S, ν, V 〉 is a neighbour-
hood model, s ∈ S and C ∈ ν(s) is such that for all D ( C, D /∈ ν(s), C is
called a core neighbourhood of s. The collection of core neighbourhoods of s is
denoted νc(s). This terminology follows [114, 52] where image-finite monotonic
neighbourhood models were called locally core finite.

Finally, recall that a Kripke model 〈S,R, V 〉 is image-finite (cf. [25]), if for
all s ∈ S, the set of R-successors R[s] is finite.

5.4.16. Proposition. Let M = 〈S, ν, V 〉 be a neighbourhood model.

1. If M is a monotonic neighbourhood model, then M is image-finite as a
monotonic neighbourhood model iff M is image-finite as a neighbourhood
model.

2. If M is augmented, then Mkrp is image-finite as a Kripke model iff M is
image-finite as a neighbourhood model.

Proof. To prove item 1, let M be monotonic. Since Mon is a subfunctor of
2 2 , also Monω is a subfunctor of 2 2

ω. It follows that any image-finite monotonic
model is also image-finite as a neighbourhood model. Concretely, one can show
that for all s ∈ S, the union of core neighbourhoods B =

⋃
νc(s) is a finite

base set for ν(s). For the other direction, assume M is image-finite as a neigh-
bourhood model. Let s ∈ S, and assume B ⊆ω S is a finite base set for ν(s).
We first show that every neighbourhood is in the upwards closure of some finite
core neighbourhood: U ∈ ν(s) implies B ∩ U ∈ ν(s), and since B ∩ U is finite,
there must be a finite C ∈ νc(s) such that C ⊆ B ∩ U ⊆ U . Suppose now that
C ∈ νc(s) is an arbitrary core neighbourhood of s. As B is a base set for ν(s),
C ∩B ∈ ν(s), and hence by ⊆-minimality of C, C ⊆ B. It now follows from the
finiteness of B, that s has only finitely many core neighbourhoods C1, . . . , Cn of
finite cardinality, and ν(s) = ↑C1 ∪ . . . ∪ ↑Cn.

For item 2, let Mkrp = 〈S,R, V 〉, i.e., for all s ∈ S, ν(s) = ↑R[s], and
νc(s) = {R[s]}. This immediately shows that if Mkrp is image-finite then M is
image-finite as a monotonic model, and hence by item 1, also as a neighbourhood
model. Conversely, if M is image-finite, then by item 1, M is image-finite as a
monotonic model, hence for all s ∈ S,

⋃
νc(s) = R[s] is finite. qed
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The following example demonstrates that image-finite neighbourhood mod-
els are not necessarily modally saturated, and it also shows that a Kripke
modally saturated model, is not necessarily modally saturated as a (monotonic)
neighbourhood model.

5.4.17. Example. Consider the Kripke model K = 〈S,R, V 〉 where S = N, the
set of natural numbers, and R is the usual relation > on N, that is, for m,n ∈ N,
〈m,n〉 ∈ R iff m > n, and R[m] = {n ∈ N | n < m}. Finally, the valuation V
is defined as V (pi) = ∅, for all atomic propositions pi ∈ At. K is an image-finite
Kripke model, hence by Proposition 5.4.16 the augmented neighbourhood model
Kaug corresponding to K is also image-finite as a (monotonic) neighbourhood
model. Since K is image-finite, K is Kripke modally saturated. However, Kaug is
not modally saturated as a neighbourhood model nor as a monotonic model. To
see this, first note that the set N is trivially modally coherent and by monotonic-
ity N is also a neighbourhood of every n ∈ N. Now, consider the set of modal
L-formulas, Ψ = {3n2⊥ | n ∈ N}. Note that by transitivity, K,m |= 3n2⊥
iff m ≥ n. Since K and Kaug are pointwise equivalent, and every finite subset
Ψ0 ⊆ω Ψ is satisfiable in K at the maximal n ∈ N such that 3n2⊥ ∈ Ψ0, it
follows that Ψ is finitely satisfiable in the neighbourhood N in Kaug. However,
Ψ is clearly not satisfiable in N. We have thus shown that N is not modally
compact, hence Kaug is not (monotonic) modally saturated. �

5.4.3 Ultrafilter extensions

In this section, we prove a behavioural-equivalence-somewhere-else result by
showing that any two modally equivalent states of neighbourhood models have
behaviourally equivalent representatives in the ultrafilter extensions of these
neighbourhood models. To this end, we define ultrafiler extensions of neigh-
bourhood models, and we prove analogues of results known for ultrafilter ex-
tensions of Kripke models. In particular, we show that ultrafilter extensions are
modally saturated. This result will be used in our proof of Craig interpolation
in subsection 5.5.3.

Just as ultrafilter extensions of Kripke models are obtained from algebraic
duality (see e.g. [25]), ultrafilter extensions of neighbourhood models are a by-
product of a more general duality between coalgebras and certain algebras on
the category of Boolean algebras, as described in e.g. [83, 89]. Our definition of
ultrafilter extensions of neighbourhood frames is obtained by instantiating the
more general definition of ultrafilter extensions of F -coalgebras presented in [89]
to F = 2 2 . The basic properties follow from the category theoretical framework.
With quite some effort, the behavioural-equivalence-somewhere-else result can
be obtained as a special case of a more general theorem in [83]. However,
instead of requiring knowledge of the (rather abstract) theory in [83, 89], we
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have chosen to give a direct, concrete description of ultrafilter extensions of
neighbourhood models, and to use standard model-theoretic techniques to prove
basic properties. We believe that such a presentation will make the results of
this section and the proof of the Craig interpolation theorem better accessible to
readers whose background is mainly in modal logic. For the interested reader,
we give a brief summary of the construction from [89] in Remark 5.4.20.

Let us begin by introducing some terminology and notation, and recalling
some facts concerning ultrafilters.

5.4.18. Definition. Let A = 〈A,∧,∨,−, 0, 1〉 be a Boolean algebra with the
usual ordering: for all a, b ∈ A: a ≤ b iff a ∧ b = a. A subset u ⊆ A is an
ultrafilter of A if 1 ∈ u, and for all a, b ∈ A: a, b ∈ u implies a ∧ b ∈ u, a ∈ u
and a ≤ b implies b ∈ u, and a ∈ u iff −a 6∈ u.

Let S be a set. The collection of ultrafilters over S, denoted by Uf(S), is
the set of ultrafilters of the Boolean powerset algebra 〈P (S),∩,∪, \, ∅, S〉. For
U ⊆ S and s ∈ S, we define

Û := {u ∈ Uf(S) | U ∈ u},
us := {V ⊆ S | s ∈ V }.

It is easily confirmed that us is an ultrafilter over S; us is called the principal
ultrafilter generated by s. The induced map u : S → Uf(S) is called the principal
ultrafilter map. �

The duality betwen Stone spaces and Boolean algebras gives rise to the fol-
lowing two contravariant functors. P : Setop → BA maps a set X to its Boolean
algebra of subsets. The functor U : BA → Setop maps a Boolean algebra to
the set of its ultrafilters. Both functors can be regarded as subfunctors of the
contravariant powerset functor 2 , as they both map a morphism f in their
respective categories to the inverse image function f−1. Composing these func-
tors, we find that for a set X, UP(X) = Uf(X), and for a function f : X → Y ,
UP(f) = (f−1)−1. Hence Uf can be regarded as a subfunctor of 2 2 .

The following definition of ultrafilter extensions of neighbourhood models is
obtained by instantiating the corresponding coalgebraic notion for F -coalgebras
in [89] to the case that F = 2 2 . We sketch the main ideas of the construction in
Remark 5.4.20 below. In fact, the definition of the neighbourhood relation of the
ultrafilter extension goes back to the definition of the canonical neighbourhood
model in [141].

5.4.19. Definition. Let M = 〈S, ν, V 〉 be a neighbourhood model. The ultra-
filter extension of M is defined as the triple Mu := 〈Uf(S), µ, V u〉, where

• Uf(S) is the set of ultrafilters over the set S,
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• µ : Uf(S) → 2 2 (Uf(S)) is defined by

µ(u) := {Û ⊆ Uf(S) | U ⊆ S, �U ∈ u},

where for any U ⊆ S we put �U := {s ∈ S | U ∈ ν(s)},

• V u(p) := {u ∈ Uf(S) | V (p) ∈ u}. �

5.4.20. Remark. In [89], a general construction of ultrafilter extensions of F -
coalgebras is given. We now sketch how this framework instantiates to 2 2 -
coalgebras, i.e., neighbourhood frames.

Classical modal logic can be described as a functor L : BA → BA. For a
Boolean algebra A = 〈A,∧,∨,−0, 1〉, L(A) is the free Boolean algebra gen-
erated by {2a | a ∈ A}. Let Alg(L) be the category of L-algebras over BA.
The functors P : Setop → BA and U : BA → Setop are extended to functors
P̄ : Coalg(2 2 )op → Alg(L) and Ū : Alg(L) → Coalg(2 2 )op. The ultrafilter exten-
sion of a 2 2 -coalgebra 〈S, ν〉 is then obtained as ŪP̄(〈S, ν〉). The lifting of P
and U relies on the existence of two natural transformations: δ : LP → P2 2 and
h : UL → 2 2U. For a set X, δX and hX are given by (cf. Definition 2.6.5 and
Example 3.6 of [89]):

δX : LP(X) → P2 2 (X)
2U 7→ {N ∈ 2 2 (X) | U ∈ N}

hX : UL(X) → 2 2U(X)
u 7→ {Û ⊆ UP(X) | 2U ∈ U}

The liftings P̄ and Ū are now given as follows on objects: P̄ maps a 2 2 -coalgebra
〈X, ν〉 to P̄(〈X, ν〉) = 〈LP(X),P(ν) ◦ δX〉 as illustrated here:

LP(X)
δX // P2 2 (X)

P(ν) // P(X)

Ū maps a 〈A, α〉 in Alg(L) to Ū(〈A, α〉) = 〈U(A), hA ◦ U(α)〉:

U(A)
U(α) // UL(A)

hA // 2 2 (U(A))

By working out the details, the reader can now confirm that the composition
ŪP̄ yields the ultrafilter extension of neighbourhood frames provided in Defini-
tion 5.4.19. �

The construction of the ultrafilter extension in Definition 5.4.19 can be seen
as an extension of the Set-functor Uf : Set → Set to a functor ( )u : Nbhd →
Nbhd such that for any neighbourhood model M, the principal ultrafilter map
u is truth-preserving injective map from M into Mu. In order to see that the
construction ( )u of the ultrafilter extension is functorial we show that bounded
morphisms between neighbourhood models induce bounded morphisms between
the corresponding ultrafilter extensions.
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5.4.21. Lemma. Let M1 = 〈S1, ν1, V1〉 and M2 = 〈S2, ν2, V2〉 be neighbourhood
models an let f : S1 → S2 be a bounded morphism from M1 to M2. The
function fu := Uf(f) is a bounded morphism from Mu

1 = 〈Uf(S1), µ1, V
u
1 〉 to

Mu
2 = 〈Uf(S2), µ2, V

u
2 〉.

Proof. First observe that for any subset U ⊆ S2:

(fu)−1[Û ] = f̂−1[U ], (5.11)

since for any u ∈ Uf(S1): u ∈ (fu)−1[Û ] iff fu(u) ∈ Û iff U ∈ fu(u) =
2 2 (f)(u) iff f−1[U ] ∈ u iff u ∈ f̂−1[U ]. Moreover,

f−1[�U ] = �(f−1[U ]) (5.12)

since for any s ∈ S1 and U ⊆ S2: s ∈ f−1[�U ] iff f(s) ∈ �U iff U ∈ ν2(f(s))
iff f−1[U ] ∈ ν1(s) iff s ∈ �(f−1[U ]).

To prove that fu is a bounded morphism, let u ∈ Uf(S1) and U ⊆ S2. We
now have:

Û ∈ µ2(fu(u)) iff �U ∈ fu(u) = 2 2 (f)(u)

iff f−1[�U ]
(5.12)
= �(f−1[U ]) ∈ u

iff f̂−1[U ]
(5.11)
= (fu)−1[Û ] ∈ µ1(u).

It is easily verified that fu respects valuations: V1(p) ∈ u iff f−1[V2(p)] ∈ u iff
V2(p) ∈ fu(u). qed

The next proposition connects truth of a modal formula in the ultrafilter exten-
sion to the truth set of the formula in the original model.

5.4.22. Proposition. Let M = 〈S, ν, V 〉 be a neighbourhood model with ultra-
filter extension Mu. For all u ∈ Uf(S) and for all formulas ϕ ∈ L we have

Mu,u |= ϕ iff [[ϕ]]M ∈ u.

Proof. The standard proof is obtained by induction on the formula ϕ. We
only treat the case of the modal operator in detail: Suppose ϕ is of the form
2ψ and let u ∈ Uf(S) be an ultrafilter. Then

Mu,u |= 2ψ iff [[ψ]]M
u (I.H.)

= {v ∈ Uf(S) | [[ψ]]M ∈ v} ∈ µ(u)

iff [̂[ψ]]M ∈ µ(u)

iff �([[ψ]]M) = [[2ψ]]M ∈ u. qed
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Using Proposition 5.4.22, we now easily show that the principal ultrafilter
map u preserves the truth of modal formulas. However, it is important to note
that, in general, u is not a bounded morphism from a model M = 〈S, ν, V 〉 to
its ultrafilter extension Mu.

5.4.23. Lemma. Let M = 〈S, ν, V 〉 be a neighbourhood model with ultrafilter
extension Mu = 〈Uf(S), µ, V u〉 and let u : S → Uf(S) be the injective map from
S to Uf(S). For every modal formula ϕ we have M, s |= ϕ iff Mu, us |= ϕ.

Proof. Let s ∈ S and let ϕ be modal formula. Then M, s |= ϕ iff s ∈ [[ϕ]]M

iff [[ϕ]]M ∈ us iff Mu, us |= ϕ where the last equivalence is a consequence of
Proposition 5.4.22. qed

Another consequence of Proposition 5.4.22 is the fact that ultrafilter extensions
are modally saturated.

5.4.24. Proposition. For any neighbourhood model M, the ultrafilter exten-
sion Mu is modally saturated.

Proof. Let M = 〈S, ν, V 〉 and Mu = 〈Uf(S), µ, V u〉. We show that any
Û ⊆ Uf(S) is compact. This suffices since all neighbourhoods in Mu are of
the form Û ⊆ Uf(S) and for any Û , Uf(S) \ Û = Û c. Let Ψ be a set of
formulas with the property that Ψ is finitely satisfiable in Û . For any finite set
of formulas {ψ1, . . . , ψn} ⊆ Ψ there exists therefore an ultrafilter u ∈ Û such
that Mu,u |= ψ1 ∧ . . . ∧ ψn. This implies by Proposition 5.4.22 that

{[[ψ1]]M, . . . , [[ψn]]M} ∪ {U} ⊆ u

Since u is closed under finite intersections this implies [[ψ1]]M ∩ . . . ∩ [[ψn]]M ∩
U ∈ u and hence [[ψ1]]M ∩ . . . ∩ [[ψn]]M ∩ U 6= ∅. As the set {ψ1, . . . , ψn}
was arbitrary we conclude that the set X := {U} ∪ {[[ψ]]M | ψ ∈ Ψ} has the
finite intersection property. Hence by the ultrafilter theorem, there exists some
ultrafilter u′ ∈ Uf(S) such that X ⊆ u′. By construction we get u′ ∈ Û and
again by Proposition 5.4.22, that Ψ is satisfiable at u′ ∈ Û . qed

We are now able to prove that the class of ultrafilter extensions of neighbourhood
models is a Hennessy-Milner class.

5.4.25. Proposition. The class U := {Mu | M ∈ Nbhd} of ultrafilter exten-
sions of neighbourhood models is a Hennessy-Milner class.

Proof. Let M1 and M2 be arbitrary neighbourhood models. By Lemma 5.4.2
it suffices to show that modal equivalence is a congruence on the disjoint union
Mu

1 +Mu
2 of their ultrafilter extensions. By Proposition 5.4.24, (M1 +M2)u is
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modally saturated, hence the quotient map ε : (M1 +M2)u → (M1 +M2)u/≡
is a bounded morphism. Furthermore, denote by ιi : Mi →M1+M2, i ∈ {1, 2},
the canonical inclusion morphisms. By Lemma 5.4.21, ιui : Mu

i → (M1 +M2)u,
i ∈ {1, 2}, are bounded morphisms, hence there exists, by the universal property
of the disjoint union Mu

1 +Mu
2 , a bounded morphism g such that the following

diagram commutes:

M1
//___ Mu

1
� � //

ιu1 ''OOOOOOOOOOO
Mu

1 +Mu
2

g

��

Mu
2

ιu2wwooooooooooo
? _oo M2

oo_ _ _

(M1 +M2)u

ε

��
(M1 +M2)u/≡

Hence ε ◦ g : Mu
1 + Mu

2 → (M1 + M2)u/≡ is a bounded morphism, and two
ultrafilters in Mu

1 +Mu
2 are modally equivalent if and only if they are identified

by ε ◦ g. It follows that on Mu
1 + Mu

2 , the modal equivalence relation is the
kernel of ε ◦ g, and hence a congruence. qed

As a corollary we obtain the behavioural-equivalence-somewhere-else result.

5.4.26. Theorem. Let M1 = 〈S1, ν1, V1〉 and M2 = 〈S2, ν2, V2〉 be neighbour-
hood models with the respective ultrafilter extensions Mu

1 and Mu
2 . For all states

s1 ∈ S1 and s2 ∈ S2 we have

M1, s1 ≡M2, s2 ⇒ Mu
1 , us1 ∼b Mu

2 , us2 .

Proof. Let s1 and s2 be modally equivalent states inM1 andM2, respectively.
By Lemma 5.4.23 the states us1 and us2 of the ultrafilter extensions Mu

1 and
Mu

2 are modally equivalent as well. The claim is now a direct consequence of
Prop 5.4.25. qed

5.5 Model-theoretic results

5.5.1 The classical modal fragment of first-order logic

We will now prove that the three equivalence notions described in section 5.3 all
characterise the modal fragment of first-order logic over the class of neighbour-
hood models (Theorem 5.5.5). This result is an analogue of Van Benthem’s char-
acterisation theorem for normal modal logic (cf. [20]): On the class of Kripke
models, modal logic is the Kripke bisimulation-invariant fragment of first-order
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logic. It is well-known that, when interpreted over Kripke models, the basic
modal language L can be seen as a fragment of a first-order language which has
a binary predicate R2, and a unary predicate P for each atomic proposition p
in the modal language. Formulas of this first-order language can be interpreted
in Kripke models in the obvious way. Van Benthem’s theorem tells us that a
first-order formula α(x) is invariant under Kripke bisimulation if and only if
α(x) is equivalent to a modal formula.

The first step towards a Van Benthem-style characterisation theorem for
classical modal logic is to show how L can be viewed as a fragment of first-order
logic. We will translate modal formulas into a two-sorted first-order language
L1, which has previously been employed in proving a Van Benthem style charac-
terisation theorems for topological modal logic [32] and monotonic modal logic
[113], and for reasoning about topological models more generally [42]. In Re-
mark 5.5.8) we will give a more detailed comparison between our characterisation
theorem and the characterisation theorem for monotonic modal logic given in
[113]. The two sorts of the language L1 are denoted s and n. Terms of sort s are
intended to represent states, whereas terms of sort n are intended to represent
neighbourhoods. We assume there are countable sets of variables of each sort.
To simplify notation, we will not state the type of variables explicitly. Instead
we use the following conventions: x, y, x′, y′, x1, y2, . . . denote variables of sort s
(state variables) and u, v, u′, v′, u1, v1, . . . denote variables of sort n (neighbour-
hood variables). Furthermore, the language L1 contains a unary predicate Pi (of
sort s) for each i ∈ ω, a binary relation symbol N relating elements of sort s to
elements of sort n, and a binary relation symbol E relating elements of sort n to
elements of sort s. The intended interpretation of xNu is “u is a neighbourhood
of x”, and the intended interpretation of uEx is “x is an element of u”. The
language L1 is generated by the following grammar:

ϕ,ψ ::= x = y | u = v | Pix | xNu | uEx | ¬ϕ | ϕ ∧ ψ | ∃xϕ | ∃uϕ

where i ∈ ω; x and y are state variables of sort s; and u and v are neighbourhood
variables of sort n. The usual abbreviations (eg. ∀ for ¬∃¬) apply.

Formulas of L1 are interpreted in two-sorted first-order structures of the type
M = 〈Ds, Dn, {Pi | i ∈ ω}, N,E〉 where Ds and Dn are the carrier sets of sort s
and sort n, respectively, and each Pi ⊆ Ds, N ⊆ Ds×Dn and E ⊆ Dn×Ds. The
usual definitions of free and bound variables apply. Truth of sentences (formulas
with no free variables) ϕ ∈ L1 in a structure M (denoted M |= ϕ) is defined
as expected. If x is a free state variable in ϕ (denoted ϕ(x)), then we write
M |= ϕ[s] to mean that ϕ is true in M when s ∈ Ds is assigned to x. Note that
M |= ∃xϕ iff there is an element s ∈ Ds such that M |= ϕ[s]. If Ψ is a set of
L1-formulas, and M is an L1-model, then M |= Ψ means that for all ψ ∈ Ψ,
M |= ψ. Given a class K of L1-models, we denote the semantic consequence
relation over K by |=K. In particular, for Ψ(x)∪{ϕ(x)} ⊆ L1, Ψ(x) |=K ϕ(x) if
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for all M ∈ K and all s of sort s in M, M |= Φ[s] implies M |= ϕ[s]. Moreover,
a set of formulas Φ(x) is K-consistent (Φ(x) 6|=K ⊥) if there exists an M ∈ K
and an s of sort s in M such that M |= Φ[s].

We can now translate modal L-formulas and neighbourhood models to the
first-order setting in a natural way:

5.5.1. Definition. Let M = 〈S, ν, V 〉 be a neighbourhood model. The first-
order translation of M is the structure M◦ = 〈Ds, Dn, {Pi | i ∈ ω}, Rν , R3〉
where

Ds = S,

Dn = ν[S] =
⋃
s∈S ν(s)

Pi = V (pi) for each i ∈ ω,
Rν = {〈s, U〉 |s ∈ Ds, U ∈ ν(s)},
R3 = {〈U, s〉 |s ∈ Ds, s ∈ U}. �

5.5.2. Definition. The standard translation of the basic modal language is
a family of functions stx : L → L1 defined as follows: stx(⊥) = ¬(x = x),
stx(pi) = Pix, stx(¬ϕ) = ¬stx(ϕ), stx(ϕ ∧ ψ) = stx(ϕ) ∧ stx(ψ), and

stx(2ϕ) = ∃u(xNu ∧ (∀y(uEy ↔ sty(ϕ))). �

This translation preserves truth; the easy proof is left to the reader.

5.5.3. Lemma. Let M be a neighbourhood model and ϕ ∈ L. For each s ∈ S,
M, s |= ϕ iff M◦ |= stx(ϕ)[s].

In the Kripke case, every first-order model for the language with R2 can be
seen as Kripke model. However, it is not the case that every L1-structure is the
translation of a neighbourhood model. Luckily, we can axiomatize the subclass
of neighbourhood models up to isomorphism. Let NAX be the following axioms

(A1) ∀u∃x(xNu)

(A2) ∀u, v((∀x(uEx↔ vEx)) → u = v)

It is not hard to see that if M is a neighbourhood model, then M◦ |= NAX.
The next result states that, in fact, NAX completely characterises the class
N := {M | M ∼= M◦ for some neighbourhood model M}, where ∼= denotes
isomorphism of L1-models.

5.5.4. Proposition. Suppose M is an L1-model and M |= NAX. Then there
is a neighbourhood model M◦ such that M ∼= (M◦)◦.



5.5. Model-theoretic results 163

Proof. Let M = 〈Ds, Dn, {Pi | i ∈ ω}, N,E〉 be an L1-model such that M |=
NAX. We will construct from M a neighbourhood model M◦ = 〈S, ν, V 〉 such
that M ∼= (M◦)◦. In case Ds = ∅ we also have Dn = ∅ by axiom A1 and hence
we define M◦ to be the empty neighbourhood model. In the case Ds 6= ∅ we
first define a map η : Dn → P (Ds) by η(u) = {s ∈ Ds | uEs}. We take S = Ds.
Now define for each s ∈ S and each X ⊆ S: X ∈ ν(s) iff there is a u ∈ Dn such
that sNu and X = η(u), and define for all i ∈ ω, V (pi) = {s ∈ S | M |= Pi[s]}.
Then M◦ is clearly a well-defined neighbourhood model, and it is not hard to
see that the maps id : Ds → Ds and η : Dn →

⋃
s∈Ds ν(s) yield an isomorphism

from M to (M◦)◦ = 〈S, ν[S], {P ′
i | i ∈ ω}, Rν , R3〉 (cf. Definition 5.5.1). The

details are left to the reader. qed

Thus, in a precise way, we can think of models in N as neighbourhood
models. In particular, if M and N are in N we will write M + N by which
we (strictly speaking) mean the L1-model (M◦ + N◦)◦ (which is also in N).
Furthermore, Proposition 5.5.4 implies that we can work relative to N while
still preserving nice first-order properties such as compactness and the existence
of countably saturated models. These properties are essential in the proof of
Theorem 5.5.5.

5.5.2 Characterisation theorem

We are now able to formulate our characterisation theorem. Let ∼ be a relation
on model-state pairs. Over the class N, an L1-formula α(x) is invariant under
∼, if for all models M1 and M2 in N and all sort s-domain elements s1 and
s2 of M1 and M2, respectively, we have M1, s1 ∼ M2, s2 implies M1 |= α[s1]
iff M2 |= α[s2]. Over the class N, an L1-formula α(x) is equivalent to the
translation of a modal formula if there is a modal formula ϕ ∈ L such that for all
models M in N, and all s-domain elements s in M, M |= α[s] iff M |= stx(ϕ)[s].

5.5.5. Theorem (Characterisation). Let α(x) be an L1-formula. Over the
class N the following are equivalent:

1. α(x) is equivalent to the translation of a modal formula,

2. α(x) is invariant under behavioural equivalence,

3. α(x) is invariant under precocongruences,

4. α(x) is invariant under 2 2 -bisimilarity.

Our proof of Theorem 5.5.5 uses essentially the same ingredients as the proof
of Van Benthem’s theorem (see e.g. [25]) where the main steps are:
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1. Given a Kripke model M we can obtain a modally saturated, elementary
extension M∗ of M.

2. Between modally saturated Kripke models, modal equivalence is a Kripke
bisimulation.

Together, 1 and 2 imply that modally equivalent statesM, s and N , t are Kripke
bisimilar in their modally saturated, elementary extensions M∗, s∗ and N ∗, t∗.
Our analogue of 2 is that in a modally saturated neighbourhood model, modal
equivalence is a congruence, which we have shown in Proposition 5.4.6. If we can
show an analogue of 1, it follows that if M, s and N , t are modally equivalent,
then they have behaviourally equivalent representatives in a modally saturated,
elementary extension of M+N .

As in the Kripke case, we can obtain an ω-saturated, elementary extension
of any L1-model in the form of an ultrapower using standard first-order logic
techniques (see e.g. [34]). It then only remains to show that an ω-saturated
neighbourhood model (viewed as a L1-model) is modally saturated. Before we
state and prove this lemma, we recall (cf. [34]) the definition of ω-saturation.
Let M be a first-order L1-model with domain M . For a subset C ⊆ M , the
C-expansion L1[C] of L1 is the two-sorted first-order language obtained from
L1 by adding a constant c for each c ∈ C. Now L1[C]-formulas are interpreted
in M by requiring that a new constant c is interpreted as the element c. The
L1-model M is ω-saturated, if for every finite C ⊆ω M , and every collection Γ(x)
of L1[C]-formulas with one free variable x the following holds: If Γ(x) is finitely
satisfiable in M (equivalently, if Γ(x) is consistent with the L1[C] theory of M),
then Γ(x) is satisfiable in M. It is a classic result of model theory that every
model has an ω-saturated elementary extension (cf. [34]).

5.5.6. Lemma. Let M be a model in N, and let M◦ be its corresponding neigh-
bourhood model. If M is ω-saturated, then M◦ is modally saturated.

Proof. Let M be an L1-model in N, M◦ = 〈S, ν, V 〉 its corresponding neigh-
bourhood model (cf. Proposition 5.5.4), and assume that M is ω-saturated. Let
Ψ be a set of modal L-formulas, and let U ⊆ S be a neighbourhood of some
state s. Then U corresponds to a domain element u ∈ Dn of M via the iso-
morphism M ∼= (M◦)◦. If Ψ is finitely satisfiable in U in M◦, then the set of
L1[{u}]-formulas {uNx}∪{stx(ψ) | ψ ∈ Ψ} is finitely satisfiable in M, and hence
satisfiable, which implies that Ψ is satisfiable in U . Similarly, if Ψ is finitely sat-
isfiable in U c, then the set of L1[{u}]-formulas {¬uNx} ∪ {stx(ψ) | ψ ∈ Ψ} is
finitely satisfiable in M, and hence satisfiable, which implies that Ψ is satisfiable
in U c. qed

We are now ready to prove Theorem 5.5.5.
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Proof of Theorem 5.5.5. It is clear that 2 ⇒ 3 ⇒ 4 (cf. Proposition 5.3.8).
To see that 4 ⇒ 2, we only need to recall (cf. [129]) that graphs of bounded
morphisms are 2 2 -bisimulations. Furthermore, as truth of modal formulas is
preserved by behavioural equivalence, 1 ⇒ 2 is clear. We complete the proof by
showing that 2 ⇒ 1.

Let MOCN(α) = {stx(ϕ) | ϕ ∈ L, α(x) |=N stx(ϕ)} be the set of modal
consequences of α(x) over the class N. It suffices to show that MOCN(α) |=N

α(x), since then by compactness there is a finite subset Γ(x) ⊆ MOCN(α) such
that Γ(x) |=N α(x) and α(x) |=N

∧
Γ(x). It follows that over N, α(x) is

equivalent to
∧

Γ(x), which is the translation of a modal formula. So suppose
M is a model in N and MOCN(α) is satisfied at some element s in M. We must
show that M |= α[s]. Consider the set T (x) = {stx(ϕ) | M◦, s |= ϕ} ∪ {α(x)}.
T (x) is N-consistent, since suppose to the contrary that T (x) is N-inconsistent,
then by compactness, there is a finite collection of modal formulas ϕ1, . . . , ϕn
such that M◦, s |= ϕi for all i = 1, . . . , n and α(x) |=N ¬

∧n
i=1 stx(ϕi), which

implies that ¬
∧n
i=1 stx(ϕi) ∈ MOCN(α). But this contradicts the assumption

that M |= MOCN(α)[s] and M |= stx(ϕi)[s] for all i = 1, . . . , n. Hence T (x) is
satisfied at an element t in some N ∈ N, and by construction, s and t are modally
equivalent: For all modal formulas ϕ ∈ L, M |= stx(ϕ)[s] implies stx(ϕ) ∈ T (x),
and hence N |= stx(ϕ)[t]. Conversely, M 6|= stx(ϕ)[s] iff M |= ¬stx(ϕ)[s] which
implies stx(¬ϕ) = ¬stx(ϕ) ∈ T (x), and hence N 6|= stx(ϕ)[t].

Take now an ω-saturated, elementary extension U of M + N. Note that
U ∈ N, since validity of NAX is preserved under elementary extensions. More-
over, the images sU and tU in U of s and t, respectively, are also modally
equivalent, since modal truth is transferred by elementary maps. Now since U is
ω-saturated and thus by Lemma 5.5.6, U◦ is modally saturated, it follows from
Proposition 5.4.6 that sU and tU are behaviourally equivalent. The construction
is illustrated in the following diagram; � indicates that the map is elementary,
and ι and κ are the canonical inclusions.

MOCN(α)[s] =| M ι //M + N

�
��

N |= α[t]κoo

U

Finally, we can transfer the truth of α(x) from N, t to M, s by using the invari-
ance of modal formulas under bounded morphisms and standard translations
(bm+st); elementary maps (elem); and the assumption that α(x) is invariant
under behavioural equivalence (α(x)-beh-inv).
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N |= α[t] ⇐⇒ (M◦ + N◦)◦ |= α[κ(t)] (bm+st)

⇐⇒ U |= α[tU ] (elem)

⇐⇒ U |= α[sU ] (sU ∼b tU and α(x)-beh-inv)

⇐⇒ (M◦ + N◦)◦ |= α[ι(s)] (elem)

⇐⇒ M |= α[s] (bm+st) qed

5.5.7. Remark. Note that in the proof of Theorem 5.5.5, we could have as-
sumed α(x) to be invariant for any of the three equivalence notions, since Propo-
sition 5.3.18 tells us that also sU ∼ tU and sU ∼p tU . �

5.5.8. Remark. An analogue of Van Benthem’s theorem for monotonic modal
logic was proved by Pauly (see [113, 52]). Although the translation of monotonic
modal logic and monotonic neighbourhood models is very similar to ours, Pauly’s
approach is slightly different to the present one, since his result is not formulated
relative to the class of first-order models which are the translation monotonic
models. Rather, he defines a notion of monotonic bisimulation which applies
to all first-order L1-models, and shows that translations of monotonic modal
formulas are invariant under this bisimulation notion, even if the first-order
models involved are not necessarily translations of monotonic models. This
means his result concerns a stronger notion of invariance. The converse is shown
using ω-saturation and monotonic modal saturation, and is similar to the proof
of the Van Benthem theorem. We do not get a characterisation theorem for
monotonic modal logic (relative to translations of monotonic models) as a direct
corollary of Theorem 5.5.5, but we believe it is possible to prove one using the
same line of argumentation and constructions. �

5.5.9. Remark. It seems straightforward to generalise Theorem 5.5.5 to multi-
modal classical modal logic with polyadic modalities of finite arity. Multi-modal
neighbourhood models are of interest in coalgebraic modal logic due to the
following:

It is not always possible to find a collection of separating unary, predicate
liftings for a functor F : Set → Set. However, Schröder showed in [136] that any
finitary functor F has a separating set of finitary, polyadic predicate liftings, i.e.,
there exists a finitary coalgebraic modal logic with polyadic modalities which is
expressive for F -coalgebras. A k-ary predicate lifting λ : (2(−))

k → 2F (−) has
transposite λ̂X : F (X) → N k(X), where we denote by N k the functor defined
by N k = 2(−) ◦ (2(−))k. Note that a map X → N k(X) is a k-ary neighbourhood
function.

If Λ is a separating set of k-ary predicate liftings for F , then for all sets
X, the source of transposites {λ̂X : F (X) → N k(X) | λ ∈ Λ} yields a natural
embedding.

〈λ̂〉λ∈Λ : F → ΠΛN k, (5.13)
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where ΠΛN k is the |Λ|-fold product of N k. Hence for every finitary functor
F , an F -coalgebra can be transformed into a pointwise equivalent multi-modal,
polyadic neighbourhood frame. �

5.5.3 Interpolation

In this section we show that the results on ultrafilter extensions from the previous
section can be used to prove Craig interpolation for classical modal logic. For
several normal and monotonic modal logics, Craig interpolation can be proved
using superamalgamation in the corresponding variety of modal algebras, see
e.g. [43, 56, 92, 93, 94]. We believe similar proofs can be carried out for classical
modal logic. Our proof, however, is based on the ideas used in the proof of Craig
interpolation for normal modal logic presented in [8]. The proof in [8] uses
first-order model-theoretic arguments similar to those employed in the proof
of the Van Benthem characterisation theorem, but Theorem 5.4.26 allows us
to prove Craig interpolation in a purely modal setting, without the use of ω-
saturated models or the explicit use of algebraic duality. All that is needed is
that modal truth is invariant under ultrafilter extensions (Lemma 5.4.23), and
that ultrafilter extensions are modally saturated (Proposition 5.4.24).

So far we have worked with a fixed a set At of atomic propositions, giving
rise to the language L = L(At). In the current section we need to generalise our
notions of bounded morphism and modal saturation to sublanguages L(At′) of
L(At) generated by a specific subset At′ of atomic propositions. We point out
that all models are always models for the full language L(At). This generalisation
is straightforward, but in the interest of clarity we provide the details and the
exact results we need. Let At′ ⊆ At, and let M1 = 〈S1, ν1, V1〉 and M2 =
〈S2, ν2, V2〉 be neighbourhood L(At)-models. A function f : S1 → S2 is a bounded
L(At′)-morphism from M1 to M2 (notation: f : M1 →L(At′) M2) if f is a
bounded (frame) morphism from 〈S1, ν1〉 to 〈S2, ν2〉, and for all p ∈ At′, and
all s ∈ S1: s ∈ V1(p) iff f(s) ∈ V2(p). An L(At′)-congruence is the kernel of a
bounded L(At′)-morphism. Two states s1 ∈ S1 and s2 ∈ S2 are modally L(At′)-
equivalent (notation: s1 ≡L(At′) s2), if they satisfy the same L(At′)-formulas.
Given a neighbourhood L(At)-model M = 〈S, ν, V 〉, a subset X ⊆ S is modally
L(At′)-compact if for all sets Ψ of modal L(At′)-formulas, Ψ is satisfiable in
X, whenever Ψ is finitely satisfiable in X, and M is modally L(At′)-saturated
if for every ≡L(At′)-coherent neighbourhood X, both X and Xc are modally
L(At′)-compact.

5.5.10. Lemma. Let At′ ⊆ At.

1. If M1 and M2 are L(At)-neighbourhood models, and f : M1 →L(At′) M2,
then for all s in M1, and all ϕ ∈ L(At′): M1, s |= ϕ iff M2, f(s) |= ϕ.
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2. If M = 〈S, ν, V 〉 is a neighbourhood L(At)-model, and R ⊆ S × S is
an equivalence relation, then R is an L(At′)-congruence on M iff R is a
congruence on the underlying frame 〈S, ν〉, and for all 〈s, t〉 ∈ R, and all
p ∈ At′: s ∈ V (p) iff t ∈ V (p).

3. If a neighbourhood L(At)-model M is modally L(At′)-saturated, then all
≡L(At′)-coherent subsets are definable by an L(At′)-formula.

4. If a neighbourhood L(At)-model M is modally L(At′)-saturated, then the
relation ≡L(At′) is an L(At′)-congruence.

5. If M is neighbourhood L(At)-model, then its ultrafilter extension Mu is
modally L(At′)-saturated.

Proof. As usual, 1 can be proved by straightforward formula induction. Item
2 is immediate. Item 3 can be proved by retracing the argument used in
Lemma 5.4.5. Item 4 follows from item 3 and essentially the same argument used
in Lemma 5.4.3. Item 5 can be proved in the same way as Proposition 5.4.24.
qed

For a formula ϕ ∈ L, we denote by At(ϕ) the set of atomic propositions
occurring in ϕ. Recall that for Φ ∪ {ϕ} ⊆ L, we write Φ |= ϕ if ϕ is a local
semantic consequence of Φ over the class of all neighbourhood models. Note
that compactness of |= follows from the compactness of |=N, the first-order
consequence relation over the class of neighbourhood models.

5.5.11. Theorem (Interpolation). Let ϕ1, ϕ2 ∈ L. If |= ϕ1 → ϕ2, then
there exists a formula χ ∈ L with At(χ) ⊆ At(ϕ1) ∩ At(ϕ2) such that |= ϕ1 → χ
and |= χ→ ϕ2.

Proof. Assume that |= ϕ1 → ϕ2. Let Ati = At(ϕi), i = 1, 2, and At0 =
At1 ∩ At2. Denote by ConsL(At0)(ϕ1) = {χ ∈ L(At0) | ϕ1 |= χ} the set of
modal L(At0)-consequences of ϕ1. It suffices to show that ConsL(At0)(ϕ1) |= ϕ2,
since then by compactness, there are χ1, . . . , χn ∈ ConsL(At0)(ϕ1) such that
χ1 ∧ . . . ∧ χn |= ϕ2, and ϕ1 |= χ1 ∧ . . . ∧ χn, i.e, χ = χ1 ∧ . . . ∧ χn is a Craig
interpolant for ϕ1 → ϕ2.

So, assume M is an L(At)-model and s is a state in M such that M, s |=
ConsL(At0)(ϕ1), and let Ψ = {ψ ∈ L(At0) | M, s |= ψ}. Now Ψ ∪ {ϕ1} is
consistent, since otherwise there would exist {ψ1, . . . , ψn} ⊆ Ψ such that |=
ψ1 ∧ . . . ∧ ψn → ¬ϕ1, hence |= ϕ1 → ¬ψ1 ∨ . . . ∨ ¬ψn, which would imply that
¬ψ1 ∨ . . . ∨ ¬ψn ∈ ConsL(At0)(ϕ1) contradicting the assumption that M, s |=
ConsL(At0)(ϕ1).

By definition of |=, Ψ∪{ϕ1} is satisfiable in some neighbourhood L(At)-model
N at a state t in N , i.e., N , t |= Ψ∪{ϕ1}. Then by construction s ≡L(At0) t, and
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as truth is preserved by the injections ι : M → N +M and κ : N → N +M,
and when passing to ultrafilter extensions, the principal ultrafilters generated by
ι(s) and κ(t) are also modally L(At0)-equivalent in U = 〈U, µ, V 〉 = (N +M)u,
i.e., uι(s) ≡L(At0) uκ(t). Now since ultrafilter extensions are modally L(At0)-
saturated (Lemma 5.5.10(5)) it follows from Lemma 5.5.10(4) that ≡L(At0) is an
L(At0)-congruence on U . For ease of notation, we denote the relation ≡L(At0)

on U by Z in the rest of this proof. We have, in particular, Z is a congruence
on the underlying frame 〈U, µ〉 of U , and by Proposition 5.3.18 Z is also a
2 2 -bisimulation on 〈U, µ〉. This means there exists a coalgebra map ζ : Z →
2 2 (Z) such that the projections πi : 〈Z, ζ〉 → 〈U, µ〉, i = 1, 2, are bounded frame
morphisms. We now define a valuation V ′ on 〈Z, ζ〉 to obtain a neighbourhood
L(At)-model Z = 〈Z, ζ, V ′〉 such that π1 : Z → U is a bounded L(At1)-morphism
and π2 : Z → U is a bounded L(At2)-morphism. Let p ∈ At and 〈u1, u2〉 ∈ Z,
then we define

〈u1, u2〉 ∈ V ′(p) ⇐⇒


u1 ∈ V (p) if p ∈ At1,
u2 ∈ V (p) if p ∈ At2,
never if p ∈ At \ (At1 ∪ At2).

Note that V ′ is well-defined due to Lemma 5.5.10(2). The construction is il-
lustrated below. The dashed arrow going to U indicates that the principal
ultrafilter map u is not a bounded morphism, still u does preserve modal truth
(Lemma 5.4.23).

ϕ1 =| N , t κ // N +M

≡u

���
�
�

M, s |= ConsL(At0)(ϕ1)ιoo

U

Z

π1

HH
π2

VV

Now we have: N , t |= ϕ1 implies U , uκ(t) |= ϕ1. Since 〈uκ(t), uι(s)〉 ∈ Z and π1 is
a bounded L(At1)-morphism from Z to U , we have Z, 〈uκ(t), uι(s)〉 |= ϕ1. By the
main assumption that |= ϕ1 → ϕ2, we get that Z, 〈uκ(t), uι(s)〉 |= ϕ2, and now
since π2 is a bounded L(At2)-morphism from Z to U , we get U , uι(s) |= ϕ2 and
hence M, s |= ϕ2. qed

5.6 Conclusion and related work

In the first part of this chapter we discussed and compared different notions of
equivalence between neighbourhood structures. We gave back-and-forth style
characterisations of 2 2 -bisimulations and precocongruences, and showed that,
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as expected, behavioural equivalence is the only one of the three notions that al-
lows us to prove a Hennessy-Milner theorem for image-finite neighborhood mod-
els (cf. Section 5.4). Furthermore, we showed that for an arbitrary Set-functor
F , precocongruences capture behavioural equivalence on a single F -coalgebra
(Theorem 5.3.11). For functors F that weakly preserve kernel pairs, such as 2 2 ,
this is already achieved with F -bisimulations [51], but we believe that preco-
congruences could be an interesting alternative to F -bisimulations for functors
which lack this property. A first indication of this is [81] where precocongruences
are used to obtain a game-theoretic characterisation of behavioural equivalence.

After having reached a good understanding of state equivalence over neigh-
bourhood structures, we focused on generalising two well-known model-theoretic
results in normal modal logic to classical modal logic: the Van Benthem charac-
terisation theorem (Theorem 5.5.5) and the Craig interpolation theorem (Theo-
rem 5.5.11). Our proof of Theorem 5.5.5 builds on ideas from the original proof
of the Van Benthem characterisation theorem ([20]). Closely related to our work
are also the invariance results by Pauly ([113]) on monotonic modal logic, and
Ten Cate et al. ([32]) on topological modal logic.

A number of other model-theoretic results are worth exploring. Perhaps the
most interesting one is a generalisation of the Goldblatt-Thomason Theorem
(see e.g. [25]). The classic result for Kripke models can be proved using model-
theoretic constructs or by using algebraic duality. The algebraic duality proof
has already been generalised to the coalgebraic setting by Kurz & Rosický’s [89].
Indeed, a special case of their main result is the result we are after: a Goldblatt-
Thomason Theorem for neighbourhood models (cf. [89], Corollary 3.17(2) and
Remark 3.18). Given the formal machinery we have developed in this paper (e.g.,
the ultrafilter extensions from Section 5.4.3), one may hope for a model-theoretic
proof of this result (see e.g., Section 3.8 in [25]). Such a model-theoretic proof
has been given for topological models (which are special cases of neighbourhood
models) by Ten Cate et al. ([32]). However, an important ingredient in the
model-theoretic proof for the Kripke case is the fact that any Kripke model is
bisimilar to the disjoint union of its generated submodels. This is not true for
an arbitrary neighbourhood model (cf. [49]), and at the moment, it is not clear
which alternative construction could be used in its place.

A second model-theoretic issue raised by the results in this paper concerns
our translation of the modal language into a two-sorted first-order language
(cf. Definition 5.5.2). As is well-known, with respect to Kripke structures, the
basic modal language can be translated into the guarded fragment of first-order
logic (cf. [8]). This fact has been used to explain a number of the important
properties of modal logic (see, for example, [7] for an extensive discussion).
The question is whether classical modal logic is also contained in some kind of
guarded fragment. Our translation of 2ϕ does not fall into the guarded fragment
of two-sorted first-order logic. However, it is not difficult to see that over the
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class N of neighbourhood models viewed as first-order structures, stx(2ϕ) is
equivalent to the following single-sorted first-order formula:

∃u(Nbhd(u) ∧ xNu ∧ ∀y(uEy → sty(ϕ)) ∧ ∀y(State(y) → (¬(sty(ϕ)) ∨ uEy)))

where Nbhd and State are designated predicates intended to mean “...is a neigh-
bourhood” and “...is a state”, respectively. This formula is in the (loosely)
guarded fragment.

Our characterisation theorem for classical modal logic leads to a number of
interesting research questions. For example, we would like to explore the possi-
bility of proving our result using game-theoretic techniques similar to the ones
exploited by Otto ([107]). Furthermore, neighbourhood structures can also be
seen as a type of Chu spaces. We would like to relate our characterisation theo-
rem to Van Benthem’s characterisation of the Chu transform invariant fragment
of a two-sorted first-order logic in [21].

Finally, it would be interesting to find out if our characterisation theorem
can be generalised to coalgebraic modal logic for an arbitrary finitary func-
tor F : Set → Set, using the embedding of F -coalgebras into multi-modal, k-
ary neighbourhood frames as described in Remark 5.5.9. It might be possible
to prove that, under certain assumptions, the coalgebraic modal logic over F -
coalgebras can be viewed as the bisimulation invariant fragment of some many-
sorted first-order logic. Initial investigations suggest that this is possible for
functors of the form A(2k)(−)

where A is a finite set and k is a natural number.
An A(2k)(−)

-coalgebra can be seen as a multi-modal, polyadic neighbourhood
frame 〈X, {νa | a ∈ A}〉 given by an A-indexed collection of k-ary neighbour-
hood functions νa : X → 2(2X)k

such that for each k-tuple of subsets 〈U1, . . . , Uk〉
and each state x ∈ X, 〈U1, . . . , Uk〉 ∈ νa(x) for exactly one a ∈ A. We must
leave the details of this result as future work.
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Abstract

Coalgebraic Modelling

Applications in Automata Theory and Modal Logic

In this thesis we apply coalgebraic modelling to gain new insights into automata
theory and modal logic. Briefly summarised, the main contributions consist of
(i) a coalgebraic technique for synthesising Mealy machines from arithmetic bit-
stream specifications, and results that relate Mealy machines to rational specifi-
cations in terms of expressivity and complexity; (ii) a coalgebraic perspective on
subsequential transducers, and a systematic classification of reflective subcate-
gories of subsequential structures; (iii) bisimulation notions for neighbourhood
structures and model theoretic results for classical modal logic, including in-
terpolation and a characterisation of classical modal logic as the bisimulation
invariant fragment of first order logic. These contributions are found in Chapters
3, 4 and 5.

In Chapter 3 we study the relationship between bitstream functions and
Mealy machines with binary input and output. Mealy machines and binary
arithmetic play an important role in the modelling and specification of sequen-
tial circuits. It is well-known that Mealy machines can be modelled as coalgebras
and that a final Mealy coalgebra exists. We present a method which given a
so-called rational specification of an arithmetic bitstream function constructs a
Mealy machine which realises the specification. The idea behind the construc-
tion is to define a Mealy structure on the set of specifications, and construct a
realisation as the submachine generated by the given specification. Termination
and minimality are ensured by working modulo bisimilarity. This method is es-
sentially coalgebraic since the idea, in principle, applies to other coalgebra types
and specification languages. In our case, we obtain a Mealy structure on the
set of specifications by defining the arithmetic operations coinductively, and we
determine bisimilarity of specifications by reduction to normal form. We have
implemented this construction method and we give a complexity analysis of
the algorithm. Furthermore, we present upper bounds on the number of states
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in the constructed Mealy machine, and we show that there exist finite Mealy
machines that are not the realisation of a rational specification.

In Chapter 4 we focus on the coalgebraic modelling of subsequential trans-
ducers. Subsequential transducers are a type of automata which combines trans-
duction with acceptance, and they are used in the areas of coding theory and
language processing. As a class of automata they generalise Mealy machines and
classical deterministic automata, both of which have a neat coalgebraic mod-
elling. The underlying structure of a subsequential transducer also looks like
a coalgebra, however, it is quite easy to see that the corresponding notion of
coalgebra morphism does not fit well with the intended word function semantics.
We show that a proper coalgebraic modelling can be obtained for the subclass of
normalised subsequential structures. This result provides a new perspective on
known results such as the existence of canonical minimal subsequential trans-
ducers, and the fact that subsequential transducers can be minimised by first
normalising and then identifying bisimilar states. We also show that normalisa-
tion, minimisation and taking differentials are reflectors in the category theoretic
sense.

In Chapter 5, our starting point is the coalgebraic modelling of neighbour-
hood structures. Neighbourhood structures are the standard semantic tool used
for reasoning about non-normal modal logics. The modal logic of all neighbour-
hood models is called ‘classical modal logic’. Neighbourhood models generalise
Kripke models, but they have received far less attention. In particular, so far a
notion of bisimulation was lacking. We apply the coalgebraic modelling to de-
fine three notions of state equivalence in neighbourhood structures. One of these
is a new coalgebraic notion which lies in between bisimilarity and behavioural
equivalence. In the modal logic of Kripke models, the close relationship between
bisimilarity and the expressivity of the modal language is known from results
such as the Hennessy-Milner theorem and Van Benthem’s characterisation theo-
rem. We prove analogues of these results for classical modal logic, and we give a
model theoretic proof of Craig interpolation in which coalgebraic bisimulations
play a central role.



Samenvatting

Coalgebräısch Modelleren

Toepassingen in de Automatentheorie en de Modale Logica

Het algemene doel van deze dissertatie is om nieuwe inzichten te verwerven in
de automatentheorie en de modale logica door de relevante structuren als coal-
gebras te modelleren. Kort samengevat bestaan de specifieke bijdragen uit een
coalgebräısche techniek voor synthese van Mealy machines uit specificaties van
rekenkundige bitstroom functies, het coalgebräısch modelleren en classificeren
van subsequentiële transducers, noties van bisimulatie voor omgevingsstructuren
en model-theoretische stellingen voor klassieke modale logica. Deze contributies
zijn te vinden in Hoodstuk 3, 4 en 5.

In Hoofdstuk 3 bekijken wij de relatie tussen bitstroom functies en Mealy ma-
chines met binaire input en output. Mealy machines en binarie rekenkunde spe-
len een belangrijke rol in het modelleren en specificeren van sequentiële circuits.
Mealy machines zijn bekende voorbeelden van een type automaten die als coalge-
bras kunnen worden beschouwd, en waarvoor een finale coalgebra bestaat. Wij
presenteren een methode die gegeven een zogenoemde rationale specificatie in
de binaire rekenkunde, een eindige Mealy machine construeert die de specificatie
realiseert. Het idee achter de constructie is om een Mealy-structuur te leggen
op de verzameling van specificaties, en een realisatie te construeren als de sub-
machine gegenereerd door de gegeven specificatie. Terminatie en minimaliteit
worden gegarandeerd door modulo bisimilariteit te werken. Deze methode is in
essentie coalgebräısch omdat het idee in principe voor andere coalgebra types en
specificatietalen ook toepasbaar is. In ons geval wordt de Mealy structuur op de
verzameling van specificaties bereikt door de rekenkundige operatoren cöınduc-
tief te definiëren, en bisimilariteit wordt beslist door specificaties te reduceren
naar normaalvorm. Wij hebben deze constructiemethode gëımplementeerd, en
wij geven een complexiteitsanalyse van het bijbehorende algoritme. Het verband
tussen Mealy machines en rationale specificaties wordt ook verder onderzocht.
Wij geven een bovengrens op het aantal toestanden van de geconstrueerde Mealy
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machine in termen van de parameters van de specificatie. Ook laten wij zien dat
niet alle eindige Mealy machines de realisatie is van een rationale specificatie.

In Hoofdstuk 4 richten wij ons op het coalgebräısch modelleren van subse-
quentiële transducers. Subsequentiële transducers hebben toepassingen binnen
de coderingstheorie en de taalverwerking. Ook vormen zij een generalisatie van
Mealy machines en klassieke automaten, die allebei een nette coalgebräısche
modellering toestaan. De structuur van een subsequentiële transducer ziet er
ook uit als een coalgebra, maar het blijkt vrij eenvoudig in te zien dat de bijbe-
horende definitie van coalgebra morfisme niet goed past bij de semantiek van
subsequentiële transducers. Wij laten zien dat een juiste coalgebräısche mo-
dellering van genormaliseerde subsequentiële transducers wel mogelijk is, en dat
een finale genormaliseerde subsequentiële transducer bestaat. Dit resultaat biedt
een alternatief perspectief op bepaalde resultaten uit de bestaande theorie. Het
verklaart onder andere het feit dat subsequentiële transducers geminimaliseerd
kunnen worden door eerst te normaliseren en daarna alle bisimilaire toestanden
te identificeren. Wij laten in dit hoofdstuk ook zien dat normalisatie, minimali-
satie en het nemen van differentialen reflectoren zijn in de categorie-theoretische
zin.

In Hoofdstuk 5 nemen wij als uitgangspunt de coalgebräısche modellering van
omgevingsstructuren (Engels: ‘neighbourhood structures’). Omgevingsstruc-
turen vormen een generalisatie van Kripke-structuren, en de bijbehorende niet-
normale modale logica wordt ‘klassieke modale logica’ genoemd. Wij gebruiken
eerst de coalgebräısche modellering om drie noties van semantische equivalen-
tie te definiëreen. Een daarvan is een nieuwe coalgebräısche notie die in ligt
tussen bisimulatie en gedragsequivalentie. In de modale logica van Kripke-
modellen is het verband tussen bisimilariteit en de uitdrukkingskract van de
modale taal bekend uit resultaten zoals de Hennessy-Milner stelling en Van
Benthem’s karakterizeringsstelling. Wij bewijzen hier analoga van deze resul-
taten voor klassieke modale logica, en geven ook een model-theoretisch bewijs
van Craig-interpolatie, waarin coalgebräısche bisimulaties een belangrijke rol
spelen.
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