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1. Introduction 

It is a pleasure for me to contribute to this farewell bu11dle for Cor Baayen. 
During his long period of involvement with the Mathe1natical Centre he has 
demonstrated from the beginning a wide i11terest in all kinds of pure math­
ematics, see his publications and colloquium contributions on mar1y different 
topics during the sixties. During his years as a head of the Department of 
Pure Mathematics (ZW) he will have been aware that some pure rnath was 
being done within the MC but outside his departn1ent. I1·1 the late seventies I 
joined his departn1ent, but quite soon Cor was then called for a higher post: 
director of the whole institute. Next the departments of Pure and of Applied 
Mathematics joined into the new Depart1nent of Analysis, Algebra and Ge­
ometry, headed by Michiel Hazewinkel. In his new position, Cor had to deal 
with a much bigger world than just pure n1ath. It included all kinds of applied 
math and a very large amount of computer science. Forced by national science 
policy and by financial constraints he had to take some unfavorable decisions 
concerning the heritage of his old ZW department. Fortunately, on a coun­
trywide scale, he could give pu1·e ( or theoretical) mathen1atics son1e important 
financial injections via the foundation SI\1C ( mathe1natics research money flow 
to the universities), of which he was automatically also a director. In my opin­
ion Cor was a good science manager, showing a real interest in tl1e research 
being done in his institute and in the people performing this research. 

In this paper I present a brief survey of the active area of Special Functions 
associated with Root Systems. The article is intended for a general mathemat­
ical audience. It will not suppose prerequisites on either special functions or 
root systerns. It will also skip many technical details. Son1e early developments 
in this area took place at the Mathematical Centre during the seventies ([17], 
[32]), and some recent developments ([30], [18]) as well. During the last ten 
years important break-throughs were made by Heckman and Opdarn (Leiden; 
Heckman later in Nijmegen) [11], [27], [28], [12]. Abroad, I. G. Macdonald [23], 
[24], C. F. Dunkl [8] and I. Cherednik [3], [4], [5] greatly contributed to the sub­
ject. A special period at the Stieltjes Institute (physically at the Universities of 
Leiden and Amsterdam) was devoted to this subject in the spring of 1994. The 
subject is also an important theme within the four-year country-wide project 
''Lie Theory and Special Functions'', which just started and which is sponsored 
by SMC. 
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2. The one-variable case 

In t,his st~t,icl11 1 \\"ill i11t,r()<i1.1<.~e t,l1ree <:la1SSi<·,tl f<:t111ilies of s1>ec~iitl fur1<."til>11s, t:acl1 
depenclir1g (>n a rE:~al p(itrar11t~ter k 2: (), ar1<i su<~ll t"l1at, t,ht~ (~ast~s k =: 0 an<i 
k == l are ele1nent1try·. Tt1e t,l1ree farr·1ilies a.re c~on.t1ec·t.t~cl with ea<:h ot,l1t~r by 
liniit tra11siti{)I1s. Later, fc•r ea.c~l1 <:►f tl1t~ f.a111ilies I will <.iisc11ss gent!ralizations 
wl1ich are ~",,C>C~iate<i witl1 root syst1t~1r1s. 

2 .1. B~1el functions. Co11sider 8E:~s.9el f1111ctic)ns ir1 a 11011-statl(iard r1c>ta­
tio11: 

(.1: E R). (2.1) 



Here we use the notation for shifted factorial: 

(a) j : == a ( a + 1) . . . ( a + j - 1) (j = 1, 2, . . . ) ; (a)o := 1. 

The function Jk is related to the Bessel function Ja in standard notation [9, 
Ch. VII] by 

Note that 
.Jk (0) = 1. (2.2) 

The cases k = 0 and k = 1 yield elementary functions: 

• 

Jo(x) = cosx, 
SinX 

J1(x) == -- . 
X 

(2.3) 

The function x 1 > Jk (Ax) ( A E JR) is eigenfunction of a differential operator: 

d2 2k d 

It is the unique 0 00 solution of this differential equation under conditions (2.2). 

2.2. Ultraspherical polynomials. Consider ultraspherical or Gegenbauer 
polynomials [9, §10.9], i.e. polynomials C~ of degree n on 1R such that 

7r' 

C~( cos x) C~(cos x) (sinx)2k dx == 0 (n, m E Z+, n # m). 
0 

Then the C! are determined up to a constant factor (in general, we will not 
use the standard normalization for Gegenbauer polynomials). For k = 0, 1 we 
have: 

C~ ( COS X) = Const. cos( nx), == const. . . 
SID X 

(2.4) 

The function x 1 ► C~ ( cos x) is eigenfunction of a differential operator: 

d2 d 
n(n + 2k) C!(cosx). 

For ( n N) being a sequence of positive integers such that n N / N .. > .A for some 
A > 0 as N > oo, we have the limit result 

2.3. q-Ultraspherical polynomials. Let O < q < 1 and define for any 
complex a: 

00 
• 

(a; q)oo := (1 - aq1 ). 

j=O 
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The infinite product converges because of the co11dition on q. We will con­
sider q-ultraspherical polynomials [1] in a 11011-sta11dard 11otation. 1'hese ar~e 
polynomials ct,q of degree n on IR such that 

Then the ct,q are determined up to a co11stant f'actor. If we put 

then Pn is eigenfunction of a q-difference operator: 

1 k 2ix k -2·ix q e 1 · 1 1 +k · 
q + p, ( - 2 ix) == (q- 2 ri + q2 1i ) p

1
, (e-i.x). 

1 - e2ix n I - e-2ix ,,i q e ,, 

Note that the Pri on the left hand side l1ave argu1·r1er1ts off the unit cir·cle, while 
orthogonality is on the unit circle. Tl1e cases A: == 0 and k == 1 are eleme11tary 
as in ( 2 .4) ( not depending on q): 

c~,q(cosx) = co11st. cos(nx), 
sin((n + l)x) 

C7~''1 ( COS X) == Const. . . 
Sln X 

With suitable normalization there is the limit relation 

The q-ultraspherical polynomials form a subclass of the Askey-Wilson polyno­
mials [2]: a farr1ily of orthogonal polynomials depe11ding, apart from q, on four 
non-trivial parameters. 

2.4. Dunkl operators in one variable. We will now generalize the ele­
mentary forn1ulas 

(2.5) 

(the first formula follows by (2.3)). Dunkl [8] generalized the operator d/dx to 
a mixture of a differential and a reflection operator: 

(D(k) f)(x) :== • 
X 

(2.6) 

Note that this Dunkl operator se11ds sn1ooth functions to smooth functions. 
Let us define a generalized exponential fu11ction in t.erms of Bessel functions 
(2.1) by 

i>..x 
(2.7) 
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Then it follows immediately from well-knowr1 differential recurrence formulas 
for Bessel functions that 

(2.8) 

Formulas (2.7) and (2.8) generalize the formulas in (2.5). The function x 1 > 

£k(Ax) is the unique CCX) function which equals 1 in O and which is eigenfunction 
with eigenvalue iA of D(k). 

For (D(k)) 2 we compute 

X x 2 

Thus, on even functions f the square of the Dunkl operator acts as the differ­
ential operator ( d / dx) 2 + 2kx- 1 d / dx. In particular, its action on 

Jk(Ax) == ½(£k(;\x) + £k(-Ax)) 

yields 

3. Preliminaries about root systems 

3.1. Definition of root system. Let V be a d-dimensional real vector 
space with inner product (., . ). For a E V\ {O} let s(:t denote the orthogonal 
reflection with respect to the hyperplane orthogonal to 0: ( cf. Fig. 1): 

S0; (/3) : /3 (0:, a) 
A root system in V (see [15]) is a finite subset R of V\ {O} which spans V and 
which satisfies for all 0:, /3 E R the two properties that 

Sa. (/3) E R and 

Clearly, if a E R then -a = Sa. (a) E R. For convenience, we will restrict 
ourselves to the case of a reduced root system, i.e., a root system R such that, 
if 0:, /3 E Rand a == c/3 for some c E JR, then c == ±1. The so-called irreducible 
root systems can be classified as four infinite families An, Bn, Cn, Dn of classical 
root systems and five exceptional root systems G2, F4, E5, E1, Es. Here the 
subscript denotes the rank of the root system, i.e. the dimension of V. There 
is one infinite family of non-reduced irreducible root systems: of type BCn. 

I 

I 
Fig. 1. Reflection Sa 

-2 2 
+<----,•--➔--

Fig. 2. Root system A 1 
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1, 1) 

2,0) ...... 

Fig. 3. Root system C2 



An example for d = 1 is the set R :== {±2} C JR. (root system of type 
A 1 , cf. Fig. 2). An example for d == 2 is the set R == R+ U (-R+), where 
R+ := {(1, -1), (2,0), (1, 1), (0, 2)} C IR2 (root systen1 of type C2 , cf. Fig. 3). 
In general, when we have a root systen1 R in V tl1e11 we can write it as a disjoint 
union R == R+ U (-R+), where R+ and -R+ are separated from each other by 
a hyperplane in V through the origi11. The choice for R+ is not unique. The 
elements of R are called roots and the elen1ents of R+ are called positive roots. 

Let GL(V) be the group of invertible linear transformat,ions of V. The 
Weyl group W of the root system R is the subgroup of GL(V) which is gener­
ated by the reflections s(l! ( a E R). The group W is finite and it acts on R. It 
permutes the possible choices of R+ in a sin1ply transitive way. 

3.2. Dunkl operators associated with R. Let R be a root system in 
V. Let k: a , > k0 : R > [O, oo) be a function which is W-invariant, i.e., which 
satisfies ku,o. == k 0 for all w E W and all a E R. If R is an irreducible 
(reduced) root system then tl1e Weyl group is transitive on all roots of equal 
length and there are at n1ost t,vo different root lengths. Thus ka then assumes 
at most two different values. See the above exan1ples: one root length in A1 
and two root lengths in C 2 • The function k is called a multiplicity function. 
The reason for this name is that root systems naturally arise in the structure 
theory of real semisimple Lie algebras, where roots have an interpretation as 
joint eigenvalues of certain operators and the k 0 then are (integer) multiplicities 
of such eigenvalues. 

For e E V we will denote by 81;, the corresponding directio11al derivative. 
The Dunkl operators [8], [I 6] associated with the root system R and the multi-

given by 

= (8E.f)(x) + a a, I ) 
\a,x 

exER+ 

• (3.1) 

• 

This definition is easily seen to be independer1t of the choice of R+. In case of 
root system A 1 formula (3.1) reduces for l := 1 to for1nula (2.6). Note that the 
operator (3.1) consists of a term involving a first order derivative and terms 
involving reflection operators, just as we have seen in (2.6). It is an amazing 
fact, which can be proved ir1 a rather straightforward way, that the operators 

= 0 (t, 11 E V). 

algebra. It can be shown that each W-invariant operator D in Il))(k), when 
restricted in its action to the W-invariant C(X) functions on V, coincides with a 
partial differential operator ( so its reflection terms vanish when acting on a W­
invariant function). The joint W-invariant eigenfunctions of the W-invariant 
operators in IIJ>(k) are called Bessel functions associated with R. In the example 
A 1 things reduce to the one-variable considerations of §2.1 and §2.4. More 
gener·ally, one may study the joint eigenfunctions of the full algebra [l)(k) and one 
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may try to do harmonic analysis for these eigenfunctions. A lot of satisfactory 
results have been obtained, see [16] and the references given there. 

3.3. Weight lattice asscociated with R. We still assume a root system 
R in V. The weight lattice P of R is defined [15] by 

P:= 
a,a 

The subset P + of dominant weights is then given by 

P+:= 

It is easily seen that w(P) = P for w E W, so the Weyl group acts on P. 
Moreover, it can be shown that each Weyl group orbit in P has a one-point 
intersection with P +: 

'i>.. E P Card(WAnP+) == 1. 

Thus the dominant weights can be used as a set of representatives for the 
W-orbits in P. 

• , 
• • 
• 

, 
• 

, 
• , 

, 
• 

• • • 

,o 

• ,e o 

-· 0 0 • • .. ·· ,\ 
.• 0 e 0 

• 0 • 0 0 

.-\ := (4, 2) 

Fig. 4. Root system C2 with dominant weights and the set {µ E P+ I µ-< ,\} 

We introduce a partial ordering on P which is induced by the root system: 
for >.., µ E P we say that µ -< A if A - µ = I:aER+ maa for certain nonnegative 
integers ma. For root system C2 the concepts of this subsection are illustrated 
in Fig. 4. 

3.4. Trigonometric polynomials associated with R. Let P be the 
weight lattice of a root system R in V. For ,\ E P define the function eA 
on V by 

e>-(x) := ei(-X,x} (x E V). 

Note that e..\ eµ = e..\+µ. Thus the space 

A := Span{ e..\ I >.. E P} 
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is an algebra: the algebra of trig·onon1et1·ic f1.111ctio11s 011 V (with respect to R). 
For a function f on V write (u1f)(x) := f('w- 1x) (w E W, x E V). The11 
we>..= ew>.. (w E W, A E P). Put 

Then the functions m>.. are W-i11varia11t and they forn1 a basis of the space Aw 
of W-invariant elements i11 A. 

Let the dual root lattice Qv be clefined by 

Q- :::::: {..\ E V I (,,\, µ) E Z for allµ E P}. 

This lattice gives rise to a torus 

Let x , > x be the natur·al 1napping of V onto T. Then each fur1ction f in A -- -
actually lives on T: f (x) = f(x) for a suital)le fu1·1ction Jon T. 

In the exan1ple A 1 we l1ave P = Z, P+ == {O, 1, 2, ... }, tl1e algebra A is 
spanned by the functions x 1 > ei·rz.x ( n E Z) and tl1e st1balgebra Aw by the 
functio11s 1 and x, ➔ 2cos(nx) (n == 1, 2, ... ). The torus T equals lR/(21rZ). 

4. Jacobi polynomials associated with R 

4.1. Definition of Jacobi polynomials for R. Let R be a root system 
in V and let k: R > [O, oo) be a W-invariant 111ultiplicity function as before. 
Define a weight function /J.k on T by 

12 sin( (a, x) )l 2k 0
• ( 4.1) 

aER+ 

This definition is independent of the choice of R+ · Defir1e an inner product on 
the linear space A by 

• 

(f, g) k :== f (x) g(x) 8k(x) di; (f, g EA). (4.2) 
T 

Here d± denotes Lebesgue measure on T, normalized such that the volume of 
T is equal to 1. 

The Jacobi polynomial Pik) (cf. (11]) of ''degree'' A E P+ and of ''order'' 
k is an element of Aw of the form 

398 



such that c...\...\ = 1 and 
' 

( (k) ) . p -< ' P>-. , mµ k == 0 ifµ E + andµ ;z= "'· (4.3) 

Instead of ( 4.3) we can equivalently require that Pik) satisfies the second 
order differential equation 

(4.4) 

In the example A 1 we obtain that pJk)(x) = const.C~(cosx), where C~ 
is the ultraspherical polynomial of §2.2. The case of the (non-reduced) root 
system BC1 would have given us, more generally, the classical one-variable 
Jacobi polynomials. 

4.2. Three problems and their solutions. As soon as the above defini­
tion of Jacobi polynomials associated with R is given, three highly nontrivial 
questions can naturally be posed: 

1. It follows immediately from the definition that the orthogonality 

(4.5) 

holds if µ ~ ;\ or ;\ ~ µ. What about ( 4.5) if A and µ are not related in 
the partial ordering? 

2. Prove the existence of a commutative algebra of differential operators with 
d algebraically independent generators, such that the operators in this 
algebra have the Plk) (A E P+) as joint eigenfunctions. (Note that the 
operator in ( 4.4) can be taken as one of the generators.) 

3. Give an explicit expression for (Plk), Plk))k, or rather for its two factors 

(P}k), P}k)) k 

(PJk)' pJk)) k 
and (4.6) 

In the past few years all these questions have been answered in the positive 
sense. Let me give some indications. 

• If problem 2 can be solved then the answer to 1 follows readily, cf. [11]. 
Indeed, we need sufficiently many differential operators having the Plk) as 
eigenfunctions such that the joint eigenvalues, in their dependence on .:\, 
separate the points of P +. 

• For certain special choices of k the functions Pl k) , renormalized such that 

Pik) (0) == 1, have an interpretation as spherical functions on compact sym­
metric spaces G/ K, cf. [14]. (For instance, in case A 1 the ultraspherical 

dimensional sphere SO(m)/SO(m-1).) Then problems 1, 2 and the first 
half of problem 3 can be solved by using the group theoretic interpretation. 
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The orthogonality ( 4.5) for general A,µ follows by Schur's orthogonality 
relations for matrix elements of irreducible unitary representations of G. 
The first expressio11 in ( 4.6) was explicitly computed by Vretare [33] in 
terms of Harish-Chandra's c-function related to the spherical functions on 
the corresponding non-compact syr11111etric space. The algebra of differen­
tial operators in problem 2 can be obtained by taking the radial parts of 
the G-invaria11t differential operators on G / K. 

• For the classical root syste111s question 2 could be answered in a positive 
,vay by giving explicit expressions fo1· generators of the algeb1·a, see [17] 
for BC2 and A2 , and Olshanetsky & Perelomov [26], Sekiguchi (31] and 
Debiard (6] for the higher ra11k cases. 

• Heckman and Opdam [11] have given positive answers to 2, a11d l1ence to 1, 
by use of deep tra11scender1tal arguments. This also solved part of Problem 
3 ( the first expressio11 in ( 4.6)). In 1982 Macdonald [21] had already given 
conjectures for the explicit evaluation of the second expression in ( 4.6), 
which could be proved in a number of special cases. 

• Problem 3 for general .,\ was solved by Opdarn [28] by using so-called shift 
operators [27]. The most simple example, for case A1 , of such operators 
is the following pair of differential recurre11ce relations for Gegenbauer 
polynon1ials: 

d k 
== canst. c~~f (x), 

(1 2)-k+l -x 2 

dx 

By use of these two formulas we can write ~1 (C~(x)) 2 (1 - x2)k-½ dx as 

an explicit constant times ~1 (C,~~i(x))2 (1 - x 2)k+½ dx. Opdam's shift 
operators in general have a similar structure of lowering A and raising k, 
or conversely. The case of root system BC2 was already considered in [l 7], 
[32]. 

4.3. Dunkl type operators. Some years after Heckn1an first solved the 
problems 1 and 2 of the previous subsection he discovered a dramatical sim­
plification [12] for proving these results. For a given root system R in V and 
a given multiplicity function k he wrote down a trigonometric variant of the 
Dunkl operators (3.1) fore E V: 

== (8~f)(x) + ½ 
aER+ 

(x E V, f E C(X)(V)). (4.7) 

restricted to the W-invariant Crx; functions on V, coincide with differental op­
erators which commute with each other and form a commutative algebra. This 
is the algebra looked for in Problem 2 of the previous subsection. The Jacobi 
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polynomials Plk) are the joint eigenfunctions of the operators in this algebra. 
By this approach, Heckman also obtained a quick existence proof for Opdam's 
shift operators. 

Next Cherednik [3] made a slight but significant variation in Heckman's 
Dunkl type operators ( 4. 7). He put 

== (8,;J)(x) + 
1 

oER+ 

1 --
2 ka (a, x) f(x). 

aER+ 

(Here I took the part of the right hand side on the second line from Opdam [13, 
p.86]; Che1·ednik is not very specific al)out this part of his formula.) Cherednik's 
operators have the nice property that they mutually commute, without the 
need of first restricting to W-invariant functions. On the other hand, they do 

by means of Cherednik's operators one can dravv the same conclusions as by 
Heckman's operators, arid in a sin1ilar way. Moreover, a structure of graded 
Hecke algebra can be as8ociated with Cheredr1ik's operators. 

5. Macdonald polynomials associated with R 

5.1. Definition of Macdonald polynomials. Let O < q < 1. We keep the 
assumptions of §4.1 except that we replace the weight function bk in (4.1) by 

aER+ 

(ei(a,x); q)CXJ 
(qkoei(a,x); q)

00 

2 

• 

Then the Macdonald polynomials P1k,q) were defined by Macdonald [23], [24] 
just as the Jacobi polynomials Plk), but with the inner product in ( 4.2) replaced 
by 

(j, g) k,q :== f(x) g(x) 8k,q(x) dx (J, g EA). 
T 

In the case of root system A 1 the Macdonald polynorr1ials coincide with the 
q-ultraspherical polynomials x 1 > c~,q ( cos x). For any root system R, in the 
limit for q T 1, the Macdonald polynomial Pjk,q) tends to the corresponding 

Jacobi polynomial Plk). 

Macdonald gives some explicit q-difference operators of which the Plk,q) 
are eigenfunctions. Although these operators, except for root system An ( where 
they were independently found by Ruijsenaars (30]) do not yet give a full com-
mutative algebra of operators having the PJk,q) as joint eigenfunctions, the 
additional parameter q gives enough freedom such that already the eigenvalue 
of one such operator separates the elements of P+ for generic q, by which a 
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positive answer to question 1 in §4.2 (~an be give11 for tl1e cc1se of Macdonald 
polynon1ials. Taking limits for q j 1 tl1er1 yields tl1e sar11e posit,ive answer for 
the case of Jacobi polynon1ials. This is an alter11ative to Heck111an 's approach 
via Problem 2. Macdonald also gives c:onject,ured explic:it expressions for the 
squared norms (P{k,q), P{k,q)) f.~,<i· 

5.2. Askey-Wilson polynomials for root system BC-ri• The author [18] 
introduced for tl1e non-reduced root systerr1 BCr1 a class of poly1101nials l1aving 
two more paran1eters than Macclo11ald 's C'.lass for BC·r·i. This exte11ded class 
reduces for n = I to the Askey-\Vilso11 poly110111ials [2]. Ir1 (18] only 011e explicit 
q-difference operator was give11 l1aving tl1e BCri-l)olynomials as eiger1functions, 
but this was sufficient for establishir1g ortl1ogo11ality. Later, van Diejen [7] 
gave explicit, expressions for the ge11erator·s af a full co111mutative algebra of 
operators having the BCr.,, polynornials as joi11t eige11ft111ctions. 

5.3. Cherednik's approach to Macdonald polynomials. Cherednik [4], 
[5] succeeded to give positive answers to ciuestions 2 a11d 3 in §4.2. Ir1 the 
context of certain representatio11s of affine Hecke algebras lie could realize a 
comrr1utative algebra of operators which l1ave tl1e Macdo11alcl poly110111ials as 
joint eigenfur1ctions. In the san1e cor1text he could realize q-a11alogues of Op­
dam's shift operators and next, by the san1e tecl111ique as in Opda111, prove 
Macdonald 's conjectures i11 the q-case. 

It is beyond the scope of this short su1~vey to explain Chered11ik's approach 
in any detail. In May 1994 I. G. Ma(~donald delivered s01r1e very helpful lectures 
in Leiden in order to explain Cherednik's approach. Let r11e l1ere only give a few 
indications. Just as a Hecke algebra is a deforn1ation of tl1e group algebra of a 
Weyl group, an affine Hecke algebra ( cf. (20]) defor111s the grol1p algebra of an 
affine Weyl group. If R is an irreducible root systen1 in V witl1 Weyl group W -
then the ( exter1ded) affine Wey] groi1p is tl1e ser11idirect product W :== W rx Pv, 
where the dual weight lattic~e p- is definecl as p- :== {,X. E V I (,\, a) E Z}, ar1 

abelian grot1p under addition. Tl1e11 W acts as a group ()f r11c)tions on V, with 
p- acting as a group of translations. The group W also acts on A, with W 
acting as before and with tl1e action of p~ st,ill deper1ding on a parameter q. 

The affine Hecke algebra H can be defined i11 ter1ns of ger1erators and 
relatior1s which still depend on the values of a W-invariant. functio11 a 1 > tc:i on 
R. Corresponding to a choice of R+ ,ve car1 define P +¥. The en·1bedding of P +­
in H then generates a commutative subalgebra Y of H . 

.r ..,. 

For given q we can use the action of W on A in order to define an action 
of H on A, by spe<:ifying the action for a set of gener·ators of H (Dernazure 
operators). This action depends on q a11d tl1e t 01 • Put t(x == q-k0 

/
2

, where 
k: R > [O, oo) is a rnultiplicity function. Tl1en Cheredr1ik proves that the 

Macdonald polynomials P}k,q) are the joint eiger1fu11ctions of the W-invariant 
elements in the commutative algebra Y. This answers question 2 in §4.2. 

At the moment it is still an open problem to extend Cherednik's approach 
to the BC.,i polynomials. As van Diejen [7] already answered question 2 in §4.2 
in a positive way for this case, it would be nice to con1plement van Diejen's 
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constructive approach with the deep co11ceptual approach via affine Hecke al­
gebras. 
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