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Taking the 1 2 (0, r)-norm of the constant function ;i_:(rn), we 
obtain 

rllx(rn)ll = llx(rn)ll£2co,r) 

:'.S: Mll'-:(nr - ·)llL2(0,r) + brllun-111 (10) 

where Af is the maximum of llT(s) II over s E (0, T ), and br 
is a constant obtained from taking estimates in (3). Summing 
over n gives 

00 

2""' 2 
T L.,, llx(rn)ll 

n=l 

:'.S: 2 ('12 llx(·l!ILco,oo) + b;_ ~ !lun-111 2 ) 

which, combined with Lemma 2.2, proves Part 1 ). 
2) For each n 2:: 0 and s E [O, r) 

x(rn + s) = T(s);i_:n + Bd.un. 

Once again taking 1 2 (0, r )-norms and then summing over n, 
we see that 

1"° llx(s)ll 2 ds:::; 2 (rM2 ~ llxnll 2 + Cr ~ ~ llu~ll 2 ) 
where er is a constant. The hypotheses imply that the right 
side is finite, finishing the proof of 2). 0 

We say that (8) is open-loop stabilizable by 12 (UP+i) control if 

for every xo E X there exists {un};:'°=o E l2 (UP+1) such that the 
solution { :i::n };:'°=0 C X of (8) is in 12 (X). The next result follows 
immediately from Lemmas 2.2 and 2.3. 

Corollary 2.4: Equation (1) is open-loop stabilizable by L 2 piece­
wise polynomial control if and only if (8) is open-loop stabilizable 
by 12 (UP+ 1) control. 

Corollary 2.5: Equation (1) is open-loop stabilizable by L 2 piece­
wise polynomial control if and only if there exists Fd E B(X, UP+i) 
such that A;,; + B'd Fd is power stable. 

Proof' Combining Theorems 6.1 and 6.2 of [8] (with R = Q = 
I) shows that if (8) is open-loop stabilizable by l2 (UP+i) control, 

then there is a bounded feedback Fd such that the spectral radius 

of A:i + B'd. Fa is less than one. It follows that A.;'i + B'd Fd is 
power stable. Combining this with Corollary 2.4 proves that if (1) 

is open-loop stabilizable by piecewise polynomial control, then there 
exists Fd E B(X, UP+i) such that A;,; + B;'i Fd is power stable. 
Conversely, if there exists Fd E B(X, UP+i) such that A.;f + B'd Fd 
is power stable, then it is clear that (8) is open-loop stabilizable by 

{Un };;"=O = { FdJ'n };;o=O E 12 ( w+1 ), so ( 1) is open-loop stabilizable 
by 1 2 piecewise polynomial control. 0 

Proof of Theorem 1.3: Conditions 1 )-4) in Theorem 1.3 are 

shown in [2, Th. 4] to be necessary and sufficient conditions for 
there to exist Fd E B(X, UP+1) such that A;,; + B'dFd is power 

stable when B'd. is compact. Therefore the proof of Theorem 1.3 
follows from Lemma 2.1, Corollary 2.5. 
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Realization by Inspection 

Joachim Rosenthal and J. M. Schumacher 

Abstract-We investigate which first-order representations can be ob­
tained from high-order representations of linear systems "by inspection," 
that is, just by rearrangement of the data. Under quite weak conditions 
it is possible to obtain minimal realizations in the so-called pencil 
form; under stronger conditions one can obtain minimal realizations in 
standard state-space form by inspection. The development is based on 
a reformulation of the realization problem as a problem of finding a 
complete set of basis vectors for the nullspace of a given constant matrix. 
Since no numerical computation is needed, the realization method in 
particular is suitable for situations iu which some of the coefficients are 
symbolic rather than numerical. 

Index Terms- Computational algebra, first-order representations, lin­
ear systems, polynomial representation, realization. 

I. INTRODUCTION 

As is well known, the set of solutions of a higher order linear 

differential equation in one variable 

w(e)(t) + Pe-1W(l-I)(t) + · · · + pow(t) = 0 (1) 

may also be described in first-order form by 

z(t) = Fz(t), w(t) = H z(t) 
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where one can take for instance 

0 1 

0 
F= 

0 
-po -p1 

H = (1,0,. ··,OJ. 

0 

1 

0 

(2) 

The above equations give a "realization" (in the behavioral sense, see 
[l]) of (1). There is a straightforward generalization of this for vector 
equations of the form P(d/dt)w(t) = 0 when P(s) E RPXP[s) is 
monic, i.e., P(s) = 'Bf=o P;si with Pe = I. In [2] and [3] the 
term "linearization" is used rather than "realization." The situation 
becomes more complicated if Fe is singular or not even square. 
Indeed, assume that P( s) = 'Bf =O P; si is a p x ( m + p) polynomial 
matrix. One readily verifies that the system P(d/dt)w = 0 is 
represented by the first-order equations 

Gz(t) = Fz(t), w(t) = Hz(t) (3) 

if one chooses matrices 

[I, 
0 

Il G= O 
lp 

0 0 

0 -Po 
Ip 0 -Pi 

F= 0 Ip 

0 
0 0 Ip -Pe-1 

H = [OJ-Im+p] (4) 

having sizepf x (pf+m),pf x (pf+m) and (m+p) x (pf+m), 
respectively. However, this may be rather crude since the obtained 
representation turns out to be minimal only if Pe has full row rank (see 
Bxample 5.1 below). On the other hand, (4) is easy to obtain since it 

1ly requires a reordering of the data and no numerical computation 
. all is involved; in other words, the realization is obtained from the 
lta by inspection. 
It is the purpose of the present paper to investigate more precisely 

1hich first-order representations can be obtained from a given poly­
aomial representation by inspection, paying attention in particular to 
minimality properties. In general it is too much to ask that a standard 
state-space representation 

x =Ax+ Bu., y = Cx+ D·u, [~] = w (5) 

can be obtained only by rearrangement of the data, but as we will 
demonstrate in this paper a representation in "pencil" form (3), which 
is so-called completely observable (see Definition 2.4), can always 
be obtained by inspection. Pencil representations have recently been 
studied in [4)-[6], and we describe in Remark 3.6 below how standard 
state-space representations can be obtained from them (in general 
at the cost of some numerical computation). Of course, realization 
theory has been studied extensively for several decades (see for 
instance [11]), and not surprisingly our algorithms show similarities 
to those that are already available in the literature. However, our 
purpose here is to determine to what extent realization algorithms 
survive when the constraint of no numerical computations is imposed. 

The paper is organized as follows. In the next section we show 
that the realization problem can be reduced to a problem of finding a 

complete set of basis vectors for the nullset of a given constant matrix. 
Actually, this reduction can be done in several ways, depending on 
the choice of what we call a "polynomial basis matrix." 

In Section III we recall some characterizations of minimality prop­
erties. Minimality for realizations of the form (3) refers to minimality 
of the size of the matrices G and F among all representations of the 
same behavior. 

In Section IV we note that finding a basis for the nullset of a given 
matrix is under some conditions a problem that can be solved without 
calculations, and we can in fact ensure that these conditions hold by 
making use of the freedom we have in selecting a polynomial basis 
matrix. This leads immediately to a number of realization algorithms 
that are free of numerical computations. 

In Section V we illustrate the realization algorithm presented in 
Section IV by two examples. We conclude the paper with a table in 
Section VI which summarizes the relations between the properties 
of high-order representations and of the corresponding first-order 
realizations that can be obtained with no computations, i.e., by 
inspection: 

In connection with quantities that depend on a complex parameter 
s, we shall sometimes use the symbol =::: to denote equality for all 
s E C. A polynomial matrix R( s) will be said to have constant rank 
if there exists an integer r such that rank R(s) = r. 

II. REALIZATION VIA A POLYNOMIAL BASIS MATRIX 

First let us briefly recall what is understood by realization in the 
behavioral sense; see for instance [I] and [7]-[9] for a more extensive 
account. Given a polynomial matrix P( s) E Rpx(m+p) [s], the (C00 ) 

behavior associated with P(s) is defined by 

B(P) = { w E C 00 (R; 1r+P)JP ( :t) w = 0 }- (6) 

Note that elementary row operations on P(s) will not change the 
behavior. Such row operations correspond to premultiplication of 
P(s) by a unimodularmatrix U(s). Moreover, if both P(s) andF(s) 
are full row rank polynomial matrices, then B( P) = B( F) if and only 
if there is a unimodular matrix U(s) such that P(s) = U(s)P(s) 
[10, Corollary 2.5]. 

Turning now to first-order representations, the behavior associated 
with a triple of matrices (F,G,H) (F and Gin Rnx(n+ml,H in 
R(m+p)x(n+m)) is given by 

B{F,G,H) 

= {wEC00 (R; Fr+P)J3zEC00 (R; Rn+m): Gz = Fz, w =Hz}. 

The triple (F, G, H) is said to be a realization of the polynomial 
matrix P(s) if B(F,G,H) = B(P). Note that if (F,G,H) is a 
realization of P(s), then so is (SFT- 1 , SGT- 1 , HT- 1 ), where S 
and T are nonsingular matrices. Triples that are related in this way 
will be said to be isomorphic. 

The following basic lemma gives algebraic conditions for 
(F, G, H) to be a realization of P(s). The lemma is a special 
case of [8, Lemma 4.1], although we do add a small extension. 
Since a large part of this paper is based on the lemma we outline 
the short proof. 

Lemma 2.1: Let a polynomial matrix P(s) E RPX(m+Pl(s] and a 
triple of constant matrices (F, G, H) (F and G in Rnx(n+ml,H 
in R(m+p) x(n+m.>) be given. If there exists a polynomial matrlx 
X(s) E Rpxn[s] such that [X(s)JP(s)) has constant rank and the 
equality 

[sG - F] 
kel'R(s) [X(s)JP(s)) = illlR(s) H (7) 
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holds, then B(P) = B(F,G,H). so (F.G.H) is a realization of 

P(s). 

Proof' There exists (see for instance [11, Th. 6.3-2]) a unimod­

ular matrix U(s) such that 

Po(s)] 
() 

where [Xo(s)JPo(s)] has full row rank as a rational matrix. 

By the assumption that [X(s)JP(s)] has constant rank, we 

get that [Xo ( s) I Po ( s)] even has full row rank for all separate 

s E (. Moreover, it is obvious that B(Po) = B(P) and that 

kerR(s) [Xo(s)JPo(s)] = kerR(s) [X(s)IP(s)]. So, replacing P(s) 

by Po(s) and X(s) by Xo(s) if necessary, it is no restriction of 

generality to assume that [X ( s) IP( s )] has full row rank for alls E C. 

Then one can find (see for instance [ 11, Lemma 6.3-9]) polynomial 

matrices U1 ( s). ['2 ( s) such that 

U(s) := [U! (s) 
_\ (s) 

is a unimodular matrix. Let T(i;) := Ui(s)(sG - F) + ['2 (s)H. 

Because of (7) and the identity 

U2(.s)] [sG- F] = [T(s)] 
P(s) H 0 

it follows that the (n + m) x ( n + m) polynomial matrix T( s) is 

nonsingular. This implies (cf. [I, Proposition 3.3]) that the linear map 

T: Ccx.,(lfil: lfil"+'")--+ C"'(R ii!"+"') 

:(t) ~ Tc~t) :(t) 

is surjective. Note also that the differential equations 

[!!_G-F] [ 0 ] ilt H ;:;(l) = w(t) 

and 

[T(fh)] ;:;(t) = [U2 c~lt)] u•(t) 
() p(!!_) 

dt 

describe the same smooth behavior. (Just transform the first equation 

by the unimodular matrix U.) By the surjectivity of T(il/dt). the 

latter equation describes exactly B( P). • 

In the lemma, the matrix X ( s) acts as a certification that the given 

triple (F.G.H) is indeed a realization of P(s), but one may of 

course also reverse this: start with some chosen X ( s ), then try to find 

a realization of P( s) by looking for a triple (F. G, H) that satisfies 

(7 ). The question then is how to choose X ( s) so that this can indeed 

be done (easily), and that will be our main concern in this paper. 

When looking for solutions of (7), one may restrict attention to 

triples ( F, G, H) such that 

ker F n ker G n kPr H = { ()}. (8) 

Indeed, if (F, G. H) is a solution that does not satisfy (8), then there 

exists a nonsingular matrix T such that 

OJ () 

() 

and ( F1, G1, H 1 ) satisfies both (8) and (7). 

Definition 2.2: Let P( s) and X ( s) be polynomial matrices such 

that [X(s)IP(s)] has constant rank. A triple of constant matrices 

( F G. H) is said to be a realization of P( s) associated to X ( s) if 

it satisfies both (7) and (8). 

The following lemma shows that for realizations associated to 

X ( s). the matrix [sG T - FT I H T J T is guaranteed to have full column 

rank (even for all individual s E C as well as at infinity) if X ( s) is 

chosen to have linearly independent columns. 

Lemma 2.3: Let P( 8) and X ( s) be polynomial matrices, and 

suppose that the columns of X ( s) are linearly independent over 

Ii! (i.e., if X(s)z = 0 for some constant vector z. then : = 0). 

If (F.G.H) is a realization of P(s) associated to X(s). then the 

following holds true. 

I) [ Z J has full column rank. 

2) [ sGJ7 F] has full column rank for all s E C. 

Proof: To prove Part I). suppose that [ ~] ::: = 0 for some 

constant vector:::. From the equation X(s)(sG - F) + P(s)H =: () 

it then follows that X ( s) F.: = 0. Because the columns of X ( s) 

are linearly independent over C. this implies that F::: = 0. It now 

follows from (8) that : = 0. So we have proved that [ ~] has full 

column rank. 

For Part 2), suppose that [ >-r~'i'F]: = 0 for some,\ E IC and some 

constant :. Since sG - F = (s - ,\)G + (,\G - F). the equation 

X(s)(sG - F) + P(s)H = 0 implies that X(s)(s - ..\)G.:; = 0. 

From this it follows that X(H)Gz = 0 and hence G::: = 0. But then. 

since (,\G - F).::: = 0. we also have F.::: = 0, and (8) implies that 

: = 0. It follows that [ ,c~; F] has full column rank for all s. • 

Following the terminology of [5], we have the following definition. 

Definition 2.4: A triple (F. G. H) that satisfies Conditions I) and 

2) of the above lemma is called completely observable. 

Condition I) corresponds to "observability at infinity," and Con­

dition 2) characterizes the "observability of the finite modes." In 

connection with a particular interpretation of the dynamics associated 

to the triple (F. G. H).the term "ex-in nulling" has also been use 

instead of "completely observable" [12]. 

We now introduce a class of polynomial matrices from which " 

shall choose the matrix X ( s) on which our realization procedure 

based. 

Definition 2.5: Let 11 = ( v 1 , • • •• 11P) be a p-tuple of nonnegative 

integers. A polynomial matrix X ( s) is called a polynomial basis 

matrix of type v or simply a basis matrix if every polynomial p-vector 

~( s) E W[s] whose ith component has degree at most 11, - 1 can 

uniquely be written as ~( s) = X ( s )Cl, where " is a constant vector. 

Remark 2.6: If v; = 0 for some i, then it is understood in the 

definition that the ith component of ~(s) is zero. Note that one can 

identify the space of polynomials of degree at most u, - 1 with the 

vector space Rv,. So a basis matrix of type 1; = ( Vt. · · ·. vµ) can be 

viewed as providing a basis for the vector space 

li!Vl X ' ' ' X ~Vp '.::: ii!" 

where n = :Sf= 1 v;. In particular, it follows that a basis matrix must 

have size p x n. It also follows that a basis matrix of a given type 

is determined uniquely up to right multiplication by a nonsingular 

constant matrix; more specifically, every basis matrix X(s) can be 

written in the form X(s) = Xv(s)S where 5 is a nonsingular 

constant matrix and Xv(8) is the "canonical" basis matrix of type 

v = ( 11 1 , · · · • vp) given by (9), as shown at the bottom of the next 

page. 
If some index v; is zero, it is understood that the corresponding 

ith row of Xv(s) is zero. 

We now arrive at the main result of this section. The realization 

method used in the proof will be the basis· of the algorithms to be 

presented in Section IV. 
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Theorem 2.7: Let P(s) be ap x (m+p) polynomial matrix whose 
ith row degree is at most v;, and let X ( s) be a basis matrix of type 
v = (vi. · · ·, vp)· Under these conditions, the following holds. 

1) The matrix [X(s)IP(s)] has constant rank. 
2) There exist realizations of P( s) associated to X ( s). 
3) All realizations of P( s) associated to X ( s) are completely 

observable. 
4) If (F,G,H) and (F',G',H') are both realizations of P(s) 

associated to X ( s), then there exists a nonsingular constant 
matrix T such that F' = FT, G' = GT, and H' = HT. 

Proof: In order to prove the first part of the statement we 
will assume without loss of generality that X ( s) is the canonical 
basis matrix X,, ( s) and that the row degrees are ordered with 
111 ?: v2 ?: · · · ?: llj ?: 1 and Iii = 0 for i > j. Under those 
assumptions we have 

(10) 

where X 1 ( s) is the canonical basis matrix of type ( 111, · · · , 11 j), and 
where by assumption P2 is a constant matrix of size (p-j) x (p+m). 
Let the rank of P2 be p - j - r. Note that the j x j submatrix of 
X 1 ( s) consisting of the columns with indexes 1, 111 + 1, 111 + v2 + 
1, · · · ,v1 +· · ·+vi-l +1 is in fact the identity matrix, so that X1(s) 
must have full row rank for alls EC. It follows that [X(s)JP(s)] 
has constant rank p - r. This proves Claim 1). 

Since p- r is of course also the rank of [X(s)[P(s)] as a rational 
matrix, and since the matrix [X(s)IP(s)] has size p x (n + p + 
m) where n = ~l'=i Iii, it follows that kerR{s) [X(s)jP(s)] has 
dimension n + m + r. In order to prove Part 2) identify the set of all 
polynomial vectors efi(s) E W[s] whose ith component has degree at 
most Vi with the vector space 1:r+P. Now consider the linear map 

efi: IR2n+p+m _, Rn+p 

v r+ [X(s)isX(s)IP(s)]v. (11) 

.'he dimension of the image of efi as a real vector space is given by 
the number of R-linearly independent columns of the matrix 

[X(s)[sX(s)IP(s)] = [X10(s) sX~(s) p~2s) l 
Since all columns of P1 ( s) can be written as IR-linear combinations 
of the columns of X 1 ( s) and sX 1 ( s) (by the assumption that the row 
degrees of P( s) are at most 11;, and by the definition of a polynomial 
basis matrix), we get 

dim imR efi = rankR [X1 (s)isX1 (s)] + rankR H 

= (n + j) + (p -j - ·r) = n + p- r. 

From this we obtain dim kerR efi = n + m + r. Choose constant 
matrices F, G, and H such that [-FTIGTIHT]T is a basis matrix 
for kerR efi; of course these matrices must have n + m + r columns. 
Then (8) certainly holds, and we have X ( s) ( sG - F) + P( s )H = O 
so that 

The fact that actual equality holds in (12) follows from a dimension 
count: by Lemma 2.3, we have dim imR(s) [sGT - FTIHT] :::: 
n + m + r = dim kerR{s) [X(s)[P(s)]. 

Claim 3) is immediate from Lemma 2.3. Finally, if a triple 
(F, G, H) satisfies (7) and (8), then the matrices F. G, and H 
must have n + m + r columns, and [-FTIGT[HT]T must be a 
basis matrix for kerR <f>. All such matrices are related by nonsingular 
transformations as described in Claim 4). 1 

III. MINIMALITY CONDITIONS 

A pencil representation (F, G, H) with F and G in Rn x(n+m) 

is said to be minimal if, whenever ( F', G', H') with F' and G' in 
1:r'x{n'+m') satisfies l3(F',G', H') = B(F, G, H), one has n' ~ n 
and n' + m' ?: n + m. This means that both the number of 
auxiliary variables and the number of equations in those variables 
is minimal. For the relation between minimal pencil representations 
and standard input/state/output representations see Remark 3.6 below. 
The following algebraic conditions for minimality are well known 
(see for instance [8, Proposition 1.1 ]). 

Proposition 3.1: A pencil representation (F, G, H) is minimal 
(in the sense of smooth behaviors) if and only if it is completely 
observable and the matrix G has full row rank. Minimal realizations 
are unique up to isomorphism. 

The full row rank condition on the matrix G corresponds to 
"controllability at infinity." Triples (F, G, H) can be used also for 
the representation of so-called impulsive-smooth behaviors [13], 
[12). The definition of minimality is the same as above, with 
the smooth behaviors B(F, G, H) replaced by impulsive-smooth 
behaviors B;-s(F, G, H). For this situation we have the following 
result [12, Th. 4.1 and 4.2]. 

Proposition 3.2: A pencil representation (F, G, H) is minimal in 
the sense of impulsive-smooth behaviors if and only if it is completely 
observable and sG-F has full row rank as a rational matrix. Minimal 
realizations are unique up to isomorphism. 

When we speak below of "minimal" representations without further 
indication, we shall always mean minimality in the sense of smooth 
behaviors. The following lemma shows that minimality in the sense 
of impulsive-smooth behaviors is automatically obtained when P(s) 
has full row rank. 

Lemma 3.3: Let P(s) be ap x (m+p) polynomial matrix whose 
ith row degree is at most Iii, and let X ( s) be a basis matrix of type 
11 = ( 111 , · · · , "P). Assume, furthermore, that P ( s) has full row rank 
as a rational matrix. If (F, G, H) is a realization associated to X(s), 
then the matrix sG - F has full row rank as a rational matrix. 

Proof" We refer to the notation used in the proof of Th. 2.7. Note 
that the full row rank assumption on P( s) implies that r = 0, so that 
the matrix sG- F has size n x (n + m). Now take any>.. E IC such 
that rank?(>..)= p. The equation X(>..)(>..G - F) + P(>..)H = 0 
implies that H maps ker (>..G - F) into ker P(>..), and because of 
the observability of the triple (F, G, H) it does so in a one-to-one 
way. Therefore, we have 

dim ker (>..G - F) ~ dim ker P(>..) = m. (13) 

[sG- F] imR{s) H C kerR{s) [X(s)[P(s)]. (12) On the other hand, we also have dim ker (>..G-F) ?: m since >..G-F 
has size n x (n + m). It follows that dimker(>..G - F) = m and 

X"(') ~ [! 
s s"1-1 0 

0 1 8 v2-1 () 

... () 1 

(9) 
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so rank (,\G - F) = n. This implies that sG - F has full row rank 
n as a rational matrix. 1111 

Remark 3.4: The proof actually shows that for any ,\ E C the 

matrix ,\Q - F will have full row rank if P( ,\) has full row rank. 

In particular, it follows that if the conditions of the lemma hold and 

P( s) has constant full row rank p, then sG - F has constant full row 

rank n. Recall that the first condition is the algebraic characterization 

of controllability of the behavior B( P) in the sense of Willems [9, Th. 

V.2], whereas the second characterizes controllability of the system 
Gz = Fz. 

We now consider the more specialized situation in which P( s) 

is row proper, and the type of the polynomial basis matrix X ( s) is 

matched to the row degrees of P(s). 

Lemma 3.5: Let P( s) be a row proper polynomial matrix of size 

p x (m + p), with row degrees v = (v1 , · · ·, vp). Let X(s) be a 

basis matrix of type v, and let (F, G, H) be a realization associated 

with this basis matrix. Then the matrix G must have full row rank. 

Proof· The statement follows from the previous lemma and [12, 
Lemma 3.3]. 

Remark 3.6: From a minimal pencil representation, a standard 

state-space representation can be obtained as follows. Since G has full 

row rank and [;;] has full column rank, we can select a submatrix H' 
from H such that [ fj,] is an invertible matrix. After a permutation 

of the external variables and a transformation T E Glm+n of the 

internal variables the triple ( F, G. H) appears in the following form: 

F= [Al-BJ, G= [IIOJ, H=[Zi~l (14) 

Denoting the two components of w by .Y and u, respectively, we 

arrive at the familiar form .i· = A:r +Bu . .Y = C.r +Du. For the 

particular pencil 

the algebraic conditions for observability and controllability then 

reduce to the standard conditions. An algorithm to obtain a minimal 

pencil representation from an arbitrary one is given in [10]. For cases 

in which an input-output structure is given a priori and in such a way 
T TT 

that the corresponding submatrix of [G IH ] is not invertible, see 
[4]. 

IV. REALIZATION ALGORITHMS 

In Section II we have seen that the problem of finding a realization 

can be reduced to the problem of finding a complete set of basis 

vectors for the nullset of a given matrix. Note now that in some 

cases this problem is rather easy, namely when the given matrix is 

of the form [JIM]. Obviously, we can immediately write 

ker [IIAf] = im [-jl'vl] 

and no calculation is necessary. If the given matrix is a column 

permuted form of [II M], then some rearrangement will be needed, 

but still no numerical calculations will be involved. By judicious 

choice of the polynomial basis matrix X ( s) (for instance the canon­

ical basis matrix is suitable) we can in fact create such a situation. 

The following two theorems are based on this observation. The proofs 

are in both cases straightforward applications of Lemma 2.1, applied 

with the canonical basis matrix. 
First we introduce some notation. For a given polynomial matrix 

P(s) of size p x (m + p), let f;(.9) E wn+p[s]_ denote the ith ro~ 

of P( s), and let ii; be its degree. For 0 s; k s; v; define vectors fi 

through the expansion 

;;, 

J, ( s) = '2:, J;'° s'. 
h·=O 

and define Ji° = 0 for k > ii,. Let v = ( v 1• • • • • 11P) be positive 

integers satisfying z;, 2 11;. For i = 1, · · · , p define matrices of sizes 

v; x (v; - 1) and v; x (m + p), respectively 

1>,(s) := 

IJ!,(s):= 

s 

-1 

() 

() 

() 

J? 
Ji 

() 

J.1:'i-2 

·Jv' +' Jv,-1 s l l 

() 

() 

s 
-1 

Theorem 4.1: Let P(s) be given and let 1>,{s). IJ!;(s) be defined 
as above. Then 

[

qi l ( s) () 

sG-F:= () <I> 2 (s) 

() () 

() IJ.!1 (s)] 
1It 2 ( s) 

() : 
1'µ(s) lltp(s) 

H := [Ol-1,,,+p] 

is a completely observable realization of I'( s ). 

Proof Let X,, ( 8) be the standard basis matrix as introduced in 

(9). A direct computation ve1ifies that 

X,,(sl[;;G - F] = [Opx(n-i>llP(s)] = -P(s)H. 

By a dimension count we find that (7) holds. Since (F.G.H) 

also satisfies (8), it follows from Theorem 2.7 that (F. G. H) is a 

completely observable realization of P( s). Ill 

Remark 4.2: It follows from the Lemmas 3.3 and 3.5 that the 

realization obtained above will be minimal in the sense of impulsive­

smooth behaviors if P( s) has full row rank as a rational matrix, and 

it will be minimal if P( s) is row proper and ii, = z;, for all i. Note 

that the latter requirement implies that P( s) can have no constant 

rows. So the following obstructions can exist to obtain a minimal 

representation by inspection: I) P( s) does not have full row rank; 2) 

P( s) is not row proper; and 3) P( s) has some constant rows. All of 

these obstructions may be overcome at the cost of some computation, 

which one may choose to carry out on the polynomial level (before 

realization) or on the first-order level (after realization). 

We now present a theorem that produces a standard state-space 

representation by inspection for strictly proper systems. Naturally, this 

is only possible when P(;;) satisfies a rather special condition. Again, 

we first introduce some notation. Assume that P( s) is partitioned 

into P(s) = [D(sll:V(s)] where D(s) is a p x p polynomial 

matrix. We will assume that P( s) is row proper with row degrees 

v1 ?; ·· ·?: 11p 2 1. For i.j = l,···,JJ let 

Vj 

"'""" k k d;,;(s) = 0 d,,jS 
k=O 

denote the polynomial entries of D( s). Similarly let 

v; 

"'""" k k n;(s) = 0 nis 
k=O 
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TABLE I 

Realization by inspection 

High-order form I First-order form Reference 

No special properties Completely observable pencil form Thm.4.1 

P(s) of full generic row rank Completely observable pencil form, Thm.4.1, 
minimal in the sense of impulsive-smooth Lemma 3.3 
behaviors 

P(s) row proper, no constant rows Minimal pencil representation Thm.4.1, 
Lemma3.5 

P(s) = [D(s) I N(s)], high-order coefficient Observable standard state space Thm.4.3 
matrix is [I I OJ, no constant rows representation 
The above plus coprimeness of Observable and controllable Thm.4.3, 
D(s) and N(s) standard state space representation Remark 4.4 

denote the i th row of N ( s). Define for i = 1, · · · , p matrices of sizes 
v; x v;. Vi x m. and 1 x Vi, respectively 

0 -do 
l,l 

1 0 -di 
l,l 

A.;,;:= 0 1 

0 
0 () 1 -dvi_-1 

'·' 

C; := (0. · · ·, -1]. 

Finally, for i, j = 1, · .. , p, i -::/= j define matrices of size v; x Vj 

() () -d?,j 

A.;,j := 
-dl, 

l,J 

0 () -d"i_-1 
•,J 

With these definitions we can state the following. 

Theorem 4.3: If, in the situation discussed above, the high-order 

row coefficient matrix P00 is of the form P00 = (IplOJ, then 

[
A.l.l 

;i:(t) = . : 
Ap,1 

[
C1 

y(t) = 0 

· · · .41.pl [B1] 
"· '. x(t) + ; u(t) 

.4.p,p Bp 

.. . () ] :J.'(t) 

Cp 

represents a minimal state-space realization of the system 

(15) 

(16) 

Proof: As in the proof of Theorem 4.1 one readily verifies that 

[
sf - A. B] 

[X.,(s)IP(s)] ~ ~ = o. 

Again, a dimension count confirms that we do have a realization. 

Minimality (in the behavioral sense) is guaranteed by Theorem 2.7. 

• 

Remark 4.4: Because behavioral equivalence is an extension of 
transfer equivalence, we have in particular that 

-D- 1 (s)N(s) = C(sl - A.)- 1 B. 

It follows from Remark 3.4 (see also Remark 3.6) that the obtained 

realization will be controllable if the matrix P( s) has full row rank 

for all s, or in other words, if the pair ( D ( s), N ( s)) is left coprime. 

So in this case we even have minimality in the transfer sense; see 

[14] for a review of the various notions of minimality. 

Remark 4.5: The choice of the canonical basis matrix X,(s) 
introduced in (9) has produced a matrix A. in a well-known companion 

form as it can be found, for example, in [15, p. 82]. Of course other 

choices of basis matrices are possible and lead to various results; see 

for instance Example 5.1 below. There is clearly a connection here 

to canonical forms, and this is discussed in more detail in [ 14]. 

Remark 4.6: If the high-order coefficient matrix is of the form 

[P1 IP2] with Pi invertible, then the situation of the theorem can be 

achieved (at the cost of some computation) by a linear transformation 

in the space of external variables. Reversion of this transformation 

after realization will lead to a realization in (A, B, C, D) form. 

V. EXAMPLES 

Example 5.1: Consider a p x (m + p) polynomial matrix of the 
form P(s) := :Ef=o P;si E lil[s]px(m+p). Although we have worked 

with the canonical basis matrix X,, ( s) (as introduced in Section II) 

throughout the main part of the paper, other choices are quite possible. 
Consider for instance the basis matrix 

Let (F, G, H) be the triple of matrices introduced in (4). One readily 
verifies that 

X(s)[sG- F] = [Opx((e-tlvllP(s)] = -P(s)H. 

By Theorem 2.7, (F, G, H) is a completely observable realization 

and by Proposition 3.1 this realization is minimal if and only if Pe. 
and therefore G has full row rank. Actually it is not difficult to 

derive these facts from first principles; the example shows, however, 

that also in the present approach the particular realization ( 4) appears 

as the result of making some simple choices. To compare this with 

Theorem 4.1, note that P(s) is row proper whenever Pe has full row 
rank, but not conversely. 

Example 5.2: This example illustrates Theorem 4.1. We consider 

the situation of a 2 x 4 polynomial system P( s) having row degrees 

v1 = 3 and v2 = 2. Using earlier notation P(s) is of the form 

P(s) = [fi(s.)] = [fi.1(s),- .. ,Jr,4(s.)] 
h(s) h.1 (s), .. ., h,4 (s) 



IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 42, NO. 9, SEPTEMBER 1997 
1263 

where 

3 

fi.j(s) = L ff,jsk 
k=O 

2 

hi(s) = LfLsk, j = 1,· .. ,4. 
k=O 

The canonical basis matrix of size v = (3, 2) has the form 

0 OJ 1 8 . 

The computation of the kernel of 

[X(3,2) ( s )JsX(3,2) (s )JP(s)] 

is equivalent to finding a complete set of basis vectors for the space 
determined by the equation 

1 0 0 0 0 0 0 0 0 0 Ir 
0 1 0 0 0 1 0 0 0 0 Ji 
0 0 1 0 0 0 1 0 0 0 H 
0 0 0 1 0 0 0 0 0 0 !~ x = 0. 
0 0 0 0 1 0 0 0 1 0 Ji 
0 0 0 0 0 0 0 1 0 0 Jr 
() 0 0 () 0 0 0 0 0 1 Ji. 

Since the minor consisting of columns 1, 2, 3, 4, 5, 8, 10 is just an 
identity matrix, the kernel is found "by inspection" and is given by 
(see Theorem 4.1) 

0 0 0 -ff 
-1 0 0 -Ji 

0 -1 0 -ff 
0 0 0 -n 

[-i] 
0 0 -1 -Ji 

= 1 0 0 0 
0 1 0 0 
0 0 0 -fr 
0 0 1 0 
0 0 0 -f~ 

0 0 i5 [4 

The realization is minimal if and only if the row vectors fr and Ji 
are linearly independent. 

VI. CONCLUSIONS 

In this paper we showed that a linear system represented by a sys­
tem of higher order differential equations of the form P(d/dt)w(t) = 
0 can always be realized in a generalized first-order pencil form by a 
simple rearrangement of the coefficients. Since no numerical compu­
tation is involved, the approach is suitable, in particular, in situations 
where some of the coefficients are symbolic parameters rather than 
actual numbers. The first-order realizations that are obtained by the 
methods of this paper will contain the same parameters, together 
with zeros and fixed constants. Genericity issues for such systems 
have been studied by Murota [16]. Another possibility that presents 
itself is to allow for coefficients that come from a ring rather than 
from a field, but we shall not go into that here. 

Whether the first-order form that is obtained by inspection can be 
made to have certain desirable properties depends on the data from 
which one starts. This is detailed in Table I. 
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