












































































































































































































































































































Un+I f (Un Vn Hn) I . , , 

( 12) Vn+I f (Un+I ,vn.,Hn) 
2 

Hn+I f (Un+ I Vn+ I Hn) 
3 , , ' 

with U = u(h+s), V = v(h+s), and H = h+s. 

The numerical parameters are 6x = 50 m and nt = 5 s. The results at four 

points in time are given in Figures 2A-D. At the boundaries zeroth order 

conditions are prescribed, i.e. p=O, q=O. 
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To study the reflective properties in more detail these results are sub­

tracted from a larger area solution and a reflection coefficient is defined 

as 

Re 

Though Re is not a proper reflection coefficient in that its value is bounded 

to the domain [-1,1], it provides an indication of the degree of reflections. 

Figure 2. Time evolution of an initially Gaussian-shaped free surface eleva­
tion after 30, 60, 80 and 110 s, 

Figure 3 shows the results for a zeroth order, p=O and q=O, and a first order, 
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p=I aad q=O, boundary conditions, respectively. The reflection coefficient 

is given as a function of the angle of incidence of the wave, which is 

proportional to the coordinate along a boundary. 
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Angle of Incidence ( in dgrs ) 

Figure 3. Reflection coefficient as a function of the angle of iniidence 
and the boundary conditions. A: zeroth order, B: first order, C: first order, 
~x and ~t halved. 

The reflection coefficient depends rather strongly on the angle of incidence 

and increases about a factor of3 in the range (0-45) 0 • The reflections at 

normal incidence are solely due to numerical reflections; they especially 

confuse the results of the first order condition. 

Concerning the numerical implementation there is a lot of freedom in a finite 

element program, because the program itself even does not demand a specific 

number of boundary conditions. For the zeroth order condition we used the 

following implementation at outflow, 

-n+I n u +u 
2 

-n+I n+I . n+I -n+I where u is a temporary value of u and is used to find v and 1j, , 

and un+l = ~n+!Hn. The definite values of un+I and lj,n+I are found from 

n+I 1/ln+½ 
- 1/10 u u 

0 

n+I + 1/ln+½ -n+I -n+l 
u u + 1/1 2 

1/ln+½ 2/2(Hn+l+Hn)/2. 
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Finally, the new values of Un+I is found from Un+I = un+IHn+I_. Several other 

formulations were tested, but the best results were obtained if u and w were 

shifted one half time step, as follows from Equation 12 and u+w was kept 

constant. 

The second example concerns the influence of the parameter a in Equation 

10. This boundary condition is used in an ADI-finite difference program with 

a space staggered grid. For a schematized river section (2 km long and 5 m 

depth) the waterlevel is prescribed and kept constant at the downstream end 

and the velocity is abruptly prescribed at Im/sat the upstream end. The 

numerical parameters used are: ~x = 100 m and ~t = 100 s. 

Figure 4A shows the velocity at the downstream boundary as a function of 

time for a= 100, 500 and 1.104• For a= JOO, Figure 4A-II, strong eigen­

oscillations are generated which are damped in time by bottom friction. The 

initial period is about 1.5 hours, whereas the wave transition time is only 

300 s. For a= 500, Figure 4A-I, the boundary condition is also transparant 

for the eigen-frequencies and hardly any eigen-oscillation is generated. The 

initial period is about halved. If a is increased about 1000 the initial 

period starts to increase again, not because of oscillations but because the 

variables now approach the final solution in the limit of large time (like 

a super-critically damped resonator), Figure 4B-I. 

As the transition time is only about 300 s the initial period should 

drop well below one half hour if a weakly-reflective boundary condition of 

Table I is used. 
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Figure 4. Velocity as a function of time. Influence of a, A-I, A-II, andB-I, 
and of a zeroth-order boundary conditions, B-II, on the initial period. 
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Figure 4B shows the result if the velocity boundary is replaced by a zeroth 

order condition. Indeed, no eigen-oscillations are generated and the initial 

period is about 0.3 hour. The short (2~t) waves are due to the abrupt starting 

condition only: they do not occur if the boundary condition is increased 

to its final value in one or two wave transition times. This boundary condi­

tion, with a about 100, is succesfully used in many practical applications, 

Verboom et.al. 1984, 

A final remark concerns the influence of the parameter a on the eigen-frequencies 

of a problem area. If a> 0 the eigen-frequencies are lowered: for the 

example discussed above the.oscillation period was increased by about 27% 

for a = 100 and by about a factor of 3 for a= 500. These figures are con­

firmed by an analysis for a simple one-dimensional formulation, 

CONCLUSION 

Weakly-reflective boundary conditions have been derived for the two­

dimensional shallow water equations, including bottom friction and Coriolis­

force, With a finite element formulation reflection coefficients of only a 

few precent were obtained. The reflection coefficient increases by about a 

factor of three if the angle of incidence increases from zero to 45°. The 

effect of higher order conditions is blurred by reflections generated by 

the numerical scheme itself, For many practical applications a much simpler 

formulation proposed by Stelling 1983, suppresses effectively short wave 

disturbances and eigen oscillations of the problem area. Initial periods of 

only a few wave transition times earl be realized by using the weakly­

reflective boundary conditions derived in this paper. 
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NOTATION 

-+ 
w 

u,v 

s 
h 

>.. 

C 

f 

g 

x,y,t 

F 
A. 

J 
1/i 
-+ 
V 

A,B,C 

V 

ll) 

T 
-+ v 

T 
(u,v,s) 

velocity components in x and y direction, respectively 

free surface elevation above a reference plan 

bottom below a reference plane 

bottom friction parameter 

de Chezy-coefficient 

Coriolis parameter 

gravitational acceleration 

space and time coordinates 

vector,includes external forces 

coefficient matrix 

2/g(h+s) 

(J+/z (u+ljl), v, J//z(u-ljl)/ 

coefficient matrices 

transformation defined in Equation 3 

2Tr/T 

wave period 

Fourier transform of; in t and y 

matrix defined in Equation 6 

boundary forcing function 

reflection coefficient 



TWO-DIMENSIONAL SPECTRAL ANALYSIS IN THE EVALUATION 
OF IMAGE QUALITY OF IMAGING SYSTEMS 

J. VRANCKX 

I • INTRODUCTION 

As amanufacturerof imaging systems one of our main concerns at 

Agfa-Gevaert is the "image quality" achieved by our systems. This image 

quality is determined by objective parameters such as sharpness, 

graininess, contrast resolution etc •. All these objective parameters can 

be measured and are combined in the ultimate image quality criterion: 
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the signal-to-noise ratio. The problem with the separate measurement of 

these parameters is that the measurements are very often performed in non­

comparable situations. To avoid this, we developed a method where signal­

to-noise ratio is determined in one single measurement. 

The method was developed for the Medical Imaging Department of the 

Diagnostic Imaging Systems Division. The examples shown will all refer 

to specific problems of this department ·so maybe a brief introduction into 

the world of medical radiography is needed. It should however be stressed 

that our method is not at all restricted to this specific type of imaging 

systems. 

Radiographs are made by exposing a patient to a beam of X-rays; the 

patient's body modulates the beam. This modulated beam is the input signal 

for the imaging system. A conventional imaging system in medical radiography 

consists of a light sensitive film sandwiched between two intensifying 

screens. The role of these screens is to absorb the X-rays and to convert 

the absorbed energy into light photons. These light photons are then 

absorbed in the film, where they produce optical density upon development. 

The modulated X-ray beam carries the input signal. 

There are several sources of noise in such a system: the most important 

one is the statistical fluctuation of the X-ray absorption. Other sources 

are inhomogeneities in screen and film. 
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Since our method for measuring signal-to-noise ratios is closely 

related to the measurement of noise we will, after a short review of the 

properties of Fourier-tranforms, discuss the noise measurement and show 

some experimental results. Then we will discuss the method for the signal 

to-noise measurement. We will show some experimental results for different 

screen-film systems and show the effect of quantisation caused by the 

digitisation needed for digital image processing. 

2. FOURIER TRANSFORMS (Ref. 1-4,9) 

Let f(p,q,r ••• ) be a function of the variabl~s p,q,r, •••• These 

variables can be space, time or other coordinates. The Fourier Transform 

of f(p,q,r, ••• ) is then defined as 

(I) F(µ,v, ••• ) J oo Joo 2ni(pµ+qv) f(p,q, ••• )e dpdq ••• p=-oo q=-oo 

with i = M. 
The inverse Fourier Transform is defined as 

(2) f( ) J oo Joo F( ) -2ni(pµ+qv+ ••• )d dV p,q, ••• = µ=-oo v=-oo µ,v, ••• e µ ••• 

The functions f(p,q,r, ••• ) and F(µ,v, ••• ) are Fourier Transform pairs which 

we will denote as 

(3) f (p ,q,r ••• ) FT 
<-> F(µ,v, ••• ) 

The Fourier Transform is a complex function, which can be seen when we 

rewrite the exponential of eq I as 

(4) 2nix 
e cos 2nx + i sin 2nx 

Fourier transforming a function is thus decomposing it into sine and 

cosine functions with different frequencies. 

The Fourier Transform pairs shown in fig. I are then easily understood. 

We will now give some important properties of Fourier Transforms, 

properties we will rely on in the later parts of this paper. 

The first property is LINEARITY. Let f(p,q, ••• ) and g(p,q, ••• ) be two 



functions with their respective Fourier Transforms F(µ,v, .•• ) and 

G(µ,v, ••• ). The functions 

(5) a.f(p,q, ••• ) +b.g(p,q, ••• ) 

also form a Fourier Transform pair. 

We now give some SYMMETRY relations: 

FT 
<-> a.F(µ,v, ••. ) +b.G(µ,v, ••. ) 

- the Fourier Transform of a real even function is real even 
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- the Fourier Trnasform of a real uneven function is imaginary and uneven. 

The symmetry relations for complex functions will not be considered here. 

The interested reader can find them in ref. 3. 

The third property is CONVOLUTION and CORRELATION. The convolution 

of two functions is given by 

(6) y(!;,n, ••• ) 

Let the functions 

(7) f(p,q, ••• ) FT 
<-> F ( µ , V , ••• ) 

be Fourier Transform pairs. The functions 

(8) FT y ( 1;, n, ... ) <-> F ( µ, V, ••• ) • G ( µ, V, ••• ) 

are then also Fourier Transform pairs. A convolution can thus be calculated 

by Fourier transforming the two functions, multiplying the Fourier 

Transform and taking the inverse Fourier Transform of this product. 

Correlation is defined as 

(9) 00 00 * 
k(!;,n, ••• ) = fp=-oo fp=-oo f(p,q, ••• )g(p+!;,q+n, ••• )dpdq 

where* denotes the complex conjugate. 

The functions 
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are the Fourier Transform pairs. Correlation can thus be calculated in 

the same way as convolution. 

All these equations stand for continuous analytical functions. In 

practice that type of function is not available: what we have are discrete 

samples lying in some finite interval. The integrals in the previous equations 

are to be replaced by summations. The finite discrete Fourier Transform has 

the same properties as the continuous Transform (linearity, symmetry). The main 

difference lies in the fact that the discretisation and the truncation in the 

data results in discretisation and truncation in the resulting Fourier 

Transform. TheNyquist criterium states that for N samples taken with a 

sampling distance of t.p the maximum frequency of the Fourier Transform is 

( 1 1) V max 1/(2t.p) 

and the frequency-interval is 

(12) t.v I/ (Nt.p) 

3. ANALYSIS OF IMAGE NOISE: WIENER SPECTRUM AND AUTOCORRELATION (Ref. 1,5-8) 

An image is a two-dimensional pattern of optical density D(x,y). In 

an image made without an external input signal the pattern is only noise. 

One first way to describe this pattern is by its mean and by its standard­

deviation: 

(I J) 

(14) 

--li llfXfY 
D - X Y~ 2X 2Y -X -Y D(x,y)dxdy 

' 

cr2 - lim 1 1 fx fy [D(x,y)-DJ 2 dxdy 
D - X,Y---2X 2Y -X -Y 

More information about the density pattern can be extracted from the 

autocorrelation function: 

(15) Ac( ) 1 . 1 1 fx fy An*(x,y)AD(x+",y+n)dxdy 
l;,n = x~~ 2x 2Y -x -Y O O "' 

with t.D(x,y) D(x,y) - D. From equations 14 and 15 we see that 

AC(O,O) 
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The Wiener spectrum is defined as 

(16) W(u,v) • 1 1 * x!½~ ZX ZY F (u,v).F{u,v) 

with F(u,v) being the Fourier Transform of tD(x,y). The Wiener spectrum is 

the ·Fourier Transform of the autocorrelation function. This is written 

as 

(17) AC(~,n) 

From equations 15 and 17 we see that the standard deviation of the density 

pattern is 

( 18) 2 
CJD AC(0,0) = ff:m W(u,v)dudv. 

The Wiener spectrum is thus equivalent to the autocorrelation function. 

It contains more information than the standard deviation since it describes 

the frequency dependence of the noise. The standard deviation only 

gives a global appreciation of the noise. It can be shown that under some 

conditions (which are most often satisfied in imaging systems) the 

Wiener spectrum not only contains the first two moments (mean and standard 

deviation) but also all higher moments of the density distribution in the 

image. 

We will now consider some methods to measure the Wiener spectrum• 

Conceptually the simplest method is the two-dimensional scan method 

using a circular aperture. The resulting two-dimensional spectrum 

W' (u,v) is, for small density fluctuations giving a, linear relation 

between density and transmission fluctuations: 

(19) 2 2 W' (u,v) = W(u,v) xT (u,v) xTM(u,v) 

where W(u,v) is the true spectrum and T(u,v) the transfer function of 

the circular aperture: 

(20) T(u,v) = 2J 1(wwd)/{wwd) 

where J 1 = a Bessel function of the first kind (the two-dimensional 
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counterpart of sin (x)/x) 

w = lu2+v2 

d the diameter of the circular aperture. 

and TM(u,v) =the transfer function of the measuring system. In the 

frequency range we consider it sufficiently close to unity 

to be ignored. 

It is easy to calculate the true spectrum from the measured one. 

One of the difficulties of this method is the positional accuracy 

of the microdensitometer. The newer computer-controlled microdensitometers 

are sufficiently accurate to scan a film image homogeneously in a 

rectangular grid. Another problem is the computing power required for the 

two-dimensional Fourier Transform. The 16-bit minicomputers which are 

often used to control the microdensitometers do not have the necessary 

computing power. It is probably due to these two difficulties that up 

to now only a few two-dimensional noise power spectra have been 

published (Ref. 5). 

A second method consists of a one-dimensional scan using a circular 

aperture. The resulting spectrum is integrated along one of the frequency 

axes: 

(2 I) W' (u) roo W(u, v) x T2 (u, v)dv. 

De Belder (Ref. 8) gives an equation to calculate the true spectrum from 

the measured one. 

In the third method, which is widely used, the sample is scanned 

in one dimension with a long narrow slit. Basically equation 21 holds 

also for this case. Due to the adequate choice of the aperture and 

under some assumptions (Ref. 6) this equation can be reduced to: 

(22) W' (u) = sinc2 (,rau) xw(u,O) x I 

where sinc(irau) stands for sin(irau)/(irau) 

a= the slit width 

1 the slit length 
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The measured spectrum then is a section through the real two-dimensional 

spectrum. The main drawback of this method is that working with too short 

a slit leads to an underestimation of the noise power at low spatial 

frequencies (Ref. 6-8). This method gives indeed biased results in the low 

frequency range of the spectrum. It is possible to synthesize a longer 

slit from a two-dimensional scan with a short slit to lower the bias. 

At Agfa-Gevaert we implemented the two-dimensional method because 

it gives unbiased results at low frequencies, very important in the study 

of radiographic systems, and because it makes it possible to find directional 

effects and moreover because of its inherent simplicity. The main problem 

to solve was the problem of computing power. The measuring method we 

used can be described as follows: a film sample of uniform density 

(usually about density above fog) is scanned two-dimensionally with 

a circular aperture of diameter don a Perkin Elmer PDS model I0I0A 

microdensitometer. For the two-dimensional Fourier Transform we used 

the Fortran subroutine for multidimensional Fast Fourier Transform written 

by Norman Brenner (Ref. 10). To protect against aliasing the sampling 

distance is chosen to be half the aperture diameter. For white noise 

this would give maximally about 40% aliasing at the Nyquist frequency and 

about 10% at 0.75 times the Nyquist frequency. For radiographic systems the 

noise is lower at higher frequencies so that the aliasing is lower than 

the just mentioned values. We mostly work with an array of 256 x 256 measuring 

points. To have smoother spectra we take an ensemble average over 49 blocks, 

each block being 64 x 64 points wide. The blocks overlap 32 points in the 

x and in they direction (Ref. 9). For an aperture diameter of d we have: 

the sampling distance 

the Nyquist frequency 

tx ty = d/2 

u = v = 1/d max max 

the bandwith for 64 x 64 data blocks: tu = tv I / (32d) 

Due to the microdensitometer optics the spectral values are expressed in 

instrument density and should be transformed into diffuse density values 

(Ref. 6). The correction for the aperture diameter can then be applied 

according to equations 19 and 20. 

The noise power spectrum of Agfa-Gevaert's CURIX RPI film-CURIX 

UNIVERSAL screen system has been measured with circular apertures of 
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.4,.2,.1 and .OS 11llil diameter. All spectra where calculated from 256 x256 

data points. As an example fig. 2 shows the two-dimensional spectrum 

for the 0.2 11llil aperture, the z-axis being logarithmic, in units of 11llll2 • 

The spectrum is in instrument density and uncorrected for the aperture 

transfer function. The spectrum is obviously quite rough, the spread being 

about 14% of the spectral value. 

Since it is easier to compare one-dimensional spectra we take an 

average over the two-dimensional spectrum at constant circular frequency 

w = /u2+:;T, after we made sure that the noise was isotropic. Fig. 3 shows 

the resulting uncorrected one-dimensional spectra. The spectra are now 

rather smooth, the spread being some 4% of the spectral value. It is very 

interesting to see that the spectra overlap at low frequencies: the 

spectra are, by definition, unbiased at these frequencies. The discrepancies 

at higher frequencies can easily be removed by correcting for the aperture 

transfer function, as is shown in fig. 4. The corrected spectra are 

totally independent of the aperture diameter. 

4. ANALYSIS OF SIGNALS IN NOISE (Ref. 3,9) 

We will now describe two methods for measuring signal-to-noise 

ratios. In the first method we use a one-dimensional signal as input. 

The Wiener spectrum of the combined signal and noise is measured. 

The second method can use any low contrast signal as input. The Wiener 

spectra of signal and noise are calculated from the cross-correlation of 

two images containing the same signal. 

4.1. Analysis of one-dimensional signals 

We use here an image which consist of a one-dimensional sine-wave 

superposed on the noise. The Wiener spectrum has a peak at the frequency 

of the sine-wave, as is shown in fig. 5. Taking the spectral value along 

a circle with the frequency of the sine-wave as radius gives a curve 

as fig. 6. It is then possible to estimate the signal (peak value) and 

the noise (the median value) at that frequency. We used the method for 

measuring Wiener spectra as described previous section. The aperture 

diameter is .2 11llil and the sampling distance is .125 11llll. We use this sampling 

distance to have an integer number of signal periods in a 32~x distance. 



4.2. Analysis of unconstrained signals 

The cross-correlation of two density patterns 6D 1 (x,y) and 6D2 (x,y) 

is given by 

(23) CC(l;,n) 
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This function describes how the first patterns looks like the second one. 

One can define a cross-Wiener spectrum as the Fourier Transform of the 

cross-correlation: 

(24) 

FT 
<-> F 1 (u,v) 

FT 
<-> 

Contrary to the normal Wiener spectrum this is a complex function. If R 

and I are the real and the imaginary part of the Fourier Transform then 

the cross-Wiener spectrum can be written as: 

(25) CW(u,v) 

The normal Wiener spectrum can be seen as a special case where both 

density patterns are the same so that R1 = R2 and r 1 = r 2• 

Suppose now that we have two density patterns with the same signal 

superposed on noise. When the signal is small, signal and noise can be 

regarded as independent. Two subsequent realisations of the noise (mainly 

statistical fluctuations of the photon flux) can also be regarded as 

independent. The two images are: 

with 6D(x,y) being the signal and 6DNi(x,y) the noise. Let FSNi be the 

Fourier Transform of the i-th image, F8 the Fourier Transform of the 

signal and FNi the transform of the i-th noise realisation. Using the 
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linearity of the Fourier Transform and equation 26 we then can write that: 

F SNI (u,v) 
(27) 

The cross-Wiener spectrum is then: 

CW(u,v) 

(28) 

Taking the inverse Fourier Transform of the cross-Wiener spectrum gives 

us the cross-correlation: 

CC(~,n) 

(29) 
ccs<~.n) + ccNJ,s<~.n) + ccs,N2(~,n) 

+ CCNI ,N2 (~ 'n) 

We used the following Fourier Transform pairs to derive equation 29: 

CC(~,n) FT 
<-> CW(u,v) 

FT * CCS(~,n) <-> FS(u,v).FS(u,v) = WS(u,v) 

(30) FT * CCNl,S(~,n) <-> FN 1(u,v).FS(u,v) 

FT * CCS,N2 (~,n) <-> FS(u,v).FN1(u,v) 

F'J.' * CCNl,N2 (~,n) <-> FN 1(u,v).FN2(u,v). 

Since image and noise are said to be independent there is no correlation 

between them. The same is true for the two realisations of the noise. The 

sole non-zero term in equation 29 is the cross- correlation 

between the signal and itself: this is its autocorrelation. The cross 

Wiener spectrum is nothing but the Wiener spectrum of the signal. It is 

easy to calculate now the Wiener spectrum of the noise by subtracting 

the signal spectrum from the (signal+noise) spectrum. Signal-to-noise 
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versus frequency can be calculated by dividing the signal-spectrum by the 

noise spectrum. A global appreciation of signal-to-noise is given by 

integrating the spectra and by dividing the resulting standard-deviations. 

Fig. 7 shows the noise spectrum after the signal spectrum is subtracted, 

The total spectrum (signal+noise) was shown in fig. 5. We see that the 

signal is almost completely removed. When giving numerical results we will 

use the integrated form of the signal-to-noise ratio. 

The resulting signal-to-noise ratios are dependent on the input 

signal and on the imaging system. Imaging systems can be compared by 

using the same signal as input or by dividing the measured signal-to-noise 

by the input signal-to-noise ratio, In principle there are no constraints 

on the kind of signal that is used as input signal. As a result of our 

method of averaging the spectra over 64 x64 point data blocks with an 

overlap of 32 points (to have smoother spectra), we introduce the 

restriction that the signal should have an integer number of periods in a 

32tx distance. Non periodic signals should have the same statistical 

characteristics in every data block. 

The signal-to-noise ratios where measured by the method described in 

4.1 and by the cross-correlation method using the same sinewave input signal. 

Since the first method gives the signal-to-noise ratio at the fixed signal 

frequency and the second method gives a global value (integrated over the 

whole spectrum) the results are not the same. Both methods have been used 

to measure the signal-to-noise ratios for five different screen film systems. 

There is a 98% correlation between the two sets of results., 

In the introduction we mentioned the inhomogeneities of the 

intensifying screen as a possible source of noise. It is possible to 

evaluate the importance of this source of noise by using the screen 

inhomogeneities asan input signal. By making two images of exactly the 

same part of the screen we can extract the screen noise from the other 

(random) types of noise. This is important for us to evaluate the 

quality of the screens. Fig. 8 shows the Wiener spectrum of the screen 

noise for a screen that was made so as to have a great amount of inhomo­

geneities. We see here that the Wiener spectrum is not isotropic. 

Inspection of the screen indeed shows an alignment of the inhomogeneities. 

In this screen the amount of screen noise is as great at the other sources 

of noise together. In commercial screens the situation is much better, 
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screen noise being some 20 to 30% of the other noise sources. Since 

independent sources of noise are to be added squared, screen noise adds only 

a negligible amount to the total system noise. 

We will now investigate the influence of digitisation on the signal 

to-noise ratio. Measuring the spectra already requires a digitisation phase: 

the PDS microdensitometer uses a logarithmic amplifier and a 12 bit A/D 

converter. This results in 4096 different grey levels equally spaced along 

the optical density axis (from D=O to D=S.12). This is optimal for the 

small density variations under investigation. Fig. 9 shows how signal 

and noise for a screen-film system are affected by a change of the number 

of bits used in the A/D conversion. Also shown is the grey level spacing. 

Fig. 10 shows the influence of the number of A/D bits on the signal­

to-noise ratio. For an 8 bit A/D conversion the S/N is lowered some 3% 

as compared to the 12 bit conversion. The spacing between the grey levels 

is then equal to the standard deviation of the density fluctuations caused 

by the noise. Digitisation with less than 8 bit results in a severe loss 

of signal-to-noise ratio. This important result sets a lower level on the 

number of grey levels required when digitising images. 

5. CONCLUSION 

We developed methods to evaluate the noise and the signal-to-noise 

ratio of imaging systems. These methods were used with good results in 

the study of radiographic screen-film systems. This field however is 

not the only field where our methods are applicable. Every. imaging system 

or parts thereof can be evaluated using this method. In image processing 

it is possible, by measuring signal to-noise ratios before and after 

processing, to evaluate the effectiveness of the so-called 'noise-cheating' 

algorithms. Itis also possible to evaluate lenses, photographic materials, 

camera's, CRT-display's and so on. 

Another field where our methods are of great importance is the 

field of statistical image enhancement. In this type of enhancement 

discrimination between image and noise is sought on statistical grounds 

(maximum likelihood, maximum entropy, Bayes-criterion). All these methods 

require a good estimate of the noise power spectrum. Our method gives 

that estimate and what more is, it also gives an estimate of the signal 

power spectrum. 
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FIG.1-EXAMPLES OF FOURIER TRANSFORM PAIRS 
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FIG,5-CURIX RPl FILM+ CURIX UNIVERSAL SCREEN 
SINE-WAVE : TOTAL SPECTRUM 
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FIG.7-CURIX RPl + CURIX UNIVERSAL SCREEN 
TOTAL SPECTRUM MINUS SIGNAL SPECTRUM 
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FIG.9-INFLUENCE OF QUANTISATION ON SIGNAL AND 
NOISE 
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FIG.10-INFLUENCE OF QUANTISATION ON SIGNAL-TO­
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ROBUST CALCULATION OF 3D TRANSONIC POTENTIAL FLOW BASED 
ON THE NON-LINEAR FAS MULTI-GRID METHOD AND 

A MIXED ILU/SIP-ALGORITHM 

A.J. van der WEES 
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A mixed incorrrplete ,lower upper decorrrposition/strongly irrrplicit 

procedure (ILU/SIP) relaxation algorithm is investigated within a non­

linear FAS multi-grid research code. The algorithm is designed to be fast, 

robust (stable convergence for all local flow directions) and insensitive 

(good short wave darrrping for all possible mesh ratios). The algorithm 

involves only one free parameter. 

Numerical results will be presented for the Laplace equation and for a 

transonic model disturbance equation solved for the flow in "a windtunnel 

with a burrrp on the bottom". 

NOMENCLATURE 

* A,A ,B 

a,b ,c 

matrix-vector operators, equations (20), (21) 

sensitivity constants, simulating mesh ratios, equation (29) 

e error vector, equation (27) 

FN right-hand side in GN-problem, equation (I) 
---K K 
y- right-hand side in G -problem, equation (2) 

GK grid of level K 

G complex reduction-factor, equation (28) 

g right-hand side in Von-Neumann boundary condition, equation (17) 
ij g i,j = 1,2,3, contravariant metric tensor 

hK h . "d K mes size on gri G 
I~-I . . f 'd GK 'd GK-I . 7:( restriction operator rom gri to gri acting upon 

dependent variables 
-K-1 
~ restriction operator in Von-Neumann boundary condition acting 

K 
~-I 

~,jK 
i,j ,k 

upon dependent variables 

prolongation operator from grid GK-I to grid GK 

grid-point indices on grid GK in two dimensions 

grid-point indices; also grid-dimensions 

*Part of this research has been performed under contract with the Netherlands 
Agency for Aerospace Programs (NIVR), 
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i 

L,U 
11 

M 
K K K 

m ,n ,P 

N 

n 

imaginary unit 

Jacobian 

Level index in multi-grid method, K=l ••• N 

general non-linear operator on grid GK 

correction operator on grid GK 

lower and upper matrices 

number of iteration sweeps on grid G1 

freestream Machnumber 

numbers of iteration sweeps on grid GK,K > I 

number of levels in multi-grid method 

iteration count 

auxiliary constant, equations (31), (35), (36) 

residual on grid GK, equation (4) 

amplification factor per cycle in a 2-level multi-grid method 
. . f 'd K 'd GK-I ' restriction operator rom gri G to gri acting upon 

residuals 
il-1 K restriction operator in Von-Neumann boundary condition acting 

et 

13, 
i 

£ 

q,K 

l.<1>! 
K K-1 

1/1 ,1/Jappr. 
K 

AK 

A 

µ,e,w 
\} 

P,P 

upon residuals 

amplification factor per cycle in a K-level multi-grid method 

orthogonal coordinates 

ILU/SIP parameter 

i = 3,4 •.• Z(N-2), coefficients in equation (16) 

1,4, ratio of specific heats 

mesh size in x-direction on GK 

correction to <P after one iteration sweep, equation (21) 

small parameter, introduced in tables 1,2,3 

exact solution of GK-problem (here disturbance potential) 

approximate solution of GK problem 
K . K-1 K K exact value on G and approximate value on G of(~ -<P) 

positive constant, equation (13) 

wavelength on grid GK 

reduction-factor per work unit in the multi-grid method 

"frequencies" of Fourier components in the error 

integer defining a fixed recursive strategy withing the multi­

grid method 

reduction-factor, respectively maximum reduction-factor in the 

high-frequency part of the error spectrum, obtained from a local­

mode analysis 
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first order backward finite difference operators 

I • INTRODUCTION 

Finite difference methods for the calculation of 3D transonic potential 

flow are of growing importance in aerodynamic design. However, much work 

has yet to be done before they become a mature capability. This involves 

the extension of the methods to complicated geometries (finite volume 

approach, zonal approach), the.coupling with boundary layer calculation 

methods and ultimately the incorporation in (interactive) design processes. 

Quite a different aspect is the obvious need for finer grids and better 

convergence levels. The connnon necessary requirements here with respect 

to the solution algorithms are "fast" and "robust" (stable convergence 

for all local flow directions). Though rather reliable, the Successive Line 

Over Relaxation (SLOR) schemes that are still being used today in a 

good many routinely used computer codes satisfy neither of these require­

ments, 

For a number of years, now, efforts are under way to obtain faster 

algorithms. In mono-grid methods the Approximate-Factorization (AF) 

schemes are promising[l,2,3,4].Another interesting development is the 

Strongly Implicit Procedure (SIP)[5].A breakthrough, however, seems to 

have been the multi-grid(MG) method [6,7]. 

An important ingredient in any multi-grid method is the relaxation 

algorithm used to smooth the errors. So far, SLOR, ADI (Alternating 

Direction Implicit) as well as SIP have been used succesfully as the smooth­

ing algorithmin transonic applications of the multi-grid method rs,9,10,11, 

12,13,14,IS,16,17]. The "best" smoothing algorithm is obviously 

determined by the balance that exists between its damping characteristics 

for short-wave errors, its computational complexity and its robustness 

and insensitivity (good short wave damping for all possible mesh ratios). 

The aim of the paper is to present research that has been carried 

out at NLR to construct a robust and insensitive smoothing algorithm 

within the multi-grid method that performs (hopefully) faster than SLOR. 

To that end, a suitable candidate for the smoothing algorithm, the 

Incomplete Lower Upper (ILU) decomposition scheme [18,19,20,21], has been 

thoroughly investigated. In its most general form, ILU can be looked upon 

as a general scheme that includes SIP [14] as a special case. It will be 
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demonstrated in the paper that a particular form of this general scheme, 

denoted by ILU/SIP, is a promising insensitive and robust candidate for 

the smoothing algorithm in multi-grid methods for transonic applications. 

Its performance as a smoothing algorithm within a so-called non-linear 

Full Approximation Storage (FAS) multi-grid method will be demonstrated 

by solving a form of the transonic small-disturbance equation on a 

rectangular domain. 

Most results presented in this paper are taken from [22], which was 

presented at the AIAA 6th Computational Fluid Dynamics Conference, Danvers, 

Massachusetts, USA (July 1·983). Some more recent results have been included 

also to show the current capacilities of the ILU/SIP algorithm within the 

FAS multi-grid method. 

The results of the present investigation have provided the basis for 

the fast solvers that are being implemented at NLR in the production codes 

for the calculation of transonic flow about airplane configurations. 

2. MULTI-GRID METHOD 

The concept underlying the multi-grid method is to eliminate efficiently 

each Fourier component of the error spectrum on the coarsest possible grid. 

This concept relies on the use of relaxation algorithms that are very 

efficient in damping those components of the error whose wavelength, in 

at least one of the coordinate-directions, is comparable to the mesh size. 

For non-linear equations, the so-called non-linear Full Approximation 

Storage (FAS) [6,7] has been used by many investigators [8,9,IO,tl,12,t3,14, 

15,16] and isnow widely accepted. A brief outline of the FAS multi-grid 

method follows below. 

Consider the discretized non-linear boundary value problem 

(I) 

on the finest grid GN of a sequence of grids GK, K = 1,2, ••• ,N, of 

d • h . " h " 1 d . H GK-I " t d ecreasing mes size in t e computationa omain. ere, is construe e 

from cf by leaving out every other gridpoint and hence the mesh size in 

any coordinate-direction satisfies hK-I = 2hK. 

Since the FAS multi-grid method is a recursive process, it is sufficient 

to explain the relationship between the problems that must be solved on 



the "d K gn. s G and K-1 G , • 

Suppose that the K G -problem is -N (note that F FN) 

(2) LK,pK -~ - . 

where ,pK is a yet unknown approximation of <PN on GK. Note, that $K can 

only contain Fourier components for which AK z 2hK in each coordinate-

d . . h 1 Kb . . . f K Th h irection. Furt er, et$ ea given approximation o <P. en t e 
. K K Kb ld h . necessary correction w = ,p -$ can e so ve from t e correction 

equation 

(3) 

where the residual RK is defined by 

(4) 

423 

As it is more efficient to solve those components of wK, which are smooth 

on GK-I (AK z 2hK-I in each coordinate-direction), as much as possible 
K-1 on the coarser grid G , it is worthwhile to approximate equation (3) on 

the grid GK-I. In the FAS multi-grid method this approximation is 

~K-1 K-1 
L W = 

(5) 

K-1 _.K-1 
Here IK and WK are restriction operators (not necessarily the same) 

that assign (smoothed) values of $Kand RK to each gridpoint of GK-I. By 

h ff h f h . . ,,~-I 1 . t e cut-o c aracter o t e restriction operators, o/ can on y contain 

Fourier components which are smooth on GK-I. 

A convenient way to solve equation (5) is to introduce 

(6) 

and consequently write the GK-I problem in the form 

(7) 

where 

(8) 

K-1 K-1 
L ,p 

-K-1 
F ' 
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K-1 K Since L and L approximate the same differential equation they can be 

taken (and will be taken in this investigation) identical. This has the 

advantage that the same relaxation algorithm can be used on each grid. 
K-1 h . . K-1 f . 1 d f . Now~ , or rat er an approximation$ o it, can be so ve rom equation 

(7) by doing a number of relaxation sweeps, starting from I~-l$K as the 
K-1 initial guess. Then~ is obviously approximated by 

(9) 

see equation (6). 

It follows that the original approximation $K to ~K can be improved to 

$! by putting 

( 10) $K = $K + IK ~K-1 = $K + IKK-l($K-l_L~-1$K), 
o K-1 appr. 7C 

where IKK-I is a prolongation operator that assigns values of ~K-I to appr. 
each gridpoint of GK by interpolation. 

This way, mainly the short wave components of ~K (2hK ~ \K < 2hK-l in at 
K least one coordinate-direction) need·to be determined from the G -problem, 

equation (2) or (3). As the relaxation algorithm was required to be very 

efficient in damping error components of precisely that part of the spectrum, 

the short wave components of ~K can be determined doing only a few 

relaxation sweeps. 

Fixed strategies: V-cycles versus W-cycles 

K K-1 The relationship between the G -problem and the G -problem as 

explained above is depicted in Fig. !. It remains to define a strategy 

by which this relationship is employed recursively on the grid sequence 

GK,K = 1,2, ••• ,N. Here, only fixed strategies will be considered. 



Fig. I 

PROLONGATION 

LK\OK=FK 

do pk relaxation sweeps 

cp/-1 = l:-1 q,K 

FK-1=w(-1 Fk-wt-·' LK<PK+LK-1 11:-1 <PKl 

PROLONGATION 

. <f>oK= q,K + 1:_, ( <f>K-1 -lt-1 q,K) 

L K-1,/-1 = f'K-1 

do pK- l relaxation sweeps 

RESTRICTION 

Relationship between the GK-problem and the 
cK-1-problem in the non-·linear FAS multi-grid 
method 

The simplest fixed strategy by far is obviously the repeated application 
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of a so-called V-cycle (see Fig. 2). In transonic calculations this simple 

form of fixed strategy has been used successfully by many authors [9,11, 

13, 14, 15, 16, 17]. It will be shown in this paper that a somewhat more compli­

cated fixed strategy, called a W-cycle (see Fig. 3), is in fact more promi­

sing. A theoretical result of Hackbush [23] substantiates this point of view 

and will be summarized below. 

K Consider a 2-level-multi-grid method to solve the G -problem in which 
K-1 

the G -problem is solved exactly in each cycle. After one cycle, the 

original error ~K is then reduced to ~K according to the relation 
new 

(II) nl II = vknln. new 

A necessary and sufficient condition for convergence is, of course, that 

the amplification factorvK satisfies O :S vk < 1, 
N 

Next consider a N-level multi-grid method to solve the G -problem according 

to the following fixed recursive strategy: 
K "Within each cycle to approximately solve a G -problem, 

K-1 
K = 3, .•• ,N-1, the cycle to approximately solve a G -

1 problem is v times repeated. Furthermore, all G -problems 

are solved exactly". 
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Obviously, v = I represents a V-cylce (see again Fig. 2), while v 2 

represents W-cycles of the type shown in Fig. 3. 

n4 

iterations 

G1 ------­

Fig. 2 Example of a V-cycle on four grids 

Fig. 3 Examples of a W-cycle on three and on four 
grids 

If wK is the amplification factor of one such cycle to approximatley solve 
K a G -problem, there must hold 

(12) n,l 11 = w niln. 
new K 

For a rather large class of non-linear elliptic problems, Hackbush [23] has 

derived the following recursive inequality, 

(13) 0, K > 0, 
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for this particular strategy. 

Now suppose, for example, vK v for K ~ 2 and K = I. Then, following the 

equality sign in (13), there is obtained for the V-cycle (v=I), 

( 14) wN = (N-l)v. 

This indicates that the V-cycle strategy can diverge for large enough N, 

so that in general the convergence of V-cycle strategies is not guaranteed. 

Similarly, the W-cycle strategy corresponding with v = 2 leads to 

v < I, K ~ 2 this is a finite series of the form 

(16) 

Comparison of equations (14) and (16) indicates that the prospects of 

obtaining wN < I are in general better for the W-cycle strategy. In fact, 

Hackbush [21] has proved that the W-cycle, strategy converges if the coarsest 

grid is fine enough. W-cycle strategies have been used successfully by 

several authors [25,26,27], Recently, Braess [24] has proved that the 

V-cycle strategy also converges under the additional assumption that at 

least one relaxation sweep has to be performed before and after the coarse 

grid correction on each grid (mk > 0 and nk > O in Fig. 2). 

Fig. 4 Example of dummy gridpoints on GK and GK-I 
for a two-dimensional situation 
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Von Neumann boundary,conditions 

In applying multi-grid methods, the treatment of Von-Neumann boundary 

conditions requires careful attention, In this paper, these conditions 

will be enforced using dummy gridpoints. The procedure is best explained 

for a K example of a G -problem (see Fig. 4), 

( 17) 

where (iK-1,jK) is the dummy grid point on grid GK. Equation (17) is in fact 

the "boundary-equivalent" of equation (2) and hence will be treated in 

a similar fashion as much as possible. Therefore, if ~K is again a 

given approximation of <f!K, the restriction of equation (17) to the GK-I_ 

problem is formally, 

K-1 K-1 
<f!. 1 . -<{!. I • 

1 K-t ,JK-1 1 K-I- ,JK-1 

2t..~-I 

( 18) 

2t..~-I 

In equation (18), the boundary-restriction operator ~-I can involve only 

boundary gridpoints of GK. On the other hand, the restriction operator 
K-1 IK is the same as defined before. The difficulty with equation (18) is 

that the second term in the right-hand side involves the gridpoint 

(iK_ 1-l,jK-I) = (iK-2,jK) where the operation I~-l~K is undefined. Hence, 

equation (18) is approximated as follows, 

K-1 K-1 
<f! iK-l+l ,jK-1 -<P iK-1-l 'jK-I 

ZL'..~-1 

( 19) 
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-K-1 
where IK is now a boundary-restriction operator involving only boundary 

K ~-I 
of G. Also here, the boundary-restriction operators WK and gridpoints 

-K-1 
IK need not necessarily be the same. 

3. ILU/SIP-ALGORITHM 

General description 

An extensive treatment of ILU and SIP can be found in Meijerink and 

Van der Vorst [19] and Stone [18] respectively. Here,only a brief description 

will be presented. 
K 

Quasi-linearization of the G -problem, equation (2), results in the matrix-

vector equation 

(20) 

If $K is a given approximation to ~K, an iteration process (note that the 

irrelevant grid-level index K has been dropped) to solve this equation can 

be described as 

(21) 
jA*[$n]6$n = f - A[$n]$n, 

A*[$n] = A[$n] + B[$n], 

6$n = $n+I _ $n. 

This results in the modified equation 

(22) 

where the error matrix B should be chosen such that the iteration matrix 

A* is easily invertible. In both ILU and SIP the error matrix Bis derived 

from an incomplete decomposition [18,19]of the system matrix A, viz. the 

LU-decomposition of a sparse matrix approximating A. This results in sparse 

lower and upper matrices Land U. The easily invertible product LU 

defines the iteration matrix A* and the errormatrix B according to the 

relation 

(23) LU A+ B. 
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As an illustration of the matrices A and B, their structure is sketched in 

Fig. 5 for the case that a form of ILU is applied to the 7-point discreti­

zation of the Laplace-operator. 

--- ----, 
I 
I 
I 
I 
I 

-------, 
I 
I 
I 

' : ' I k-PLANE ' --; -~ f j-LINE 

L_____ -------, 

I 

' I 
I 
I 
I L ____ _ 

I 
I 

Fig. 5 Upper left corner of the patterns of the 
system matrix A (drawn lines) and the error 
matrix B (dotted lines) for an !LU-decompo­
sition of the 7-point discretization of the 
Laplace-operator on an i*j*k-grid. 

In the literature, several versions of ILU and SIP algorithms can be 

found. Incomplete Crout-decomposition (or Cholesky-decomposition, if the 

matrix is symmetric) is most commonly used. 

The algorithms differ in the treatment of the entries of the errormatrix 

B. The following versions can be distinguished: 
. + n+l 1. The term with at~ in the modified equation (22) is left untouched, 

meaning that the entries of B need not be computed. This version is known 

as ILU. 
• + n+l 

2. Elimination of the term with at~ from the modified equation (22) 

by what is generally called "lumping": during the incomplete decomposition 

of A, all entries in each row of Bare computed and added to the main 

diagonal of A. In terms of finite-difference approximations this corresponds 

to a zeroth-order Taylor-expansion of the entries in the error matrix B. 

3. Elimination of the term with at~n+l from the modified equation (22) 

by a first-order Taylor-expansion of the entries in the error matrix B. 

The basic interpolation-formula for an entry B. . k of Bis on a uniform i+p ,J+q, 
grid 
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(24) B. . k ]_ +p ,J+q, B. . k + B. . k - B .. k' 1-+p,J' 1-,J+q, 1-,J' 

where the entries on the right-hand side are assumed to be contained within 

the matrixpattern of A. 

Equation (24) is used as follows. If, as a result of the incomplete decompo-

sition of the matrix A, there appears an entry 

error matrix B, it is added to the off-diaonal 

and substracted from the diagc,nal entry A. ,. k 
i,J' 

version is known as SIP. 

B.+ ·+ kin a row of the ]_ p,J q, 
entries A. . k' A. . k 

]_ +p 'J ' ]_ 'J +q ' 
of the systennnatrix A. This 

In most cases the entries of the matrix A are small compared to the largest 

entries of the systemmatrix A, However, they are not insignificant. They 

can be helpful (as is assumed with ILU, version 1), especially in elliptic 

problems. In other cases, the choice of Taylor-expansion (versions 2 and 3) 

can be crucial in order to obtain a fast and insensitive algorithm. 

The !LU/SIP-algorithm is obtained by taking the convex combination of 

SIP (method 3) and ILU (method 1), 

(25) ILU/SIP(a) = a*SIP + (1-a)*ILU, 0 ~a~ 1. 

This combination has, implicitly, been used earlier [S,14,18], but it has 

never been recognized as such. This explains why experience with ILU 

[20,21] has not been used in the past within SIP. 

Two important aspects of the !LU/SIP-algorithm are its full implicit­

ness and the absence of a preferred sweep-direction, As a consequence 

local flows in all possible directions are solved equally well. The 

price for the full implicitness is the need to store the entire upper 

triangular matrix U, (see equation (23)). Under "Coding aspects" it will 

be shown that the disk-storage required is not restrictive. The alternative 

is, of course, to use an algorithm which is restricted to being implicit 

per plane in order to allow incomplete LU decomposition per plane in core. 

Such an algorithm, called plane-ILUt is in fact a three-dimensional 

generalization of the two-dimensional SLOR-algorithm, in which the solution 

of the tridiagonal system per line has been replaced by the incomplete LU 

decompositionper plane. This method will be analyzed for an elliptic test­
problem and compared with (fully implicit) ILU/SIP. 

tThis plane-ILU algorithm is not to be confused with the line-ILU algorithm 
developed by Meijerink and presented by Kettler [28], which is in fact a 
block-ILU algorithm. 
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Multiple applications [20,21,27]have shownthat ILU within the multi­

grid method is a robust and insensitive tool for the solution of a wide 

variety of elliptic problems, which, on a uniform grid, is at least two 

times faster than SLOR within the multi-grid method. Application of SIP 

within the multi-grid method for the solution of transonic flow [14] has 

led to results which are promising, but which leave room for improvement. 

In what follows, the good results obtained by Wesseling r21J for two-dimen­

sional elliptic problems using ILUwithin the multi-grid method will be 

generalized to the three-dimensional mixed type problems of transonic flow 

by using ILU/SIP within the multi-grid method. 

Local mode analysis 

In particular the damping of the high-frequency components in the error 

spectrum and the insensitivity of the !LU/SIP-algorithm will be analyzed 

by means of the local mode (Von Neumann) analysis. This is an effective 

tool to investigate locally the damping of the various (high-frequency) 

Fourier components of the error. As the local mode analysis is not valid 

near shocks and sonic surfaces, the analysis will be restricted to the 

relaxation of strictly elliptic and hyperbolic finite-difference schemes. 

(26) 

for 

(27) 

The local mode analysis consists of two steps. First the equations 

(A<P) .. k 
l.J fijk 

n 
eijk $ijk - <P ijk 

n $n+I n n+l n 
M .. k - $ijk eijk - eijk l.J ijk 

gridpoint i ,j ,k are combined with equation 

n+I n I (A+B)(e -e) .. k 
l.J 

(21) to give 

Next, the Fourier component e~.k = (G[µ,8,w])nei(iµ+jS+kw) is substituted 
l.J 

into this expression, leading to the reduction-factor 

(28) p[µ,8,w] IG[µ,8,w]j, 
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which can be analyzed as a function of the "frequencies" 0 < µ,0,w,,; 71. 

For the use within the multi-grid method, in particular the high-frequency 

modes of the error (at least one "frequency" is high, e.g. T < µ ~ 71) 

should be damped efficiently. A good measure for this is the maximum 

value p ofp(µ,0,w) over the high-frequency part of the (µ,0,w)-domain. 

Elliptic testproblem 

For the testproblem the commonly used seven-point discretization of 

the elliptic equation 

(29) a'{) + b,p +c'{) 
XX YY zz 

0, a,b,c > 0 

will be taken. 

The following relaxation algorithms will be compared: 

-SL0R-x (successive relaxation of x-lines), 

-SL0R-xyz (three subsequent sweeps of SL0R-x, SL0R-y and SL0R-z), 

-y-planeILU (incomplete LU-decomposition of planes of constant y), 

-ILU (version I in "General description"), 

-ILU with lumping (version 2 in "General description"), 

-SIP (version 3 in "General description"), 

-ILU/SIP(a) (convex combination: a*SIP + (1-a)*ILU, 0 ~a< I). 

The sensitivity of each algorithm is investigated by employing various 

values of a, band c, simulating various mesh ratios in a computational 

domain. 

If 6x = 6y = 6z, discretization of equation (29) by central differences 

yields for the systemmatrix A: 

(30) 

where$ is short for$ pqr i+p,j+q,k+r· 
For the operator B, the following expressions can be found: 

-SL0R-x: (B$)000 = b$010 + c$001' 

-SL0R-xyz: three subsequent sweeps of SL0R-x, SL0R-y and SL0R-z, 
ac 

-y-plane ILU: (B$)000 = b$010 + Q($_101+$10-1), 
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Q ./4 2 2 2 a +b +c + (a+b+c) -(a +c ), 

Q ./4 2 222 a +b +c + (a+b+c) -(a +b +c ), 

2 
-ILU with lumping: (B$)OOO = (BILU$)OOO - Q (ac+ab+bc)$OOO' 

Substitution of equations (30) and (31) into equation (27) leads to 

the results presented in table 1, which have been obtained by numerical 
2,r 

evaluation of equation (27) for the frequency values µ,e,w = ± K' 
K = 2,3,4,8,16,32,64. These values are considered to be representative for 

the entire frequency-domain. Due to the symmetry of the problem, only 

the values of a,b and c mentioned in the table need be considered. 

Table 

s ) 
(1,1,11 

I E = .1 I 
(E,1,11 

(1,E,11 

(1/E, 1, 11 

(1, 1/E,11 

(1,E, 1/EI 

(E, 1/E, 11 

(1/E,1,EI 

Maximum reduction-factors p of high­
frequency modes for various algorithms in 
case of the elliptic testproblem, 
equation (29) 

y-plane ILU ILU/SIP (a) 
SLOR--x SLOR-xyz ILU 

with ILU I LU/SIP (. 71 SIP 
lumping a=0 a= .7 a= 1 

.50 .48 .41 .22 .27 .27 

u 

.90 

l 
.82 N I l I .85 .72 .66 .24 

.83 .72 s I 

.49 

l 
.44 T l l l .69 .34 .32 .17 

.84 .83 
A 

.97 .81 

.97 .90 .97 
B 

.81 .76 .15 

.49 .77 L 

E 



Table I (continued) 

:;;: y-plane 
ILU ILU/SIP (a) 

SLOR--x SLOR-xyz ILU 
with ILU ILU/SIP 1.71 SIP 

I lumping Cl= 0 Cl= .7 Cl= 1 

(1,1,1) .50 .48 .41 .22 .27 .27 

·U I E = .001 I 
(E,1,1) .99 I .98 N 

I I I .98 .97 .95 
r 

.38 
(1,E,1) .98 ,97 s 
(1/E, 1, 1) .16 I .17 T I I I .53 .28 .15 .03 
(1, 1/E, 1) .99 .99 

A 
(1,E, 1/EI .99 .18 

(E, 1/E, 11 
B 

.02 .99 .46 .99 .18 .17 

(1/E, 1,EI .10 .10 L 

E 

Table 2 Maximum reduction-factors p of high­
frequency modes for various algorithms in 
case the elliptic testproblem, equation (29), 
is reduced to the two-dimensional case 

~ y-plane ILU ILU/SIP (a) 

SLOR-x SLOR-xyz with ILU ILU/SIP (al SIP 
ILU lumping Cl= 0 Cl= .7 Cl= 1 I 

(1,1) .45 .39 .63 .20 .21 .23 

I £ = .1 I 
(E,11 .83 

I see I I .46 I I .14 (1,E) 
.61 >1 .26 

.45 SLOR-x 

I E = .001 I 
(E,11 .99 

I I I .17 I I .02 (1,E) 
.67 .42 .09 

.45 
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From table I it can be concluded that SLOR-x and y-plane ILU are very 

sensitive to variation of mesh ratios. For e=.1 (a mesh ratio of /JO= 3.16) 

as well as e=,001 (a mesh ratio of 11000 = 31.6), almost unacceptable 

maximum reduction-factors in the range p = ,97-.99 can occur. SLOR - xyz, 

ILU and ILU/SIP(.7) are moderately sensitive. SIP is most intensitive. 

ILU with lumping is unstable. The best damping is obviously provided by 

ILU/SIP(a), where the insensitivity improves with increasing a. Except for 

(a,b,c) = (l,1,1), where the damping is nearly independent of a, the 

maximum reduction-factor p shows a similar tendency. The most insensitive 

character of SIP (a=l) is questionable, however, because this property 

is not preserved for values of a slightly lower than one, For this reason, 
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this most insensitive character of SIP will probably not show up in practical 

numerical experiments, where the basic assumptions of the local mode 

analysis (constant coefficients and periodic boundary conditions) are 

violated anyway. The final conclusion from table I is, that all ILU/SIP(a) -

algorithms are expected to be in the order of two times faster than SLOR-x, 

SLOR-xyz and y-plane ILU within the multi-grid method on a uniform grid. 

The insensitivity is probably best served by taking ILU/SIP.(a) with a 

closer to one, e.g. a= 0.7. As a consequence of this conclusion, the 

analysis for the hyperbolic testproblem that follows hereafter will be 

restricted to ILU/SIP(a) and SLOR-x, the latter being used as the reference 

case. 

For purposes of comparison, the results for the two-dimensional case 

are presented in table 2. Here, SLOR-x (or y-plane ILU) is the only very 

sensitive algorithm. All other algorithms, expect ILU with lumping, which 

can be unstable, are relatively insensitive. 

HyPerbolic testproblem 

A representative hyperbolic testproblem is 

(32) al{) -trbl{) +c·I() 
XX yy ZZ 

O, a,b,c > O. 

The discretization will use central-differencing in they- and z-direction 

and upwind-differencing in the x-direction. This results for the system 

matrix A in: 

(33) 

The SLOR-x algorithm is stabilized by constructing the term ~ta (2aa + 
+ + n+I . . • . . t x 

ba +ea)~ in the left-hand side of the modified equation (22) by y z 
choosing the error matrix B according to 

(34) 

This algorithm will be compared with the ILU/SIP(a)-algorithm for two cases: 
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- without adding any,stabilizing terms; 

(B4>)ooo = 

+ bc(4>0-10 +4>010 +4>001 +4>00-1 -Z4>000J 

(35) Q = b+c+½a+ /(b+c+½a) 2-(b2+c2). 

. . . ' + ( + ) n+ I . h 1 h d . d with anextra stabilizing term ~tot 2aox 4> in t e eft- an si e of 

the modifiedequation (22)by choosing the errormatrix B according to 

Cl 
+ Q [Zab(-4>_100 - 4>001 + 4>ooo) + 

+ Zac(-4>_100 - 4>001 + 4>ooo) + 24>000] 

+ bc(-4>0-10 - 4>001 - 4>010 - 4>00-1 + Z4>000J 

(36) Q = a+b+c+ /(a+b+c) 2-(b2+c2). 

The choice of sensitivity parameters will be limited to (a,b,c) = 
1 

(£,1,1), E = • 1, because this is representative for a situation in the 

supersonic part of a highly transonic flow away from shocks and sonic 

surfaces. Numerical evaluation of the reduction-factors for the same 

frequencies as with the elliptic testproblem leads to the results presented 

in table 3. (Note in particular that all ILU/SIP(a)-algorithms are exact, 

p = O, if the testproblem is reduced to the two-dimensional case.) 

Of each algorithm only the stability characteristics are given in the 

table, because these are considered to be the most important property. 
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Table 3 Conv~rgence characteristics for various 
algorithms applied. to the hyperbolic 
testproblem -f<Pxx+<l>yy+<l>zz=f, e:=.I 

a <I> n+1 . 
algorithm stable for stable for t m 

high frequencies low frequencies modified 
equation (22) 

SLOR-x stabilized yes yes no 

ILU (ex= 0) yes no yes 

ILU stabilized (ex= 0) yes no yes 

SIP I ex = 1) no no no 

SIP stabilized I ex= 1) yes yes no 

ILU/SIP (.7) yes no yes 

I LU/SIP (. 7) stabilized yes slightly unstable yes 
(ji~l.01) 

h 1 h . . + n+ I . h d. . Te tab e shows tat a non-vanishing at,p -term in t e mo ified 

equation (22) always results in an algorithm that is unstable for the low­

frequency components of the error spectrum. The reason is that the modified 

equation in this case is an unstable differential equation. Reversely, 
+ n+I . however, the absence of at,p in the modified equation (22) does not 

guarantee a stable algorithm, because the CFL-criterion has to be satisfied. 

Obviously, this is not the case w:i.th SIP. Stabilizing SIP by adding 
+ + n+I . . . • 
axat,p appears to be possible, however. Summarizing, both SLOR-x and SIP 

b b ·1· d dd. + + n+I .h 'f' d ' (22) Th can e sta i ize a ing axat,p tote modi ie equation • e two 

versions of ILU and ILU/SIP(.7) are only unstable for low frequencies, 

· but can probably be used within the multi-grid method to reduce high­

frequency error components. Note that table 3 has to be interpreted with 

caution with reference to the mixed elliptic/hyperbolic problems of 

transonic flow, Also, boundary-conditions, shocks and sonic surfaces are 

not included in the local mode analysis. The practical use of the local mode 

analysis for the hyperbolic testproblem is therefore of limited value here, 

althoughit gives useful theoretical information. In practical transonic 

experiments,however, it will appear thateven the presence of at,pn+I in the 

modified equation can still produce convergence, as will be shown in the results. 

Robustness and insensitivity 

Due to its full implicitness, ILU/SIP has the desirable property that 

it can, in principle, converge for all local flow directions (robustness) 
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without the need to choose a sweep-direction. Also the convergence 

characteristics within the multi-grid method are not severely affected on 

stretched grids (insensitivity). This is in contrast to SLOR-algorithms, 

where the sweep-direction influences the robustness as well as the 

insensitivity. This makes ILU/SIP a suitable candidate for use within the 

multi-grid method, especially in those cases where the local flow-direction 

varies strongly (e.g. in air-intakes). 

A further useful property of ILU/SIP is its flexibility with respect 

to the choice of the matrix pattern for the lower and upper triangular 

matrices Land U. For instance, less sparse difference-molecules than 

the 7-point Laplace-discretization can be fully accommodated within 

the ILU/SIP-algorithm by a simple extension of these matrix patterns. 

Extension of the matrix pattern can however also be applied for sparse 

difference-molecules to improve the convergence and insensitivity charac­

teristics of the ILU/SIP-algorithm within the multi-grid method. The price 

to be paid is, of course, that a less sparse upper matrix Uhas to be 

stored. 

Coding aspects 

An important demand at NLR with respect to the choice of a relaxation­

algorithm within the multi-grid method has been that it should be 

possible to implement it on a computer of large, but limited, addressable 

storage capacity (.5-2 Mwords). This has been translated to the basic 

requirement that the algorithm should have a plane-by-plane structure, 

enabling a code to be set up requiring only a limited number of planes 

in core at the same moment. Vectorizability is desirable but not a 

pacing item. 

The evaluation of residuals has proved to be expensive in finite 

volume codes. Because residuals have to be evaluated in each relaxation­

sweep, even a rather expensive algorithm can become cost-effective, 

provided its reduction-rate is high. For this reason the reduction-factors 

in table I and 2 have not been corrected by the different amount of work 

that has to be done in each algorithm (if the evaluation of residuals 

becomes very expensive, these amounts of work will become almost equal). 

By its full implicitness, the ILU/SIP-algorithm requires that the 

entire computational domain be updated simultaneously. Hence the whole 

upper triangle matrix U must be stored, requiring (for the test-problem 
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in this paper) storage-capacity for four large vectors (of length equal to 

the solution-vector). As in general this upper matrix U cannot be stored 

in core, I0-transfers have to be made in each relaxation-sweep. These 

transfers can be carried out plane-by-plane. The absence of a preferred 

sweep-direction (see under "Robustness and insensitivity") can be used to 

advantage by choosing the sweep-direction and the number of planes to be 

transferred simultaneously, in such a way that an optimal balance between 

in-core storage and usage of I0-time is obtained. 

The vectorizability of the !LU/SIP-algorithm has not yet been 

thorougly investigated. Although intrinsically difficult to vectorize, the 

algorithm can be modified [29]to fullvectorizability in the case of a 

linear problem. It is expected, though, that the robustness and insensivity 

of the algorithm will be more or less damaged by this modification. 

4. RESULTS 

Description of test-problem 

The transonic small-disturbance equation 

(37) o, 

is solved on a rectangular domain using a finite-volume type fully 

conservative finite-difference scheme. Roughly speaking, this envolves 

central differencing in elliptic areas (M < 1), upwind differencing in 

hyperbolic areas (M > 1), while special switch operators are used at the 

interfaces [30]. The configuration is depicted in Fig. 6 and it is in fact "a 

windtunnel with a bump (simulating a non-lifting airfoil) on the bottom". 

In the x-direction, the "bump" is a doubly-coupled semi-airfoil whose 

thickness varies in they-direction. The maximum thickness is 5 % of the 

chord. A sample pressure coefficient and Machnumber distribution showing 

a strong shock wave, are presented in Fig. 7. The physical domain is 

covered either by a uniform or by a stretched grid (see Fig. 8); in the 

latter case the physical domain is larger. In most cases calculated the 

multi-grid uses a sequence of four grids G4 , c3 , G2, G1, which is constructed 

by a repeatedly leaving out every other gridpoint; occasionally the 

coarsest grid G1 will be discarded. In most of the results that will be 

presented the finest grid G4 employs 64*16*16 meshes. However, some results 
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on a finer grid of 96*24*16 will also be shown. In many cases, calculations 

have been carried out using the so-called full multi-grid method, in which 

the physical problem is subsequently solved on the grids G1, G2 , G3 (each 
4 time using the multi-grid method) before the multi-grid process on G is 

actually started (see Fig. 9). This generally has a favourable effect on 

the (gradual) build-up of supersonic zones. 

Vario.us experiments using MG(non-linear FAS) ILU/SIP 

Th 1 . b h 1 1 ' . 'd l N ere ations etween t e ea cu ations on the various gri s G ••• G 

in the non-linear FAS multi-grid method are sunnnarized in Fig. 1. The 

restriction process involves the two restriction operators {-l (working 

on residuals) and I~-l (working on dependent variables; here, disturbance 

potentials~). Both injection operators and the smoothing operator defined 

in Fig. 10 will be tested and compared. The prolongation process involves 

the prolongation operator 1~_ 1• Both tri-linear interpolation and four 

point cubic interpolation in the three coordinate directions, compare 

Shmilovich and Caughey 1JJ], will be.tested and compared. 

et> =0 y 

cl>=O 

-c 
X 

Fig. 6 Description of testproblem: "Windtunnel 
with a bump on the bottom" 
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Fig. 7 Pressure coefficient and Machnumber 
distribution for Moc,=0.9 along the line ABC 
(see Fig. 6 ). 
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~==i=-. multi-grid (MG) 
cycles 

solve physical problem on G4 using MG 

solve physical problem on G3 using MG 

solve physical problem on G2 using MG 

solve physical problem on G 1 

Fig. 9 Schematic of full multi-grid method 
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64 

Fig. 10 Schematic of smoothing operator for 
K-1 K-1 

WK ' IK 

On the grid GK the "finite-volume" operator is LK. This operator generally 

requires the contravariant metric tensor gij and the Jacobian J. The 

required geometric data on GK can be.determined numerically in two ways. 

One way is to determine them directly from the coordinates of the GK grid 

points. The second way is by restriction (injection or smoothing) of the 

available geometric data (gij,J) on GK+!. As the second way requires far 

more storage space and is less accessible to recalculation of geometric 

data, the first way seems preferable for complicated three-dimensional 

problems. In this paper, therefore all geometric data in LK are determined 

directly from the coordinates of the GK grid points. Hence, LK can be 

and is taken identical on each grid GK. 

With respect to fixed multi-grid strategies the relative merits of 

V- and W-cycles will be investigated. The choice of V-cycle will be 

limited to the N-level class (N=4,3) defined by, compare Fig. 2, 

I k k 
VN[m,l ,n]: - m m, n n for K 2 N-1 

- if m " n then N N 
0 m m, n 

else N 
= o, N 

m n n. 

The choice of W-cycles will be limited to the 4-level recursive class 
I w4[1 ,n] depicted in Fig. JI. 



4 . 
G ---- n---

t1 t1 

Fig. I I Schematic of the four level recursive 
W-cycle class w4 [i1, n] 
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In the testproblem a uniform computational space I;, n, t; is introduced 

through the simple stretching functions 

(38) x=x(I;), y=y(n), z=z(t;). 

The transonic small-disturbance equation (37) then transforms identically 

into 

2 t;x 
1; n 1; {[ ( I -M ) -n,. <P 1: + xyz co .,, .,, 

y z 

(39) 

In all experiments of which convergence histories are shown, the mean 

(1 1) norm (MEANRES) will be plotted against so-called equivalent work­

units (WU). One work-unit equals the amount of work done for one relaxation 

sweep on the finest grid. In the calculation of the number of work-units 

needed for one multi-grid cycle,the work invested in restriction and 

prolongation is neglected, For example, the W-cycle strategy w4 (4,2) 

requires 2 + ½ + 6~ + 5\~ = 2,65625 work-units per cycle. Because the 

plots enable the comparison of "mathematical convergence rates" only, it 

must be realized that the best convergence rate does not automatically 

correspond to the fastest computer runtime. Computer runtimes are the 

product of the balance that exists between good mathematical convergence, 

the time needed for restriction and prolongation and the magnitude of the 

work-unit which is determined by the choice of relaxation algorithm. It is 

emphasized here, that the work-unit of the SLOR algorithm and the ILU/SIP 

algorithm are different. In a few cases, also plots of the number of 
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the number of supers0nic points (NRSUP) as a function of the work-unit 

will be presented. 

Performance of MG (non-linear FAS) -ILU/SIP 

In the experiments that will be presented both the residuals and the 

dependent variables will be smoothed in the restrictions. Preliminary 

experiments have shown that this choice pays off when the ILU/SIP algorithm 

is used within the multi-grid method. For the same reason, unless stated 

otherwise, cubic interpolation will be used in the prolongations. In all 

transonic runs the gradual build-up of the supersonic zone is ensured as 

much as possible by applying the full multi-grid method (Fig. 9). Three 

versions of the ILU/SIP(a)-algorithm will be compared, viz. ILU(a=O), 

ILU/SIP(. 7) and SIP(a=1). The choice a = . 7 is reasonably optimal [31,32]. 

Elliptic testproblem 

First the performance of the three different ILU/SIP(a) versions 

within the multi-grid method will be·demonstrated for the case M00 = O, 

corresponding to the elliptic testproblem, equation (29), for a=b=c=I. 

The resulting convergence histories on the uniform 64*16*16 grid are shown 

in Fig. 12 for the W4[3,l]-strategy. Obviously the ILU/SIP(.7) algorithm 

leads to the fastest convergence with an reduction-factor per work unit 

A~ .21. In view of the results in table 1, it is a bit unexpected that 

ILU/SIP(.7) leads to slightly better results than ILU for a purely elliptic 

problem. The rather striking slow-down of the convergence rate in case of 

the SIP-algorithm is caused by slow damping of the boundary-conditions at 

the far-field boundaries. This phenomenon has also been reported by 

Schneider and Aziz [31,3 2]. 

The resulting convergence histories on the stretched 64*16*16 grid are 

shown in Fig. 13. Again, the ILU/SIP(.7)-algorithm converges fastest with 

an initial reduction-factor per work unit A~ .30. Use of the SIP-algorithm, 

however, has caused instability (due to the unstable relaxation of boundary­

conditions). The curves for ILU and ILU/SIP(.7) show a distinct kink after 

which the convergence rate slows down considerably. 

A close examination of the numerics has revealed that the kink in the 

MEANSRES-plot corresponds to the shift of the maximum residual from a 

position close to the "bump (airfoil) on the bottom of the wind tunnel" 
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(Fig. 6) to a position close to the far field boundary of the computational 

domain. This has led to the following explanation. Near the "airfoil" the 

grid is uniform and has modest mesh ratios (Fig. 8), whence the ILU/SIP 

algorithm is able to smooth the local errors efficiently. At the far-field 

boundary of the computational domain the grid is highly stretched and 

exhibits some rather nasty mesh ratios (Fig. 8). As can be learned from a 

local mode analysis, this causes the ILU/SIP algorithm to be far less 

efficient in the smoothing of local errors. So, the convergence at the 

far-field boundary is lagging behind and this ,;;hows up eventually in a 

dominating maximum error. Hence, the multi-grid process is ultimately 

determined by the relatively inefficient !LU/SIP-damping near this far-field 

boundary. On more regular grids than in the present test problem, the 

same phenomenon will show up as a more gradual stalling of the rate of 

convergence. This has been observed e.g. by Raj [15]. 

A way to overcome this effect, at least partially, will be briefly 

discussed hereafter. 

Local Richardson extrapolation 

In mono-SLOR algorithms, a well known technique to accelerate 

convergence is the so-called (global) Richardson extrapolation [33]. Here 

the same idea is applied to the afore-mentioned local errors near the 

far-field boundary of the computational domain, which are lagging behind 

in convergence rate due to the fact that the highly stretched grid 

exhibits some nasty mesh ratios (Fig. 8), causing less effective damping 

of local error modes. Figure 13 shows a preliminary result if this technique 

is used as the basis of a fixed extrapolation strategy. 

Transonic testproblem 

The numerical computations for the transonic testproblem have mainly 

been performed using the ILU/SIP(a)-algorithm without extra stabilizing 

terms in the supersonic zone, equation (35). Only for the case M00 ' ,= 0. 90 

on the stretched 96*24*16 grid was it necessary to add extra stabilizing 

terms in the supersonic zone, equation (36). 

First the robustness of the ILU/SIP(.7)-algorithm within the multi­

grid method will be demonstrated on the stretched 64*16*16 grid at 

M00 = 0.90. The results for the W4[9,3]-strategy and two different 
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V4[0,9,3]-strategies,are shown in Fig. 14. In one V-cycle strategy, pure 

injection in the restriction and tri-linear interpolation in the prolongation 

has been used. This choice was motivated by the fact that this combination 

proved to be nnreliable in the MG-SLOR experiment, compare Fig. 15. The 

other V-cycle strategy uses smoothing and cubic interpolation as in all 

W-cycle strategies. The figure shows reliable convergence for all three 

strategies. Apparently, the unreliable convergence of MG-SLOR experiments 

with pure injection and tri-linear interpolation is not encountered here. 

The figure also shows tbe tremendous effect of smoothing (residuals as well 

as dependent variables) and cubic interpolation. It can also be observed 

that the V4[0,9,3]-strategy and the W4[9,3]-strategy perform almost equally 

well, beit that the W-cycle is slightly better initially. 

A comparison of ILU(a=O), ILU/SIP(.7) and SIP(a=l) on the stretched 

64*16*16 grid at M00 = 0.95, employing the W4[6,2]-strategy is shown in 

Fig. 16.It appears that the SIP-algorithm leads to unstable multi-grid 

performance, compare also Fig. 13, due to the unstable relaxation of the 

boundary conditions at the far-field .boundaries. Furthermore, ILU/SIP(.7) 

leads to much faster convergence than ILU(a=O). The reason is probably 

that ILU/SIP(.7) contains less 8 ~n+l in the modified equation (22), see 
t 

also under "Hyperbolic testproblem". 

Fig. 17 shows an application of the local Richardson extrapolation 

technique for the highly transonic case M00 = 0.95 on the stretched 

64*16*16 grid. The algorithm used within the multi-grid method is ILU/SIP(.7); 

the strategy is W4[9,3]. It can be observed that, after the Richardson 

extrapolation is switched on, the convergence speed becomes indeed 

comparable to the convergence speed before the kink occurs. Thus, at the 

cost of onlya few extrawork units highly converged results on stretched grids 

canbe obtainedwithin a reasonable numberof work units. 

Finally, the ILU/SIP algorithm will be tested within the multi-grid 

method on the much finer 96*24*16 stretched grid. First, the case M00 = .95 

will be considered. Fig. 18 shows that in this case the MG-ILU/SIP(.7) 

method leads to a limit cycle after one order of magnitude recution of 

the mean residual. Apparently, the formally unstable character of the 

modified equation (22), which contains a non-vanishing at~n+l_term, mani­

fests itself (see under "Hyperbolic testproblem"). Therefore, the ILU/SIP(. 7)­

algorithm has been used in the stabilized version, equation (36), which 
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hyperbolic region. Fig. 18 shows that this stabilized method indeed 

converges, although the convergence rate is rather slow. The fastest 
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' b ' d 'f h ~ ~n+I ' 1· ' d f h d'f' d convergence is o taine 1 teat~ -term is e iminate rom t e mo i ie 

equation by using ILU/SIP(I.) in the hyperbolic region, thus eliminating 

the formal instability of the modified equation. Moreover, the added a + n+ I . . -t- + n+ I 
xclt<P -term has to be kept as small as possible by adding a Eoxclt<P -

term with £ < I (usually£ =. 4 is taken). This way, the algorithm is 

unconditionally stable and fast and reliable convergence is obtained (Fig. 

18). The above ILU/SIP(.7)-version, with ILU/SIP(J.) plus a stabilizing 
+ + n+I . 

eclxclt<P -term in the hyperbolic region, will now be compared to the 

SLOR-algorithm within the multi-grid method. Fig. 19 _(M00=.90) shows that 

the initial reduction rate (A~.74) is indeed much better than the one for 

SLOR (A~.84). Two orders of magnitude reduction in the error of the 

residual are already achieved at 14.5 work units, where SLOR requires 

7.5 work units more. Fig. 19 also shows that the Richardson extrapolation 

is an effective tool to obtain fast convergence after the "kink" has 

manifested itself (A~.82). 

In Fig. 20 the more severe test case M00 .95 is shown. In this 

case, the initial convergence rates of MG-SLOR and MG-ILU/SIP are almost 

equal (A~.81). Two orders of magnitude reduction in the residual are ob­

tained at approximately 30 work units. The comparison to SLOR on four 

successive grids shows that this mono-grid method has not achieved the two 

orders of magnitude reduction in the error level even after JOO work units, 

In Fig. 21 it is shown that the build-up of the number of supersonic 

points is better for MG-ILU/SIP(.7) than for MG-SLOR. The mono-grid SLOR 

method is significantly worse than the multi-grid methods. A crossplot 

of Fig. 20 and Fig. 21 shows the above two effects in an even more 

illuminating way. At about 1.5 orders of magnitude reduction in the 

residual, MG-ILU/SIP(.7) has already nearly reached the final number of 

supersonic points, while MG-SLOR is still about I% away from this final 

value. The mono-grid SLOR method is, however, still far from the final 

value. If the number of supersonic points (development of the supersonic 

zone) is interpreted as a measure for the "quality of the solution", it 

is obvious from Fig. 22 that multi-grid methods (MG-SLOR and MG-ILU/SIP 

provide (at a certain error level) solutions of far better quality than 

the corresponding mono-grid methods. This is explained by a more efficient 
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approximation of the.long-wave contents of the solution. Additionally, the 

MG-ILU/SIP method provides a solution which is better than the one provided 

by the MG-SLOR method. 

5. CONCLUDING REMARKS 

Two relaxation-algorithms, viz. SLOR and a mixed Incomplete Lower 

Upper decomposition/Strongly Implicit Procedure (ILU/SIP), have been 

investigated for use within the non-linear FAS multi-grid method in 

transonic applications. The well-understood SLOR-algorithm was used 

primarily for reasons of comparison. 

The main conclusions of the research presented can be sunnnarized as 

follows: 

- The combination of pure injection in the restrictions and tri-linear 

interpolation in the prolongations is far from being optimal. 

Smoothing of the residuals in the restrictions combined with cubic 

interpolation in the prolongations; contributes the most to the improve­

ment of the (mathematical) convergence rates of an otherwise fixed multi­

grid strategy. 

- Both V-cycle and W-cycle fixed strategies can lead to reliable multi-grid 

convergence. However, the prospects of fixed W-cycle strategies are better 

from a theoretical viewpoint. 

- For transonic applications, and even for subsonic (purely elliptic) 

applications, the ILU/SIP(.7)-algorithm performs better than ILU. The 

use of SIP within the multi-grid method can easily lead to divergence. 

- ILU/SIP is a serious candidate for the error-smoothing algorithm within 

the multi-grid method in transonic applications. The algorithm is 

unconditionally stable in supersonic (hyperbolic) regions of the flow 

and is a more efficient smoothing algorithm than SLOR. Its full 

implicitness and insensitivity, but also the absence of a preferred 

sweep-direction in the coding, are especially of value if complicated 

configurations involving strongly varying local flow directions and 

highly stretched grids are involved (e.g. air intakes). 

- At a certain (specified) reduction of the error level, MG-SLOR as well 

as MG-ILU/SIP provide solutions of better quality than the corresponding 
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mono-grid algorithms. This can probably be used to advantage by specifying 

a lower convergence level. 

- An explanation has been provided for the deterioration of the initial 

convergence rate of the multi-grid method on highly stretched grids. 

This stresses the requirement of smoothly stretched grids, not only 

from a viewpoint of approximation accuracy, but also of solution efficiency. 

- A local form of the well-known Richardson extrapolation has been put 

forward as a possible means to partically overcome the deterioration of 

the initial multi-grid convergence rate on highly stretched grids. A 

more consistent way to avoid deterioration of the convergence rate is 

possiblythe use of a grid which is less efficient in the number of 

computational points, but which has a smoother stretching. 
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TRANSPORT OF WASTE HEAT OR POLLUTANTS IN THE SUBSOIL 

W. ZIJL 

I • INTRODUCTION 

The last decade has witnessed rapid progress in the development of 

computer-based models for the simulation of subsurface fluid motion. Well­

known are reservoir simulation models for economically predicting the 

response of an oil or gas producing reservoir to a variety of operating 

conditions or development plans. 

The subsurface environment is increasingly involved in water and 

energy supply, and also in waste disposal problems. 

In many of these cases, numerical simulation is indispensable to 

obtain reasonably quantitive insight in economical and environmental 

effects, and to weigh various alternatives against each other. 

The recent advent of supercomputers and attached array processors now 

makes possible, technically and economically, advanced three-dimensional 

simulations of subsurface transport processes, 

In this way, transport of pollutants and waste heat in a subsurface 

flow system can be predicted, being an important tool for environmental 

impact assessment and licensing purposes (I). 

The classical theory of porous media is devoted to the description 

of flow and transport through soils consisting of sand, clay, peat, etc. 

Typical applications are in the fields of petroleum reservoir engineering 

and groundwater hydrology. In these fields, a porous medium is defined 

as a solid structure containing a multiply connected void space through 

which a fluid can flow; see Fig. I. The constituents of the solid structure 

(i.e. the sand, clay, peat) may be distributed randomly or in a regular 

way. The fluids (oil, water, gas) spread through the void space, thereby 

causing a pressure gradient which acts as a force on the constituents of 

the solid structure. For a good understanding of transport processes in 
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porous media, it might be helpful to consider the many non-classical examples 

of fluid motion conforming to this definition. For instance, agricultural 

products are stored to be available over longer periods, and the container 

with these products can be considered as a porous medium for the cooling 

air flow; see Fig. I. Other examples include filtration, chemical reactions 

using solid catalysts, adsorption, and mass transfer in packed columns. 

Finally, flow in the core structure of nuclear power reactors and their 

components like shield rod arrays, heat exchangers, and steam generators 
can be considered as flow in a porous medium (2), (3). Non-classical porous 

media are often refered to as generalized porous media. 

Fig. I. Fluid motion in void space of porous medium. 
The constituents may be sand, clay, peat, etc. 
(classical porous medium) or potatoes, eggs, 
tubes etc. (generalized porous medium). 

Fluid motions in (generalized) porous media are governed by the 

fundamental laws based on conservations of mass, momentum and energy. 

However, from a practical standpoint, it is hopeless to try to apply these 

basic laws directly to the problems of (generalized) porous media. Instead 

a semiempirical approach is used where the concept of a fluid-structure 

continuum is employed. An important parameter in a porous medium is the 

porosity defined as a fraction of the control volume not occupied by the 

solid matrix, or solid structure. 

We can see that, if the control volume is of the size of a pore, the 

porosity would be either one or zero. As we increase the size of the 

control volume, the porosity value will fluctuate before reaching a 

representative value. The value of porosity associated with a point P is 

the representative value for a control volume of sufficiently large size 

containing P. Other physical properties are defined as a mean value at a 
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point Pin the porous, medium for the same control volume or representative 

elementary volume. This is the so-called continuum approximation, where 

the actual porous medium is replaced by a fictitious continuum. 

It is simple to prove that the surface porosity, that is the fraction 

of a sufficiently large control surface not covered by the solid structure, 

is equal to the earlier defined (volume) porosity (4). 

The resulting equations for the underground motion of oil, gas and 

water are conventionally solved with finite difference methods using one-, 

two-, or three-dimensional grids, and vector computers or attached array 

processors are used to solve the resulting system of large matrix equations! 

To establish the advantage of vector computers (or super computers) over 

conventional scalar computers, the program SWIP has been run on two scalar 

computers and on the vector computers Cray-IS and CYBER-205, simulating 

a two-dimensional, axi-symmetric subsurface heat storage cycle. While no 

significant difference was found between performance of the two super 

computers, it appeared that their application is already attractive if 

problem size exceeds some 800 grid blocks. In the near future this turn-over 

point will be lower as a result of software written specially for vector­

computers, such as the program DARTEX. 

In this paper much emphasis will be laid upon appropriate mathematical 

modeling of these above-described geohydrologic problems, and especially 

the problems encountered when considering anisotropy are discussed in more 

than conventional detail, since these problems have serious consequences 

for the numerical analysis. 

2. BASIC EQUATIONS 

2.1. The fluid-structure continuum 

The basic equations to be solved are well-established; they are the 

classical partial differential equations expressing conservation of mass, 

linear momentum and energy for a Newtonian fluid, the so-called Navier­

Stokes equations (5). To obtain a well-posed partial differential problem, 

initial and boundary conditions must be prescribed. 

The initial condition for the fluid velocity.! is that ,!(.!,,O) must be 

prescribed at time t = O, and the boundary condition at a boundary completely 

enclosing the fluid is that v must be prescribed for all times t > O. For 

the (generalized) porous medium under consideration, this means that v = 0 
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must also be prescribed on the individual constituents of the solid 

structure (e.g., on the grains of sand). 

Although the equations and boundary conditions needed for the prediction 

of the flow pattern in a porous medium are well-established, it is, however, 

also a well-known fact that the Navier-Stokes equations can l'lardly be solved. 

Even for simple geometries, analytical and numerical solutions can only be 

obtained for relatively low Reynolds numbers only. 

Furthermore, the requirement that v = 0 on all components of the solid 

structure is prohibitive even for low Reynolds number flow. Consequently, 

from a practical standpoint, it is hopeless at this time to try to apply 

the basic Navier-Stokes equations directly to the problem of flow in 

porous media. 

For that reason, it is necessary to describe the flow distribution in 

a porous medium approximately by partial differential equations describing 

a so-called fluid-structure continuum. 

Such a continuum approximation is well-known in petroleum reservoir 

engineering and groundwater hydrology, where the actual porous medium 

(sand, clay, peat, etc.) is replaced by a fictitious continuum to any 

point of which we can assign mean variables and parameters which are continuous 

functions of the space and time co-ordinates. In these classical fields, 

the equations describing flow are the continuity equation and Darcy's Law. 

A complete treatment of the dynamics and statics of fluids in porous 

media, where most of the problems considered are oriented towards ground­

water hydrology is presented in (4). A derivation of the continuum 

equations for generalized porous media (a tube bundle in heat exchangers) 

has been presented in (2). 

2.2. The continuum equations 

Starting from the fundamental conservation equations, or Navier-Stokes 

equations, the fluid-structure continuum equations are derived and the 

resulting equations are given by: 

(2. I) 0 (continuity eqn.) 

.:. 
(2.2) -'ilp + pg + pQ (momentum eqn. ) 

(see (2)). 
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In Eqs. (2.1), (2.1), y is the mean fluid velocity in the void space 
.:. 

between the constituents of the solid structure, y is the mean fluid 

motional acceleration given by~= a~/at + ~-V~, p is the mean fluid 

pressure, p is the fluid density,~ is the porosity representing the ratio 

of the volume occupied by the fluid and the total volume, Q represents 

the frictional force distribution, and~ is the gravitational acceleration. 

The force distribution Q is an unknown for which an additional expression 

must be found. 

At low Reynolds number flow (based on the hydraulic' diameter of the 

void space), the advective acceleration in Eq. (2.2) may be neglected, 

and g is linear in Iii. If, in addition, momentum transport may be considered 

as quasi-steady (this is allowed on time scales where sound propagation 

is negligible) the momentum equation (2.2) simplifies to Darcy's law: 

(2.3) k -- -(Vp - pg) 
µ -

where u is the volumetric flow rate in the space containing both the fluid 

and the solid structure (in the literature u is often denoted as the 

Darcy velocity),µ is the fluid dynamic viscosity, and k is the permeability 

depending on the geometrical properties of the solid structure and on 

the flow direction. In this way, momentum equation (2.2) may be considered 

as a generalization of Darcy's Law (2.3). 

The equations describing motion in the fluid-structure continuum have 

essentially the same character as the well-known Euler equations describing 

inviscid fluid dynamics; the only differences are the porosity~ representing 

the ratio of the volume occupied by the fluid and the total volume, and 

the continously distributed force term Q (or permeability k) accounting 

for the flow resistance of the structure. 

The principal difference between the Navier-Stokes equations and the 
2 Euler equations is the absence of the second-order viscosity term µVy 

in the Euler equations. One of the consequences of this absence is a 

simplification of the boundary conditions. Instead of boundary conditions 

for the three components of y for the Navier-Stokes equations, only 

the boundary condition for the normal component of the fluid velocity, 

v.n = O, holds for the Euler equations. This latter mathematical feature 

makes Euler-like equations especially well-suited for the description of a 
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fluid-structure continuum in contrast to Navier-Stokes-like equations, as 

will be shown in the following discussion. 

As an example, let us assume that the porous medium is a container 

filled with potatoes, and that the fluid is a cooling air stream. 

From a physical point-of-view, the boundary conditions in this 

fluid-structure continuum are that no fluid is flowing out of the impermeable 

walls of the container, i.e., ;.n = 0 on the walls. Of course, in a fluid­

structure continuum no boundary conditions may be prescribed on the 

individual constituents of the Structure (the potatoes). 

A mean volumetric flow rate of fluid is passing across a unit area 

containing the solid constituents (the potatoes), and the local fluid 

velocity, as it passes through the clearances between the individual 

solid constituents, will not be considered. Additional boundary conditions, 

e.g., for the velocity components parallel to the walls, for the so-called 

turbulent tangential stress, or for the vorticity, may not be prescribed 

since, if they are prescribed, there is no reason why the same conditions 

are not applied on the boundaries of the individual constituents of the 

solid structure. 

In:.conclusion, from a physical point-of-view the boundary conditions 

in a fluid-structure continuum approximation should have an Euler-like 

character, and "improvement" of the momentum equation by adding a second­

order term is non-physical. 

Of course, this point has great consequences for the numerical 

approximation method applied to solve the equations. 

2.3. The permeability or resistance force 

In this section only low Reynolds number flow with quasi-steady 

momentum transfer will be considered, since this type of flow is commonly 

encountered in petroleum reservoir engineering and groundwater hydrology. 

However, many of the conclusions also hold for generalized porous media. 

For this type of flow, acceleration of fluid does not play a part 

in the momentum balance, and the continously distributed vicous drag 

force is proportional to the mean velocity v: 

(2.4) pg_ - ~ u k _, 



whereµ is the fluid dynamic viscosity, and k is the permeability of the 

solid structure. In general, the solid structure is anisotropic, which 

means that the permeability depends on the flow direction (i,e,, k = k(!_) 

with y.ak/ay = O). 

For instance, in many cases the subsoil has a structure such that in 

the horizontal flow direction the permeability is larger than in the 

vertical flow direction. If the flow is in the vertical direction, the 

following relationship holds: 

(2.5) 

also, for flow in the horizontal direction the following relationship 

holds: 

(2.6) µ -pg_ = - ¾ cf>y, 

where kv < ¾• kv and¾ are constants 

One of the many possible combinations of (2.5), (2,6) is: 

pg_ = _______ µ _______ cf>y. 

vh 2 vv 2 
¾(lyl) +kv(]yl) 

or, equivalently, 

(2.7) 

Similarly, also the following choice is possible: 

(2,8) 
V V 

I I (_!!__) 2 + J__(_y_) 2 
k(f> = kh 1v1 kv 1v1 • 

where vh and vv are the horizontal and vertical velocity components. 
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In fact, there is an infinity of ways in which expressions (2,5) and 

(2,6) can be satisfied, and only experiments can justify the ultimate 

choice of a friction model. For tube bundles some experimental work has 

been performed in this area (6). For an isotropic medium, where kh = kv = k, 

expressions (2.7) and (2,8) simplify to k(y) = k independent of y. 
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In Eq. (2.4) it is assumed that the frictional force has always a 

direction apposite oo the flow direction. However, in petroleum reservoir 

engineering and groundwater hydrology it is common practise to assume that relations 

(2.5) and (2.6) hold simultaneously for the x, y and z-components of the 

velocity, i.e.: 

(2. 9) 

- -V V V 

g_ = (Qx,Qy,Qz) = -µ<j> </' -f, kz) • 
X y Z 

This latter expression leads to a linear problem and, thus, to 

numerically simpler formulations (no iterations), but the consequence is 

that the solid structure feels a force component normal to the direction 

of flow. 

This implies, for instance, that a solid structure (e.g. a tube bundle) 

dropped in a lake will sink to the bottom along a path not parallel with 

the direction of gravitational acceleration, but will instead follow a 

path with lateral displacement (see Fig. 2), which seems to be non-physical. 

....I!.. k U11 V 
// 

Resultant upward force 

t 
I 
I 
I 

' 

\ 
\ 

Resultant velocity 
of tube bundle 

Fig. 2. Tube bundle dropped in 

a pool of water. 

According to the tensor 

model of permeability 

(2, 9), the tube bundle wil 1 

sink with a lateral 

velocity component; with 

the scalar model of 

permeability (2,7) or 

(2,8), the tube bundle 

will sink in the vertical 

direction. 
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Also, flow in a pipe filled with an anisotropic porous medium (e.g. a 

sand-clay mixture) will exert a force on the pipe normal to the flow 

direction (see Fig. 3), which, again is non-physical. 

TUBE WALL 

ANISOTROPIC POROUS MEDIUM 

\ ."' 
\ -~ 

~ Usin 8-41 :n:02t.L n ver 
\ 
Resultant force 
on tube element t.L 

Fig. 3. Pipe filled with anisotropic medium. 
According to the tensor model of permeability 
(2.9), the tube will feel a lateral force; with 
the scalar model of permeability (2.7) or (2.8), 
there is no lateral force. 

Another type of argument against the tensor model (2.9) is that in a 

tube bundle the permeability has different values of the azimuthal 

orientation e of the flow path in radial direction (see Fig. 4), and it is not 

clear how this can be incorporated in a dyadic which has a maximum of three 

principal directions. 
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Fig. 4. 

SHELL 

Arrangement of tubes in a heat exchanger. The permeability 
in the direction of K is larger than the permeability in 
the direction of K2• the tensor model of permeability does 
not allow for this. 

Also, let E:_(_~) be the force on a piece of porous medium caused by the 

velocity i• From the Darcy equation (2.3), where k is assumed to have 

tensor character and k is independent of i, it follows that E:_(i) -E:_(-i). 

In other words, whether one forces (pumps) water to flow from the 

front or from the end of the piece of porous medium, the drag is the same. 

From hydrodynamics we know that this is non-physical for higher-Reynolas 

number flow in a porous medium with non-symmetric constituents; see Fig. 5. 



It is interesting to note that this pradox is similar to the Olmstead and 

Gautesen paradox for Oseen flow (7) • 

u 

C]C]C]C]C]C] 

C]C]C]C]C]C] 

C]C]C]C]C]C] 

C]C]C]C]C]C] 

C]C]C]C]C]C] 

F(u) F (-u l 

-U 

Fig. 5. Arrangement of specially shaped constituents, According to 
the tensor model of permeability F(U) = -F(~U); the scalar 
model of permeability allows F(U) 1' -F(-U). 
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Also arguments based on hydrodynamic theory (lift-theory, ~iagnus effect) 

can be applied to show that the existence of a sensible lateral force is 

very unlikely (18). 

In conclusion, even in classical anisotropic porous media, the equations to be 

solved are always non-linear. Consequently only numerical approximation 

methods will lead to a solution. 

For a discussion of the permeability in non-Darcy flow see (6), (8), 

(9). 

3, NUMERICAL SIMULATION 

3.1. Why simulation 

Planned interventionsinthe subsoil, as production of hydrocarbons (oil, 

gas) and groundwater, heat injection and extraction (heat storage in 

aquifers), underground coal gassification, geothermal heat production, and 

the establishment of waste disposal sites, should more and more be judged 

with respect to their economic and environmental impacts. 

As an example, waste disposal sites are a source of slowly,;slinking 
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groundwater contamination. Precipitation (rain, snow) causes infiltration 

of water into the waste disposal site. This water absorps contaminants 

during percolation through the waste disposal site until it enters a 

subsoil regional flow system. Finally this contaminated water comes at an 

other place (e.g. in a water winning region) where its presesence might 

not be desired; see Fig. 6. 

Hydrological cycle. Groundwater enters 
the underground by infiltration (e.g. 
precipitation) and leaves the under­
ground in surface water (e.g. rivers) 
and water winning wells. 

From this example it will be appreciated that execution of a planned 

intervention without an environmental impact assessment is no longer 

justified. 

The transport processes in the subsoil can be simulated numerically 

with reasonable accuracy. Simulation in the energy technology (thermal 

energy storage, geothermal energy) is necessary to predict feasibility and 

efficiency beforehand, and simulation of transport of pollutants coming 

from planned waste disposal sites is necessary for licensing procedures. 

Environmental impact assessment deals with the prediction of the 

impact of a planned intervention (e.g. the planned establishment of a 

waste disposal site) and the prediction of the impact of some reasonable 

alternatives (e.g. other locations for the waste disposal site). It will be 

clear that, in the case of waste disposal sites, experiments or demonstration 



473 

projects are impossibLe, Simulation of the transport to be expected is the 

only possibility to judge the evironmental impact, Even if a waste disposal 

site is fully contained, e.g. with plastic foil or asphalt, it remains 

necessary to determine the impact of a hypothetical crack in the 

containment. 

In other fields of technical sciences, especially in the fields of 

nuclear reator techniques and offshore techniques, the application of 

numerical simulations (stress analyses) for licensing authorities is already 

common practise. Also for that reason it may be expected that the importance 

of numerical simulations in environmental impact assessment studies will 

increase considerably in the next few years. 

3.2. Computer programs based on the pressure and transport velocity 

representations 

Conventional numerical analysis of flow in porous media is based on 

the pressure as primary variable, i.e., the mass flow rate is eliminated 

by substitution of (2.3) into (2.1) yielding a diffusion-type equation 

for the pressure: 

2 2 
(3. I) -v(L).(kgVz) - Lv - (kgVz) - s, 

µ µ 

where K p~dp/d(p~) is the combined bulk modulus of liquid and porous 

medium,_£ gVz is the gravitational acceleration and Sis an additional 

source term in the continuity equation (2.1). 

Provided that p, µ, K, k and~ are known as a function of space and 

time, the pressure can be calculated from (3.1). Having obtained the pressure 

field, the transport velocity field is determined from (2,3) by numerical 

differentiation of p. 

However, numerical differentiation often leads to a degradation of 

accuracy and, therefore, it is better to avoid it. For that reason approaches 

where the transport velocity is calculated directly are presented in the 

literature; see (JO), (11), (12). 

One possibility is to "differentiate" equation (3. I) to obtain an 

expression for the mass flow rate .s_ = p~~ ( 12): 

(3. 2) 
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where the so-called Darcy vorticity g is defined as: 

(3.3) 

and where S = µ/{pk) is the drag coefficient, 

From a physical point~of-view, the following boundary conditions are 

possible: 

i) The normal transport velocity component !!.·1. is prescribed. For example, 

at an impermeable base or at a water divide !!.·1. = 0. With the aid of 

equation (2.3) this condition can be replaced by a boundary condition 

for the pressure. 

ii) The pressure is prescribed. With the aid of equation (2.3) this 

condition can be replaced by boundary conditions for the tangential 

transport velocity components. 

In order to obtain a well-posed problem equivalent to the system (2.1), 

(2.3), the following auxiliary boundary conditions must be added to the 

above-mentioned physical boundary conditions and equation (3.2); see (12). 

i) If the normal component !!.·1. is prescribed, then the tangential 

components !!. x('v'x_g_) = _ptg, must be prescribed in addition. 

ii) If the pressure p or the tangential components!!. x s_ are prescribed, 

then the continuity equation 'v'._g_ = -a(p~)/at must be also prescribed. 

The computer code SWIP (Survey Waste Injection Program) is based on 

the pressure representation {3.I). The code has been developed by INTERCOMP 

Resource Development and Engineering, Inc, Houston (USA) by the direction 

of the United States Geological Survey, Water Resources Divisions, Denver. 

SWIP was originally put together, in part, from petroleum reservoir 

simulation codes. 

In SWIP also the energy and material balance equations are solved. 

These balance equations are: 



(3.4) V.[pk H(Vp-pgVz)] + V.(~.VT) 
µ 

Net energy 

advection 

SH 

Enthalpy in 

with fluid 

sources 

Accumulation 

Conduction Heat loss to 

surrounding strata 

Energy in 

without fluid 

input 

where His the fluid enthalpy, A is the combined thermal conductivity of 
= 

liquid and porous medium, U is the fluid internal evergy =H -p/p, and UR 

is the internal energy of the solid structure. 

(3.5) k 
V. [ p Cr-(Vp-p gV z) ] 

µ 
+ V. (pE_. VC) - SC 

Net advection Diffusion Sources 

(including micro 

dispersion) 

-Ad'/JpKeC 
a 

at(~pKeC) 

Reaction/decay Accumulation 

where C is the concentration, g is the combined diffusion and micro­

dispersion coefficient, Ad is the reaction constant and Ke is the 

equilibrium adsorption coefficient. Diffusion is the phenomenon that 

contaminants in a stagnant fluid spread out occupying an ever increasing 

portion of the flow domain, and micro dispersion is a similar phenomenon 

for a moving fluid with mean velocity v. From a physical point-of-view 

micro dispersion is advection on the level of the Navier-Stokes flow 

with velocity~ in the void space between the constituents of the solid 

structure. This micro dispersion should not be confused with macro 

dispersion, which is advection around pieces of porous medium with a 
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permeability constrasting with the permeability of the surroundings porous 

medium. This latter type of dispersion should not be described by the 

introduction of a (non-physical) dispersion coefficient, but by an accurate 

representation of the permeability field in equations (3.1) or (3.2). 

The computer program DARTEX (DARcy vorTEX) is based on the transport 

velocity representation (3.2). It has been developed by the TNO Institute of 

Applied Geoscience (formerly Groundwater Survey TITO). 

At present the program is in the phase of being a prototype, but it 

is planned to transform it into a robust code in 1984. 

In DARTEX the flow field _g_ is calculated for steady states only 

(negligible accumulation). In contradistinction with the SWIP code the 

temperature dependencies of viscosity and density are not accounted for. 

aowever, not only the linear tensor model (2.9), but also the non-linear 

scalar models (2.7), (2.8) are implemented to account for anistropy. From 

a numerical point-of-view this means that a suitable iteration method must 

be found. 

3.3. Numerical approximation methods 

As is COilllllon practise in fluid dynamics and petroleum reservoir 

engineering, the resulting sets of equations are solved using the finite 

difference approximation. 

The partial differential equations are replaced by difference equations 

by dividing the region of interest into a three-dimensional grid and 

developing finite-difference approximations for this grid. Once the region 

of interest is divided into grid blocks, finite-difference equations are 

developed whose solution closely approximates the solution of the original 

equations. 

Both for SWIP and DARTEX block-centered grids have been used, which 

are second-order consistent if equidistant spacing is applied (12). 

In SWIP the resulting pentadiagonal (2D) or septadiagonal (3D) matrix 

equations are solved either directly by n4-ordeting and LU factorization, or 

iteratively by Line Successive Overrelaxation (3). 

In DARTEX the resulting septadiagonal matrix is symmetric and positive 

definite, and the system of linear equations is solved by preconditioned 

conjugate gradients (14). 



3.4. Supercomputers 

Due to the limited capacity of the past generation of computers, it 

was customary to perform simulations with two-dimensional models, i.e., 

the quantities to be determined like concentration, temperature and 

velocity were, in most cases, considered as a function of the horizontal 

coordinates x and y, but not of the vertical coordinate z. In this way, 

mean values over the vertical coordinate were obtained. However, due to 

the layered structure of the underground, taking the mean value over the 

vertical direction is an unreliable procedure since, in that case, 

preferential flow paths are neglected. The preferential flow paths make" 

that the actual dispersion of contaminants is completely different from 

the dispersion predicted by mean values, 
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The right answer is to make predictions with three-dimensional models 

(3D models). However, using 3D models the number of arithmetic operations 

and the memory requirements increase drastically with several orders of 

magnitude. And there is still another complicating factor. The detailed 

structure of the permeability- and porosity fields must be introduced 

in the model. However, this requires a finer grid causing again a drastic 

increase in arithmetic operations and memory requirements. 

For that reason, supercomputers (or vector computers) or attached 

array processors should be used. 

4. SWIP AND DARTEX ON SUPERCOMPUTERS 

4.1. Heat storage 

As a test example, a heat storage problem was chosen. In an aquifer 

with a thickness of 30 m between impervious layers, hot water with a 

temperature of 110°c is injected with a mass flow rate of 16.7 kg.s-l 

(volumetric flow rate 63.1 m3 .h-1). The initial temperature in the 

aquifer is 20°c, In the whole aquifer the porosity is 0.3; however, the isotropic 

aquifer is layered with respect to the permeability. The upper layer of 

JO mthickness has a permeability of 1.5 x IO-l 2m2, the middle layer 

with a thickness of 10m has a permeability of 0,3 x lo- 12m2, and the 

lower layer of 10m thickness has again a permeability of 1.5 x 1012m2• 
-I -1 -1 (Hydraulic conductivities of 4.Sm day , 0.9m.day and 4.5m.day 

respectively at 20°c); see Fig. 7. Though the upper- and undersides are 
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impervious, heat tran~ier to the over- and underburden clay layers is 

possible. Both viscosity and density of the groundwater are temperature 

dependent, possible solutes are not accounted for. 

The time of injection was 30 days; then there was neither injection 

nor production, and finally, there was production of the stored hot water 

during 30 days. Of course, not all the injected heat is recovered. 

For a contour plot of the temperatures see Fig. 7. We will not go 

further. into the physical aspects of the problem, but discuss the 

computational results. Since the solution is axi-synnnetric around the well, 

the axi-synnnetric option of SWIP was used. The extension of the region was 

limited to 60m. 

2 3 S 6 8 9 10 11 12 13 14 15 16 17 18 

VERTICAL CROSS-SECTION C X-2 l :TE/fERATLRES CDEG FJ; J = 

Fig. 7. Contou~ plot of temperatures 30 days after injection. 
Injection takes place at the axis of synnnetry (the 
left-hanu vertical line). 

4.2. Evaluation of test results 

159.1251 

142.5756 

126.21252 

109.4747 

92.9243 

A number of test problems was run on the VAX 11/780 of the TNO Institute 

of Applied Geoscience, on the CYBER 175/100 of the Academic Center Utrecht, 

on the Cray -IS/1000 of the University of London Computing Centre, and on 

the CYBER 205 of Control Data Corporation (Arden Hills, USA). The data 

regarding operation system, compiler and precision are presented in table 

I• 



Table I. Overview of used hardware and system software 

operating operating compiler compiler compiler precision 

system system level option (bits) 

level 

VAX 11/780 VMS 2.4 F 77 V2.4-64 optimize 32 

CYBER 175/ 100 NOS/BE 1.5 538 FTN 4 4.8+564 OPT=2 60 

Cray-lS/1000 COS 1.11 CFT 1.10 OFF=CTPV 64 OFF=CTP 

CYBER 205 VSOS I L 575 FORTRAN R 20C O=BLOUV 64 2.0 O=BLOU 

The discretization in grid blocks consisted of equidistant intervals to 

maintain second-order consistency all over the flow field. Three levels 

of refinement in discretization were used for the same physical problem: 

1st) 18 x 9 grid blocks, 2nd) 36 x 18 grid blocks, and 3rd) 54 x 27 grid 

blocks. For these three problems the·CPU time was determined on the VAX-

11/780; these timeswere 183.9 sec, 1364 sec, and 6186 sec. The problem 
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18 x 9 has a CPU time of 43.52 sec on the CYBER-175/100, i.e., more than a 

factor 4 faster than running on the VAX-11/780. 

Running on the Cray-lS/1000 under the condition that the compiler 

did not generate vector code (i.e. with pure scalar arithmetic) resulted 

in CPU-times of 8.632 sec, 67.77 sec, and 330.1 :sec respectively, i.e., 

a factor 21, 20 and 19 faster than on the VAX-11/780. After having used 

the vectorization option of the compiler, and after having made slight 

changes in the most time-consuming DO loops, the CPU times were 7.60 sec, 

47.08 sec, and 179.9 sec respectively, i.e. respectively 14%, 44% and 

83% faster than with pure scalar arithmetic, and respectively a factor 

24, 29 and 34 faster than the VAX 11/780. It is noted that the 

acceleration increases by increasing vector lengths, which were respectively 

9, 18 and 27 for the three problems. 

On the CYBER 205, under the condition that the compiler did not 

generate vector code, the results in CPU time are 10. 75 sec for the 

18 x 9 problem; and 488.2 sec for the 54 x 27 problem. With respect to 

the VAX 11/780 the accelerations are 17 and 13 respectively, i.e. the 

scalar performance of the CYBER 205 is decreasing with respect to the 

VAX 11 /780 for increasing problem size. After vectorization by the : · 
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compiler, the CPU times of the 18 x 9 and the 54 x 27 problems were 9.822 

sec and 266. 9 sec respectively. 

That is to say, vectorization resulted respectively in a 10% and 

115% decrease of the CPU time, with respect to pure scalar arithmetic, 

and in a factor 19 and 27 with respect to the VAX-11/780. It is noted 

that the effects of vectorization of the CYBER 205 are more pronounced 

than these effects of the Cray-IS, in such a way that the decrease in 

scalar performance of the CYBER 205 is compensated by an increase in 

vector performance (for this particular problem). The results are summarized 

in the tables 2, 3 and 4. 

Table 2. CPU-time (sec) 

)8 X 9 36 X )8 54 X 27 

VAX-11/780 183.86 1364.47 6185.85 

CYBER-17 5/ I 00 43.52 

Cray-IS (scalar) 8,63 67. 77 330.11 

Cray-IS (vectorized) 7.60 47.08 179.94 

CYBER-205 (scalar) 10.75 488. 15 

CYBER-205 (vectorized) 9.82 226.90 

Table 3. Acceleration with respect to VAX 11/780 

)8 X 9 36 X )8 54 X 27 

CYBER-175/ I 00 4 

Cray-IS (scalar) 21 20 19 

Cray-IS (vectorized) 24 29 34 

CYBER-205 (scalar) I 7 13 

CYBER-205 (vectorized) 19 27 



Table 4. Acceleration of vectorization with 
respect to pure scalar arithmetic. 

)8 X 9 36 X )8 54 X 27 

Cray-IS 1.14 1.44 1.83 

CYBER-205 1.095 2. 15 
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From table 3 it follows that the acceleration V of the Cray-IS and the 

CYBER 205 (where the compilers generate vector code) are related to the 

problem size N by the following expressions (for this particular problem 

with the code SWIP): 

V b = 0.8 x V cy er cray 

For instance, it is not unrealistic to state the the price of 

computing time amounts f. 0.10 per CPU-second on the VAX, and f. 3.00 per 

CPU-second on the Cray. In that case N should be larger than 800 to make 

the Cray competitive with the VAX. 

In practical situations problems are always three-dimensional and 

the number of grid blocks commonly encountered is 20 x 20 x 10 = 4000 or 

larger. In this example is V _ 45, V b ~ 35 and computations with cray cy er 
the VAX would be 50% more expensive than calculations with a supercomputer. 

Furthermore, with some additional efforts to vectorize SWIP the 

accelerations presented here can certainly be doubled, making the use 

of supercomputers even more cost effective (15). 

This cost effectiveness becomes even clearer from our experiences 

with the program DARTEX. For a relatively small test problem with 

7 x 7 x 5 = 245 grid blocks the acceleration on the Cray-IS with respect 

to the VAX was 37 times. Furthermore, it turned out that the process of 

preconditioning, which was not yet vectorized, consumed 49% of the CPU-time. 

That is to say: only by vectorizing the preconditioning (e.g. by the use 

of Neumann Series (14)) the program can be made approximately 70 times 

faster on a supercomputer than on the VAX. 
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CONCLUSIONS 

- The equations describing fluid flow in the anisotropic subsoil are non­

linear, which means that numerical approximation methods must be applied. 

- Since actual problems are always three-dimensional with large spatial 

variations in permeability, supercomputers and attached array processors 

provide a promising way to solve problems. 

It is expected that the demand for simulation of transport phenomena in 

the underground will increase considerably when environmental impact 

assessment studies are required by a licensing authority. 
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