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1.1. GENERAL INTRODUCTION 

Chapter 1 

Introduction 

During the last three decades the development of semiconductor devices has 
been very fast. The first integrated circuits, that became commercially avail­
able in the early I 960s, contained just a few devices, whereas today it is possi­
ble to produce integrated circuits that contain tens of milliones of devices per 
single chip. This progress was possible by reducing the dimensions of the indi­
vidual devices. In the development of new devices increasing use has been 
made of simulations. As the costs of computer resources are going down 
(thanks to the same miniaturization!) these simulations have become much 
cheaper than experimental investigations. Moreover simulations are more flexi­
ble, so the use of simulations may yield a better end product, because it is 
feasible to consider many more options. We distinguish two types of simula­
tions: process simulation and device simulation. 

In process simulation the various processing steps in the fabrication of a 
device are studied. The result of a process simulation is the doping profile and 
the geometry of the device, which both are used as input data for a device 
simulation. The objective of device simulation is to predict the electric 
behavior of the device, e.g. the electric field and the current densities within 
the device, and the current voltage characteristics of the device. In this mono­
graph we only consider computations related with device simulation; for an 
introduction to process simulation the reader is referred to [42]. 

Basically there are three approaches to device simulation. Early device 
modeling was based on the division of the interior of the device into a few 
different regions, in which closed form solutions are obtained by making some 
(very) restrictive assumptions. The solutions in the different regions are then 
matched at the boundaries to produce a global solution (cf. [45,47]). This 
classical approach may give an understanding of the operation of the device, 
but it has limited applicability and is not particularly suited for engineering 
purposes. 

The statistical Monte Carlo technique makes it possible to include details of 
virtually any physical process (cf. [22]). However, the main disadvantage of 
the Monte Carlo method is that it requires enormous amounts of computing 
time, which makes it, at present, unsuitable for an engineering environment. 

We consider the approach of numerically solving the "basic" semiconductor 
equations, that consist of the Poisson equation for the electric field, the 
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continuity equations for electrons and holes, and the drift-diffusion approxima­
tion for the electron and hole current densities. This set of equations was first 
proposed by Van Roosbroeck [37] in 1950. 

The first computational solution of these equations, for a one dimensional 
bipolar transistor, was presented in 1964 by Gummel [15]. Soon it became 
clear that standard discretizations are inappropriate for the semiconductor 
equations because of the stiffness of the equations. The problem was overcome 
by Scharfetter and Gummel who developed a special purpose discretization, 
that is used up to now. A survey of papers about the computational solution 
of the semiconductor equations is found in [42]. 

Today many programs are available for two dimensional device simulation; 
we only mention MINIMOS [43], BAMBI [10], CURRY [23], PISCES [31] and 
TRENDY [40, 52]. Also some three dimensional device simulators have been 
reported ( cf. [ 17, 18, 30, 38]), however for accurate computations these require 
extreme amounts of computing power. 

In order to reduce the computing time for accurate and complex simulations 
we consider in this monograph the solution of the stationary two-dimensional 
semiconductor equations by the nonlinear multigrid method. Multigrid 
methods were developed in the late 1970s by Brandt, Hackbusch and others; 
for a multigrid bibliography see [4]. The major advantage of multigrid over 
other solution methods is that it has optimal complexity with respect to both 
the amount of computational work and to the memory usage. Several 
attempts have already been made to explore the possibilities of multigrid tech­
niques for the solution of the semiconductor equations ( cf. [14, 20, 44, 46, 54]). 
However, up to now the question of whether the multigrid technique is feasible 
for practical applications was still open. As the semiconductor equations are 
strongly nonlinear and badly scaled, it is not at all straightforward to apply 
the multigrid method for these equations. In this monograph we show that it 
is indeed possible to use multigrid for practical semiconductor device simula­
tion. 

1.2. THE SEMICONDUCTOR DEVICE EQUATIONS 

In this Section we formulate the system of partial differential equations that 
make up the basic device equations, and we equip the system with boundary 
conditions that represent the interaction of the device and the outside world. 
Then we discuss various possible choices of the dependent variables and their 
scaling. 

The device equations can be derived from the Maxwell equations, some rela­
tions from solid state physics and many simplifying assumptions. For a 
derivation the reader is referred to [42]. Much freedom is left in the assump­
tions, so the material properties can be modeled at different levels of sophisti­
cation. We study the following system of partial differential equations that 
still contain most of the essential difficulties for numerical simulation: 
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one of the Maxwell equations: divD=q(p-n+D), (1.la) 

electron continuity equation: d. . on + R 
lVJn - qat = q , (l.lb) 

hole continuity equation: d. · + k- - R IV.Ip q Of - q ' (I.le) 

electric displacement current: D= -t:gradif;, (1.ld) 

electron current relation: in= +qµ,n(Urgradn - ngradif;), (I.le) 

hole current relation: jp = -qµ,p(Urgrad p + pgradif;). (1. lf) 

The dependent variables are the electrostatic potential if;, and the electron and 
hole concentrations n and p, respectively, D denotes the electric displacement 
current and j,,, jp are the electron and hole current densities, respectively. D 
is the given dope function and R represents the net generation-recombination 
rate of electrons and holes; q, Ur, µ,,,, /1,p are the elementary charge, the ther­
mal voltage and the mobilities of electrons and holes, respectively. The permit­
tivity E of a medium is given by t: = t:Rt:o, with t:0 the permittivity of vacuum 
and t:R the relative permittivity of the medium. For simplicity we assume that 
the mobilities µ 11 , Jl,p are constant, and we treat E as a piecewise constant 
scalar function, i.e. we assume that the medium is isotropic. (Numerical values 
for the physical constants are given in Appendix B.) Moreover, we only con­
sider the stationary problem, so we set 

~ = k = o (1.2) a1 ai 
in the continuity equations (I.lb) and (I.le). 

Next we consider the boundary and interface conditions. In general there 
are semiconductor/ conductor interfaces ( contacts), semiconductor /isolator 
interfaces, and outside boundaries. At the contacts we assume (cf. [42]) ther­
mal equilibrium 

np = nt (1.3a) 

and a vanishing space charge 

p-n+D=O, (1.3b) 

with n; the intrinsic density of free charge carriers. Dirichlet boundary condi­
tions for n and p follow from (1.3): 

n = ½(+D + VD 2 +4nt), (1.4a) 

p = ½<-D + VD 2 +4nt). (1.4b) 

The boundary potential if; at the contacts is the sum of the applied voltage 
Vappl and the so called built-in voltage Vbi, which is produced by the doping: 

if;= Vappl + vbi, (1.4c) 
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with 

Vbi = Urarsinh [ !; ]- (1.5) 

In our model, at the interfaces between semiconductor and isolator regions 
possible surface charges and surface recombination effects are neglected. 
Hence the electric potential and displacement current in the direction orthogo­
nal to the interface are assumed to be continuous, 

[ivfaa, = [D · n],m, = 0, (1.6a) 

with n the unit vector normal to the interface and lf]ro, the jump in the func­
tion f across the interface 8Q1• Furthermore we assume that no currents flow 
through the interface, 

(1.6b) 

At the outside boundaries we always assume a vanishing outward electric 
field and vanishing outward current densities, 

(1.7) 

So far we used it,, n and p as the dependent variables. If we assume that 
the Boltzmann statistics hold, we can write the carrier concentrations as (cf. 
[42]) 

1/n/>,, 

n=n-e u, 
I 

<1>,-iJ, 

P =n-e u, 
l ' 

(1.8a) 

(I.Sb) 

with 'Pn and </>p the electron and hole quasi-Fermi potentials. In principle we 
can regard (1.8) as a simple change of dependent variables ((c/>n, </>p) instead of 
(n, p )) that preserves the non-negativity of (n, p ); the validity of the 
Boltzmann statistics is only necessary to interpret </>n and cp P as the quasi­
Fermi potentials. We notice that the applied voltages Vappl at the contacts are 
precisely the Dirichlet boundary conditions for the variables </>n and c/>p­
Expressed in terms of (iv, </>n, </>p) the current relations (1.le-f) are written as 

iJ,-q,,, 

Jn= -qµnngradcpn = -qµnn;e u, gradcpn, 
</>, --iJ, 

Jp = -qµPpgradcpP = -qµpn;e u, gradcpr 

(l.9a) 

(1.9b) 

Another possible set of variables are the so called Slotboom variables 
(iv, 4>n, 4> p) that are defined by 

</>,, 

4>n = e - u, 

+.!L 
q> = e u, 

p 

(l.lOa) 

(1.10b) 
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Expressed in these variables the semiconductor equations (1.1) appear in sym­
metric positive definite form: 

+_1___ _ _1___ 

-div(t:gradi/;) + qn;e VT <I> 11 - qn;e VT <Pp= qD, 

+_1___ 

-div(JJ,,,UTn;qe v, grad<I>11 ) + qR = 0, 

- _j___ 

-div(JJ,pUTn;qe VT grad<Pp) + qR = 0. 

(l.l la) 

(1.1 lb) 

(1.1 lc) 

We proceed by discussing some of the advantages and disadvantages for the 
different choices of the dependent variables. There is a tradeoff between the 
range of the values assumed by the variables and the nonlinearity of the equa­
tions. Typical ranges of the different variables are (cf. [32], Table VII) 

Variable 

if; 
</>,,, </>p 
n,p 

<I>,,, <Pp 

Ran e for Va 1 = 5 

[-0.5, 5.5] 
[O, 5] 

[10+1, 10+21] 
[10-84, 10+84] 

[ -0.5, 20.5] 
[0, 20] 

[lOo, 10+21] 
po-336, 10 +3361 

For constant /l and R each of the continuity equations expressed in n and p 
or in the Slotboom variables <I>11 and <I> P are linear in the associated variable. 
Mathematically it is attractive to use the Slotboom variables (if;, <I>,,, <I> p) 
because the equations appear in symmetric positive definite form, but for 
numerical purposes they are quite useless because of the range of possible 
values assumed by <I>11 , <I> p· On the other hand, the values assumed by the 
variable set (if;,</>,,, </>p) are of the same order as the applied voltage, but the 
semiconductor equations expressed in (if;, </>11 , </>p) are strongly nonlinear. So we 
have a favorite set of variables for the operator, i.e. the variable set (if;, <P 11 , <I> p), 

and a favorite set of variables for doing practical calculations, i.e. the variable 
set (if;,</>,,, </>p)- For an elaborate discussion of the choice of variables see [32]. 

To simplify the notation we use the following scaling in the sequel: 

S mbol Scalin factor 

n; 
q-1 

(UTn;q)- 1 

By this scaling the equations, expressed in Slotboom variables, read 

div,1·.,. = e -fcp - e +fcp + D 
'f p 11 ' 

divj11 = +R, 

divjp = -R, 

jf = - /lf grad if;, 

(1.12a) 

( 1.12b) 

( 1.12c) 

(1.12d) 
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. - + +,i, d.m. Jn - µne gra '¥n, 

jp = -µPe-,i,gradcI>p, 

with 

1.3. DISCRETIZATION 

Chapter 1 

(l.12e) 

(L12f) 

(1.13) 

(1.14) 

In any numerical approach for the solution of partial differential equations we 
can distinguish two steps. First the continuous equations are replaced by a 
"discrete" system of (nonlinear) algebraic equations, whose solution represents 
in one way or another the approximate solution of the continuous problem. 
Then, because it is usually impossible to solve exactly the system of nonlinear 
equations obtained by discretization, an iterative scheme is used to approxi­
mate the solution of the discrete system of equations. In this Section we dis­
cuss some discretization methods for the semiconductor equations, and in the 
next Section we mention some of the iterative schemes that are being used for 
the numerical solution of the discretized semiconductor equations. 

Basically three discretization methods are used for the semiconductor equa­
tions: the finite difference method, the finite volume (box) method and the 
finite element method. Although these three approaches are different in their 
origins, they often lead to equivalent systems of discrete equations. In all 
cases measures should be taken to take care of possible dominating convection 
terms in the elliptic equations. This is usually done by a scheme of 
Scharfetter-Gummel type. 

In the method of finite differences the domain is covered by a regular rec­
tangular grid and all derivatives in the strong formulation of the differential 
equations are replaced by difference quotients at the grid points. In order to 
introduce the Scharfetter-Gummel discretization we follow their approach for 
the one dimensional case (cf. [39)). We consider the semiconductor equations 
expressed in the variable set (if;, n, p) and assume a uniform grid with mesh 
width h. For a grid point xM, with nearest neighbors xL and xR, we obtain 



Discretization 7 

L M R 
I r 

FIGURE 1.1. Numbering of cells for ID Scharfetter-Gummel discretization. 

·r ·I 
1,i, - N - - +D 

h - p n ' 

·r ·I 
]n - ]n = +R 

h 
·r ·I 
]p-]p =-R 

h 

with x1, x,. midway between the major grid points (cf. Figure 
Poisson's equation we replace 1;, 1~ by standard central differences 

1; = - /J,,i, i[f - if1M ' 1~ = - /1,tf; i[J1 - itl 
h h 

For the continuity equations of the holes, 

j P = - µ, p(p grad if; + grad p ), 

we can not use the standard difference approximation 

·r - PM + PR if;R - if;M PR - PM 
1 P - -µ,p( 2 h + h ) 

= !':...E_(pM (2-if;R +if;M) _ pR(2+if;R -if;M)). 
2h 

(1.15a) 

(1.15b) 

(1.15c) 

1.1). For 

(1.16) 

(1.17) 

If if; differs more than 2 between two adjacent grid points, there is loss of diag­
onal dominance, so we may expect numerical instability. 

To obtain a stable scheme, Scharfetter and Gummel assume that j,i, and jp 
are constant between the grid points, and treat ( 1.17) as an ordinary 
differential equation for p; jP between two grid points is determined by using 
the values of p at the grid points as boundary conditions. Multiplication of 
(1.17) by exp((x-xM)gradif;), and integration from x.M to xR yields 

R ,f;" -,J,M _ M 1~ [ e'fR ->/,'' - 11 _ 
p e p + R M - 0, 

/J,p if; -if; 
h 

so 
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with 

X 
B(x)=-­

ex - I 

Chapter 1 

(1.18) 

(l.l 9) 

the so called Bernoulli function. Analogously we obtain for the continuity 
equations for electrons 

( 1.20) 

As B(x) > 0 there is no loss of diagonal dominance if big jumps in if; occur. 
In fact, the Scharfetter-Gummel scheme can be considered as an exponentially 
fitted upwind discretization. The finite difference Scharfetter-Gummel discreti­
zation in two space dimensions is a direct application of the one-dimensional 
scheme along the two coordinate directions (cf. [42]). 

To apply the finite volume discretization for the semiconductor equations we 
notice that all three equations (I.I a-c) are in divergence form: 

divj = S. ( 1.21) 

The domain is divided in a number of boxes (that are not necessarily rec­
tangular) and integration of (1.21) over a box Qi yields 

f div j dQ = <j j · n ds = f S dQ, 
Q' so: Q' 

with n the outward unit normal vector at the boundary 8Q' of Qi. Next the 
integrals are approximated by quadrature and the Scharfetter-Gummel scheme 
is used to discretize the fluxes. We distinguish two types of box schemes. In 
cell-centered finite volume discretizations we choose the nodes, where the 
dependent variables are approximated, at the centres of each cell. In vertex­
centered schemes we first cover the domain by a grid, and then we construct 
the boxes around these grid points. The main difference between these two 
approaches is that nodes are located at the boundary of the domain in the 
vertex-centered schemes. For examples of the finite volume discretization see 

As can be expected from the failure of the standard finite difference discret­
ization, standard finite element discretizations for the continuity equations are 
also prone to numerical instabilities. Therefore finite element discretizations 
have been proposed that yield exponentially fitted schemes like the 
Scharfetter-GummeI discretization ( cf. [24, 51, 55]). This is done e.g. by using 
appropriate quadrature rules in these finite element methods. For the finite 
difference method the domain is generally partitioned in rectangles, whereas in 
the finite volume method and the finite element method also triangular parti­
tionings are used. 
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Brezzi et al. [6, 7] introduced a two-dimensional exponentially fitted method 
for the semiconductor equations using a (hybrid) mixed finite element method. 
In the mixed finite element method the semiconductor equations are not con­
sidered a system of three second order equations, but as a system of six first 
order equations that are discretized separately. The advantage of the mixed 
finite element method is that it offers a systematical way to extend the one 
dimensional Scharfetter-Gummel scheme to more dimensions, and that stan­
dard error estimates are available. Two types of mixed finite element discreti­
zations are used for the semiconductor equations: the dual version (cf. 
[6, 33, 35, 50]) and the primal version (cf. [11]). The main difference between 
these two discretization methods is the a priori assumption about the smooth­
ness of the dependent variables. Opposite to the primal version of the mixed 
finite element method, it is assumed in the dual version that the fluxes 
G,i,, Jn, jp) are much smoother functions than the potentials (1/;, <I>n, <I> p)- In this 
monograph we will consider both the primal and the dual mixed finite element 
discretization for the semiconductor equations. The last Chapter is devoted to 
the comparison of multigrid solution methods for these two possible 
approaches. 

1.4. SOLUTION PROCEDURES 

For comparison, here we discuss some of the methods -other than multigrid­
that are used for the iterative solution of the system of nonlinear equations 
obtained by the discretization. Basically there are two approaches: either the 
equations are decoupled or the equations are solved simultaneously. The stan­
dard way of decoupling the semiconductor equations was proposed by Gum­
mel [15], whereas usually Newton's method is used for the simultaneous solu­
tion of the equations. We first consider the classical Gummel method. For 
variants of this decoupling method see [13, 36]. 

Let the superscript i denote the iteration index in the Gummel iteration. 
Starting from functions (1/;(i), cp~l, cp~\ new functions (1/;(i + 1l, cp){ + lJ, cp~ + 1l) are 
obtained by successively solving the linear systems of equations that are 
obtained by linearizing the semiconductor equations with respect to the associ­
ated variable, 

-div(µ,,i,grad.f;(i+I)) + 

(l+.f;U+IJ_.f;(il)n(il -(1+.p<;J_.f;(i+lJ)/il =D, 

-divµ,n(gradn(i+lJ - n(i+l)grad.f;(i+l)) = -R, 

-divµ,p(gradp(i+l) + p(i+llgrad.f;(i+l)) = -R. 

(1.22a) 

(1.22b) 

(1.22c) 

Gummel's iteration has the advantage that the discrete systems involved are 
linear and that the iteration is more robust than standard Newton methods, i.e. 
it often converges even if only a poor initial guess is available. In Gummel 
iteration the matrix of the Poisson equation (1.22a) is symmetric and positive 
definite, whereas the matrices of the continuity equations (1.22b-c) are in gen­
eral asymmetric. The solution of these linear systems of equations is often 
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approximated by iterative methods. For the Poisson equation the coefficient 
matrices are symmetric so the classical conjugate gradient (CG) method can 
be used, e.g. with an incomplete Cholesky factorization ( cf. [32]) as the precon­
ditioner. The coefficient matrices for the continuity equations are non­
symmetric, and different types of iterative methods are proposed, like the Con­
jugate Gradient Squared (CGS) [18, 32], the generalized minimum residual 
algorithm (GMRES) [18] and the bi-conjugate gradient squared (BiCGS) 
method [ 17]. Recently good results have been reported for a stabilized version 
of the last algorithm (BiCGSTAB) [17,49]. Often incomplete LU decomposi­
tions (ILU) are used for preconditioning, but good results are also obtained by 
e.g. ILLU (cf. [53]). Linear multigrid algorithms for solving the discretized 
continuity equations in Gummel's iteration have been proposed e.g. by 
Fuhrmann [12] and Reusken [35]. 

However, when the equations are strongly coupled, Gummel's iteration con­
verges slowly, so coupled approaches, like the classical Newton's method, are 
more attractive. It is well known that Newton's method may converge 
extremely slowly, or even diverge, if the initial iterate is not sufficiently close to 
the solution. Therefore Newton's method is modified in two ways. To avoid 
overshoot a global damping parameter can be introduced in Newton's method 
(cf. [2, 9]), and if the Jacobian is nearly singular a multiple of the unit matrix 
can be added to the Jacobian matrix (cf. [1]); in fact these modifications may 
be combined, but still there is no guarantee that the iteration will converge if 
the problem is very nonlinear, because the Jacobian may change too much 
during the iteration. As before, the solution of the linear equations in 
Newton's method can be approximated by preconditioned conjugated gradient 
methods ( cf. [32]). 

Another approach to the iterative solution of the coupled semiconductor 
equations is to apply the nonlinear multigrid method (cf. [5, 16]). Hemker [20] 
introduced a nonlinear multigrid method for a cell-centered finite volume 
discretization for the one-dimensional device equations. A special feature of 
this multigrid method is that it employs a current conserving prolongation. 
Constaple and Berger [8] elaborated on this approach and presented a non­
linear multigrid method for a vertex-centered discretization of the two­
dimensional problem. 

In these two multigrid methods the grids are constructed in different ways. 
For a cell-centered finite volume discretization it is natural to refine the cells, 
and a cell-centered muhigrid algorithm is obtained. On the other hand, for the 
vertex-centered scheme it is more natural to refine the mesh by adding grid 
lines, and a vertex-centered multigrid algorithm is obtained. Tht importan 
difference between these two multigrid approaches is that in vertex-centered 
multigrid the nodes of the coarse grid coincide with nodes on the fine grid, 
whereas this is not the case in ceU-centered multigrid. For cell-centered mul­
tigrid the coarse and fine grid cells are nested. We will compare both these 
approaches in Section 7. 
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1.5. OUTLINE 

This monograph is based on a number of reports and papers [21, 25-29] that 
appeared or that are forthcoming. An outline of the monograph is as follows. 
In Chapter 2 we consider a dual mixed finite element discretization of the sem­
iconductor equations, based on lowest order Raviart-Thomas elements on rec­
tangles (cf. [341). The discretization is changed by applying a quadrature rule 
to the integrals that appear in the discretization. By this quadrature rule we are 
able to retain the Scharfetter-Gummel discretization of the fluxes; the resulting 
scheme is equivalent to a cell-centered finite volume discretization. We show 
that the use of the quadrature rule does not affect the accuracy of the original 
mixed finite element discretization. 

For the efficiency of any multigrid method the choice of a proper relaxation 
procedure is of prime importance. In Chapter 3 we consider relaxation 
methods for the systems of equations obtained by the dual mixed finite ele­
ment discretization. By showing the equivalence of the weak formulation of 
the mixed finite element discretization and two constrained optimization prob­
lems we are able to prove convergence for two relaxation methods: a Vanka­
type relaxation (cf. [48]) and a superbox relaxation (cf. By local mode 
analysis we study the feasibility of these relaxation methods as smoothers in 
the multigrid algorithm. It turns out that the Vanka-type relaxation is the 
most efficient. 

In Chapter 4 we carry out a two-grid analysis for the combination of 
Vanka-type relaxation and the canonical grid transfer operators, that are 
induced by the Raviart-Thomas elements. It appears that for the one­
dimensional Poisson equation the canonical grid transfer operators can only be 
used in combination with Vanka-type relaxation if the grid points are ordered 
red-black. Convergence is not guaranteed if lexicographically ordered Vanka­
type relaxation is used. Surprisingly, in the two-dimensional case the Vanka­
type relaxation can be used with either of the two types of ordering. 

In Chapter 5 we present a basic multigrid method for the dual mixed finite 
element discretization of the semiconductor equations as developed in Chapter 
2. The multigrid method is based on the canonical grid transfer operators and 
a collective Vanka-type relaxation. As in the one-dimensional case (cf. [54]) it 
appears to be necessary to apply a local damping of the restricted residual in 
the coarse grid correction of this cell-centered multigrid method. Under these 
conditions we observe a fast and nearly grid independent convergence behavior 
of the nonlinear multigrid iteration for a simple diode model problem. 

As the semiconductor equations are singularly perturbed (cf. [24]), we may 
expect that the dependent variables vary rapidly in small parts of the domain, 
so it is attractive and efficient to use adaptive local mesh refinements. In 
Chapter 6 we present a dual mixed finite element discretization on an adaptive 
grid. The discrete equations thus obtained are solved iteratively by means of 
the dual version of the full multigrid algorithm (cf. [19]). Consistent with this 
algorithm we use the relative truncation errors between the coarse and fine 
grids as the refinement criterion for the automatic, adaptive mesh refinement 
scheme. The effectiveness of the scheme is demonstrated for a realistic bipolar 
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transistor problem. 
In the final Chapter we also consider the primal mixed finite element 

discretization of the semiconductor equations. By this discretization we obtain 
a scheme that is equivalent to the vertex-centered finite volume discretization; 
this system of discretized equations is solved by a vertex-centered multigrid 
algorithm. Here it is shown that it is not necessary to apply the local damping 
of the restricted residual in vertex-centered multigrid, provided that injection is 
used for the restriction of the residual. It is well known that injection is usu­
ally too inaccurate a grid transfer operator for second order differential equa­
tions. However, by means of Fourier two-grid analysis we show that it is pos­
sible to construct a smoothing operator that indeed yields well-behaved two­
grid algorithms. To compare the cell-centered and vertex-centered multigrid 
algorithms in practice we consider two test-problems: a MOS-transistor and an 
LDDMOS-transistor. In numerical experiments it appears that the vertex­
centered multigrid approach is more efficient and robust than the cell-centered 
multigrid technique. It is shown that in typical situations the multigrid 
method is an efficient and robust solution method for the large system of non­
linear equations that arise from the discretization of the semiconductor equa­
tions. Moreover, it is shown that the computing time needed is indeed propor­
tional to the number of discretization cells/points in the grid. 
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Chapter 2 

Dual mixed finite element discretization 

2.1. INTRODUCTION 

In this Chapter we consider the dual mixed finite element discretization in the 
form we use it for the semiconductor device equations. The primal mixed 
finite element discretization is presented in Chapter 7. The mixed finite ele­
ment method offers a way to generalize the essentially one-dimensional 
Scharfetter-Gummel scheme to two dimensions, while a well developed conver­
gence analysis is available. To derive the discretization of the semiconductor 
equations, we study the standard second order elliptic boundary value problem 

div(A grad u) = f, onQ, 

u = g, on8QD, 

n·Agrad u = 0, onoQN, 

A >0. 

(2.1) 

The domain Q is an open, bounded region in !Rn, n = 1,2, with a piecewise 
smooth boundary o!J, 8QD and 8QN denote the parts of the boundary with Dir­
ichlet or homogeneous Neumann boundary conditions, respectively, and n is 
the outward normal unit vector at the boundary. A is in principle an n Xn­
matrix, but for our purposes it suffices to take A a scalar function. For the 
semiconductor equations written in this form (cf.(1.11)) we observe that A and 
fare nonlinear functions of the independent variables (if;, <1>11 , <l'>p)-

In Section 2.2 we introduce some notation and develop the weak formula­
tion of problem (2.1). As an example of the dual mixed finite element method 
we discretize a one-dimensional linear source problem in Section 2.3. By 
means of a simple numerical example we show that the discretization is not 
stable, but by using a quadrature rule in the evaluation of the integrals appear­
ing in the discretization we are able to obtain a stable scheme; this can also be 
considered as lumping (cf. In Section 2.4 we derive a dual mixed final element 
discretization of the model problem (2.1) in two dimensions that is based on 
the lowest order Raviart-Thomas elements on rectangles ( [9]).To obtain a 
stable scheme we again use a quadrature rule to lump the discrete system. In 
Section 2.5 we present a standard error estimate for the mixed finite element 
discretization and we study the influence of the aforementioned quadrature 
rule on the accuracy of the discrete approximations. In Section 2.6 we finally 
apply the the mixed finite element method (with lumping) to the 
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semiconductor equations in two dimensions. We obtain a scheme that is 
equivalent to a cell-centered finite volume discretization, where the fluxes 
between the control volumes are approximated by the Scharfetter-Gummel 
scheme. The advantage of this way of deriving the discrete equations is that in 
the multigrid method the Raviart-Thomas elements give rise to a sequence of 
nested approximating subspaces, so natural prolongation and restriction opera­
tors are suggested by the discretization. 

2.2. PRELIMINARIES 

We start by introducing some notation. As usual the Sobolev-spaces W"'·P(Q) 
are defined by 

W"'·P(Q) = { u I Dau E LP(Q), 0,;;;; Jal,;;;; m }, 

H"'(Q) = W"'· 2(Q), 

with seminorm 

and norm 

I 

Julm,p,Q = ( ~ f JD"ujP dQ) P 
lal=m Q 

J_ 

llullm,p,Q = ( ~ JuJf,p,n)P, 
o,;;;;/,;;;;m 

llull,,, 00 n = max supJD"ul, 
· ' o,;;;;1a1,;;;;m n 

llullm = llullm,2,Q, 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

where D" denotes the distributional derivative of order a. L 2(Q) is the Hilbert 
space of square integrable functions on Q with inner product ( ·, ·) and 
Hsc(div, Q) is the Hilbert space of vector functions with Lebesgue integrable 
divergence, 

HBC(div, Q) = {a\ a E (L 2(Q))2 , diva EL 2(Q), n · o = 0 on SQN }, (2.8) 

with inner product 

(a, r)H = (a, r) + (diva, divr). 

To discretize (2.1) we introduce a new independent variable a and split the 
second order differential equation (2.1) in a system of two first order 
differential equations: 

CJ -Agradu = 0, on Q, (2.9a) 

diva= f, on Q, (2.9b) 

u = g, on 8Q0 , (2.9c) 

n·CJ= 0, on SQN· (2.9d) 

In the dual version of the mixed finite element method it is assumed that CJ 
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is a much smoother quantity than u because A may be a rapidly varying func­
tion, so one assumes that oEHBc(div,O) and u EL2(Q). This is in contrast 
with the primal version of the mixed finite element method where we take 
o E (L 2(0))2 and u E H 1(0). In this Chapter we only consider the dual version 
of the mixed finite element method, the primal version is discussed in Chapter 
7. 

For ease of notation we write V = H 8 c(div, Q) and W = L2(0), and we 
introduce the bilinear forms a: V X V - IR and b: V X W - IR that are defined 
by 

a(a,T) = f A- 1a·Td0, 
n 

b(a, t) =ft divo-dO. 
n 

(2.10) 

(2.11) 

Using this notation we write (2.9) in its weak form: find (o, u) E VX W such 
that 

with 

a(o, T) + b(-r, u) = (g, T),mD, 'fh E V, 

b(o, t) = (j, t), 'v't E W, 

(g,T)1inv = f gT·nds, 
,'lQD 

(2.12a) 

(2.12b) 

(2.13) 

(j, t) = f ft dQ. (2.14) 
n 

The boundary term (g, · ),mD stems from the application of Green's theorem. 

2.3. DISCRETIZATION OF THE 1D MODEL PROBLEM 

As an example of the dual mixed finite element method we consider the linear 
source problem on the unit interval, 0 = [O, I] C IRI 1, with homogeneous boun­
dary conditions, 

a - grad u = 0, 

divo - cu = F(x), 

u(O) = u(l) = 0, 

(2.15a) 

(2.15b) 

(2.15c) 

c is a nonnegative constant. This is a special case of the standard problem 
(2.9) with A= I, g =O and j(u, x) = cu + F(x). 

We decompose the domain O into a set of N uniform cells Oi,, 

ni _ [ (i - I) i ] 
•~h- ---;.;--· N' i =1, · · · ,N, (2.16) 

of size h = ~. On this mesh we introduce the lowest order Raviart-Thomas 

elements. On each cell 01, the characteristic function e1, E L 2(0) is 
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e~(x) = . . { 1, X E Q~, 

0, x G'= Qh, 
(2.17) 

For every edge El, at x = Jh of a cell Q~ we introduce the piecewise linear 
function f./, E HBc(div, Q), 

(2.18) 

where 8 Jk denotes the Kronecker delta. Our discrete approximation spaces are 
defined by 

Vi =span(£/,) C V, 

W,, = span (e~) C W, 

and the discrete approximation (111,, u,,) of solution (11, u) is 

111, = ~ al,£/,, 
j=O,N 

u,, = ~ u~ e~. 
i=l,N 

(2.19) 

(2.20) 

To discretize (2.12) we replace V and Win (2.12) by Vi and w,,, respectively, 
and use £h and e~ as the test functions. After division by h for proper scaling, 
the resulting algebraic system for (a1,, u,,f, i.e. the column vector of the 
coefficients { al,, u~ }, is - -

[ a; b,, l [<!._" l = [ Q l-
b,, c,, 1.:!:_h !!_1, 

The matrix elements in this system are 

and 

l 
6' IJ-kl=I, 
2 
3 , j=k, j=l,···,N-I, 

I 
3 , j=k, j E {0,N}, 

0, otherwise, 

h' l 1 

l . . 
(b1,)1; = h f e1,div£h dQ = + _!_ 

n h' 

j =i -1, 

j =i, 

otherwise, 0, 

(2.21) 

(2.22a) 

(2.22b) 

(2.22c) 

(2.22d) 
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This discretization is not stable in the sense that the matrix biah 1bh - eh, 
obtained after elimination of ah, is not always an M-matrix. We show this by 
means of a simple example (ct. [8]), but first we recall the definition of an M­
matrix. 

DEFINITION 2.1. A matrix a is an M-matrix if its off-diagonal elements are 
non-positive, a;,J,;;;; 0 for i =/= j, and if it has a positive inverse. 

EXAMPLE 2.1. For a mesh that consists of three cells, i.e. N = 3, we have 

biah 1bh-ch= 5
5
4 -3 4 -3 + 9c O 1 0, [ 

6 -3 I [1 0 0 l 
1 -3 6 0 0 1 

so biah 1b1, - eh is not an M-matrix. For Poisson's equation (c =O) we find 
that bI ah 1 b1, has a positive inverse, but in the more general case c > 0 we 
have 

with 

- 5 
C =-c 6 . 

For c > 6 we observe that the inverse of bI ai;1 b1, - c,, is no longer a positive 
matrix, and the discretization is unstable in the sense that the matrix obtained 
after elimination of a,, is not an M-matrix. 

In literature two possible remedies to this stability problem can be found. 
For Poisson's equation (c = 0) we can use use the hybrid mixed finite element 
method (cf. [11]): the flux ah is assumed to be piecewise linear, and the con­
tinuity of <J1, at the edges is enforced by Lagrange multipliers. The other possi­
bility was proposed by Polak c.s. [8], viz. to lump the matrix a1,. We proceed 
by working out these two approaches for problem (2.15). 

To define the Lagrange multipliers we introduce on each internal edge 
EL j fie {O,N}, the function et 

-J( ) _ {l, x = jh, 
e1, X -

0, x =/= jh, 
(2.23) 

and the 'half tent' function tV = e~£i E ( L 2(Q)) for EJ, E g,{. In addition to 
the approximating subspaces V,, and Wh in (2.19) we define 

j 
M,, = span (e1,), 

H,, = span (£}/). 

(2.24) 

The functions a 7, E Hh are not necessarily continuous at the edges El,; we 
denote the left and right limit values of a7, at EJ, by O';, I I and a7, I j, 
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respectively. The hybrid mixed finite element discretization of (2.15) reads: 
find (o~, u~, A1,) EH,, X W,, XMh such that 

f o~-,.hdQ+~ f u~divThdQ=~AhUh)(ThlJ-,.1zl 1), VT1, EH1,, 
n ; n; i 

~ j t1,diva; dQ = 0, Vt1, E W1,, 
i Q;, 

~ Jl,1,Uh)(o~ I J -o~ Ii ) = 0, Vµ,1, E M1,. 
j=l,N-1 

(2.25) 

The third equation guarantees that u~ E H 8 c(div, Q). The algebraic system, 
that results from (2.25), is 

a,, bh 11, 

bI c,, 0 

•I o o 
The matrix elements in this system are 

J 
3 , j = k, for j E 1 · · · 2N, 

and 

I 
6 , j = k + I = 2i, for i E 1 · · · N, 

l 
6 , j = k - 1 = 2i - 1, for i E 1 · · · N, 

0, otherwise, 

j = 2i, for i E 1 · · · N, 

h, j =2i -1, for i E 1 · · · N, 

0, otherwise, 

! + .l ;· = 2/ for l E 1 · · · N - I 
h' ' ' 

(l1z) JI = - .l_ ;· = 2! + I for l E 1 · · · N - 1 h' ' . , 

0, otherwise. 

(2.26a) 

(2.26b) 

(2.26c) 

(2.26d) 

(2.26e) 

If u,, and uh are eliminated from (2.26) we get a system of equations for the 
Lagrange multipliers only, 

(2.27) 

with 

(2.28) 
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For Poisson's equation (c =O) the matrix gh is always an M-matrix ([2]),but 
for c > 0 this is not always the case. We show this by means of an example. 

EXAMPLE 2.2. For N = 3 we have 

_ 18 [12+4c gh---
c+l2 c-6 

C -6 J 
12+4c 

with inverse 

_ 1 c + 12 [12+4c 6-c l 
gh = 54(5c +6)(c +6) 6-c 12+4c ' 

so for c > 6 we find that g1, is no longer an M-matrix. 

We conclude that in the general case c > 0 the introduction of Lagrange 
multipliers does not solve the stability problem. Therefore we consider the 
other possibility: lumping of the matrix ah. 

We change the discretization a little by approximating the integral in 
(2.22a) by a repeated trapezoidal rule, 

(2.29) 

(a1i)pc ~ (ah)jk = ½ ~ (f.h(ih)£1,(ih) + !h((i - l)h)e:1,((i - l)h)). 
i=l.N 

By this quadrature ah 1S approximated by a diagonal matrix; effectively the 
matrix ah is lumped: 

ea,,\, ~ { 
1, j=k, j <I: {O,N}, 
I 

j=k, j E {0,N}, 
2' 

0, otherwise. 

When '!__h is eliminated from the lumped system, we obtain 

3+ch 2 -1 

-1 2+ch 2 -1 

-1 2+ch 2 -1 

-1 3+ch 2 

(2.30) 

, (2.31) 

which is equival~i;it to the system one obtains by a finite volume discretization. 
The matrix 1:>Ia1, bh - c1, in (2.31) is an M-matrix for all values c ;;;,, 0, so we 
conclude that by using the quadrature rule (2.29) we have obtained a stable 
discretization of the linear source problem (2.15). Moreover in Section 2.5 we 
show that the order of convergence of the approximations is not influenced by 
the use of the quadrature rule. 
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2.4. DISCRETIZATION OF THE 2D MODEL PROBLEM 
For the discretization of the model problem (2.9) in two dimensions we assume 
that Q c~ be ~vided by a regular partitioning in open disjoint, rectangular 
cells Qi, Q = U Q1

• (When no confusion arises we drop the subscript h.) On 
this rectangular grid we define lowest order Raviart-Thomas elements ([9]).0n 
each cell Qi we have the characteristic function ei and for each edge 
Ei, Ei ~ 8QN, of a cell Qi we define the 'tent function' £.J, i.e. the vector func­
tion of which each component is piecewise linear on each Qi and which 
satisfies £.J · nk = 81k, where nk denotes the unit vector normal on the edge Ek 

in the positive coordinate direction; 8Jk is the Kronecker delta. Furthermore 
we introduce the function i E L 2(Q) for the cell edges Ei, Ei ~ 8QD, 

-J {1, xEEi, 
e (x) = . 

0, X ff:. £I 

and the 'half tent' function f.i,J = eif.J E (L 2(Q))2 for Ei c ~t (Ei ~ 8QN)- As 
in the one-dimensional case our discrete approximation spaces are defined by 

Vi = span (fi) C V, 

Wh = span (ei) c W, 
j 

Mh = span (e ), 

Hh = span (fi,J). 

(2.32) 

The spaces Mh and Hh are needed in the hybrid mixed finite element discreti­
zation of (2.9). The mixed finite element discretization of (2.9) formulates as 
follows: find (oh, uh) E Vi X Wh such that 

(2.33a) 

(2.33b) 

The integrals (g, 'Th) and b('Th, th) are easily evaluated. As was shown in 
Section 2.3 , it is advantageous to use a quadrature rule for the evaluation of 
the integrals a(f.i, f.k) that lumps the matrix ah. Moreover, we also need a qua­
drature rule for the evaluation of the integrals (j, th)- We approximate these 
integrals by a repeated, weighted trapezoidal rule for rectangles, 

f w(x)z(x)dQ = ~ f w(x)z(x)dQ 
Q i Q' 

= ~ ~ z(xi·") f w(x)dQ + 0l(w, z), (2.34) 
i v=l,2,3,4 Q'·" 

where xi,v are the four vertices of Qi, and Qi,v the four quarter rectangles, parts 
of Qi, associated with these vertices, respectively ( cf. Figure 2.1 ). In the next 
Section we give an estimation of the error term 0l(w, z). 

For the approximation of a(f.i, £.k) we use (2.34) with w =A_, and 
z = f.J · f.k. As in the one-dimensional case the bilinear form a ( ·, ·) is approxi­
mated by a diagonal bilinear form a(·,·): 
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x;,1 x;,2 
~----~----~ 

Qi,I 

------:::--r--- -:::- -

FIGURE 2.1. Subdivision of cell Qi for quadrature rule. 

FIGURE 2.2. Dual cell Lli; related to edge Ei. 
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(2.35) 

Here Ai, = U {Q;,, I ~f• n Ek =/=- 0 }, i.e. Ai, is the dual box related with the 
edge Ek ( cf. Figure 2.2). 

If (j, th) is also approximated by (2.34), now with w = th and z = f, we 
obtain from (2.33b) 

with 

. . . . . . I . 
VQ': ~ hld'•lal = area (Q') 4 ~ f(x'·'), 

j v= 1,2,3,4 

{

+l, if Ei is a N- or E- edge of Qi, 

di,J = -1, if Ei is a S- or W- edge of Qi, 

0, otherwise, 

(2.36a) 

(2.36b) 

and hi the length of edge Ei. We notice that (2.36) implies discrete current 
conservation. 

In our calculations on adaptive grids (Chapter 6) we will need approxima­
tions for the potentials u at edges of cells. It is known that the Lagrange mul­
tipliers that appear in the hybrid mixed finite element discretization are a good 
approximation for these values (cf. [11). As in Section 2.3 we use the discon­
tinuous tent functions £.i,J as test and trial functions in equation (2.33), and 
introduce Lagrange multipliers A1, to enforce sufficient continuity of oh. 

The augmented variational equations read: find (o7,, u;,, A1,) E H1, X Wh XM1t 
such that 

(2.37) 

~ f A -ia;, ·-rh dQ + ~ f u;,div-rh dQ = ~ ifi,Ah-rh ·nds, V-r1, E H 1,, 
i Q' i Q' I lit/, 

~ f t1,diva;, dQ = ~ f ft1, dQ, 
i Q' ; Q' 

~ f µ,ha;, · nl ds = 0, 
j El 

The third equation guarantees that o7, E Hsc(div, Q), hence in the interior of 
the domain the solution of (2.37) coincides with the solution of (2.33). The 
approximations of u at the edges Ei are the coefficients Ai in 
A1, = '":i. JA.Ji E M1,. If lumping is used, the Lagrange multipliers A.I on the 
interior edges El can be expressed in the values of u' in the adjacent cells 
Qi, i = R,L. Using the half tent functions £.L,j and f.R.J as test functions in 
(2.37) we obtain 

al f A - I dQ + uL = +Ai, 
QL nil~ 

al f A- 1 dQ-uR = -Ai, 
Q,, n ili 
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so 

f A - I d~ f A - I dQ 

'},,.i = UL g_R_n_b._~--- + uRg _L_n_t._~---

f A - I dQ f A - I dQ 
(2.38) 

6.~. 6.{-

For A constant this comes down to linear interpolation. 

2.5. ERROR ESTIMATES 

In this Section we give a standard error estimate (cf. [4]) for the mixed finite 
element discretization (2.33) and we study the influence of the quadrature rule 
(2.34) on the accuracy of the discrete solution. We assume that A and f are 
given functions and for simplicity we assume homogeneous boundary condi­
tions (g = 0). 

On the partitioning of the domain Q we introduce a norm 
J_ 

llull 111,p,b. = (~ llullt1,p,o;)P, 

llullm,A = llullm,2,A· 

(2.39) 

(2.40) 

The projection operators II%: V - Vi and II½: W - Wh are defined by ( cf. [9]) 
-J . -J IIa (e , a)E1 = (e , ho)E1 , 

(e;, u) = (ei, II½u), 

with 

-i 1-i ;· d ( e , o) £' = e· o · n s. 
El 

(2.41) 

(2.42) 

(2.43) 

For these projections on the lowest order Raviart-Thomas elements the diver­
gence operator and the projection operator commute (cf. [3]): 

div II% = II% div. 

Furthermore, we have (cf. [5]) 

IIII%ollv,;; Cllollv, Vu E V 

(2.44) 

(2.45) 

For the dual mixed finite element discretization of (2.33) the following result is 
known ([3]). 

THEOREM 2.1. If the domain Q is such that the problem div (grad u) = w with 
homogeneous Dirichlet boundary conditions is regular, i.e. for each w EL 2(Q) 
there exists a unique solution u E H 2(Q) with llulli,;; Cllwllo, and if a(·,·) is 
L 2 -coercive, i. e. 

3 C > 0 : a(o-,-r) ~ Cllallo 11-rllo, Vo-,-r E V, (2.46) 

then problem (2.12) has a unique solution (u,u) and problem (2.33) has a unique 
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solution (<11,, u1,). Moreover there exists a C > 0, independent if h, such that 

llo - a1,llo,;;;; Chllull2, 

lldiv(a - a,,)llo,;;;; Cllull2, 

llu - u1, Ila ,;;;; Ch llu 112-

PROOF. For a proof see [3]. D 

The accuracy of the quadrature rule (2.34) is stated in the following lemma. 

LEMMA 2.1. For.functions w, z E C2(n;) we have 

27 

If wz dQ - ~ ~ z(x") f w dQ I,;;; Ch 2 llwzl12.I,il· (2.47) 
Q i V Q'·" 

PROOF. The quadrature is exact on Qi for all constant functions z, and also 
for constant functions w and linear functions z, so by using Taylor expansions 
around the centre x; of Qi we obtain 

f wz dx - ~ z(x") f w(x)dx I 
Q' V Q'·' 

,;;;; If [z(x;) + (x-x;)·gradz(xi)]w(x)dx -
Q' 

~ [z(x;) + (x"-x;) · gradz(xi)] f w(x)dx I+ Ch 2 llwzll2,1,n; 
V Q~ 

=If [(x-x;)· gradz(x;)]w(x)dx -
Q' 

~ [(x" -x;) · grad z(x;)] f w(x) dx I + Ch 2 llwz 11 2, 1,i;i-

v Q'··· 

,;;;; I f [(x -x;) · grad z(x;)][ w(x;) + (x -x;) · grad w(x;)] dx -
Q' 

~ [(x" -x;) · grad z(x;)] f [ w(x;) + (x - x;) · grad w(x;)] dx I 
V [)'"" 

= I f [(x -x;) · grad z(x;)][(x -x;) · grad w(x;)] dx -
Q' 

~ [(x" -x;) · grad z(x;)] f [(x -x;) · grad w(x;)] dx I 
V Q'·' 

+ Ch 2 llwz1'2.1.n' 
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so 

If wz dfl - ~ ~ z(x') f w(x)dQ I 
0 i • O'·' 

We are now ready to estimate the influence of the use of quadrature in the 
discretization. We split this influence in errors that are induced by the use of 
quadrature for the right hand side (j, th) (cf. Theorem 2.2), and errors that are 
induced by the use of quadrature for a(£/,,£¾) (cf. Theorem 2.3). As th is 
piecewise constant, the use of (2.34) is equivalent to replacing f by a piecewise 
bilinear interpolation function f h and using exact integration. Therefore we 
write the approximation of (j, th) by the quadrature rule (2.34) as <f h, th)-

THEOREM 2.2. Let (ah, uh) be the solution of 

a(ah, -rh) + b(-rh, uh) = 0, V-rh E Vi, 
b(ah, th) = (j, th), Vth E W1i, 

and let (ah, uh) be the solution of 

a(ah, -rh) + b(-rh, U1i) 

b(ah, th) 

Under the conditions of theorem 2.1 we have 

I A 2 
loh - ohllo ,,s;;;; Ch llfll2,A, 

lluh - u1illo ,,s;;;; Ch2 llfll2,A-

A 2 A A 

lloh - ohllo:.;;; Cl a(oh - oh, oh - oh) I 
= q b(oh - ah, uh - uh) I 
= Cl<J - /h, uh - uh)I 

2 A 

,,s;;;; Ch llf (uh - uh)ll2,1,L1 
2 A 

,,s;;;; Ch llfll2,Alluh - uhllo-

(2.48) 

(2.49) 

(2.50) 

(2.51) 

Suppose that 1/; is the solution of div(gradi[;) = uh - uh. Let -rh = rr,;gradi[;, 
then 

so 
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Hence 

lluh - uhll5 = lb('Th, uh - uh)I 

= I a(ah - oh, Th) I 
¾ Cllah - ohlla IIIIh gradlfllla 

¾ Cllah - oh Ila llgradlflllv 

,;;;; Cllah - 01,lla lluh - uhllo-

lluh - uh Ila ¾ C llah - ah Ila. 

Combining (2.51) and (2.52) proves the theorem. □ 
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(2.52) 

Before we state a theorem on the influence of the use of quadrature in the 
evaluation of a(·, · ), we remark that the space Vi has the following inverse 
property: 

(2.53) 

In the proof of the theorem we need the following estimate for the norm 
II· 11 2.1.ti that appears in the right hand side of (2.47). 

LEMMA 2.2. Let ah, Th E V,, then 

llah ·Thll2,1,ti,;;;; Cllahllv IIThllv, 

with C independent of h. 

PROOF. By repeated use of Cauchy's inequality we obtain 

llah · 'Th lb, 1.ti = ~ ~ JIDa(ah · 'f1,)I dfJ 
i 1a1,;;;2 n' 

,;;;; C ~ ~ ~ JID"'ah,dl ID"'rh,dl dfJ 
i lal,;;;2 d=x.y Q' 

o:1+a1=a 

l I 

¾ C ~ ~ ~ [j!Da, a1,,dl 2 dfJ]1 [f lD"'rh,dl 2 dfJ]1 
i lal,;;;2 d=x,y Q' Q' 

a:1+a::2=a: 

(2.54) 

I I 

¾ C [~ ~ ~ JID"ah,dl 2 dfJ]' [~ ~ ~ JID"r1z,dl 2 dfJ]'. 
i lal,;;;2 d=x,yQ' i lal,;;;2 d=x,yQ' 

For ah E V,, we have 

~ ~ ~ f ID"a1,,,tl2 dfJ 
i lal,;;;2 d=x,y Q' 

= ~ f (lah,x 12 + lah.y 12 + 1axah,x 12 + 1a yah,y 12) d&.t 
i Q' 
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THEOREM 2.3. Let (111,, u1,) be as in Theorem 2.2, and let (C11,, u1,) be the solution 
of 

b(oh, t1,) 

If a(· , · ) is such that 

(2.55) 

3 ah > 0: a( Oh, 111,);;,,, ah 11111, 115, 'rf ff E Vi (2.56) 

and the conditions of theorem 2.1 hold, then 

ll01, - 111, Ila ~ Ch 2 IIA - i 112 00 n ah I lloh II v, (2.57) 

llu1, - U1, Ila ~ Ch 2 IIA - I 112 00 n(a1, -l ll01, II V + 1101, II V ). (2.58) 

Moreover, {f !loll v is bounded then ll0-1, II v and ll01, II v are bounded. 

PROOF. Subtracting (2.55) and (2.49) yields 

b(o1, - 01,, t1,) = 0, 'rt t1, E W1,, 

so 

b(u1, - 6h, div(u,, - 0-1,)) = lldiv(u1, - oh)ll5 = 0. 

By using (2.47), (2.54), (2.56) and (2.60) we obtain 

ah ll0-1, - fi1, 115 ~ a(o,, - 01,, 01, - fi1,) 

~ I a(o-1z,ii-1z - 01,) - a(o1,, 61, - 01,) I 
+ I a(u1,, uh - 01,) - a(u1,, 61, - 01,) I 

= I a(ah, o,, - o,,) - a(o-1,, o" - 0-1,) I 
~ c h2IIA -la" •<u" - a1,)ll2 1 !:,. 

~Ch 2 IIA- 1 ll2,oo,D ll0-1,·(01, -a,,)ll2,1,1:,. 

~Ch 2IIA- 1ll2oon llu1,llv ll01, -o,,llv 

= C h2 IIA -I 112.oo,n 1101,llv ll01, - 01,llo-

(2.59) 

(2.60) 

This proves the first part of the theorem. Next suppose that ./; is the solution 
of div(grad.f;) = 111, - u1,. Let T1, = II);grad.f;, then 

llu1, - U1, 116 = I b(T1,, 111, - u1,) I = I a(uh, 'Th) - a(ah, 'T1,) I 

~ I a(o1, - a1z, r,,) I + I a(u1,, -r1,) a(a1,, 'T1,) I 

~ C(llo-1, - u1,llo ll-r1,llo + h211A - 1u1, ·T1,l'2. 1,1:,.) 
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,;;;; C h2 IIA - i 112,00,!.l(ah - I lloh II vll'T1, llo + 1101, II V lh·1, II V) 

,;;;; C h 2 l1A _, ll2,oo,!.l(a1, - 1 llo-1,llv + 1101,llv) II gradivllv 

,;;;; C h 2 IIA - i 112,oo,!.l(a1, - I 1Ja1, II V + 1101, II V) llu1, - U1, llo, 

Now it remains to prove that llo-1, II v and 1101, II v are bounded. It follows from 
Theorem 2.1 that llo-1, II v is bounded; from (2.50), (2.57) and (2.53) we obtain 

llo-,, - 0"1, II V,;;;; Ch llf 112,t. 

and 

llo-1, - 01, II V,;;;; Ch IIA - I 112,00,!.JGI, - 1 1101, II v, 

therefore we conclude that Ila,, II v and llu11 II v are bounded. □ 

Combining the theorems 2.1, 2.2 and 2.3 we conclude that the quadrature 
rule (2.34) does not spoil the order of accuracy of the discretization, because 
the errors introduced by the quadrature are of the same or lower order than 
the discretization errors. 

2.6. DISCRETIZATION OF THE 2D SEMICONDUCTOR EQUATIONS 

To discretize the semiconductor equations we apply the discretization scheme 
presented in Section 2.5 to the system of equations written in Slotboom vari­
ables 

d . · - -if;m _ +i/;m + D lVJi/;-e 'l'p e '¥ 11 , 

divj 11 = +R, 

divjp = -R, 

ji/! = - /Lf grad iv, 

jn = +µne+fgrad<I>n, 

jp = -µPe-fgrad<I>p, 

(2.61a) 

(2.61b) 

(2.61c) 

(2.61d) 

(2.61e) 

(2.6 lf) 

i.e. we apply the discretization procedure with u = (iv, <I>,,, <I>p), o = (jif;, j 11 , jp) 
and A = ( - µif;, + µ11 exp( +iv), - µ Pexp( -i/;)), respectively. In order to obtain 
the usual definition of (jif;,jn,jp) (cf. [7]) we allow negative values for A. It 
appears that if lumping is used, we retain the Scharfetter-Gummel discretiza­
tion [10] of the fluxes. For the continuity equations A_, is the exponentially 
varying function A _, = e ±if;. If we approximate iv in ~ i by a linear function, 
interpolating iv from its values ivR and ivL in the neigh boring cells Qi, i = R, L 
we obtain 

with 

f ef dfJ = area (~1,) Bexp 1 (ivR, ivL), 
t.; 

Bexp(x, y) = 

(2.62) 

(2.63) 
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So for an edge Ei with adjacent cells Qi, i = R,L, we obtain from (2.61) and 
(2.62) 

. hi - R - I. 

jf, = +1 µ 11 Bexp(-1/f,-if;L)(e </>,, -e </>,,), 
aE 

(2.64) 

. hi + R +;.'· 
j~ = - 1 µPBexp(+if;R,+1/i)(e <l>r - e "'"), 

aE 

with hi the length of Ei and a~= area(~{). Moreover for a cell Qi with 
edges Ei, j =n,e,s, w we have 

with 

h 11 JJ +heJi-hsJ't-hwjJ =a;(e<1>;.-iJ!_eiJ)-<1>;,+D), 

h";·n + he;·e _ hsj·s _ hwj·w = +ai R (,Ii ,1..i r1.J) n n n n 'f' , 'Pn, '+' p , 

hnJ; + he j~ - hs j~ - h w J; = -a; R (f' </>~, </>~), 

D = ¾ ~ D(x;•''), 
v=l,4 

(2.65a) 

(2.65b) 

(2.65c) 

a; the area of cell Qi, hi the length of the edge Ei, D the given dope function 
and R the recombination rate of electrons and holes. 

We observe that the variables Ji, j-f, and j~ may be eliminated to yield a 
scheme that is equivalent to the usual box scheme (see e.g. [7]) in the interior 
of the domain Q. However the geometry of our discretization is cell-centered as 
opposed to the usual box scheme that is vertex-centered. 

Finally, to obtain values of the potentials at the edges, we calculate the 
Lagrange multipliers Ai, Af, and A}, for the semiconductor equations. For an 
edge £1 with adjacent cells QL and QR we find for Poisson's equation ( cf. 2.38) 

. aRif;L + aLif;R 
°Ai = -~-~-, (2.66a) 

. aL + aR 

and for the continuity eqations 

and 

I L I R 

1 aRe<l>r Bexp 1(if;R, Ai)+ 1 aLe1'P Bexp · 1(Ai, 1/i) 
eA;, == ------------------­

½<aL + aR)Bexp- 1(if;R' if;1') 

e -A;= e -<1>'.,(e-,J/' -e -A;)+ e -<1>~(e ·A'. _e-f1
) 

e-f" - e-f' 

(2.66b) 

(2.66c) 
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We remark that (2.66) comes down to linear interpolation for Poisson's equa­
tion and exponential interpolation for the continuity equations, as was used for 
the one-dimensional case by Hemker [6]. 

2.7. CONCLUDING REMARKS 
We have derived a dual mixed finite element discretization of a model problem 
on a rectangular grid. The straightforward discretization is not stable in the 
sense that the system of eqations obtained after elimination of the variable " is 
an M-matrix. Therefore we use a quadrature rule that lumps the discrete sys­
tem; after the elimination of a we do obtain an M-matrix. We prove that the 
use of this quadrature rule does not influence the accuracy of the discrete 
approximation. When applied to the stationary semiconductor equations, we 
obtain a generalization in two dimensions of the classical one-dimensional 
Scharfetter-Gummel scheme. 
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Chapter 3 

Optimization problems and relaxation methods 

3.1. INTRODUCTION 

In this Chapter we show that the variational formulation of the mixed finite 
element method is equivalent to a constrained optimization problem for a class 
of nonlinear problems. Moreover, we present two different relaxation methods 
for those problems that minimize appropriate functionals. In this way their 
convergence can be proved. By local mode analysis we further study the feasi­
bility of these relaxation methods as smoothers in a multigrid algorithm. 

As a starting point for our discussion we take the variational formulation 
(2.12): find (a, u) E VX W such that 

a(a, -r) + b(-r, u) = (g, -r),mD, \;;/-r E V, 

b(a, t) = (j, t), \;;ft E W 

(3.la) 

(3.lb) 

It is well known that for f = F(x) problem (3.1) can be considered as a con­
strained minimization problem of the energy functional with (3.1 b) as the con­
straint (cf. [2]). Schmidt and Jacobs [4] showed that also for linear sources 
f = cu + F (x), with c ;;;,, 0, problem (3.1) can be reformulated as a constrained 
minimization problem. We consider the class of nonlinear sources f = f (x, u), 
with 

f(x, u) = F(x) + '!f(u(x)), (3.2a) 

and '!f: IR ➔ IR strongly (positive) monotone (cf. e.g. [3], appendix A), i.e. 
'!f E C 1 (IR ) and F' bounded away from zero, i.e. there is a /3 > 0, such that 

(3.2b) 

Also for this kind of nonlinear sources f it is possible to reformulate problem 
(3.1) as a constrained minimization problem with (3.lb) as the constraint. We 
remark that the class of nonlinear problems that we consider includes the non­
linear Poisson equation in the semiconductor equations (2.61a), if <Pn and c/>p 
are given: 

(3.3a) 

and 

(3.3b) 
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Instead of using (3.1 b) as the constraint, it is also possible to formulate the 
variational problem (3.1) as an optimization problem with (3.la) as the con­
straint. In Section 3.2 we present these two different optimization problems 
and prove that they are both equivalent to problem (3.1 ). 

For the discretized version of (3.1), i.e. with V = Vi, and W = Wh (cf. Sec­
tion 2.4), we consider two relaxation methods. In [4] Schmidt and Jacobs 
present a superbox relaxation for the linear source problem with homogeneous 
Neumann boundary conditions. As the relaxation minimizes the energy func­
tional and all iterates satisfy the constraint (3.1 b ), they are able to prove con­
vergence of the superbox relaxation method. We extend this approach to the 
nonlinear case and to more general boundary conditions in Section 3.4. Before 
that, we present in Section 3.3 a relaxation method proposed by Vanka for the 
solution of the incompressible Navier-Stokes equations, that is easily adapted 
for the mixed finite element discretization. When the discrete equations are 
lumped, the iterates in this Vanka-type relaxation satisfy the constraint (3.1 a). 
Therefore we can also consider Vanka-type relaxation as the minimization of a 
functional and prove its convergence for the nonlinear problem. 

Guaranteed convergence is of course a nice property for a relaxation opera­
tor, but it does not imply that the relaxation operator is useful as a smoother 
in a multigrid algorithm, where the relaxation operator should remove high fre­
quency Fourier components in the error. For both superbox relaxation and 
Vanka-type relaxation we carry out a Fourier local mode analysis for the linear 
source problem f = cu + F(x) with c ~ 0. It is found that Vanka-type relaxa­
tion is the more efficient smoother. 

3.2. OPTIMIZATION PROBLEMS 

In this Section we show the equivalence of the variational problem (3.1) and 
two constrained optimization problems. We start by defining the subspaces 
Av,As c VX Win which one of the constraints (3.la) or (3.lb) hold: 

(3.4a) 

and 

As= { (11, u) E VX WI b(o, t) = (f, t), Vt E W}. (3.4b) 

We notice that the vector space A v is convex, i.e. for ( o 1, u 1 ), ( o- 2 , u2 ) E A v 
we have 

for\ E [O, l]. 

The minimizing functionals are defined by 

F 1\o-,u)=fa(o-,o)+ f Rv(x,u(x))dx 

and 

[I 

F5 (o-, u) = fa(o,o-) ~ (g, o-) 811 /J + f Rs(u(x))dx, 
Q 

(3.5a) 

(3.5b) 
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with R v : ~ X R - R defined by 

aRv(x,u) 
au =f(x,u) 

and Rs: R -R defined by 

dRs (u) 
du = u </f'(u). 

Chapter3 

(3.6a) 

(3.6b) 

In the following two examples we give these functions R for the linear source 
problem and the nonlinear Poisson equation in the semiconductor equations. 

EXAMPLE 3.1. In the linear source problem we have f = F(x) + cu, so 

Rv (x, u) = uF(x) + ½cu2, (3.7a) 

Rs(u) = ½cu 2• (3.7b) 

EXAMPLE 3.2. In the nonlinear Poisson equation (2.61a) f is as in (3.3a), so 

Rv(x,i.f;)=e>[,-.p, +e<P,->[, _Di.f;, (3.8a) 

Rs(i.f;)=(ir-l)e>/1-<P,, -(ir+l)e<P,->/1_ (3.8b) 

The optimization problems for the continuous problem (3.1) are stated in the 
Theorems 3.1 and 3.2; for the discrete problem the corresponding optimization 
problems are given in the Theorems 3.3 and 3.4. From (3.5a), (3.6a) and 
(3.2) we see that the functional Fv is convex. As A v is a convex space and Fv 
is a convex functional we can prove the uniqueness of the solution of problem 
(3.1) with f as in (3.2). In the proofs we make use of the following Taylor 
expansion: if R E C3(R) then 

-

j (R(u(x)+t(x))-R(u(x)))dx 
n 

with t(x) = u(x) + µ(x)t(x) and O ,;;;; µ,;;;; 1. 

THEOREM 3.1. Suppose that problem ( 3.1) has a solution ( o, u ). If a ( · , · ) is 
L 2-coercive and <if E C3(R) is strongly monotone then the solution (o, u) is unique 
and Fv has a unique global minimum in Av for (o, u). 

PROOF. Let (o,u) be a solution of problem (3.1) then (o,u)EAv_ If 
(o+A'T, u+At) E Av, with A ER, then (3.4a) with o as the test function 
implies 

a(A'T,o) + b(o, At)= 0. (3.9) 
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Using (3.5a), (3.9) and a Taylor expansion of R v we obtain for /\. small enough 

Fv(o+I\.T, u+M)- Fv(a, u) 

1\.2 
=l\.a(o,T)+-a(T,T)+ f (Rv(x,u+l\.t)-Rv(x,u))dx 

2 Q 

1\.2 aRv 1\.2 a2Rv 
= l\.a(o, T) + -a(T, T) + /\.(-c1-, t) + -2 (--,, t

2 ) + 0(/\.3) 
2 u u au-

1\.2 1\.2 
= -1\.b(o, t) + 2 a(T, T) + l\.(j, t) + 2 (S'Y'(u), t 2 ) + 0(/\.3) 

This shows that Fv has a local minimum in A v for (a, u). 
As A v is a convex space and Fv is a convex functional, Fv has at most one 

global minimum (see e.g. [1 ]), so if (3.1) has a solution then this solution is 
umque. D 

THEOREM 3.2. Let a(-,·) be L 2-coercive and S'Y E c3(~) strongly monotone. If 
S'Y: ~ ~ Ill is invertible and qy- i E c 0(~) then (a, u) is the unique solution of 
( 3.1) if and only if Fs has a unique local minimum in As for ( o-, u ). Moreover, 
any local minimum of Fs in As is also the global minimum. 

PROOF. Let ( a, u) E As be the unique solution of (3. l ). For 
( o-+ h, u + l\.t) E As we obtain from (3.4b) with u as the test function and /\. 
small enough 

b(h, u) = (f(x, u +At) - f(x, u), u) 

1\.2 
= (MS'Y'(u) + 2 t 2S'Y"(u), u) + 0(/\.3 ). 

Using (3.5b), (3.6b), (3.10) and a Taylor expansion of Rs we obtain 

Fs(a+h, u+l\.t) - P'(a, u) 

1\.2 
= l\.a(o,T) + 2 a(T,T) -1\.(g, T),m" + f (Rs (u +At)-R8 (u))dx 

Q 

(3.10) 

1\.2 dRs 1\.2 d 2 R 8 
= l\.a(a,T) + -a('r,T) - /\.(g, T),m + A(-d, t) + -2 (--2-, t 2 ) + 0(A3) 

2 "Jl u du 

= l\a(o,-r) + ~ a(T,T) - (Ag, T) 0Q0 + l\.(uS'Y'(u), t) + ;\; (uS'Y"(u), t 2 ) + 

/\.2 
2(S'Y'(u), t2) + 0(/\.3) 
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This shows that ps has a local minimum in As for (o, u). 
Conversely, suppose that Fs has a local minimum in As for (o, u). Due to 

the fact that <!I has a continuous inverse we can find for all r E V and A, 
0 ~ l'A/ « 1, a t E W such that (o+ .\r, u +'At) EA s_ This implies 

a(o, Ar)+ b('Ar, u) - (g, h)m;iv = 0, 

so (o, u) is the solution of (3.1). As (3.1) has at most one solution (cf. 
Theorem 3.1 ), we conclude that any local minimum of Fs in As is unique. 
Finally, if (o, u) is the solution of (3.1) and (u+r, u+t) EA''> then using (3.10) 
we obtain 

Fs(o+r, u+t)- P'(o, u) 

= ½a(T,r) + a(o,r)- (g, -r)w" + f (Rs(u +t)-Rs(u))dx 
Q 

= ½a(-r,T)- b(r, u) + f (Rs(u +t)-Rs(u))dx 
Q 

= ½a(r,r)- (j(x, u+t)- f(x, u), u) + f (Rs(u +t)-R5 (u))dx 
Q 

= ½ a( r,-r) + f ( Gu(t(x)) - Gu(O)) dx, 
Q 

with Gu: IRI ➔ IRI defined by 

Gu(x) = Rs (u + x) - u <!J(u + x). 

For this Gu we have 

G11 '(x) = (u + x)<!J'(u + x) - u<!J'(u + x) = x!ff'(u + x), 

so Gu has a global minimum for x = 0, and therefore we conclude that Fs has 
a global minimum in As for ( o, u ). □ 

The problem of solving the discretized equations, i.e. find (ah, u1,) E Vi, X J1iJ1 

such that 

(3.11a) 

(3.11 b) 

with Vi and Wh the spaces spanned by the lowest order Raviart-Thomas ele­
ments (cf. Section 2.4) can also be considered as a constrained minimization 
problem. The subspaces in which the minima are to be found, i.e. the con­
straints, are the discrete equivalents of A v and As, 



Vanka-type relaxation 39 

(3.12a) 

Af = { (ah, uh) E Vi X Wh I a(ah, Th)+ b(Th, uh)= (g, .,.h>anD, "ilTh E Vi} 

and 

A~= { (ah, uh) E Vi X wh I b(ah, th) = (j, th), 't/th E Wh}- (3.12b) 

The variational formulations for the discretized problem (3.11) are now stated 
in the Theorems 3.3 and 3.4. 

THEOREM 3.3. Let the bilinear form a : Vi X Vi ➔ II? be L 2 -coercive, and let 
<ifE C 3(11?) be strongly monotone then (ah, uh) is the unique solution of (3.11) if 
and only if Ff has a unique minimum in Af for (ah, uh)-

PROOF. It follows from the proof of Theorem 3.1 that any solution (ah, uh) of 
problem (3.11) is unique and that Ff has a global minimum in Af for (ah, uh)­
Conversely, let (ah, uh) be a local minimum of Ff in Af_ In the finite dimen­
sional case we can find for any th E Wh a Th E Vh such that 
(ah+.,.h,uh+th)EAf_ As Af is convex we observe that 
(ah +;\.,.h, uh +Ath) E Af for O,;;;; ;\,;;;; 1. If Ff has a local minimum for 
(ah, uh) then for O,;;;; ;\ « l we have b(ah, Ath) = (j, Ath)- So (ah, uh) is also 
the unique solution of (3.11). □ 

THEOREM 3.4. Let the bilinear form a : Vi X Vi ➔ II? be L 2 -coercive, and let 
<if E C3(11?) be as in Theorem 3.2, then (ah, uh) is the unique solution of (3.11) if 
and only if F~ has a unique minimum in A~ for (ah, uh)-

PROOF. This is a consequence of Theorem 3.2. □ 

We notice that the equivalence of the variational formulations and the 
optimization problems also holds in the case that the discrete equations are 
lumped (cf. Section 2.4), because the bilinear form a(·,·) in (2.35) is sym­
metric and L 2 -coercive. 

3.3. V ANKA-TYPE RELAXATION 

In [6] Vanka proposes a relaxation method for the discretization of the 
incompressible Navier-Stokes equations on a staggered grid with pressures at 
the cell centres and velocities at the cell edges. In the relaxation the cells in 
the grid are scanned in some pre-determined order. When a cell is visited the 
pressure related with that cell, and the velocities at its four edges are relaxed 
simultaneously. After updating the pressure and the velocities the next cell is 
visited. 

This relaxation procedure can be seen as a block Gauss-Seidel relaxation, 
but we notice that during a single relaxation sweep the velocities are updated 
twice. Of course we can define a block Gauss-Seidel method in which the pres­
sure in a cell and the velocities at only two of its edges are updated 
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FIGURE 3.1. Relaxation subdomain for Vanka-type relaxation. 
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FIGURE 3.2. Relaxation subdomain for superbox relaxation. 
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simultaneously; this is sometimes called three-point Vanka relaxation. How­
ever, in Section 3.5 we show that three-point Vanka-type relaxation can not be 
used as a smoother for the mixed finite element discretization of Poisson's 
equation. 

It is straightforward to generalize Vanka relaxation to the system of equa­
tions obtained by the mixed finite element discretization. During each visit to 
a cell nc we relax the variable uc and the variables al, j =n,e,s,w, that are 
defined at the edges El of the cell nc (cf. Figure 3.1). For a rectangular grid 
with mesh size (hx, hy) this means that we solve the system of equations 

with 

h n + h e _ h s _ h w _ h J Gi:'( c) _ rt· xa ya xa ya x1y!f u -r, 

an,n a" + a"·s as - _I_( u" - uc) = - a"·N aN, 
h,. 

ae,e ae + ae.w aw _ __!__(ue -uc) = -ae,E aE, 
hx 

as.sas + as·"a" __ I_(uc -us)= -as,sas, 
h_,. 

aw,waw + aw,eae _ _!__(uc-u"') = -aw,W aw, 
h, 

t I . t 
al• c = __ (_n_c_) a(f.l,, E!,), 

area~" 

P = jF(x)dx. 
Q' 

(3.13) 

(3.14) 

(3.15) 

Dirichlet boundary conditions, Ei C 8Qn, are treated by replacing ul in (3.13) 
by the Dirichlet boundary condition gl, gl = (g, £1,>sa,,, and in case of homo­
geneous Neumann boundary conditions, El C 8QN, we replace the correspond­
ing equation in (3.13) by the dummy equation al= 0. 

If the discrete equations are lumped, we trivially eliminate the fluxes a.I from 
(3.13), in order to obtain 

with 

hx I h v 1 hx 1 h v 1 _ . (-- + -· - + -- + -· -)uc + hxh .~:t(uc) = 
h a" h ae h a8 h aw J )' X _y · X 

a.I = --1--a(f.l,, £i). 
area(Qc) 

We rewrite the equation (3.16) as 

J(u) = c 1u + c 2 '!f(u) = c, 

(3.16) 

(3.17) 
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with c 1, c2 > 0. From the f~ct that '!I is continuous and strictly (positive) 
monotone, we conclude that f is continuous and strictly (positive) monotone. 
Moreover, we have 

-
Jim j(u) = + oo 

U-----++OO 

and 
-

lim j(u) = - oo, 
u~-oo 

therefore we conclude that (3.17) has a unique solution u for any c E lR , thus 
problem (3.16) has a unique solution for any right hand side. 

For the lumped equations the al only depends on the u;, i =L,R, in the 
cells Qi adjacent to the edge E1 . As u; is always updated simultaneously with 
a1, it is a property of Vanka-type relaxation that all equations related to the 
the edges are satisfied as soon as a complete relaxation sweep has been per­
formed. This makes it possible to consider Vanka-type relaxation, applied to 
the lumped equations, as the minimization of the functional FJ: in the sub­
space Af (cf.3.12a). Suppose that we have sorp.e ittErate (01,, u1z) E AJ:. We 
minimize FJ: (a1z +71z, U1z + t1z) in Af for (71z, t1i) E V1z X Wh, with (cf. Figure 3.1) 

-Vi, = span(fh, £;;, f.1i, t:in, 
-

W1z = span(eh)-

It follows from the proof of Theorem 3.1 that F((o1z+T1z, u1z+t1z) has a unique 
minimum in Af for the unique solution of (3. 13). 

The fact that this local minimization procedure has a unique solution c,m 
be used to prove that Vanka-type relaxation applied to the lumped equations, 
is convergent. 

THEOREM 3.5. Suppose that a(',·) is L 2 -coercive, f is as in (3.2), and problem 
(3.11) with lumping has a unique solution (a1z, u1i), then Vanka-type relaxation 
converges to (<11z, U1z). 

PROOF. Suppose that the domain Q is covered by N cells Q'. Let the operator 
S v.n denote the updating of cell Qi, i = n mod N in the m th relaxation sweep, 
m = I + n div N, so 

(o-(n+Il,u(n+l)) = sVn (o-("l,u(n)). 

The sequence Ff,'(0< 11 >,u< 11 l) is monotonically decreasing and bounded from 
below by Ff,'(oh, uh), with (01,, u,,) the unique solution of (3.11). This implies 
that the sequence Ff (a<11 l,i/11 l) is convergent. Now suppose that the sequence 
(o-<"1,i/11 l) does not converge, then there is at least one Qi such that the 
sequence (<J(nN+il,u(nN+iJ) does not converge. This contradicts the conver­
gence of the sequence Ff,'(a<nl,u(n)) because the local minimization problem 
has a unique solution. Suppose that 

lim(o(11 l,u\11l) = (o-*, u*), 
n----,.·'X:i 
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then 

lim(b(,/,ei,) - (j, e~)) = 0, 
n->oo 

with i=n modN; as we sweep over all cells Qi and (a',u*) E Ar,' we conclude 

(o* ,u *)=(oh, uh)- □ 

3.4. SUPERBOX RELAXATION 

In [4] Schmidt and Jacobs propose a relaxation for the linear source problem 
with homogeneous Neumann boundary conditions. During the relaxation we 
sweep over a number of relaxation subdomains, and minimize the functional 
Fr, within those relaxation subdomains. Extending the approach of Schmidt 
and Jacobs to the case of Dirichlet boundary conditions, we define the follow­
ing relaxations subdomains: superboxes that consist of four cells with a com­
mon vertex (cf. Figure 3.2), and single cells with at least one edge El part of 
the Dirichlet boundary, i.e. El C 8QD· 
In the first case Fr, is mirumized over the degrees of freedom inside the four 
cells, i.e. ui, i =ne,se,sw,nw and al, j =n,e,s,w, while the fluxes al at the 
external interfaces El, j =nne, · · · ,nnw, (cf. Figure 3.2) are kept fixed; thus 
ensuring that after relaxation the conservation law (3.11 b) holds in all cells 
outside the superbox, provided that the conservation law holds there prior to 
relaxation. In the case of a single cell Qi we minimize the functional Fr, over 
u; and al, with El C 8QD· The fluxes ak at the edges Ek not part of the Diri­
chlet boundary are kept fixed. 

We proceed by showing that these local minimization problems are uniquely 
solvable. From the proof of Theorem 3.2 we see that minimization of Fr, with 
respect to the variables inside the superbox is equivalent to solving the system 
of equations (cf. Figure 3.2) 

an,nan - hx -l(une -unw) == -an,wnw awnw - an,ene aene, 

ae,e ae - hy - I ( une - use) = - ae,nne anne - ae,sse asse' 

as,sas _ hx -icuse -u·"v) = -as,eseaese _ as.wswawsw, 

aw,w a"' - hy -I (unw -usw) = -aw,nnw annw - aw,ssw assw' 

- h ae - h a" - h h '!f'(u"e) = - h anne - h aene - F"e 
X _y x_y X y , 

+h ae _ h as_ h h w:-(use) = +h asse _ J, aese _ Fse 
X y X yJ X ')' , 

+hxaw + hyas - hxhy'!f'(uS)'') = +hxassw + hyaws1v - Fsw, 

-h aw + h a" - h h '!f'(unw) = -h a1111 w + h awnw - F"w 
X )' X)' X _y , 

(3.18a) 

(3.18b) 

(3.18c) 

(3.18d) 

(3.18e) 

(3.18f) 

(3.18g) 

(3.18h) 

with al•k and Fi as in (3.14) and (3.15), respectively. By adding the equations 
3. l 8e to 3.18h, we observe that this system of equations is singular in the -so 
far excluded- case '8"=0. When '8"=0 and the sum of the right hand sides of 
3.13e to 3.13h vanishes, the linear system (3.18) has a one-dimensional mani­
fold of solutions. Schmidt and Jacobs treat this special case by replacing one 
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of the equations 3.18e-3.18h by the requirement that the average of the u' 
should not change during relaxation of the superbox. i.e. they require 

u 11e + use + usw + unw = constant. 

In Section 3.5 we study this treatment of the case ~t=O by means of local 
mode Fourier analysis. We remark that from the numerical point of view the 
system (3.18) always becomes singular in the limit case of vanishing mesh size. 

The fact that the solution of (3.18) minimizes a functional is now used to 
prove that problem (3.18) has a unique solution. 

LEMMA 3. l. Let the bilinear form a : V,, X V,1 ---, IR be L 2 -coercive. and let §" be 
as in Theorem 3.2, then problem (3.18) has a unique solution. 

PROOF. First we prove uniqueness of the solution of (3.1 and then 
existence. Suppose that (3.18) has two solutions (a 1• u') and , u/). After 
elimination of ai and 'c/ and by using the mean value theorem we can write 
(3.1 Se-h) as a system of linear equations for the differences ui - if: 

c" +c" +Sf'ne e 0 -en -c ul/e ,...ne 
- !I 0 

e ce + c" + C!f''se -cs 0 -c zr'" 
.,._se 

0 - 11 

0 -c' c' + c"' + <!f''.m -c11· l["' 
,,,.sw 

0 - u 
-c,, 0 w cw +c" +1t'J1H' -c untt· ,...nw 0 - u 

with 

19) 

and 

From (3.2b) it follows that the matrix is an M-matrix. so 11 1 - i/ = 0, and 
therefore any solution of (3.18) is unique. 

To prove that a solution of (3.18) exists we first consider the problem of 
minimizing F1;' in a relaxation subdomain that consists of two cells with a com­
mon edge. Suppose that we have some iterate ' u1,) E , If we take. for 
example, the relaxation subdomain that c~:msists of Q'"' and onw, minimization 
of Fl(a1, +r11, uh +t1,) in l\.i[ for (r1,, !1z) E V1, X J,V1,. with Figure 3.2) 

is equivalent to solving the eqations (3.18a), (3.18e) and (3.18h) for a", une and 
unw. After elimination of a" we obtain 
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cn(une - unw) + hxh/f(une) = rne, 

cn(unw - Une) + hxh/f(unw) = rnw, 

45 

(3.20a) 

(3.20b) 

with en as in (3.19) and rne, ,nw the appropriate right hand sides. After elimi­
nation of unw from (3.20a) we obtain one nonlinear equation for une that can 
be written as 

(3.21) 
-

with c 1, c2 , c3 > 0. As '!I is continuous and strictly monotone, we find that f 
is continuous and strictly monotone. Moreover, because '!I: IR - IR is inverti­
ble we have 

lim '!J"(u) = + oo, 
u➔ +oo 

lim §'(u) = - oo, 
U➔ -OO 

and therefore 
-

lim f(u) = + oo, 
U➔ +OO 

-
lim f(u) = - oo. 

U➔ -OO 

So (3.21) has a unique solution une for any c E iR . Therefore the minimization 
problem for the two adjacent cells has a unique solution. 

Now we consider the following relaxation procedure for the solution of 
(3.18): sweep over the edges Ej, j =n,e,s,w, and minimize Ff in the relaxation 
subdomain that consists of both cells adjacent to Ej. As just shown this 
minimization problem has a unique solution, and therefore the sequence 
Ff(a<n),u(n)), with (a(n),u(n)) the iterate after n relaxation steps, is monotoni­
cally decreasing. From (3.6b) we obtain 

u s - u 

Rs(u) = Rs(0) + j dR _(u) du= Rs(0) + ju'!f'(u)du ~ Rs(O), 
o du o 

and because 

(g, E:i)sg,0 = 0, for j =n,e,s,w, 

we conclude that for any iterate (oh, i:y,) E ~i: the functional ~(fih + .. h, uh +th) 
is bounded from below for (Th, t1,) E Vi X w,,, with (cf. Figure 3.2) 

-Vi = span(c;:, E:h, 11.'fi, ci:'), 
-

Wh = span(eh\ Cf,e, e-J:'', e;:w). 

The sequence Fi; ( a(n), u(n)) is monotonically decreasing and bounded from 
below, so it converges. From the fact that the local minimization problem is 
uniquely solvable, and that all edges Ej, j = n, e,s, w are visited during the 
relaxation, we conclude that (a<"l,uM) converges to the unique solution of 
(3.18). □ 



46 Chapter 3 

After having proved that the mmumzation problem for the superbox is 
uniquely solvable, we still need to prove that the minimization problem for sin­
gle cells with at least one edge part of the Dirichlet boundary is uniquely solv­
able. In this case, after elimination of the fluxes, we obtain a nonlinear equa­
tion of the form(3.l 7), so it has a unique solution. Now we are able to prove 
that superbox relaxation applied to (3.11) converges. 

THEOREM 3.6. Suppose that the bilinear form a : Vi X - ~ is L 2 -coercive, cg; 
is as in Theorem 3.2, and problem (3.11) has a unique solution (oh, uh), then the 
superbox relaxation converges to (ah, uh)-

PR00F. This proof is completely analogous to the proof of Theorem 3.5. □ 

3.5. LOCAL MODE ANALYSIS 

In this Section we study the feasibility of Vanka-type relaxation and superbox 
relaxation as smoothers in a multigrid algorithm. For the sake of completeness 
we consider both the usual five-point Vanka-type relaxation and the three­
point Vanka-type relaxation. As a model problem we take the two­
dimensional linear source problem (cf. Example 3.1), with f = su + F(x) and s 
a non-negative constant, which includes the case of Poisson's equation (s = 0). 
This problem is discretized on a uniform square grid by the mixed finite ele­
ment discretization as described in Chapter 2. In all relaxation methods that 
we consider in this Section we assume that the cells are ordered row-wise 
(from left to right), with the rows being ordered from bottom to top. We start 
our discussion with the three-point Vanka-type relaxation, because it is the 
most simple to analyze. 

In a three-point Vanka sweep all variables are updated only once, so starting 
from some approximation { at a;,u;} we obtain a new approximation 
{a~, a~, u' }. The relation between the corresponding error quantities is for 
convenience also denoted by a{, a; and u;. When the cell W is visited, we 
solve the following algebraic system for a:, a; and ,f (cf. (3.13) and Figure 
3.1): 

n: 

e: 

c: 

K<J; + (1-2K)a; + Ka; + fci( - u") = 0, 

E ( 2 _e _w l ( _c e _ 
Ka x + 1- K)a x + Ka x + h u - u ) - 0, 

(3.22a) 

(3.22b) 

(3.22c) 

I where K=0 denotes the lumped case (cf. (2.30)) and K= 6 the case that the 

discrete equations are not lumped (cf. (2.22a)). Starting with a Fourier error 
mode (ox, a y, u) = (a, b, c)eiw·x we obtain 
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_ 38, 8, II_;,_ 

n: Ke12 b + (l-2K)e 12b +Ke-, 2 b - fce' 8' C - c) = 0, (3.23a) 

38, Bx 0, 

e: K/2 a+ (l -2K)/2 a+ Ke -iT a fce;8'c - c) = 0, (3.23b) 

_8, 0, 8,. 8, 

c: fce'2 - e -,2 )a+ fce'2 - e -,2 )b - SC= 0, (3.23c) 

with (Ox, By)= (hwx,hwy)- Thus we obtain a relation between the error com­
ponents before and after relaxation 

[ ~] AV3[al ~ =S1, ~ . (3.24) 

A good smoother for a multigrid algorithm should reduce the high frequency 
error components efficiently, therefore -as usual- we define the smoothing fac­
torµ by (cf. [5]) 

AV3 
µV3 = supp(S1, (0)), (3.25) 

T11l'i'u 

with TH= (-;, ; ]2, T1, = (-w, w]2, and p( ·) the spectral radius. The first 

rows of the Tables 3.1 and 3.2 show the numerically evaluated smoothing fac­
tors µV3 of three-point Vanka-type relaxation for the lumped (K=0) and the 
non-lumped case (K= 1/6), respectively. We observe that three-point Vanka­
type relaxation is not a good smoother, in fact it diverges for the non-lumped 
case. 

103 102 101 100 10-1 10-2 10-3 0 

Vanka-3 0.004 0.038 0.286 0.800 0.976 0.997 1.000 1.000 
Vanka-5 0.002 0.019 0.143 0.400 0.488 0.499 0.500 0.500 
superbox 0.001 0.010 0.083 0.316 0.470 0.497 0.499 0.500 

TABLE 3.1. Smoothing factor µ depending on the source term sh 2 (with lumping). 

103 102 101 100 10-1 10-2 10-3 0 

Vanka-3 0.333 0.333 0.286 1.475 2.149 2.546 2.266 2.267 
Vanka-5 0.091 0.085 0.276 0.561 0.622 0.629 0.629 0.629 
superbox 0.329 0.301 0.211 0.298 0.430 0.445 0.447 0.447 

TABLE 3.2. Smoothing factor µ depending on the source term sh 2 (no lumping). 
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Next we consider five-roint Vanka-type relaxation. In a single relaxation 
sweep the fluxes { a{, a y} are updated twice; so we obtain new values 
{a~, a:, u'} by using intermediate values for { a{, a;}. The relation between 
the error quantities in a cell Qc is now (cf. (3.13) and Figure 3.1) 

38, fJ, (J\' ;~ ;~ -;-- I ;o -
n: Ke 2 b+(l-2K)e 2 b 1 +Ke 2 b-,;(e 'c-c)=0, (3.26a) 

~ t ~ 

e: K/2 a+ (l-2K)/2 a1 + Ke -,2 a - ¾<e 18'c - c) = 0, (3.26b) 

_e, _8,. _38,. 
,- -,-- -,-- I - -ie -

s: Ke 2 b 1 +(1-2K)e 2 b+Ke 2 b-,;(c-e 'c)=0, (3.26c) 

(3.26d) 

(3.26e) 

t ~ ~ 

w: K/2 a1 + (l-2K)e -i2 a + Ke -;2 a -}(c - e-;e'c) = 0, 

8.t Bx B, Or 
1 ;- -i-_ l i- -i-- -

c: -(e 2 a - e 2 a) + -(e 2 b - e 2 b) - sc = 0 h l h l , 

with a I and b I the intermediate values of a{ and a;., respectively. After elimi­
nation of these intermediate values we obtain a relation between the error 
components before and after relaxation as in (3.24). The second rows of the 
Tables 3.1 and 3.2 show numerical values for the smoothing factor µ,vs of 
five-point Vanka-type relaxation. We observe that the five-point Vanka-type 
relaxation is a good smoother not only for the lumped case, but also for the 
non-lumped case. 

Finally we consider the superbox relaxation. Here the fluxes a{ and a1, are 
updated twice in a single sweep, whereas the u; are updated four times. Figure 
3.3 shows how many times the variables associated to the cells and edges have 
been updated after relaxation of the shaded superbox. In this case the relation 
between the error quantities before and after relaxation is (cf. (3.18) and the 
Figures 3.2 and 3.3) 8 8 

i8 -i8 1 if -if n: Ke ·a+(1-2K)a 1 +Ke 'a 1 -,;(e c 1 -e c2)=0, (3.27a) 

. (Jy . fly 
;o -i8.- 1 ,- -,-

e: Ke 'b+(l-2K)b 1 +Ke 'b-,;(e 2 c 1 -e 2 c3)=0, (3.27b) 
8., 8, 

Kei8'a, +(l-2K)a+Ke-;8'a-}(/2 c3 -e -i2 c)=O, (3.27c) s: 
(J) 8, 

iO - -iO - I i-;, -i-;, -
Ke 'b+(l-2K)b+Ke 'b-,;(e ·c2 -e ·c)=0, (3.27d) w: 

8, 8, 8, 8, 
l iT - iT l ;7 -i2 _ 
,;(e a - e ai) + ,;(e b - e bi) - sc 1 - 0, (3.27e) ne: 

8, 8, 8, 8, 
I ;2 -iT- l i2 -;7- -
,;(e a 1 -e a)+,;(e b 1 -e b)-sc3 -0, (3.27f) se: 

~ ~ 8, 8, 
I~ -~ I~- -~-
,;(e 2 a - e 2 a)+ ,;(e 2 b - e 2 b) - SC= 0, (3.27g) sw: 

fJ" Bx (Iv ()1 l ;- -i- l i~ -;--
,;(e 2 a 1 -e 2 a 1)+,;(e 2 b-e 2 b)-sc2 =0, (3.27h) nw: 
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FIGURE 3.3. Number of updates of variables in superbox relaxation. 

K = 0 
I 

K=-
6 

ne 0.500 0.447 
se 0.500 0.447 
SW 1.000 l.000 
nw 0.500 0.447 
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TABLE 3.3. Smoothing factor µ,s of superbox relaxation for Poisson's equation. 
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with a 1, b 1, c 1, c2 and c3 the intermediate values. For the Poisson equation 
(s = 0) the system is linearly dependent, and we replace one of the equations 
(3.27e-h) by (cf. Section 3.4) 

(3.28) 

The last rows of the Tables 3.1 and 3.2 show numerical values for the smooth­
ing factor µs of superbox relaxation. We observe that the superbox relaxation 
is a good smoother just like five-point Vanka-type relaxation . We remark that 
the smoothing factor µ,s of superbox relaxation in the case of Poisson's equa­
tion depends on which of the equations (3.27e-h) is replaced by (3.28). This is 
shown in Table 3.3. If the equation for the se-cell is replaced, then superbox 
relaxation does not remove some high frequencies at all, and is thus useless as 
a smoother. 

Although the smoothing properties of five-point Vanka-type relaxation and 
superbox relaxation are comparable we remark that the superbox relaxation is 
more expensive in arithmetic operations. Suppose that a grid consists of N 
cells and that in both relaxation methods the fluxes are eliminated analytically. 
In the case of V anka-type relaxation we have to solve N equations in a single 
sweep, whereas in superbox relaxation we have to solve approximately N sys­
tems of 4 equations with 4 unknowns. This means that superbox relaxation 
requires at least 4 times as much work as Vanka-type relaxation. 

3.6. CONCLUDING REMARKS 
We have shown that the variational formulation of our mixed finite element 
discretization can be considered in two ways as a constrained optimization 
problem. For these optimization problems we have shown that superbox 
relaxation and five-point Vanka-type relaxation minimize appropriate function­
als, so their convergence can be proved for a class of nonlinear problems. By 
local mode analysis we have studied the feasibility of the two relaxation 
methods as smoothers for multigrid algorithms. It turns out that their smooth­
ing power is comparable, but that Vanka-type relaxation is much more 
efficient. 
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4.1. INTRODUCTION 

Chapter 4 

Two-grid analysis 

In this Chapter we carry out a two-grid analysis of the combination of mixed 
finite elements and Vanka-type relaxation. Therefore we consider the Poisson 
equation 

div (grad u) = F, on g, 
u = 0, on cm, (4.1) 

with g C !Rn, n =1,2. Problem (4.1) is discretized by the mixed finite element 
method based on lowest order Raviart-Thomas elements (see Chapter 2). To 
solve the linear system of equations resulting from the discretization we use a 
two-grid algorithm. For an introduction to two-grid algorithms the reader is 
referred to [1, 3]. The coarse grid gH in the two-grid algorithm is constructed 
by cell-wise coarsening. The spaces spanned by the Raviart-Thomas elements 
defined on these two grids, are nested, i.e. V H c Vi and W H c Wh, with Vi 
and Wh as in (2.19). Therefore canonical grid transfer operators are available; 
for the variable uh this is a piecewise constant interpolation. As a smoothing 
procedure in the two-grid algorithm we use the Vanka-type relaxation 
presented in Chapter 3. When the discrete equations are lumped (cf. Chapter 
2), Vanka-type relaxation is equivalent to point Gauss-Seidel applied to the 
system of equations from which the a 1, have been eliminated, i.e. a second 
order difference equation. However, it is well known that the piecewise con­
stant interpolation is too inaccurate to be used as a grid transfer operator in 
multigrid algorithms for second order difference equations. This brings us to 
the central question of this Chapter: is it advantageous to combine Vanka-type 
relaxation and the canonical grid transfer operators? 

To answer this question the two-grid analysis is carried out. In fact we do 
not only consider the case that the discrete equations are lumped, but also the 
case that they are not. In Section 4.2 we briefly review the mixed finite ele­
ment discretization for the 1D problem and we introduce a two-grid algorithm 
for the iterative solution of the system of linear equations. The Fourier 
representations of the different operators in the coarse grid correction are 
derived in Section 4.3. It is shown that the canonical grid transfer operators 
are accurate enough to be used in the two-grid algorithm, if we do not take 
relaxation into account. In Section 4.4 we analyze Vanka-type relaxation for 
the ID problem by means of a local mode Fourier analysis. In our analysis 
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we include the use of a relaxation parameter as well as different orderings of 
the grid points: lexicographical and red-black. Next we include the relaxation 
operator in the two-grid algorithm (Section 4.5). As expected the two-grid 
algorithm does not converge properly when the V anka-type relaxation with a 
lexicographical ordering of the grid points is used; however when a red-black 
ordering is used there are no convergence problems, independently of the fact 
that lumping is used or not. In Section 4.6 we extend our discussion to the 
two-dimensional case; for simplicity we only consider the case that the discrete 
equations are lumped. Here we do not find any convergence problems 
irrespectively of which ordering of the grid points is used in Vanka-type relax­
ation. Our conclusions are summarized in Section 4.7. 

4.2. PRELIMINARIES 

To discretize the problem ( 4.1) on the unit interval !J = [O, 1] C Iii , we decom­
pose the domain !J into a set of N uniform cells !J~ of size h =N- 1 (cf. Section 
2.3), N is even. The mixed finite element discretization by the lowest order 
Raviart-Thomas elements on this grid yields the linear system 

with 

(b,)p ~ l 
and 

h' 

1 
+h, 

0, 

K, 

1 - 2K, 
l 2 - K, 

j =i -1, 

j=i, 

otherwise, 

IJ-ki= 1, 
j = k, j = 1, · · · , N - 1, 

j =k, j E {0,N}, 

0, otherwise, 

(4.2) 

(4.3) 

(4.4) 

which implies both the lumped case (K=O) as well as exact integration (tc=¾)­

The discrete fine grid operator Lh: !R 2N + 1 - IR2N + 1 is now defined by the sys­
tem (4.2) 

L1, = [ a~ bh ]· 
bh 0 

(4.5) 

The coarse grid is obtained by cell-wise coarsening, i.e. by taking II =2h 
instead of h. As noted before the approximating subspaces are nested, hence 
the canonical grid transfer operators are available. The canonical prolongation 
P1,:~N+I -1R 2N+I is defined on the space of coefficient vectors ('!_H,':!_H?; it is 
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a piecewise constant interpolatioi:!.._ for u1, and a piecewise linear interpolation 
for 01,. The canonical restriction RH :IR12N + 1 - !RN+ 1 is the ad joint of P1,. The 
coarse grid operator is obtained by using the same discretization on the coarse 

grid QH as on the fine grid Qh· If exact integration is used (1r= ¾ ), we find 

that LH is the Galerkin approximation of Lh: 

(4.6) 

As smoothing operator Sh:IR1 2N+I -1R1 2N+I we use the Vanka-type relaxation, 
that is also called Symmetric Block Gauss-Seidel relaxation in the sequel. In 
1 D this means that in every cell Q~ the a~, a~ - l and u1, are relaxed simultane­
ously. Here we consider both the lexicographical (SBGS) and the red-black 
(SBRB) ordering of the cells in Vanka-type relaxation. 

Finally we define the two-grid error amplification matrix 

'1"2·"1 - Sv'(f P (L ·)- 1R- L )S"' 1' h - h h - h H H h. h , (4.7) 

where h: IR1 2N + 1 - IR1 2N-i-l denotes the identity operator and v1 ,v2 the number 
of pre- and post relaxation sweeps, respectively. 

4.3. COARSE GRID CORRECTION 

In order to derive Fourier representations of the different operators in the 
two-grid algorithm, we extend the domain to Q = IR1 and omit the boundary 
conditions. The coefficient vectors 0-1, and u1, are considered as grid functions 
defined on different discretization gr1ds 

"ll.1i.s = {(j -s)h, for j E 7L }, 

with 

f 0, 

s = I 1 2' 
The space of discrete L 2-functions on 71.1,," denoted by 

L h.s("ll.1,_,) = {/Ji,s I _{J,__1 : 7Lh,s - C ; h 2,,I /Ji,s{(/ -s)h) 12 < 00 }, 

j 

(4.8) 

is a Hilbert space. The Fourier transform FT(f1,,s) = /Ji,,: T1, - C of a Lh,s_ 
function is defined by 

.f1,_,(w)= 2,, e-i(j-s)hw!J,,,((j-s)h), (4.9) 
]Ell. 

with Th= [ - : , : ]. The inverse transformation is given by 

/Ji,sCU -s)h) = 2: j ei(J-s)hw.f1i,sCw)dw. 
WET;, 

( 4.10) 

By Parseval's equality the Fourier transformation operator FT: Lh,s - L 2(Th) 
is a unitary operator. 
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Convolution or Toeplitz operators Bh,s: L h,s,.....,, L h,s are linear operators, gen­
erated by a grid function bh,o E L h,o: 

Bdh,AU-s)h) = ~ bh,o(kh)fh,s<U-k-s)h), 

A 

The Fourier transform FT(Bh)=Bh of a Toeplitz operator Bh is defined by 
A A 

B1,(w) = b1,,o(w). (4.11) 

For example, the matrices a1, and b1, m (4.2) are Toeplitz operators with 
Fourier transforms 

(4.12) 

and 

(4.13) 

In order to obtain Fourier representations of the grid transfer operators we 
introduce the elementary prolongation P2,s: L H,s,.....,, L h,s, 

(P2,sf H,s)(U-s)h) = { f H,A7-s)h), j even, (4.14) 

0, j odd, 

and the elementary restriction RfJi,s: L h,s ,.....,, L H,s, 

(RfJi,sfh,s)(U-s)H) = J1,,s((2J-s)h). ( 4.15) 

Using (4.9), (4.10) and (4.15) we find that the Fourier transforms of !hs and 
0 , 

RH,sfh,s are related by 

(~f )(w) = eishw "" e-ip.rnfA (w+ p!!__) H,s h,s .:::., h,s h , 
p=O,I 

(4.16) 

with w E TH C T1,. Notice that RfJi s aliases the two frequencies 

{ w, w + ~ } E T1, with one frequency w E TH· The frequencies w E TH are called 

the low frequencies in T1, and the w E T1, ITH are called the high frequencies. 

Now every w E T1, can be written as a 2-vector (w+ p; ), p E {0, 1} on TH. 

Hence for .!'h,s E L 2(T1,) we may also use the notation f1,,s, where f1,_s is a 2-

vector with entries (1,,,(w+ p; ). Consistent with this notation, we write the 

Fourier transform B1,,s(w) of a Toeplitz operator as a 2 X 2-diagonal matrix 

B1,,,(w) with entries lh_s(w+ p; ), p = 0, 1. Any restriction operator RH,s, that 

is defined by a unique stencil, can be written as the combination of RCJi,s and a 
Toeplitz operator B1,. Hence the Fourier transform of RH,s is given by 

A AO A 

RH,s(w) = RH,s(w)B1,(w), (4.17) 
A A 0 

where RH,s(w) and RH,s(w) are 1 X2 matrices. 
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Analogous to the restriction we may write any prolongation P h,s as the com­
bination of P2,s and a Toeplitz operator Bh. The Fourier transforms off H,s 
and P2,s! H,s are related by 

--- 'TT I -ish(w-/''-) A 

(P2,s!H,s)(w+ph)= 2e h /H,s(w). (4.18) 

The Fourier transform of Ph,s =BhP2,s is in matrix notation 
A A A 0 
Ph,s(w) = Biw)Ph,s(w), (4.19) 

where Ph,s and P~,s are 2X I-matrices. For the canonical prolongation Ph (cf. 
Section 4.2) the grid functions that generate the Toeplitz operators are 

and 

bX,o = [ I I ] 

[ _21 b'l,,o = ½ l 
Using (4.18) and (4.19) we compute the Fourier transform of the canonical 
prolongation P h as 

cos2 .! 
2 

0 

. [P:(o>) 0 l . 2 8 0 Sill l 
Ph(w) = Au = 

8 ' 
(4.20) 

0 Ph(w) 0 cos 2 

0 
8 sin-
2 

~ 

with 0=hw. Thtz Fourier transform RH(w) of the canonical restriction RH is 
the transpose of Ph(w). 

The components of the Fourier transform of a grid transfer operator are tri­
gonometric functions of 0; this allows us to classify them according to their 
behavior in the case w fixed and h-O. Suppose that the F~mrier transfq_rms of 
a prolongation and its adjoint restriction are given by Ph,s(w) and Pis(w), 
respectively. The low frequency order mL of this grid transfer operator Ph,s is 
the largest number mL ;;a. 0 such that 

l\,s(w) = 1 +(9(0mL), for h-o, w ETH. 

The high frequency order mH of Ph,s is the largest number mH ;;a. 0 for which 

Ph,s(w+ ~) = (9(0m"), for h-o, w ETH. 

For the canonical grid transfer operators we have: m'i = 2, m'if = 2, ml= 2 and 
m'k = I. To avoid large amplification of high frequency errors, the high fre­
quency order mH should be at least equal to the order of the difference equa­
tion ( cf. [ 1, 21). As we are considering a system of first order equations, we 
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conclude that the canonical grid transfer operators are sufficiently accurate. In 
fact, the Fourier transform of the coarse grid correction operator Af2·0 is given 
by 

(4.21) 

+sin2 ~ 2 0 -cos 2 0 0 

. 2 8 
+cos2 f 0 0 -sm -

2 

A 0,0 h 8 h 8 • 2 8 _..!__sin8 Mh (w) = .. 8 1'L(2) .. 8 1'H(2) sm 2 2 
2,sm2 21sm2 

h 8 h 8 _..!..sin8 cos2 !!.__ . 8 1'L(2) . 8 1'H(2) 2 2 
21 cos2 21 cos2 

with 1'L(0) = sin20(1-12Kcos20), 1'H(8) = cos28(1-12Ksin28), and K as in (4.4). 
So, if it is assumed that infw ET" I w I is bounded away from zero by the boun­

dary conditions, we see that all elements of Af2·0(w) remain bounded for h~O. 
This implies that errors in (ah,uh) are not blown up by the coarse grid correc­
tion if h~o. 

4.4. V ANKA-TYPE RELAXATION 

In this Section we derive the Fourier representation of the smoothing operators 
SBGS and SBRB, i.e. the V anka-type relaxation with a lexicographical, red­
black, ordering of the cells, respectively. We start by treating the lexicographi­
cal ordering. In a single SBGS-sweep the ai are up.dated twice; so starting 
from initial values { ai,uO SBGS yields new values {ol,~ }, using intermediate 
values ii-{ If the cells are visited from left to right, the error quantities (also 
denoted by ai and ui) in a cell Q~ are related by 

1 (_; _i-1) _ O h ah-ah - ' 

Kai+I +(l-2K)o-i +Koi-l +..!.(ui+l_"ii)=O 
h h h hh h' (4.22) 

l 

Starting with a Fourier error mode ai=aeijhw and ui=be'U-,Jhw we see that 
. . • I 

al =aeijhw, ol =aeijhw and ul =b/U- ,Jhw. After elimination of a from (4.22) 
we obtain a relation between the error components before and after relaxation, 

(4.23) 
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with 

(4.24) 

.fl 

Ke'2 ( l -e;8) 
0 

-i-
Kh(K+(l-K)e16) e 2 (K+(l-K)e;0 ) 

AGS 
The spectral radius p( ·) and the spectral norm 11 · lls of Sh (w) are 

5Gs w = I l -2iKsin0 I 
p( h ( )) 2-2K-(1-2K)e-lO 

and 

respectively. By using ( 4.25a) the smoothing factor µGS, 

AGS 
µGS= sup p(S,, (w)), 

7T 2.;;101.;;,r 

(4.25a) 

(4.26) 

independent of h. 
From (4.25b) we see that 11si\w)lls becomes unbounded for h-'>-0. This is a 

consequence of the fact that, starting from an initial iterand a,, =O, we find 
eri:_ors in ah of magnitude fJ(h - 1) for h-'>-0 ( cf. 4.24). From the boundedness of 
p(Sfs(w)f we conclude that only in the first relaxation sweeps the errors in a,, 
are blown up by SBGS. In order to measure what happens in the first sweep, 
we introduce a norm II · IIH that takes into account the difference by an order 
of h between the components of a,, and of u,,. It is defined by 

- -
IIA1,(w)IIH = IIH1,A1,(w)lls, (4.27) 

with H1,: IR 2N+t -'>-IR 2N+t a scaling operator, 

From (4.27) it follows that the scaled norm 11 · IIH is not submultiplicative. 
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FIGURE 4.1. Smoothing factor µP8 depending on the relaxation parameter a. 
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FIGURE 4.2. Smoothing factor µRB depending on the relaxation parameter a. 
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With respect to this norm we find for SBGS: 

(4sin2!+ l -4Ksin!+4,hin2!} 
AGS 1 2 2 2 2 

IIS1z (w)IIH = (I +K-h ) 0 , (4.28) 
I 2-2K-(l -2K)e -, I 

which is indeed bounded for h-O. 
Vanka proposes underrelaxation for al, ([4]) to improve the smoothing pro­

perties of SBGS. This can be analyzed by replacing a~ and a~ - J in ( 4.22) by 
I -i · l J-l -J-1 . 

-(ah -(1-a)al,) and -(ah -(1-a)ah ), respectively, where a denotes the 
a a 
relaxation parameter ( a = I means no damping and a = 0 total damping). 
For K=O the smoothing factor of this damped relaxation is easily derived and 
it is (independent of h) given by 

I _i_ 

µGs(a) = max((5)2 ,(1-a.)2). (4.29) 

So if the discrete equations are lumped it is useless to introduce a damping 
parameter in SBGS relaxation. Figure 4.1 shows a graph of µGs(a) in the case 

k = ¾ (no lumping). Numerically we find an optimal smoothing rate 

µGS(a 0 p1)=O.369 for a.opt =0.458. 
The Fourier representation of SBRB relaxation is obtained by a similar 

method. As usual, we write Sf8 as the product of the partial step operators Sf 
and Sf, 

SJ (0) s2(0+'1T) S3(0) S4(8+1T) 

'R s2(0) s1(8+1T) S4(0) S3(8+1T) 
Sh (w) = 

S5(0) is 5(0+'1T) S7(0) -is 8(0+'1T) ' 

is 5(0) S5(0+'1T) isg(0) S7(0+'/T) 

[si(w)L = (-1y+1 [s:(w)L, 
with 

30 
;- () 

s 1 (0) = K f (0)e 2 cos 2 , 

s 3(0)=2i fh0) sin0cosf, 

30 

. 38 0 
si(0) = -iKf (0)e 12 sin 2 , 

s4(0) = 2 f h8) sin0 sinf, 

0 

(4.30) 

hK ;-
S5(0) = 2 e 2 (1 +(I -K)f (0)), s8(8) = ;/2 sin f + i ( 1-K)j (8) sin0, 

0 
;- () 

s7(0) = e 2 cos 2 +i(1-K)f(0)sin0, 

and 
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-1 
f(O) = 2-2K+Ke-2;0 

ARB 
We see that all elements of Sh (w) remain bounded for h-0 and w fixed. By 
doing so, we only consider the limit cases IBI-0, and IOJ-1r. However, for 
h-0 and 0 fixed s 3(0) and s 4(0) become unbounded. Numerical computa­
tion shows that the scaled norm of s:B (w) remains bounded: 

A RB 
sup IISh (w)IIH<oo, for h-0. 

O<lhwl<} 

As SBRB relaxation mixes low and high frequencies the smoothing factor µRB 
is defined by 

A ARB 
µRB= sup p(QSh (w)), 

O<lhwl<} 

where Q denotes the operator that annihilates all low frequencies 

0 

Q= 
0 

If underrelaxation of ai is taken into account, we obtain for K=O 

µRB(a) = max( ½ ,(1-a'.)2), 

(4.31) 

(4.32) 

(4.33) 

independent of h. So, again, it is not necessary to introduce a damping 

parameter if lumping is used. A plot of µRB(a) for K= ! is shown in Figure 

4.2. In this case underrelaxation hardly improves the smoothing factor; 
numerically we find µRB(a= 1)=0.127. 

4.5. Two-GRID ALGORITHM FOR THE ID POISSON EQUATION 

In the Sections 4.3-4.4 we have shown that the scaled norm of the coarse grid 
correction operator and the relaxation operator remain bounded in the limit 
case of vanishing mesh size. As the scaled norm is not submultiplicative this 
does not imply that the scaled norm of the two-grid error amplification matrix 
(cf. 4.7) is bounded, and hence that the convergence rate of the two-grid algo­
rithm is mesh-independent. If K = 0 both SBGS and SBRB relaxation without 
damping (a= 1) eliminate 01,, so -in fact- we solve a second order difference 
equation for uh. Therefore we may expect that the canonical grid transfer 
operators P½ and R~ are not accurate enough. 

We show that this is indeed the case by studying the two-grid algorithm 
with SBGS relaxation for K=O. If a single SBGS-sweep is used for pre- and 
post smoothing, the Fourier transform of Mk· 1 after n cycles is given by 

[O M""] A 1 1 e2;0 " 
(M1,' (w))" = [ 4- -2;0 l ' 

e O M"u 
(4.34) 
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with 

n even: M"u = 

n odd: M."u = 

2 . (} 
--sm­

ih . 2 

0 

0 

2 . 8 
ihsm2 

0 

2 (} 
-cos­
ih 2 

2 (} 
-cos­
ih 2 

0 

Chapter 4 

Mw ~ [ 

0 

0 

(4.35) 

0 
8 

cot-
2 Muu = 

8 tan- 0 
2 

The two-grid algorithm exhibits a typical alternating convergence behavior. An 
initial high frequency error mode u1, of amplitude b, causes a low frequency 

error mode of amplitude b cot ~ af~er a single two-g1id cycle; so if 11-0 initial 

high frequency error modes in u1, blow up. In the next cycle the large low fre­
quency error mode u1, is nicely removed by the coarse grid correction, although 
a small high frequency error mo91 i1s introduced. This alternating behavior is 
reflected by the scaled norm of (M1,' (w)t; for h-o we find 

1(2_n )f, n even, 

sup ll(MJ,· 1 (w))"IIH = 3 
1T 

O,s;;llzwl,;;;2 
oo , n odd. 

By numerical computation we observe a similar alternating convergence 

behavior for "= ¼, even though the coarse grid operator LH satisfies 

Galerkin's relation in this case. 
The obvious remedy is to use more accurate grid tran§fer operators. We 

introduce P~ the linear interpolation operator for u1, and R~1 its adjoint. The 
Fourier transforms of these more accurate grid transfer operators are 

cos2 !!_ 
2 

0 

['" ] 
. 2 8 

0 ;:; P1,(w) 0 sm 2 
P1,(w) = 

o P:(w) cos3 !!_ 0 
2 

0 . 3 8 sm -
2 

and 

;:; [t,(w) '"o I (Pii(w)r' RH(w) = 
0 RH(w) 
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- -
(Ph,RH) (Ph,RH) 

K=0 SBGS 00 0.346 
SBRB 0.590 0.099 

K=J/6 SBGS (a=l) 00 0.531 
SBGS (a= aopt) 00 0.368 
SBRB 0.628 0.339 

TABLE 4.1. Norm of the two-grid error amplification matrix, sup IIMh'\w)IIH-

V 

I 
2 
3 
4 

" O,s;;lhwl< 2 

- -
(Ph,RH) (Ph,RH) 

V SBGS SBRB SBGS SBRB 

I 0.577 0.500 0.343 0.096 
2 0.333 0.325 0.145 0.046 
3 0.192 0.259 0.088 0.031 
4 0.111 0.221 0.058 0.023 

TABLE 4.2. Two-level convergence factor A~, K=0. 

- -
(P,,,RH) (Ph,RH) 

SBGS SBGS SBRB SBGS SBGS 
(a= 1) (a=aont) (a= 1) (a=aoot) 

0.657 0.477 0.457 0.476 0.391 
0.429 0.211 0.367 0.311 0.277 
0.281 0.147 0.314 0.236 0.212 
0.184 0.093 0.278 0.177 0.166 

I 
TABLE 4.3. Two-level convergence factor A~, K = 6. 

SBRB 

0.264 
0.178 
0.136 
0.111 
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so we have m'i = 2 and m'f.J = 3. Although it is not necessary to use P~ for 
keeping the scaled norm of the error amplification matrix bounded, it is intro­
duced to avoid similar problems with the amplificatton operator of the residu­
als. In Table 4.1 we show values for sup0 ,s;;;lhwl,;;;;f IIM!' 1 (w)IIH for the different 

possible two-grid algorithms. If SBRB relaxation is used, the canonical grid 
transfer operators (m'f.J = 1) are sufficient: the high frequencies are so efficiently 
smoothed that they do not cause any problems. Here we see that the choice of 
the grid transfer operators is not only determined by the order of the 
difference equations, but is also influenced by the relaxation scheme. 

The scaled norm of M!' 1 ( w) only indicates what happens in a single two-grid 
cycle; the convergence rate after many cycles is estimated by the two-level con­
vergence factor 

A~ = sup p(M~1
·"

2
), 

'IT 
O,s;;;IOl,;;;;2 

with v = v1 + v2 • In Table 4.2 we show A~ fo~ "= 0 a,!ld for different values of 
v. The combination of the transfer operators Ph and RH, and SBRB relaxation 

leads to a fast converging algorithm. In Table 4.3 we show A~ for "= ¼. We 

see that the introduction of a damping parameter a in SBGS relaxation 
indeed leads to faster convergence, but the best convergence factors are again 
obtai,!led by !!sing the combination of SBRB relaxation and the transfer opera­
tors Ph and RH-

4.6. Two-GRID ALGORITHM FOR THE 2D POISSON EQUATION 

So far we discussed the accuracy of the grid transfer operators for the l D Pois­
son equation; in this Section we study the 2D case. The 2D Poisson equation 
is discretized on a uniform square mesh by means of lowest order Raviart­
Thomas elements (cf. Section 2.4); for simplicity we only treat the case the 
equations are lumped (K=O). 

If no underrelaxation is used (a= 1), both SBGS and SBRB relaxation elim­
inate the variables (ah,x,ah,y) in a single sweep. From (4.2), (4.12) and (4.13) 
we see that, after a relaxation sweep, the Fourier transforms (ah,x,ah, v,U1z) of 
('!._h,x,'!._h,y,uh) are related by · 

(4.36a) 

and 

A _ 2i . [ hywy l A _ A a1,,y(wx,wy)- -~sm - 2- u1,(wx,wy)- -D1z,yU1z, (4.36b) 

where h =(hx, hy) denotes the mesh sizes in the two coordinate directions, and 

(wx,wy) ET/=[ - ~, ~ ]2 the frequency. The matrix notation introduced in 

Section 4.3 is easily extended to the 2D case: every (wx,wy) E Ti/ can be 
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2 'TT 'TT 
written as a 4-vector on TH with entries (wx+Pxh,wy+pyh), where 

X y 
(px,Py) E {(0,0), (1,0), (0, 1), (1, l)}. 

Using the techniques developed in the previous Sections we find that the 
Fourier transform of the two-grid en-or amplification matrix for the canonical 
grid transfer operators is given by 

where 

0 0 
A A U 

-Dh,xMh 
A I I 

Mh' 0 0 
A A U 

-Dh,yMh 

0 0 

Bx By 
f 1 = cos 2 cos 2 , 

. Bx By 
f2 = sm 2 cos 2 ' 

Bx . 0y 
f 3 = cos 2 sm 2 , 

. ox . 0y f 4 =sm 2 sm 2 , 

A U 

Mh 

i,j=l, · · · ,4, 

g = sin2 ~ + sin2 !!..x_ , 
I 2 2 

g = cos2 0x + sin2 !!..x_ , 
2 2 2 

g = sin2 ~ +cos2 !!..x_ , 
3 2 2 

g = cos2 ~ + cos2 !!..x___ , 
4 2 2 

(4.37) 

(4.38) 

(4.39a) 

(4.39b) 

I denotes the 4X4-identity matrix, (0x,0y)=(hxwx,hywy), and Sh is the matrix 
representation of the smoothing operator for the equations from which 
(~h,x,~h,y) are eliminated. Using the trivial inequalities 

a 2 1:s:::::1 and ab 1:s:::::1- for (a,b)E~2/{0,0}, 
a2+b2 ~ a2+b2 ~ 2' 

we see from ( 4.39) that only error modes in uh in the neighborhood of 
(0x,0y)=('TT,0) and (0x,0y)=(0,'TT) are blown up in the coarse grid correction. 

We proceed to show that these high frequency error modes are removed by 
the relaxation operator. The Fourier transform of SBGS relaxation is given by 

AGS /8, +/8, 
s,, (0x,0y) = -·8 -·8 ' 

4-e '' -e '' 
(4.40) 

so the error modes ('TT,0) and (0,'TT) are eliminated by SBGS indeed. SBR.B 
relaxation mixes low and high frequencies: its Fourier transform in matrix 
notation is 
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so(l +so) 0 0 -so(l +so) 

A RB l 0 -s 1(1-si) s 1(1-si) 0 
§h (0x,0y) = 2 0 -si(l +s1) s 1(1 +si) 0 ' 

( 4.41) 

soO-so) 0 0 -so(] -so) 

with 
I 

so(0x,0y) = 2 (cos Bx +cos0y), 

l 
s1(0x,0y) = 2 (cos0x-cos0y). 

As with SBGS, SBRB relaxation also eliminates the 'dangerous' error modes 
(?T,0) and (0,?T) without introducing them again. 

Numerically we find that the scaled norm IIMJ,· 1 IIH of the two-grid error 
amplification matrix is also bounded. In fact, we compute 

A l l 
sup ,IIMh' IIH ~ 0.800, for SBGS relaxation 

(wuw,) E T11 • 

and 
A 1 1 

sup 2 IIMh' IIH ~ 0.515, for SBRB relaxation. 
(w,,w,,) E T11 

This guarantees that in the two-dimensional case neither for SBRB nor for 
SBGS relaxation are the error modes in uh blown up by the two-grid algo­
rithm, as happens in the ID case when SBGS relaxation is used. ( Notice that 
2D problems with line symmetry are essentially different from ID problems. ) 

4.7. CONCLUDING REMARKS 
By local mode analysis we have shown that Vanka-type relaxation is an 
efficient smoother indeed for the mixed finite element discretization of 
Poisson's equation. Moreover, if the discrete equations are lumped it is useless 
to introduce a damping parameter in Vanka-type relaxation. Although lump­
ing of the discrete equations spoils the Galerkin property of the coarse grid 
operator, it generally leads to faster converging two-grid algorithms. The 
Fourier transform of the two-grid error amplification operator shows that the 
canonical grid transfer operators are insufficiently accurate in the 1D case if a 
lexicographical ordering of the grid points is used in the relaxation procedure. 
However, they suffice if a red-black ordering is used. In the 2D case the canon­
ical grid transfer operators can be used in combination with either of the relax­
ation patterns. 
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Chapter 5 

A multigrid method for the semiconductor equations 

5.1. INTRODUCTION 

In this Chapter we present a basic multigrid method for the solution of the 
two-dimensional semiconductor device equations. The equations are discre­
tized by means of the lowest order Raviart-Thomas elements on a uniform rec­
tangular grid ( cf. Chapter 2). The resulting system of nonlinear equations is 
solved iteratively by means of a multigrid method. The multigrid method is 
based on the canonical grid transfer operators and a Vanka-type relaxation (cf. 
Chapter 4). In order to deal with the strong nonlinearity of the problem it 
appears necessary to apply a local damping of the restricted residual ( cf. [9]). 
For a simple diode model problem we observe under these conditions a fast 
convergence that appears to be independent of the grid size. Hence, in combi­
nation with nested iteration, an efficient procedure is obtained. 

An outline of this Chapter is as follows. In Section 5.2 we show how the 
Vanka-type relaxation is extended to deal with the set of nonlinear semicon­
ductor equations. In the relaxation of a cell we have to solve a small nonlinear 
system of equations. This is done by Gummel's iteration, which appears to be 
more robust than Newton's iteration. We present an analysis of the conver­
gence of Gummel's decoupling method for the solution of the small nonlinear 
systems. This analysis shows that the convergence of the point-wise Gummel 
iteration only depends on the difference in the values of 1/J in the neighboring 
cells, and not on the initial estimate. Moreover, we show how the nonlinear 
equations in point-wise Gummel iteration can be solved efficiently. The non­
linear coarse grid correction stage is discussed in Section 5.3. Here we discuss 
the local damping of the restricted residual that is necessary to obtain a con­
verging algorithm. Possible alternatives to the canonical prolongation operator 
are discussed in Section 5.4; good alternatives seem hard to find. In the Sec­
tions 5.5 and 5.6 we show how the equations on the coarsest grid are solved, 
and we describe a continuation method for the applied voltage. The results of 
the numerical experiments are presented in Section 5.7 and in the final Section 
of this Chapter we summarize our conclusions. 
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5.2. V ANKA-TYPE RELAXATION 

For the efficiency of the multigrid method the choice of a proper smoother is 
of prime importance. Previous experience with the Poisson equation (cf. 
Chapter 3) indicated that the 5-point V anka-type relaxation is a good candi­
date for a smoother. In this Section we show how Vanka-type relaxation can 
be applied to the semiconductor device equations. To solve the small non­
linear system of equations appearing in the relaxation of a cell we use 
Gummel's iteration (cf. [3]), and in Theorem 5.1 we present an analysis of the 
convergence of the point-wise Gumrnel iteration. Next we show how the non­
linear equations, that appear in Gummel's iteration can be solved efficiently by 
means of Schilders' correction transformation [7]. 

In Vanka-type relaxation all cells on a given level are visited in a predeter­
mined order. When a cell is visited the variables related with that cell and the 
fluxes over its four edges are relaxed simultaneously. For a cell ~Y, with 
nearest neighbors Qk, k =n,e,s, w, this means that we solve the system of equa­
tions ( cf. 2.64 and 2.65) 

with 

h"Ji +he}$ -hs}f -hw}$ =ac(e<P~-,// _e,J/-<1>'.+D), 

h" j~ + he j~ - hs J;, - h w j~ = +ac R (1//, cf>~, cf>~), 

h"J; +he}~ - hs }~ - hw J; = -ac R (-.{le, cf>~, cf>~), 

(5.la) 

(5.lb) 

(5.lc) 

(5.2) 

ac the area of the cell Qc with vertices xc·", hk the length of the edge Ek, D the 
given dope function and R the recombination rate of electrons and holes. The 
fluxes over for example the n-edge are 

h" 
Ji= --n µ,J,(-.f;"--.f;c), (5.3a) 

aE 

hn - , - ,. 
}~ = +-11 µ 11 Bexp(--.{;11 ,--.f;c)(e <1>,_e <l>n), 

aE 
(5.3b) 

hn +"'' +,,_' 1; = --n-µP Bexp( +-.{In, +-.f;c)(e .,,, - e .,,,), 
aE 

(5.3c) 

with a}= area(A} ), A} is the dual cell related to the edge Ek (cf. Figure 2.2). 
From this 15 X 15-system of equations the fluxes Ji, }~ and }~ can be elim­
inated easily. The resulting nonlinear 3 X 3-system could be solved by 
Newton's method, but the Jacobian matrix is possibly ill conditioned, if the 
initial guess is too far from the solution. Gummel's iteration (where the 3 non­
linear equations are solved sequentially) appears to be a more robust method 
for solving the nonlinear system. Here we analyze the convergence of 
Gummel's decoupling method. The analysis shows that the convergence of 
Gumrnel's method only depends on the difference in the values of -.{; in the 
neighboring cells, and not on the initial estimate or on the properties of the 
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dope function D(x). In the spirit of [6] we study Gummel's iteration as a 
fi}ed:point mapping T: IR2 - IR2, that maps a pair (</Jn, cpp) onto a pair 
(cpn, cpp) = T(cpn, cpp)- To compute T(cpn, cpp), first the electric potential 
i/!(cpn, cpp) is COn:}puted as an intermediate result by the solution of (5.la). The 
values cpn and cpp are obtained from this if;(cpn, cpp) by the solution of (5.lb,c). 
Existence of a solution in A c IR2 follows when T is a contraction mapping 
on A. Then Gummel's iteration converges and the contraction factor may give 
an indication of the convergence speed of the iteration. To measure the dis­
tance in IR2 we use the sup-norm: 

ll(cp~, cpi) - (et,!, cpt)lloo = max( let,~ - ct,!I, lct,i - ct,tl). (5.4) 

In order to be more specific, we restrict the analysis to the zero recombination 
case. This enables us to find explicit expressions for the iterates. 

THEOREM 5.1. If the variation in the if;-values in the four neighboring points is 
sufficiently small (maxk ef - mink ef < 12), then the operator T for the point­
wise Gummel iteration is a contraction, i.e. 

IIT(ct,!,ct,t) - T(cp~,cpi)lloo..;; Cll(ct,,;,<f,t) - (cp~,cpi)lloo, (5.5) 

with C = /2 (maxk if;k - mink ef), for all (cp~,<J>~) E IR 2, i = 1,2. 

PROOF. The proof is given in two parts. We consider the iteration sequence 
. . . ~j ~j 

(cp~,cp~)-i/11 -(cpn,cpp), i = 1,2, (5.6) 
. . . ~; -; . . 

so that if;'= if;(cp~,cp~) and (cpn,cpp) = T(cp~,cp~)- In the first part we prove 

li/1 1 - i/121..;; ll(ct,!,ct,t) - (cp~,cpi)ll 00 , (5.7) 

and in the second part we show 

ll(ct,!,ct,t) - (ct,~,ct,i)lloo ..;; Cli/1 1 - i/12 1-

In fact we show (5.8) only for cpp, 

Jct,t - ct,il..;; Cli/1 1 - i/12 1, 

(5.8) 

(5.9) 

because a similar result for cpn follows by analogy, and both results together 
yield (5.8). 

In order to prove equation (5.7) we consider (5.la), which yields for i = 1,2, 

~wk µ,,i,(if;k - if;;)+ (e<J>~-,f/ -e,f/-<1>;) + D(x) = 0, 
k 

with wk = (hk)2 I at By subtraction we obtain 

~wkµ,,i,(if; 2 -if; 1)+(e<1>~-,i,1 -el-<1>! -e<t>!-,i,' +e,i,'-<1>'.)=0, 
k 

or 
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(if;l -if;2)JJ,,i,L,Wk = (et'-<!>'.(e(<P;-q,;)-(,i,1-,i,°) - 1) + 
k 

From this equality, the inequality (5.7) follows for the following reason. 

71 

(5.10) 

Assume that (5.7) is not true, then we consider two cases: either i/; 1 - i/;2 > 0 
or i/; 1 - if;2 < 0. In the former case from the negation of (5.7) follows that 
if; 1 - if;2 ? cp~ - cp~ and if;1 - f 2 ? cp~ - cp~. It follows that the left-hand side 
of the equality (5.10) is positive and the right-hand side is negative. This is a 
contradiction. Similarly. if If' 1 - f 2 < 0 it follows that If' 1 - f 2 ,;;;; cf,~ - cp~ and 
If' 1 - f 2 ,;;;; cp~ - cp~. Now it follows that the left-hand side of the equality 
(5.10) is negative and the right-hand side is positive. This also yields a contrad­
iction. Because (5.7) is trivially satisfied for If' 1 = f 2 , we may conclude that 
(5.7) holds. 

In order to prove the second part (5.9), we consider (5.lc). With zero recom­
bination this yields for i = 1,2, (dropping the subscript p) 

Bexp(·'·k .,.i) 
2,wk(cpk - cpi) \''ri = 0, 
k Bexp(</> ,cp) 

using the definition of Bexp for the denominators, we obtain 

e <!>' 2, wk Bexp( f\ If';) = 2, wk e </>" Bexp( fk, If';). (5.11) 
k k 

First we noticy that, all factors, and terms in this expression are positive, and 
hence minke</> ,;;;; e</> ,;;;; maxk e</', for i = 1,2, which yields (without any res­
triction on fk) 

mink epic ,;;;; cp; ,;;;; maxk cpk, for i = 1,2, 

and 

cp 1 - cf,2 ,;;;; [maxk cpk - min1c epic[. 

Further, from (5.11) we derive 

2, wk Bexp( f\ f 2) 2,w1c Bexp( f\ If' 1 )e <P' 

q, 1 -q,' k 1c 
e =--------------~ 

2,w1c Bexp(f\f1) 2,wk Bexp(f\f2)eq,' 
k k 

Now we define If' A to be the value of f k for which 

Bexp( If' A, f 2) Bexp( f\ If' 2) 
--=----? -----
Bexp(f A,f 1) Bexp(f\f 1) 

for all k, and similarly If' 8 such that 

Bexp(fs,f 1) Bexp(f\f1) 
-----? -----
Bexp( If' 8 , f 2) Bexp( f 1C, f 2) 

(5.12) 
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for all k, then 

Bexp(if; A ,i/;2) 

Bexp(if; A ,iv1) 

Bexp(iv8 ,iv 1) 

Bexp( if; 8 , i/;2) 

Chapter 5 

(5.13) 

Taking the logarithm and introducing the function g (x) = log [-_-'-::], we 
e' -1 

may write (5.13) as 

or 

Since 

cpl _ <p2 ,e;;; g(ip2 - if;A) _ g(ipl - if;A)- g(ip2 - ivB) + g(ipl - if;s) 

f (- g "(x + y)) dx ~y . 
,J} 

"(x) = 1 
g 2cosh(x) - 2 x2 

we know that O < - g "(x) ,e;;; l / 12 and 

<pi - <p2 ,e;;; Ti(IPB - ivA)(t/Jl - ip2). 

To determine tf1 A and iv B we consider 

log [ Bexp(iv, iv:) l = /' g '(x -if;)dx = (¥12 - i/;1 )g '(tflm - -.J;) 
Bexp(t/J, iv ) t' 

for some ivm E (iv 1 ,i/;2). Because g '(tflm - if;) is a monotonically increasing 
function of if; we find iv A = maxk if;k and iv 8 = mink if;k if i/;2 > tfl 1 , and if 
i/;2 < tfl 1 we have iv A = mink if;k and iv 8 = maxk i/;''. It follows that 

</>I -<1>2 ,e;;; fi(maxkif;k minktflk)li/;1 -itil. 

Because the superscripts 1 and 2 may be interchanged without changing the 
meaning of the right-hand side, this proves (5.9) and hence the theorem. □ 

The proof of the theorem, valid for zero recombination and zero source 
term, clearly shows that convergence may be slower if a source term for the 
continuity equations takes values that make the right-hand side of (5.11) 
smaller. No solution exists for the local nonlinear problem, if the source term 
makes the right-hand side of (5.11) negative. This means that large source 
terms with the wrong sign can cause the non-existence of a solution. Hence, 
we have to face the possibility that the correction equations in the multigrid 
process have no solution if the right-hand side of the equation gets too large. 

After this analysis of point-wise Gummel iteration, we proceed by showing 
how the nonlinear equations in Gummel's iteration can be solved efficiently. 
The continuity equations to be solved are linear if expressed in $ 11 and <I> p · 
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However, we want to avoid doing computations in these Slotboom variacles. 
Therefore we use the correction transformation proposed by Schilders [7]. 
Suppose that we solve the equation 

f(g(x)) = 0, 

with f, g E: C 1(~) by means of Newton's method. 
respect to x we obtain the corrections 

D.x(n) = - j(g(x<"l)) 
f '(g(x(n) )) g '(x(n)) 

(5.14) 

If we linearize (5.14) with 

(5.15) 

However, sometimes we expect that it is better to linearize with respect to the 
variable y = g(x), e.g. because f is a linear function; in this case we find 
corrections 

f(y(n)) 

f '(y(n)) 
(5.16) 

Without doing calculations in the variable y, we can do the Newton iteration 
as if the equation {5.14) were linearized with respect to y, by calculating 
corrections !!. x<11 l as in ( 5 .15), and then updating x<" + 1 l as 

g(x(n+l)) = g(x(n)) + !!./11 > = g(x(n)) + g'(x<11l)tJ.xi"l_ (5.17) 

In case of the continuity equations we linearize and calculate corrections 
D.cj>~") and D.cf>tl for the quasi-Fermi potentials cj>~') and cf>tl, and then apply 
the correction transformation (5.17), with g=exp(-x) and g=exp(+x), 
respectively: 

cf>~" + I) = cf>~'l _ log (1 _ D. cf>~"l), 

cf>t+I) = cf>t) + log(l + t.i.cj>tl). 

(5.18a) 

(5.18b) 

Large corrections may yield negative arguments for the logarithmic function. If 
this happens, we damp the correction by replacing the function log ( l + x) in 
(5.18) by the C 1(-oo,oo) function logPlusl(x), identical to log(l + x) for 
x > -1 +t:, that is defined by (cf. [5]) 

l l { 
log (1 + x ), for x > - l + E, 

ogP usl(x) = 
21og(1:) - log(21:- x -1), for x ~ -1 +1::. 

The implementation of the function logPlusl(x) is given in Appendix A. 
Without rounding errors, this would solve the continuity equations in a single 
Newton step; in practice a small number of iterations may be necessary. So 
by using a correction transformation in Newton's method the local continuity 
equations are solved efficiently. 

In the following it is described how the local nonlinear Poisson equation is 
solved efficiently by a modified Newton method. To simplify notation and 
without loss of generality, we write the Poisson equation, appearing in 
Gummel's iteration, as 
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- -
sinh iJ; + a ij; = b, (5.19) 

with a > 0. In principle equation (5.19) is solved by Newton's method. How­
ever, if the Jacobian is dominated by the sinh-function, it is better to linearize 
the equation with respect to the variable sinh ij;. A suitable correction transfor­
mation strategy for the iterands ln) in Newton's method, that switches 
between the two linearizations, is 

{
arsinh(sinhij;(n) + !il"! coshij;(n)), if I cosh-t-, I> L 

o/(ll + l) = ll (5.20) 
ij;(nJ + fi ij;(11 l, otherwise. 

The iteration stops if l!i ij;<11 l I is sufficiently small. 
Next we study the initial iterand for Newton's iteration. If the last available 

iterand is taken as initial guess, we observe that large, untransformed correc­
tions li f 11 l may cause overflow. To avoid this situation the process is restarted 
with a better initial estimate as soon as an untransformed correction is too 
large (l!iiJ;<11 ll > 50). We consider two initial estimates for (5.19): 

.J;<0> = arsinh (b) and ij;(O) = _b__ To judge the feasibility of these initial esti-
a + l -

mates, we use the fact that the solution ij; of (5.19) minimizes the convex func-
tion 

F( iJ;) = cosh iJ; + a ~ - b ij;. (5.21) 

If the initial estimate ij;(O), for which F attains a minimal value, is chosen as the 
initial iterand, Newton's method converges rapidly (at most 4 steps are needed 
in the cases we studied). 

Reverse bias Forward bias 

1 Newton Solve 1 Newton Solve 
step Exact step Exact 

No. of processes 21.824 21.824 21.824 21.824 
Mean no. of Gummel its. 2.8 2.8 4.2 4.1 
Max no. of Gummel its. 9 8 9 9 
Mean no. of steps for ( 5 .I 9) 1.0 1.4 LO 2.0 
Max no. of steps for ( 5 .19) 1 6 1 6 
Divergent process 27 0 0 0 

A 'process' is the solution of a 3 X 3 nonlinear system, by Gummel iteration. 
The 'number of steps for (5.19)' is the number of Newton steps to solve 
Poisson's equation in Gummel's iteration. A process is called divergent, if 
Gummel's iteration does not converge within 25 steps. 

TABLE 5.1. Solution of small nonlinear systems by Gummel's iteration. 
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This concludes our description of the use of Gummel's iteration for the solu­
tion of the small nonlinear systems appearing in the five-point Vanka-type 
relaxation. To illustrate the robustness of this method, we use a two­
dimensional diode test problem (cf. Section 5.7), with either a forward biased 
( - 1.0 V) or a reverse biased ( + 5.0 V) applied voltage. The performance of the 
relaxation process is shown in Table 5.1. Starting from a 4X4 grid, we per­
form two symmetric relaxation sweeps on every grid, before we interpolate the 
solution to a next finer grid. (No coarse grid corrections are applied.) The 
finest grid used is a 64 X 64 grid. In Table 5.1 we show results for the cases 
that either Poisson's equation is solved accurately (i.e. the modified Newton 
iteration is stopped if lllv/n)I < I.OX 10-12 ) in each Gummel step, or that the 
solution of Poisson's equation is approximated by a single step from a Newton 
iteration, using the last available iterand as initial estimate. In both cases the 
Gummel iteration is stopped if 

1a1p(n)1 + lllcJ>~n)I + 1acpt>1 < 10- 12• 

From Table 5.1 we see that the efficiency of Gummel's iteration is good, even 
in the forward biased case, in which the equations are strongly coupled. Solv­
ing Poisson's equation exactly during each step does not improve the efficiency 
of Gummel's iteration, but robustness is enhanced indeed. 

5.3. THE COARSE GRID CORRECTION 

When, for the solution of the nonlinear discretized equations on the fine grid, 

(5.22) 

we consider the usual nonlinear coarse grid correction stage of a two-grid 
algorithm, 

Nn((Jn) = Nn(qn) + Rn(h - Nh(qh)), 

(Jh = qh + Ph((Jn) - Piqn), 

(5.23) 

(5.24) 

we recognize four important components that influenc~ the effect of this stage. 
In the first place, there are the three operators N n, Rn, P h, and further the 
starting approximation on the coarser grid q H. We construct the coarse grid 
operator N n by the same method as is used for Nh, ~hich is described in 
Chapter 2. In principle, the choice for the operators RH and P h is free ( as 
long as they are accurate enough), but in the context of our mixed finite ele­
ment discretization there exist natural prolongation and restriction operators 
associated with the discretization, viz. those induced by the relations Vn c Vi 
and W n C Wh; for the definitions of Vi and Wh see Section 2.4. These rela­
tions imply that the prolongation corresponds for the potentials with piecewise 
constant interpolation, and for both components of the fluxes with piecewise 
linear interpolation in one direction and piecewise constant interpolation in the 

other. The corresponding prolongation stencils are [ ~ ~] for the potentials 

(associated with a cell), and I 1 , 112 1 112 , for the fluxes [
l/2 1/2] [ l 
1 /2 1/2 1/2 I 1/2 
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(associated ~ith a horizontal and a vertical edge, respectively). The natural 
restriction RH is the transpose of the natural prolongation P1, because the 
discretization presented in Chapter 2 is a Galerkin method, i.e. the spaces of 
test and trial functions are equal. 

As initial approximation ql-i for the coarse grid equation (5.23) we do not 
use the restriction of a solution on a finer grid, as described [I], but for simpli­
city we take the last available iterand on the coarse grid. Such iterands are 
always available, because initial approximations for a finer grid are produced 
by interpolation from some approximation earlier computed on a coarser grid. 
The choice for the initial approximation q I-I will be discussed again in the Sec­
tions 6.3 and 7.3. 

For the semiconductor equations without a row scaling, the residual for the 
continuity equations (2.61b-c) corresponds with the rate-of-change in the car­
rier concentrations. In this unscaled form, the natural restriction operator has 
a "physical meaning": the sum of the rate-of-change in four small sub-cells 
corresponds with the total rate-of-change in the father cell. We believe that 
this is an advantageous property of the equations in their unscaled form. 
However, without row-scaling the size of the residuals (as well as the size of 
the diagonal elements of the Jacobian matrix) may vary largely in magnitude. 
In numerical experiments we encounter the situation that the values for a 
proper row-scaling, i.e. the size of the diagonal elements of the Jacobian 
matrix, differ strongly for the equations related with a coarse grid cell and the 
corresponding equations on the finer grid. In this case a small residual on the 
fine grid may yield an improper large correction on the coarse grid. This effect 
is seen in regions where the character of the solution changes rapidly (transi­
tion between n- and p-region, depletion layer). The same effect was observed 
by De Zeeuw in [9] for a one-dimensional case. De Zeeuw proposed to damp 
the restricted residual in order to avoid such problems, so the modified coarse 
grid equation reads (cf. (5.23)) 

(5.25) 

The damping operator DI-I is a diagonal operator, which has entries in [O, l], 
depending on the current coarse and fine grid solution. Here we apply a simi­
lar technique for the two-dimensional case. 

Suppose that the Jacobian matrix of the discretized semiconductor equations 
is given by 

(5.26) 

For every cell Q}I, which is split into four cells Q},, we determine the diagonal 
elements of DI-I by locally comparing the diagonal elements of the coarse and 
fine grid Jacobian matrices (cf. [9]): 

D1 - . [ 1 211 I-1C<l>f1,</>}f) I 
I-I - m1n , . . , 

maxlJh(</>},,</>1,) I 
i =1,4 

(5.27) 
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If the mesh becomes fine enough, sharp layers are well resolved, the coarse and 
fine grid Jacobians gain in similarity, and the damping disappears, as we see 
from (5.27). 

However, only damping the restricted residual does not guarantee that there 
will be no locally spurious corrections to the fine grid solution, if the grids are 
relatively coarse. Therefore we also suppress the coarse grid correction locally, 
if layers are not properly resolved. In fact, we suppress the coarse grid correc­
tion from a cell 01, split into four cells Qh, if 

I I I i i i f1!'B I (2i/;H - cf>n,H - cf>p,H) - (21/Jh - </Jn,h - cf>p,h) I> 50.0. (5.28) 

This means that the correction is suppressed if an n-region appears as a part of 
a p-region on the coarser grid, or conversely. In the context of the multigrid 
algorithm, the need for damping the restricted residuals and suppressing the 
coarse grid corrections can be understood as follows. 

Locally the coarse grid solution is a bad representation of the fine grid solu­
tion, because the grids are too coarse. However it is known that even very 
coarse grids still may help to reduce the low frequency error components. By 
locally damping the interaction between the grids, we are still able to reduce 
these low frequency error components in some parts of the solution, without 
exciting high frequency error components in other parts. If necessary, addi­
tional local relaxation can reduce errors in regions where the interaction 
between the grids is affected by damping; in our numerical experiments, how­
ever, this does not influence the observed convergence behavior. 

5.4. OTHER PROLONGATION OPERATORS 

A priori there is no reason to assume that the natural prolongation operator 
Ph is the best possible prolongation operator. Because of the asymmetric char­
acter of the convection operator, and in view of the successful use of an asym­
metric prolongation in a multigrid method for the one-dimensional semicon­
ductor problem in [4, 5, 9] it is interesting to consider the possibility of extend­
ing this approach to the two-dimensional case. In 1D such an interpolation 
was based on the form 

X X 

(5.29) 
a a 

with the assumption of a piecewise constant J and a piecewise linear 1[; over 
the area of integration (the dual boxes). In our mixed finite element context, 
the same exponential interpolation formula is found in Chapter 2 as equation 
(2.66). The principle behind the construction of the prolongation in the one­
dimensional case is the equal flux over corresponding coarse and fine grid 
edges. In two dimensions, however, such an explicit prolongation cannot be 
constructed. This is because in two dimensions the assumption of a piecewise 
constant J and the existence of a unique function <I> leads to an inconsistency. 
Independence of <I>(x) on the integration path means grad<l> = exp(+if;)J. This 
relation only holds for if; and J satisfying 
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(5.30) 

With the assumption of a constant J, this implies that J should be parallel to 
grad iJ;. However, in the two-dimensional case, this is generally too restrictive a 
condition. Assuming that the dependence of the integration path has only a 
minor influence, we might overlook the non-uniqueness of <I> and select a path, 
e.g. select the shortest line segment from the coarse cell center (with the known 
potential) to the fine cell center (where the potential has to be computed); such 
a prolongation has been proposed by e.g. Stelter in [8]. 

We now show that for the Scharfetter-Gummel discretization this may lead 
to negative Slotboom variables, which is clearly unacceptable. Consider a 
coarse grid cell Qc with kid cell s-2ne and with neighbors gN and QE as in Fig­
ure 5.1. When we assume that the fluxes are piecewise constant on the dual 
boxes related to edges (cf. Figure 2.2) and that the grid consists of square cells 
(with side length h), we obtain for Poisson's equation (cf. (2.61d)) 

ij;"e = lfc - f J1,,i,-1j,i, ·sds, 
l 

X 

with j,i, = -µ,,i,h- 1(ij;E-ij;c,ij;N-ij;c), and s the constant unit vector along the 
integration path depicted in Figure 5.1, i.e. the straight line segment from xc 
to x"e. 

. ..................... Ni .......................... . 

ne 

C: ,' E 
····•···•···"···· .. -·····?···························· ........................ . 

FIGURE 5.1. Numbering of cells for alternative prolongation. 
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This implies for the electric potential 

t/;ne = ½t/;C + ¼t/;N + ¼t/;E, 
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(5.31) 

i.e. a bilinear interpolation. Analogously, we obtain for the Slotboom variables 
by using (2.61) and (2.62) 

ne C } N C 

e"'' = e"'' + 4Bexp- 1(t/;ne, t/;C)(Bexp(t/;N, t/;c)(e"'' - e"'') + 

Bexp(t/;E, t/;c)(e"'! - e"'~)). (5.32) 

Suppose that t/;c = t/;E = 0, t/;N = 20, cpJ = cp: = 0 and cp: = -1, then t/;ne = 5 
and numerically we find exp(cp;e) = -17.64, so negative values for the Slot­
boom variables may occur in this prolongation. As there appears to be no 
good alternative to the canonical prolongation operator we use it in the 
numerical experiments that are presented in Section 5.7. 

5.5. SOLUTION METHOD ON COARSEST GRID 

The solution procedure on the coarsest grid consists of a combination of 
Vanka-type relaxation sweeps and global Newton steps. To solve the linear 
systems in Newton's iteration we use the HARWELL sparse matrix solver. It 
analyzes the sparsity pattern of the Jacobian matrix, which needs only be done 
once as we always use the same discretization method on all grids. In the glo­
bal Newton steps we use the correction transformation again. Now we 
transform the corrections point-wise with respect to the variables n and p, so 
(cf. 5.17) 

t/;(n+l) = t/;(n) + At/;(n), 

cp~n + I) = cp~n) + A t/;(n) _ log{l _ (A cp~n) _ A t/;(n))), 

cJ>t+I) = cptl + At/;(n) + log(l + (t..cptl - At/;(nl)). 

(5.33a) 

(5.33b) 

(5.33c) 

The relaxation sweeps are introduced to make the solution procedure more 
robust (cf. [5]). 

5.6. CONTINUATION OF THE APPLIED VOLTAGE 

To start the multigrid algorithm, we first have to compute a solution on the 
coarsest grid. Initial estimates on the finer grids are obtained by interpolation 
from a coarser one. On the coarsest grid, we use a continuation strategy for the 
applied voltages at the contacts. 

Starting at a voltage that yields a simple problem ( e.g. zero voltage at all 
contacts), we change the boundary conditions stepwise to their final values. On 
the coarsest grid moving from one applied voltage to the next, we take the fol­
lowing steps: (i) change boundary conditions; (ii) find an initial approximation 
for these new boundary conditions; (iii) solve the problem on the coarsest grid. 

The initial approximation for the new boundary conditions is obtained by a 
technique due to Mole c.s. [2). Starting from a solution (tf;<0l,cp~0l,cp~l), we first 
assume that the carrier densities do not change during the continuation, and 
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solve the following equations for the corrections (f).cp11 ,ii<J>p): 

- div iij 11 = 0. 

- divf).jP = 0, 

with 

f).i = -µ e(,J/"'-<i>::''J grad(f).,1..) 
.Jfl ll 'r'n ' 

f).jp = -µPe<<i>'.'.'-,J/''') grad(Ll<J>p). 

Chapter 5 

(5.34a) 

(5.34b) 

(5.34c) 

(5.34d) 

The Dirichlet boundary conditions are given by the change in the applied vol­
tage. The linear equations (5.34) are discretized by the mixed finite element 
method as described in Chapter 2. The resulting system :is solved iteratively by 
Gauss-Seidel relaxation; this iteration is stopped if the largest correction is a 
factor 10-2 less than the change in the agplied voltage. 

Next the initial approximation (1/Pl ,<J>(, l ,<J>~)) is found by setting 

<p~I) = <p~O) + f). 'Pn, 
,1..(l) = ,1..(0) + ii ,1.. 
't'p 't'p 'i'p• 

and f(O) is updated in such a way that the density of the majority charge car­
ries does not change, i.e. 

f(I) = f(O) + ii <j>11 , in a 11-region, 

ll) = l 0l + Ll<J>p, in a p-region. 

In exceptional cases, with a forward biased diode problem, we observed that 
the new minority level may temporarily become larger than the new majority 
level. However, this cause no problems, because of the robustness of our 
relaxation procedure. 

5.7. NUMERICAL EXPERIMENT: DIODE PROBLEM 

ln order to test the basic multigrid algorithm presented in this Chapter we use 
a 2D quarter-circle diode problem . Figure 5.2 gives a schematic view of the 
geometry and the doping profile of this device, a detailed description can be 
found in Appendix B. For simplicity we assume a zero recombination rate, 
R = 0. At the two contacts the quasi-Fermi potentials <j>,, and </>p are given by 
the applied voltages and f is derived from these values, by assuming charge 
neutrality (cf. (1.4)), 

p - n + D = 0. (5.35) 

At the remaining parts of the boundary homogeneous Neumann boundary 
conditions are assumed for all three equations. We consider two test cases: a 
reverse biased ( V0 = + 5.0 V) case and a forward biased case ( V0 = - 1.0 V). 
The coarsest grid used in the calculations is a uniform 4 X 4 grid. In all nml­
tigrid cycles a single symmetric Vanka-type relaxation sweep is made both 
before and after the coarse grid correction. 
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anode 

p 

n 

cathode 

FIGURE 5.2. Configuration of quarter circle diode. 

cells with cells with 
damping of the suppressing of the 

grid restricted residual correction. 
4X4 6 (=38%) 1 (=6%) 
8X8 10 (= 16%) 4(=6%) 

16X 16 16 (=6%) 7 (=3%) 
32X32 28 ( =2%) 15(=1%) 

TABLE 5.2. Damping of interaction between grids for the reverse biased diode. 
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FIGURE 5.3. Convergence behavior, 
reverse biased diode (V-cycles). 
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forward biased diode ( V-cycles ). 
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For the reverse biased problem, the convergence behavior for different 
meshes is shown in Figure 5.3 (V-cycles) and Figure 5.4 (W-cycles). The resi­
dual is scaled point-wise, by means of the diagonal elements of the Jacobian 
matrix: thus the scaled residual corresponds with corrections that would occur 
in a point-wise Jacobi relaxation. The maximum of this scaled residual is taken 
over the grid. In both cases it appears that Poisson's equation is solved up to 
machine precision in only a few cycles. Moreover, if W-cycles are used we find 
a nearly grid independent convergence behavior. 

The Figures 5.5 and 5.6 show the convergence behavior for the forward 
biased problem, using V- and W-cycles. The convergence behavior for 
Poisson's equation looks irregular; it stalls until the continuity equations are 
solved sufficiently accurate. Again, we find a nearly grid independent conver­
gence behavior for W-cycles. 

Finally, in Table 5.2 we see that the interaction between the grids is damped 
only in a small percentage of the cells. This number decreases if the mesh gets 
finer. Damping only occurs in the reverse biased problem. 

5.8. CONCLUDING REMARKS 
We have developed a basic multigrid method for the dual mixed finite element 
discretization of the semiconductor equations as described in Chapter 2. In 
the coarse grid correction it is necessary to apply a local damping of the res­
tricted residual. If poor initial guesses are available Vanka-type relaxation 
with Gummel's iteration is robust, and the robustness is enhanced by solving 
exactly the nonlinear Poisson equation that appears in the point-wise Gummel 
iteration. Although the canonical prolongation operator is not very accurate, 
we do use it in our multigrid algorithm, as it appears that good alternatives are 
not available. In a numerical experiment this basic multigrid method yields 
good results for a simple diode problem. In the next Chapter we will develop 
more efficient multigrid algorithms. 
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Chapter 6 

Adaptive multigrid applied to the semiconductor equations 

6.1. INTRODUCTION 

In this Chapter we present an adaptive multigrid method for the solution of 
the semiconductor equations. The discretization is made on an adaptive grid 
by means of the (hybrid) mixed finite element method on rectangles. The 
discrete equations thus obtained are solved iteratively by means of the dual 
version of a FAS-FMG algorithm. Contrary to the multigrid method 
presented in the previous Section, we now use a restriction of the fine grid 
solution as initial approximation on the coarse grid, and we do not damp the 
prolongation of the correction; again a collective Vanka-type relaxation is used 
as the smoother. As the semiconductor equations are strongly nonlinear and 
badly scaled, it is not straightforward to apply the multigrid method: special 
attention has to be paid to the formulation of the coarse grid problem. On the 
coarse grid we need some approximation of the solution. However, as we use 
the same discretization on all grids, this approximation implicitly determines 
the coefficients of the coarse grid problem. We discuss several possibilities of 
constructing a coarse grid approximation. In order to admit very coarse grids, 
it is still necessary to apply a local damping of the restricted residual on the 
coarse grids. 

Another difficulty of the semiconductor equations is that they are singularly 
perturbed ( cf. [7]), so we may expect that the dependent variables vary rapidly 
in small parts of the domain. Therefore it is desirable to have a fine mesh in 
parts of the domain where large variations of the solution occur. Several 
refinement criteria have been proposed for the semiconductor equations: esti­
mates of the local truncation error, taking the singularly perturbed nature of 
the equations into account [7, 12], the second derivative of the electrostatic 
potential or estimates of the error in the electric field and the current densities 
[3]. Our adaptive mesh refinement scheme is based on the equidistribution of 
the relative truncation errors between the coarse and fine grids. These relative 
truncation errors are approximations of the local truncation errors on the 
coarse grid. As there are three equations to be solved, we merge the different 
relative truncation errors into a single value for each cell in the mesh. The use 
of the relative truncation error as a refinement criterion is fully consistent with 
the dual version of a FAS-FMG algorithm (cf. [4]). We study the relative 
truncation errors for the semiconductor equations in detail and show how they 
can be incorporated into a practical grid adaptation scheme. The usefulness of 
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this algorithm is demonstrated by means of a bipolar transistor test problem. 
An outline of this Chapter is as follows. In Section 6.2 we describe the grids 

and the data-structure that is used for the adaptive calculations, and in Section 
6.3 we present the multigrid method. The Vanka-type relaxation is discussed 
in Section 6.4. We give some implementational details, and introduce a line­
wise version of Vanka-type relaxation. The relative truncation error and the 
adaptive mesh refinement strategy are discussed in Section 6.5, and the numer­
ical experiments are presented in Section 6.6. In the final Section of this 
Chapter we summarize some conclusions. 

6.2. ADAPTIVE GRIDS AND DATA-STRUCTURE 
In this Section we present a method of grid generation that is very suitable for 
constructing adaptive grids, and that can handle a fairly wide range of 
geometries encountered in device simulation. 

As before we assume that the domain Q c !R 2 can be divided by a regular 
partitioning in open disjoint, rectangular cells Qb, g = U g~; these cells form 
the coarsest grid GO in a sequence of nested grids for the discretization. 

On the set of cells a refinement operator 0t is defined as the set-valued map­
ping, which splits one cell Q} of the grid into four smaller ones ( cf. Figure 6.1 ). 
The class Q of admissible grids is specified recursively by two rules: 

i. G0 E Q, (6.1) 

ii. G E Q ⇒ '81,(G) E Q. 

The level l of a cell QL is defined as the minimum number of refinement steps 
between Q} and a cell of G0 . Using this definition we can classify the grids: a 
grid G1 of level /, is the set of all cells Q}. If a locally refined grid is used, 
there are interfaces between grids of a different level ( cf. Figure 6.1 ). Following 
Schmidt and Jacobs [11] such interfaces are called 'green' interfaces. 

0t 
~ 

FIGURE 6.1. Refining the mesh by a refinement operator 0t. 
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In this way a nested sequence of partitionings of the domain g is obtained. 
Finer meshes may cover parts of g, but as soon as a fine level mesh exists in 
some area, also all coarser levels are available. The data-structure used for the 
implementation, a quad tree, reflects this structure of the grids. In every node 
of the tree (a cell or 'block') there are four pointers to possible offspring. The 
leaves of the tree correspond to unsplit cells. In addition, every node contains 
four pointers to interfaces, representing the sides of the cell. Neighboring cells 
on the same level are connected by their common interface. These interfaces 
are also used to distinguish between 'green' interfaces and physical boundaries. 

To accommodate general geometries, the root of the tree needs not to 
represent G0 • So the first (negative) levels in the quad tree may contain entries, 
which are not necessarily related to a part of the domain. However, there must 
be a level in the tree which corresponds to G0 exactly. The different numerical 
operations on data in the data-structure, are made by procedures that scan all 
cells, or all cells that satisfy a specific condition ( e.g. all cells on a specified 
level), and which operate on each cell that is visited. 

6.3. MULTIGRID ON ADAPTIVE GRIDS 

Our algorithm for the iterative solution of the discretized equations on the 
adaptive grids is the dual version of the FAS-FMG algorithm (cf. [2,4]). For 
the solution of the set of nonlinear equations, obtained after discretization, 

(6.2) 

we consider the nonlinear coarse grid correction stage of a two-grid algorithm 

NH({JH) = NH(RHqh) + RH(h - Nh(qh)), 

qh = qh + Ph(qH - RHqh), 

(6.3) 

(6.4) 

where N H denotes the nonlinear coarse _grid operator, P h the prolongation 
operator for the solution, and RH and RH the restriction operators for the 
solution and the residual, respectively. Contrary to the multigrid algorithm 
presented in Chapter 5 we now use the restriction of the fine grid approxima­
tion qh as initial approximation on the coarse grid. In Chapter 5 we used the 
last available iterate as initial iterate, which is rather unsafe as qH then 
depends on the history of the multigrid algorithm, so there is not guarantee 
that this iterate will remain in a neighborhood of the solution, and it may 
loose properties that are required for a proper approximate solution. The 
coarse grid operator N H is constructed by discretization on the coarse grid, 
and on all grids we apply the same method of discretization. 

In the dual version of FAS-FMG we rewrite (6.3) in the form 

NH(qH) = RH/h + rHh, (6.5) 

where 

(6.6) 

denotes the relative truncation error that can be used as an approximation of 
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the local truncation error of the coarse grid discretization. In this way, the fine 
grid is considered as a means of improving the right hand side of the coarse 
grid equations; therefore a grid needs not to be refined locally if the relative 
truncation error is sufficiently small. If this is the case we put rHh = 0. In Sec­
tion 6.5 we describe how the relative truncation error is used as a refinement 
criterion. 

As usual the coarse grid problem (6.5) is not solved exactly, but its solution 
is approximated by a combination of relaxation sweeps and coarse grid correc­
tions on even coarser grids. Only on the coarsest grid the problem is solved 
accurately. 

By using cell-wise refinement for all or part of the coarse grid cells, we get a 
nested sequence of approximating subspaces, V H C Vi and W H C Wh- In this 
way, the mixed finite elemen~ method induces a natural set of grid transfer 
operators. For the operators RH and Ph we use these natural prolongations 
and restrictions. This means that the prolongation for the potentials 
corresponds with piecewise constant interpolation, and for the fluxes with 
piecewise linear interpolation i_n one direction and piecewise constant in the 
other. The natural restriction RH is the transpose of P h because the spaces of 
test and trial functions are identical (cf. Chapter 2). We do not use a damping 
of the prolongation of the correction as proposed in Section 5.3, because it is 
rather arbitrary and it appears superfluous in numerical experiments. 

It remains to specify the restriction operator RH for the solution. At coarse 
grid edges £.ff that are split into Ei' and Ei' we require current conservation 

l . . 
aJ1 = (RHah}f-I = 2 (ai' + ai'). (6.7) 

This choice for RH implies that we also have current conservation at the green 
edges: from (6.5) and (6.6) it follows that at convergence of the FAS-FMG 
algorithm we have oH = RHah. So all currents that flow out of the cells on the 
fine grid over a green edge, flow into the cells on the coarse grid. 

The choice of a restriction operator for the potentials is less straightforward. 
In principle we could use the L 2-projection of any of the possible variable-sets 
(if;, c/>n, c/>p), (if;, <I>n, <l>p) or (if;, n, p). The use of a restriction based on the Slot­
boom variables (if;, <I>,,, <l> p) is suggested by the discretization. However, in 
numerical experiments we observed that this may lead to coarse grid operators 
N H of which the Jacobian matrix is ill-conditioned. Therefore we consider the 
other two possibilities. 

For the semiconductor equations without any scaling, the residual of the 
conservation law (2.65b-c) for the continuity equations corresponds with the 
rate-of-change in the carrier concentrations. It may happen that the diagonal 
elements of the Jacobian matrices differ by orders of magnitude between a 
father cell and its four kid cells, especially if the transition between n- and p­
region is not properly resolved on the coarse grid. In this case a small residual 
( after row scaling) on the fine grid may result in an unsuitable large correction 
on the coarse grid. For the 1D case De Zeeuw [13] proposed to apply a resi­
dual damping operator Du in the coarse grid problem (6.3). This DH is a 
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diagonal matrix with entries in the interval [O, l] that are determined by com­
paring the diagonal elements of the coarse and fine grid Jacobian matrices. 
The modified coarse grid equation then reads (cf. (6.3)) 

NH({Ju) = Nu(RHq1,) + DH(RJ-1q1,, q1,)RH (Ji, - N1,(q1,)). (6.8) 

The elements of DH differ from l only in small parts of the domain Q (the 
transition regions), and the effect of damping is compensated in these regions 
by additional relaxation on the fine grid. The precise constmction of Du is 
described in Section 5.3. 

This discussion makes clear that it is attractive to use a restriction that leads 
to coarse and fine grid Jacobians of which the corresponding diagonal entries 
are of comparable magnitude. The restriction based on the L 2-projection of 
the variables (if;, n, p) appears to have this property: by rewriting eq. (2.61) in 
the form 

-div(µ,nn grad<fln) = + R, (6.9) 

-div(µ,pp grad<flµ) = -R, 

we see that the diagonal elements of the Jacobian matrices with respect to the 
variable set (if;, <f>n, </lp) should be of comparable magnitude on the coarse and 
the fine grid, because the concentrations (n, p) are of comparable magnitude in 
the corresponding cells on the coarse and the fine grid. Indeed, in numerical 
experiments we observe that the diagonal elements of the damping operator 
DJ-I are all equal to 1. Unfortunately, we also observe that the coarse grid 
matrix tends to ill-conditioning in cases close to thermal equilibrium. We 
think that this is due to the following: for thermal equilibrium we have the 
trivial fine grid solution <fl~,h = </>~,h = 0. In a coarse grid cell 
Q}-1 = UQj,, i = 1, · · · ,4, of which some kid cells are inn-region and others in 

i 

p-region, we find (for a uniform grid) 

I r I~ · I~ · 
nH PH= (-4~nj,)(4 ..;;,,p,,)» l, 

i i 

which implies that </>;,,H =l=<fl~,H, so we get non-zero values for </>;, H and/or 
<fl~,H on the coarse grid which is unphysicaI. 

Therefore we propose a restriction that is based on the L 2-projection of the 
variables (if;, 'Pn, </lp)- In numerical experiments we observe (Section 6.6) that 
this choice yields a multigrid algorithm that is both robust and efficient, 
although the application of the residual damping operator DH is necessary. 

We complete this Section by describing the treatment of the 'green' edges, 
that appear on a partially refined grid. A straightforward approach is to 
impose inhomogeneous Neumann boundary conditions at the green edges on 
the fine mesh, as ah is given on the coarse mesh (cf. [11]). However, this can 
lead to patches on the fine grid that have onJy Neumann boundary conditions, 
so the solution u1, in such a patch is only determined up to an arbitrary con­
stant. As there is no way to fix this constant for the semiconductor device 
equations, we have to impose Dirichlet boundary conditions at (at least some 
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of) the green interfaces. 
The Lagrange multipliers Ah, as introduced in Section 2.6, are a good 

approximation of the potentials uh at the edges (cf. [I]). So at a 'green' edge 
Eh, that is part of the coarse grid edge E)[, we use the Lagrange multiplier I\){ 
on the coarse grid as a Dirichlet boundary condition on the fine grid. As 
noticed before the flux ah at the green interface Eh is still a variable, so also 
on partially refined grids we have discrete current conservation due to the 
choice of the restriction operator for the fluxes oh. 

6.4. V ANKA-TYPE RELAXATION 

Vanka-type relaxation applied to the semiconductor equations leads to a sys­
tem of 15 equations (cf. Section 5.2). The fluxes appear linearly in these equa­
tions and they are easily eliminated, reducing the system to be solved for each 
cell to a set of three nonlinear equations. In this Section we describe how this 
nonlinear system can be solved by Newton's iteration, and we show how the 
different complex expressions involved are evaluated carefully. Moreover, we 
introduce a line-wise version of Vanka-type relaxation. 

To solve the small system of nonlinear equations, we start using Newton's 
method combined with Schilders' correction transformation as in equation 
(5.33). The advantage of Newton iteration is that it converges quadratically in 
the neighborhood of the solution, whereas Gummel's iteration seems to con­
verge only linearly (cf. Theorem 5.1). In the exceptional case that Newton's 
method fails we resort to point-wise Gummel iteration, which is less efficient 
but more robust (cf. Section 5.2). We now describe how to calculate the 
expressions needed in Vanka-type relaxation that have to be evaluated care­
fully because of otherwise possible roundoff errors. 

The electron and hole currents over an edge El, with adjacent cells 
Qi, i =R,L, are (cf. eq. (2.64)) 

. hi - R - !. 

Jh= + ai;µ,,,Bexp(-itl,-if;L)(e </>,,_e </>,), 

. hi +"-" +"'L 
j~ = -lµ,PBexp(+if;R,+if;L)(e "'P -e "''), 

a1:; 

(6.10a) 

(6.10b) 

with Bexp(a, b) as in eq. (2.63), hi the length of El and ai the area of the 
dual edge related to the edge El. This is implemented as 

. · _ hi R L R L R L Jh- - aiµ,,,Dexp(-if; ,-if; ,-</>11 ,-<1>,, )(</>,, -cp,,), (6.lla) 

· hi R L R L R L J~ = ai JJ,pDexp( +if; , +if; , +</>p, +</>p)(</>p - </>p), (6.1 lb) 

with 

Bexp(a b) 
Dexp(a, b, c, d) = · ' · 

Bexp(c, d) 
(6.12) 

The implementation of the functions Bexp (a, b) and Dexp (a, b, c, d) is given 
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in Appendix A. The derivatives of the fluxes in ( 6.10) are calculated as 

'dj/, hi . -cj/ - = -. µ, Bexp(-•"R _,r,L)e " 
O<p~ af " 't' ' 't' · 

- hi R L L L - -. µ,,,Bexp(-1/; +cf,,,,-1/; +cf,,,), 
af 

(6.13a) 

(6.13b) 

(6.13c) 

and 

(6.13d) 

with 

1 1 
Cexp(x) = - + --

x I - ex 

The implementation of the function Cexp (x) can also be found in Appendix 
A. 

Finally we describe how the Lagrange multipliers A/, and At for the sem­
iconductor equations (cf. eq. (2.66)) are evaluated. Both Af, and At can be 
written as V in 

(6.14) 

(6.15) 

with Ali, = ½<tL +i/;R) and 

l - e0 

Qexp(a,b) = . b 
1-e 

(6.16) 
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X X X X 

FIGURE 6.2. Line-wise Vanka-type relaxation. 

J 

FIGURE 6.3. Numbering of cells used in calculation of relative truncation error. 
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So far we have only discussed the point-wise version of Vanka-type relaxa­
tion, but Vanka-type relaxation can also be used in a line-wise version. Then 
we take a line of cells and relax both the potentials in these cells and the fluxes 
at their edges simultaneously ( cf. Figure 6.2). Again we can eliminate the 
fluxes to obtain a nonlinear system of which the Jacobian is a block tridiago­
nal matrix; each of the blocks is a 3 X 3-matrix. If sufficiently good initial esti­
mates are available this system can be solved by Newton iteration. An experi­
mental comparison of the efficiency of point- and line-wise Vanka relaxation is 
presented in Section 6.6. 

6.5. REFINEMENT CRITERION 

As was seen in Section 6.3, it is fully consistent with the FAS-FMG method to 
use the relative truncation error as a refinement criterion in an adaptive mesh 
refinement strategy. Before describing the adaptive mesh generation we study 
the relative truncation error more closely. 

Both for the equations related to the cells and to those related with the walls 
relative truncation errors can be defined. These are denoted by THh(Q~) and 
THh(Et), respectively. Using the definitions of the grid transfer operators 
given in Section 6.3, we find for the general problem (2.33), with a source f 
which is piecewise constant, that Tm,(Q~) in a cell Q~, Q~ = U Q~, is given 

i=l,4 

by (cf. eq. (2.36)) 

THh(Q~)=f(x~)-¾ ~ f(xt), 
i=l,4 

(6.17) 

where xh denotes the centre of a~. If lumping is used we obtain for Tffh(EJ1) 

with Et = Ei,' U Ei,' (for the numbering of the cells see Figure 6.3) 

with 

L I . 
uH = 4 ~ uh, 

i=l,4 

R-1'\:' i 
UH - 4 £., U1,, 

i =5,8 

(6.18) 

(6.19) 

2h the distance between XJ/ and xt and (cf. (2.64)) 
_J R L R L · · au= (-µ,i.,, +µ,,Bexp(-it, ,-it,), -µPBexp(+it, ,+it,)), respectively. Due 
to the choice of the restriction operator RH for the fluxes (6.7), 01, does not 
appear in the relative truncation errors. 

The following two theorems state the order behavior of the relative trunca­
tion errors on uniform grids in the limit case of vanishing mesh width for the 
three semiconductor equations. We assume that (it,, 4>11 , 4>p) E (C3(Q))3, and that 
(if/, <J>~, <J>~) are the averages of (if,, <J>,,, <J>p) over the cell Q'. 

THEOREM 6.1. !J the nonlinear source f (x, if,,</>,,, <J>p) satisfies 
f (x, it,, 4>11 , 4>p) E C2(QXll1 3), then for all three equations we have on uniform 
grids for h --'> 0 
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(6.20) 

PROOF. Using a Taylor expansion around x}-/, the centre of Q}-f, we obtain 
from (6.17) 

1Tm,(r2}1)1 ~ l.f(x}-f,1/;i,,c/>;,,H,<1>~.H) 

- ( .f (x}-f, 1/;}1, </>;,,H, c/>~.H) + ¼ ~ (x,, - x}1) · grad.f (x}-f) 
i=l,4 

The last equality follows from a symmetry argument. □ 

We notice that the requirement for the source term f in Theorem 6.1 holds 
for the Shockley-Read-Hall recombination model, as well as for the Auger 
model, but it excludes the avalanche-generation term modeling impact ioniza­
tion (cf. [12]). 

In the next theorem we give the order behavior of the truncation error at the 
walls Tflh(E1 ). 

THEOREM 6.2. On un!form grids we have.for Poisson's equation 

I Tm,(E1) I~ Ch 2 lfb,oo,s.2'-Hi', 

and for the continuity equations for the electrons and holes 

I Tflh(Ei1) I~ Ch 2e"'' - r/>'., 

I Tflh(E11) I~ Ch 2ec/>'., -l, 
-

(6.21a) 

(6.21b) 

(6.21c) 

respectively, where C is bounded by the supremum norm <?f the first, second and 
third order derivatives of (if.,, </>11 , c/>p)-

PROOF. The length of Ej1 is denoted by 2k and the coarse dual mesh size per­
pendicular to Et by 2h. By using a Taylor expansion of if., around xc (see 
Figure 6.3) we obtain in the case of Poisson's equation for h small enough 

IT (El ) I = C I f:1 - if.,~ - _I_ l( i/;h - if.,~ + if.,~ - o//2 l I 
J-lh H 2h 2 h h 

,,::: c I a c k a c a c hk 2 c ~ 2h 2h A - (2 yi/; + h A + 4 axyo/ ) 
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-k'.l c '.l c hk'.l2 c)I h2I I - (-2-uylf + huxlf - 4 uxyl¥ + C If 3,ao,OL+o• 

For the continuity equation for holes (and likewise for electrons) we obtain by 
a Taylor expansion of if; and </>p around xc and by using the equations (6.18) 
and (6.19) 

I Tnh(E-1) I = 

h 

( lfh - if;i, e</>~ .• - e</>~ .• + 1¥~ - 1ft, e</>~.,. - e</>:., )j 
elf• - elf• h elf• - elf• h 

~ ce</>~h_lfc lo +Ch 2)(1 +Ch 2)(1 +Ch 2 )(hox<f>; +Ch 3)-

(1 +!.a </>c +Ch 2Xl _!.a o/c +Ch 2)(1 +Ch 2)(.!!..a </>c + hk a2 </>c + Ch 3) -
4YP 4Y 2xp 4 xyp 

Our adaptive mesh refinement scheme aims at equidistribution of the rela­
tive truncation errors; from Theorem 6.1 and 6.2 we conclude that it makes 
sense to refine the mesh in areas where the relative truncation errors are large. 

In all finest cells and walls we define error indicators 'IJ(Qt <[>) and T/(Eh, <[>), 
for <[>=if;, <f>n, </>p, by the relative truncation error in the parent cell and wall, 
respectively. Next, the three error indicators are merged by a summation of the 
normalized values, so we obtain single error indicators T/(Q/,), T/(E/,) E [0,1], for 
all cells and walls: 

(6.22) 

with, respectively, 

1fo(</>) = max I 'IJ(Qt </>) I, 'ii£(</>)= max I T/(Eh, </>) I- (6.23) 
I } 

If the relative truncation errors are uniformly distributed then the error indica­
tors are all equal to one and the grid is refined uniformly. 

The actual mesh refinement procedure consists of two steps. In the first step 
we refine all cells and walls of which the error indicators T/(Qi), T/(Ei) are 
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larger than user-defined parameters on and 0£, respectively; a wall is refined 
by refining both cells adjacent to it. In the second step we add some addi­
tional refinements in order to maintain a certain grid regularity: a cell is split 
if at least three of its neighbors are split, and the parent wall of a green wall is 
refined if it is also green. 

In the next Section we use this grid adaptation scheme in practical calcula­
tions. 

6.6. NUMERICAL EXPERIMENT: BIPOLAR TRANSISTOR 

As a test problem for our multigrid algorithm we use the bipolar npn-transistor 
from the CURRY-example set [6]. Figure 6.4 gives a schematic view of the 
geometry of the transistor. The length of the device is 20 µ,m and the width is 
8 µ,m; for a precise description of the device we refer to Appendix B. The 
generation-recombination rate is modeled by the usual Shockley-Read-Hall 
term ( cf. [9]), 

RSRH = np - I ' 
Tp(n+l)+T,,(p+l) 

(6.24) 

with carrier lifetimes T P = T 11 = 10-6 s. The applied voltages at the collector 
and the base are kept constant at Ve = 1.0 V and Vi, = 0.0 V, respectively. 
Starting from Ve = -0.50 V, the applied voltage at the emitter is lowered dur­
ing the simulation to Ve = - 0.80 V in steps of 0.05 V. 

The coarsest grid used in our calculation consists of 4X 10 squares. In fact, 
this mesh is even too coarse to resolve the contacts properly. An obvious gen­
eralization of the discretization is used to treat these parts of the boundary. It 
is assumed that the currents through such a boundary edge, which are deter­
mined by the Dirichlet boundary condition and the potential in the adjacent 
cell, only flow through that part of the edge that is covered by the contact. 
This approach makes it possible to use rather coarse and regular coarsest grids 
in our calculations, even if tiny contacts are present. These contacts are 
resolved properly on the finer grids, after a sufficient number of refinements 
has been made. 

The continuation of the boundary conditions happens on the coarsest mesh. 
We start by solving the thermal equilibrium case, i.e. no applied voltages. After 
changing the boundary conditions we solve the problem on the coarsest grid 
using the previously obtained solution as initial iterate. The solution pro­
cedure on the coarsest grid consists of a combination of Vanka-type relaxation 
sweeps and Newton steps as described in Section 5.5. The new coarse grid 
solution is then interpolated to a next finer grid using the canonical prolonga­
tion operator described in Section 6.3. This fine grid approximation is 
improved iteratively by a few W-cycles. Due to the robustness of the solution 
procedure on the coarsest grid we are able to take large steps in the continua­
tion process. For this problem we have also tried the continuation procedure 
described in Section 5.6, which aims at keeping the currents and the majority 
concentrations constant during the continuation of the applied voltage. This 
appeared to give no improvement, which -we believe- is due to the fact that 
the currents do change when the applied voltages are altered. 
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FIGURE 6.4. Configuration of a transistor. 

FIGURE 6.5. Example of adaptive grid. 
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MFEM reference 
uniform mesh solution 

Ve 16X40 32X80 64X 160 56X62 
-0.50 9.5 X 10-5 1.4X 10-5 I.OX 10-5 9.8X 10-6 

-0.55 5.8X 10-4 9.5X 10- 5 7.0X 10-5 6.7X 10-5 

--0.60 3.4X 10-4 6.4X 10- 4 4.8X 10-4 4.6X 10-4 

-0.65 1.sx10-2 4.3X 10- 3 3.3X 10- 3 3.1 X 10- 3 

-0.70 8.4X 10-2 2.8X 10-2 2.2X 10- 2 2.1 X 10-2 

-0.75 3.2X 10- 1 ux10- 1 1.4X 10- 1 l.3X 10- 1 

-0.80 1.1 X 10+o 7.9X10-l 7.}XlO-l 6.9X 10- 1 

TABLE 6.1. Collector currents (A/ cm). 

ooint-Vanka line-Vanka 

Ve 16X40 32X80 64X 160 16X40 32X80 64X 160 
-0.50 0.17 0.21 0.18 0.06 0.12 0.11 
-0.55 0.18 0.20 0.18 0.07 0.13 0.12 
-0.60 0.18 0.20 0.17 0.07 0.13 0.12 
-0.65 0.17 0.20 0.17 0.08 0.13 0.12 
-0.70 0.20 0.21 0.18 0.15 0.17 0.12 
-0.75 0.31 0.24 0.17 0.21 0.21 0.12 
-0.80 0.43 0.24 0.18 0.31 0.23 0.16 

TABLE 6.2. Average residual reduction factor p for W-cycles. 

number relative error 
OQ = OE of fine cells collector currents 

0.01 5542 0.002 
0.05 3007 0.012 
0.10 1951 0.017 
0.15 1909 0.073 

TABLE 6.3. Results for adaptive grids, that correspond to a uniform 
64 X 160 grid. 

99 
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Table 6.1 shows the collector curre11ts that are computed on the different 
grids, together with a reference solution computed with the CURRY package 
on a rton-unifofih 56 X 62 grid. It appears that the collector currents converge 
at least linearly ( cf. Section 2.5) if the mesh size decreases. To estimate the 
convergence rate of the multigrid algorithm we introduce the average reduction 
factor p, 

(6.25) 

where d(il denotes the maximum of the scaled residual after i FAS-sweeps. The 
residual is scaled point-wise, by means of the diagonal 3 X 3 blocks of the Jaco0 

bian matrix: thus the scaled residual corresponds with corrections that would 
occur ih a point-wise collective Jacobi relaxation, The maximum of this scaled 
residual is taken over the grid and over the three variables (if;, <[J,,, <fJp)- Every 
F AS 0 sweep consists of a W-cycle: it appears that V-cycles are less robust for 
the semiconductor problem (cf. [5, 8]). 

Table 6.2 shows the average reduction factor p for different grids both for 
symmetric point-Vanka and for alternating line-Vanka relaxation. We observe 
that the use of line-Vanka relaxation leads to a more efficient algorithm. The 
convergence behavior is not really grid independent (in some cases it appears 
that the convergence is faster on finer grids!), but in all cases the convergence 
is fast, and only a few iterations are necessary to attain truncation error accu­
racy. 

Finally, we demonstrate the use of adaptive grids. Starting from the coarsest 
4 X 10 grid, we add a single level of uniform refinement, which is necessary to 
estimate the relative truncation error oh the coarsest grid. After solving the 
discrete equations on the first two grids, we refiI1e the grid adaptively as 
described in the previous Section. Figure 6.5 shows an example of a grid gen­
erated by the adaptive procedure. The finest level corresponds to a uniform 
64X 160 grid. This adaptive grid is finally obtained for Ve= -0.S0V with 
80 = O£ = 0.1. 

It is clear that small values for on and o E give rise to relatively fine grids, 
which means that the solution is more accurate at the expense of more compu­
tational work. Table 6.3 shows this tradeoff between the number of cells in 
the grid and the accuracy df the discrete solution calculated on the adaptive 
grid. The accuracy of the solution on the adaptive grid is measured by the 
relative error in the collector currents 

(6:26) 

where le.A, le, u denote the collector currents on the adaptive grid and the 
corresponding uniform grid, respectively. In fact, Table 6.3 shows the max­
imum value of 8Ic( Ve), and the maximum number of fine cells ih the adaptive 
grid for the series of applied voltages at the emitter. In all cases we took 
80 = oE. From Table 6.3 we conclude that it is indeed possible to save a 
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substantial amount of work by using adaptive grids. 

6.7. CONCLUDING REMARKS 
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We have developed an adaptive multigrid algorithm for the solution of the 
semiconductor equations. Our adaptive grid refinement procedure is based on 
the relative truncation error, which is natural within the framework of the mul­
tigrid algorithm. The multigrid algorithm uses a Vanka-type relaxation. In 
numerical experiments it appears that the line-wise version of Vanka-type 
relaxation is more efficient than the point-wise version. The efficiency of the 
adaptive multigrid algorithm is demonstrated by means of a numerical experi­
ment. 
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Chapter 7 

Gell"'centered or vertex-centered multigrld ? 

7. L lNTRODtJCTION 

So far we only studied the dual mixed finite element discretization of the 
semicohductor device equations. When suitable quadrature rules are used the 
dual mixed finite element discretizatidn leads to a cell-centered finite volume 
discretization. The multigrid method that is used to solve these discretized 
equations can be classified as a cell-centered rtmltigrid method. In this cell­
centered multigrid method it appears necessary to apply local dampihg of the 
restricted residual in order to deal with the strong nonlinearity of the problem. 

However we can also use the primal vetsio:ti of mixed finite element method 
to discretize the semiconductor equations. In this case we obtain a vertex­
centered finite volume discretizatiorL These equations tan be solved by a 
vertex-centered multigrid algorithm. It is shown in Section 7.3 that it is not 
necessary to apply the local damping of the restricted residual in vertex~ 
centered multigrid, provided that injection is used for the restriction of the 
residual. As is well known, injection is usually too inaccurate a grid ttansfer 
operator for second order differential equations: initial high frequency error 
modes are blown up in the coarse grid correction. Instead of using a more 
accurate testriction operator we construct a smoothing operator that effectively 
wipes out the 'dangerous' high frequency error modes. Then; we show by a 
two-grid analysis that the use of this smoothing operator leads to well4,ehaved 
two-grid algorithms indeed. 

To compare the resulting ceil-centered and vertex0 centered rtmltigrid algo­
rithms in practice, we consider two test-problems: a MOS-transistor and an 
tODMOS-transistor. In numerical experiments it appears that vertex­
centered multigrid is more efficient and more robust than cell-centered mul­
tigrid. 

An outline of this Chapter is as follows. in Section 7.2 we present the pri­
mal mixed finite element discretization for the steady semiconductor device 
equations. In Section 7.3 we discuss the formulation of the coarse grid correc­
tion in cell-centered and vertex~centered multigrid; we consider both the scal­
ing problem of the coarse and fine grid matrices, and the stability of the coarse 
grid opetator. The two-grid analysis is carried out in Section 7.4 and in Sec­
tion 7.5 we present the results of the numerical experiments. in the last Sec­
tion our cortchisiorts art! sur:tiitilti'ized. 
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7.2. PRIMAL MIXED FINITE ELEMENT DISCRETIZATION 

To derive a primal mixed finite element discretization for the semiconductor 
equations we again consider the standard second order elliptic boundary value 
problem ( cf. (2.1 )) 

div(A grad u) = f, onQ, 

U = g, onoQD, (7.1) 

n·Agrad u = 0, on8QN, 

with A > 0, and 8Qn, 8QN the parts of the boundary with Dirichlet or homo­
geneous Neumann boundary conditions, respectively. 

In the dual version of the mixed finite element method it is assumed that 
(o, u) E HBc(div, fJ)XL 2(Q). A In the primal version, however, we take 
o E y = JL 2(fJ))2 a!)d Au E }V = H 1 (Q). We introduce the bilinear forms 
a : V X V ➔ ~ and b : V X W ➔ ~ by 

a(cr,'i")=a(o,-r)= JA 1o·TdQ, 
Q 

b (o, t) = - f a· grad t dQ. 
Q 

(7.2) 

(7.3) 

As before we assume that Q can be divided in open disjoint, rectangular 
cells Qi, Q = un'. To discretize (7.1) we define for each vertex x1, x 1 ff:. 8QD, 
of some cell Qi the piecewise bilinear function e' by e' (xk)=81b and for each 
edge E.i we define the piecewise constant vector-valued function 'i.1 , with £7 
parallel to E.i and ll'i.1 11 the characteristic function on Iii, the dual cell related 
to the £.I ( cf. Figure 2.2). Our approximating subspaces are now defined by 

A Ai A 

Vi, = span ( £ ) C V, (7.4) 
" ,.,,i " 

W1, = span (e ) C W, 

and the prima~ mixed finite element discretization of (7.1) reads: find 
(0-1,, u1,) E Vi, X W1" such that 

A 

= (f, t1,), 

(7.5a) 

(7.5b) 

Following Fuhrmann [2] we introduce a quadrature rule for integrals over 
the dual boxes Iii,: let g E c 0 (ill,) be a continuous function, then 

area (Lll,) f g dQ ~ ---f g ds. (7.6) 
ti.\ length (Ek) E' 

Direct application of (7.6) to the integrals in (7.5a), with u = (./;, <I>n, <I> p), 
1/1 = U-t,,j,,,jp) and A= (-µ-t,, +µ.nexp(+./;), -µ.Pexp(-f)), respectively, yields 
the Scharfetter-Gummel discretization of the fluxes. 

In order to interpret equation (7.5b) as a conservation law we introduce the 
dual boxes fi 1v that are related to the vertices x1 of cells ( cf. Figure 7.1 ): 
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L\~ = U {Qi,v I x 1 E ~t• }, with Q1·• the (our 9parter rectangles, parts of Q', 

associated with these vertices. By taking t1, = e and using (7.6) we see that the 
left hand side of (7.5b) indeed equals the net influx in the dual cell L\~,. If the 
right hand side of (7.5b) is also approximated by quadrature then 

(Ji)~ f' Ji dQ = f' area(L\1v), (7.7) 
!.l 

with f' = f(x 1). We see that (7.5b) is the conservation law with respect to the 
dual box L\1v, and we have regained a discretization that is equivalent to the 
usual vertex-centered box-scheme. 

Finally, we discuss the treatment of the silicon/oxide interfaces that appear 
in MOS-devices. At these interfaces we have homogeneous Neumann boun­
dary conditions for j" and jp, whereas i./; and jit, · n are continuous, with n the 
normal unit vector at the interface (this means that we do not consider surface 
charges). We assume that the silicon/oxide interfaces are resolved by the 
edges Ei of the cells. 

In the primal mix~d finite element discretization the continuity of if; follows 
from the choice of Vh, but the continuity of the displacement current .iit, does 
not hold. In the dual version the continuity of if; does not hold, whereas the 
continuity of jit, in the direction normal to the interface is evident. For an 
edge Ei, with adjacent cells QL and QR that are in silicon and oxide region, 
we obtain for the dual mixed finite element discretization from (2.33a) and 
(2.34) (cf. (2.64)) 

(7.8) 

FIGURE 7 .1. Dual box L\1v related to the vertex x1. 
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7.3. COARSE GRID CORRECTION 

In this Section we compare the coarse grid correction stage of multigrid algo­
rithms for the two different discretizations of the semiconductor equations: 
the cell-centered scheme and the vertex-centered scheme. Due to the strong 
nonlinearity and bad scaling of the equations the construction of the coarse 
grid correction operator is not trivial at all. We focus our discussion on two 
points: the stability and the proper diagonal scaling of the coarse grid opera­
tor. The choice of a smoothing operator is postponed until Section 7.4. 

For both mixed finite element discretizations we obtain the fine grids by uni­
form refinement of the coarse grids: starting from a coarsest grid finer grids 
are constructed by cell-wise refinement, i.e. the cells ~i1 on the coarse grid are 
split into 4 equal, smaller ones. This means that the cell-centered discretiza­
tion gives rise to a cell-centered multigrid method (cf. Figure 7.2), whereas the 
vertex-centered discretization brings about a vertex-centered multigrid method 
(cf. Figure 7.3). The important difference between these two multigrid 
methods is that in vertex-centered multigrid the nodes of the coarse grid coin­
cide with nodes on the fine grid, which is not the case in the cell-centered mul­
tigrid method. 

The system of nonlinear equations on the fine grid can be written as 

(7.9) 

The nonlinear coarse grid correction stage of a two-grid algorithm is then as 
usual given by ([I, 3]) 

NH({JH) = Nff(qff) + R1;(J,, - N1,(qh)), 

(Jh = q1z + P1,((JH) - P1,(q1-I), 

(7.10) 

(7 .11) 

where N ff denotes the nonlinear coarse grid opera_!_or, P h the (possibly 11011-

linear) prolongation operator for the solution, and RH the restriction operator 
for the residual. As we only consider methods that solve the semiconductor 
equations simultaneously, it seems impossible to construct explicitly the coarse 
grid operator NH as the Galerkin approximation of N1,, therefore we construct 
N ff by discretization on the coarse g1id. As the problem is nonlinear, this 
implies that the choice of the initial iterand on the coarse grid qf-l determines 
the entries of the Jacobian matrix of the coarse grid operator. 

There are several approaches for the selection of qH. One might simply take 
the last available iterate in the full multigrid process as in Chapter 5. This, 
however, is rather unsafe because qf-l then depends on the history of the mul­
tigrid algorithm, and there is no guarantee that this iterate will remain in a 
sufficiently small neighborhood of the solution. Thus it may loose the proper­
ties that are required for a proper approximate solution. Other possibilities 
are to take qH = RJ-Jq1,, where Ru denotes a restriction operator for the solu­
tion ( cf. Chapter 6), or to solve the problem on the coarse grid during the 
nested iteration, and to use that coarse grid solution as the initial iterate qu 
each time that the grid is visited in the rnultigrid iteration. In this Chapter we 
only consider the last two approaches. 
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X X 

D 

X X 

FIGURE 7.2. Coarse and fine grid cell-centres in cell-centered multigrid. 

FIGURE 7.3. Coarse and fine grid nodes in vertex-centered multigrid. 
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A priori, it is not clear whether the problem on the coarse grid has a solu­
tion at all, or whether the coarse grid operator is stable. To get some insight 
in the last question we study the Jacobian matrices 

1 (,1-.i ,1-.1 ) = a(NH(<l>H)Y , 
H 'l'H,'l'H a I 

</>H 
(7.12) 

that appear when global Gummel iteration is used to solve the coarse grid 
problem. For simplicity we assume square grids and neglect the recombina­
tion rate R. 

For Poisson's equation this matrix is always strongly diagonally dominant 
(cf. [7]). For the continuity equation for holes related to the cell rtii, with 
nearest neighbors rt%, N =n,e,s,w, we have (cf. 6.13c) 

with 

J (,1-.C ,1-.C )= +11. e</>~11-,i,;, 
H 'l'p,H,'l'p,H rp 

X 
B(x)=-­

ex - 1 

N =n,e,s,w 

(7.13) 

(7.14) 

(7.15) 

the Bernoulli function. (The expression for the electron continuity equation is 
fully analogous.) It is known that the rowsum of the Jacobian matrix in 
Gummel's iteration is given by (cf. [6]) 

"J (,1-. C ,1-.l ) = HU·n + •e _ ·s -w ) ,.;;;., H 'l'p.H,'l'p.H p,H }p,H }p.H }p,H, (7.16) 
I 

the summation is over all cells rt~ in the grid (for the electron continuity equa­
tion a similar relation holds) and H denotes the mesh size. This means that 
for the solution of the discrete problem on the coarse grid with zero right 
hand side (R = 0), the matrix is weakly diagonally dominant, if there is a Diri­
chlet boundary value available (cf. [10]). 

If we construct the coarse grid solution as some restriction of the fine grid 
solution, it is not guaranteed that the coarse grid Jacobian matrix for the con­
tinuity equations is still weakly diagonal. In the following Theorem we esti­
mate the rowsum of the Jacobian matrix J H that is scaled by the correspond­
ing diagonal element. 

THEOREM 7.1. Let rtji be a cell with nearest neighbors rt½, N =n,e,s,w, then 

2'.JH (</>;,H,</>~,H) 
I < 1 
J H (</>;,H,</>;,H) 

and 

2'.J H (</>;.H,</>~.H) 
I cb.v -<be 

j l - e . p.lf • p.11 I-
N =n,e,s,w 
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PROOF. Using (7.15), (7.16) and (6.10b) we find 

"2:,J H ($'},H,cpt,H) = Li /J,pe</>~fl-,i,;, B (iJ;% - i/;}j)( I - e<P;/1 -.p~"), 
I N=n,e,s,w 

so from (7 .13) we obtain 

"2:.JH(cf,'j,H,cpt,H) L, B(iJ;%-iJ;}j)(1-e</>;u-</>:u) 
1 ~N_=~n=e=s~w __________ _ 

J H ($'],H,cp'},H) L, B (iJ;% - t/;}j) 
N=n,e,s,w 

The fact that B (x) > 0 proves the theorem. □ 

Theorem 7. l shows that if a restriction of the fine grid solution is used as ini­
tial iterate q H = qfI on the coarse grid, we may expect loss of diagonal domi­
nance. However, if the solution of the coarse grid problem is fixed and used as 
initial iterate qH = q~ on the coarse grid, the matrices in Gummel's iteration 
are all weakly diagonally dominant. 

For the semiconductor equations without any scaling, the residual of the 
continuity equations corresponds with the rate-of-change in the carrier concen­
trations. Without row scaling this means that the size of the residuals varies 
widely in magnitude throughout the domain. In the cell-centered multigrid 
algorithm obtained from the dual mixed finite element discretization it may 
also happen that the magnitude of the diagonal elements of the Jacobian 
matrices for a father cell differs by orders of magnitude from the correspond­
ing elements for the four kid cells, especially if the transition between n- and 
p-region is not properly resolved on the coarse grid. In this case a small resi­
dual (after row scaling) on the fine grid may result in a large correction on the 
coarse grid. Therefore it may be necessary to apply a damping operator DH 
for the restricted residual ( cf. Chapter 5 and 6). The modified coarse grid 
equation then reads 

(7.17) 

This DH is a diagonal matrix with entries in [O, l] that are determined by com­
paring the diagonal elements of the coarse and fine grid Jacobian matrices: for 
every cell gk, which is split into four cells gt we have (cf. 5.27)) 

DI= . [1 2IJH(cpk,$k)l l H mm ' . . ' cp = If, c/>n, $p-
/c!1P.) Jh(cf>ii,cf,1,) I 

In actual calculations we observe that damping is not necessary for Poisson's 
equation, and for the continuity equations the elements of DH differ from 1 
only in small parts of the domain (the transition regions), but there extremely 
small values ( < 10- 10 ) for the diagonal elements appear. With this cell­
centered multigrid algorithm good results were obtained for both one- and 
two-dimensional test problems (cf. [11] and the Chapters 5, 6). 

To understand the necessity of damping in cell-centered multigrid we 
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consider the Jacobian matrix again. If a transition between p- and 1-~epon is 
not properly resolved on the coarse grid, the hole concentration e</>' , that 
appears in (7.13), explains the large variations in magnitude of J(cp~,cp~) 
between coarse and fine grids in the cell-centered multigrid method. A possi­
ble solution for this problem might be to construct qH, by means of the L 2-

projection of the variables (if;, n, p ); unfortunately, this choice may lead to ill­
conditioning of the coarse grid matrix ( cf. Section 6.3). 

This scaling problem can be avoided by using a vertex-centered multigrid 
method: if we use injection for the restriction of the solution, the electron and 
hole concentrations are equal in the coinciding coarse and fine grid points. In 
this case, if we assume a kind of monotonicity for if;, we can prove that the 
corresponding elements of the Jacobian matrix are of the same order of magni­
tude on the coarse and fine grid. 

THEOREM 7.2. Let Q'j, be a cell of the fine grid with nearest neighbors 
nL I = n, e,s, w, and let Q f be the corresponding cell of the coarse grid, with 
nearest neighbors n11, L =N,E,S, W (see Figure 7.4). If vertex-centered mul­
tigrid is used, with injection for the restriction of the solution , and if, furthermore, 

min if;~ ~if;'j, ~ max i/Jt 
l=n,e,s,w l=n,~s,w 

(7.18a) 

and 

(7.18b) 

for (l,L) = ( (n,N), (e,E), (s,S), (w, W) ), then we have for the ratio of the 
corresponding diagonal elements of the fine and coarse grid Jacobian matrices 

hlc/>;,H,c/>j;,H) >, ..!__ 
~ 4· 

11,(c/>~,,h,c/>~,h) 

PROOF. Suppose that (if;~ - if;'j,) is minimal for some l = k. From (7.18a) it 
follows that if;% ~ if;'j,, so from (7. I Sb) we conclude if;~ ~ if;%. Using the fact 
that B (x) is monotonically decreasing we obtain 

J 11(</>;;,H,cf>;,H) 

11,(c/>~,1,,c/>~.h) 

..._, 11. e</J;11~f~ B(·'·L _ .,,c) 
~ rp 'I'll 'l'H 

L=N,E,S,W 

2'. /J,pe</J;,h~f;,B(if;~ - if;'j,) 
I =n,e,s, w 

2'. B(i/Jt - if;f) 
L=N,E,S,W 

2'. B(if;~ - if;'j,) 
I =11,e,s,w 
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Theorem 7.2 shows that in a vertex-centered multigrid method local damp­
ing of the restricted residual is not_necessary, provided that injection is used 
for the restriction of the residual RH. The use of e.g. full-weighting brings 
back the scaling problem. Moreover, if we assume that in vertex-centered mul­
tigrid the concentrations n and p on the coarse grid are a good point-wise 
approximation of the concentrations on the fine grid, we expect that the coarse 
grid operator, with qfI as the initial iterate, is both stable and properly scaled. 

Thi:, brings us to the point of the choice for the grid transfer operators P1, 
and RH for the vertex-centered mul~rid method. We have just shown that it 
is attractive to use simple injection RH for the restriction of the residual. For 
the prolongation of the solution in vertex-centered multigrid we define a non­
linear interpolation operator pr(L_ For this interpolation, injection is used for 
the fine grid points, that also appear as coarse grid points (see Figure 7.3). 
Next we use the one-dimensional, current-conserving interpolation proposed 
by Hemker [4], to obtain values at the midpoints of the edges. Finally, we 
locally solve the equations at the middle of the cell, using the interpolated 
values at the midpoints of the edges as boundary conditions. In this way we 
construct our nonlinear interpolation for the two-dimensional case. 

In the dual mixed finite element discretization the approximating subspaces 
are nested, Vi1 C V,, and W H C W1,, so a natural set of grid transfer operators 
is available for the cell-centered multigrid algorithm. The prolongation P h for 
the scalar quantities uH is a piecewise constant interpolation, whereas the res­
!!i9tion of the residual is its transpose; these operators are denoted by Pf and 
R~, respectively. As before we have to apply the damping operator DH in 
cell-centered multigrid. 

r 
T n 

w w 1c e E 
o ··········x··················B ···············x-················-□ 

1 s 

o S 

FIGURE 7.4. Numbering of nodes in vertex-centered multigrid. 
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7.4. Two-GRID ANALYSIS 

In this Section we carry out two-grid analyses for the various multigrid algo­
rithms proposed in the previous Section. This is done because it is well known 
that the grid transfer operators, proposed for the two multigrid algorithms, are 
too inaccurate to be used in multigrid algorithms for solving second order 
differential equations ( cf. ([ 1, 51). Our strategy to circumvent this possible 
source of problems is to take smoothing operators that can be used in combi­
nation with the inaccurate grid transfer operators, as we did before for 
Poisson's equation on a square grid in Chapter 4. 

We consider the anisotropic diffusion model problem 

a2 a2 
Lu= -(A-+ -)u = f A >0, (7.19) ax 2 ay 2 . ' 

on the infinite domain !J = !R 2. This model problem can be considered as 
Poisson's equation on a rectangular, not necessarily square, grid. For both the 
cell-centered and the vertex-centered discretization the Fourier transform 
Lh: Th -c, Th= [-7T,7T)2, of the discretized operator Lh is given by 

~ - 4 . 2 ex . 2 ey 
Lh (0x, By) - h2(Asm 2 + sm 2 ). (7.20) 

We introduce a matrix notation for Th as in Section 4.3: every fJ E Th is writ­

ten as a 4-vector on TH with entries ( (} + 'ITP ), where IJ E TH = [ - ; , ; )~ and 

pE{(0,0), (1,0), (0, 1), (1, I)}. The accuracy of a restriction operator RH is 
measured by the high frequency order mH, i.e. the largest number mH for 
which 

for IOI - 0, p '=I= (0, 0). 

The high frequency order should at least be equal to the order of the 
differential equation being solved in order to avoid blow-up of high frequency 
error components in the coarse g1id correction ( cf. [ 1, 5]). 

The two-grid error amplification matrix M~1·"2 for a two-grid algorithm is 
defined by 

(7.21) 

where h denotes the identity operator and v1 ,v2 the number of pre- and post 
relaxation sweeps, respectively. Using the techniques developed in Chapter 4 
we find for the cell-centered multigrid method, described in Section 7.3, that 
the Fourier transform M~'0 of the coarse grid correction operator M9,· 0 is in 
matrix representation given by 

(MO,O) - 8 - 4fJ1gi 
h i,j - ij A . 20 + . 20 ' sin X s1n y 

i,j = 1, · · · ,4, (7.22a) 

with 
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. ex ev 
j I = COS 2 COS l , 2 Ox 2 Oy 

g = A sin -=- + sin -
l 2 2 ' 

. ex 8,, fz = sm 2 cos 2 , 
_ Ox . By 

f 3 - cos 2 sm 2 , 

0 ex . 2 e' 
g = A cos- - + sm -· 

2 2 2 ' 

2 0, 7 0 y 
g 3 = A sin 2 + cos- 2 , 

(7.22b) 

. . ex . e .. 
j 4 =sm 2 sm 2 , 7 ex 7 0 r 

g 4 = A cos- 2 + cos- 2 . 

From (7.22) we see that initial high frequency error modes in the neighbor­
hood of (O,w) and ('1T,0) are blown up _!Jl the coarse grid correction, due ~ ,the 
inaccuracy of the restriction operator RH. The Fourier representation of R~1 is 

.::_c 

RH = [f I / 2 f 3 f 4], 

so its high frequency order mH is only 1, whereas for a second order 
differential equation it should be 2. 

The same problem occurs in vertex-centered multigrid when straight injec­
tion is used for the restriction and bilinear interpolation for the prolongation. 
In this case the coarse grid correction matrix is given by 

-
Mo.o _ 0 _ 4f;g1 

( h );,J - iJ A . 29 + . 29 ' sm x Sin y 
i,j = l, · · · ,4, (7.23a) 

with 

- 2 ex 2 e)' f = cos _:_ cos -
I 2 2 ' 

- 0 0 
f = sin2 _:c_ cos2 -L 

2 2 2 ' 

~ 2 8x 20Y f 3 = cos 2 sin 2 , 
(7.23b) 

- . 2 0, . 2 0), 
f = Sll1 _:_ S111 -

4 2 2 ' 

and g_1 as in (7.22b). Now all high frequencies (0x,0y), with ex-'7T or 81 -'TT, 
are blo~p up by the coarse grid correction, because the high frequency order 
mH of Ru is zero. 

The obvious remedy seems to be the use of more accurate restriction opera­
tors, but these have larger stencils which is undesirable for the semiconductor 
equations (see Section 7.3). Therefore we look for relaxation operators that 
effectively eliminate the dangerous high frequency error modes. As an exam­
ple we consider the damped Jacobi relaxation. 
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Relaxation A= 1 A =:F 1 Coupling 

damped Jacobi (0.5) (7r,7T) (7r,7T) -
point Gauss-Seidel (O,7T), (7r,O) - -
line Gauss-Seidel - - -

red-black (7r,O), (O,7T), (7r,7T) ('T1',7T) (7r,O) .=± (O,'TI') 
x-line zebra (7r,O) (7r,O) (7r,7T) µ (O,7T) 
y-line zebra (O,7T) (O,7T) (7T,7T) µ (7r,O) 

TABLE 7 .1. Elimination and coupling of high frequency error modes 
for the model problem (7 .19) by some standard smoothing operators. 

A µyJx 

10--3 0.125 
10-2 0.121 
10-1 0.095 
10+0 0.025 
10+1 0.095 
10+2 0.121 
10+3 0.125 
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TABLE 7.2. Smoothing factor µY1x of zebra-JOR relaxation for the model problem. 

Cell-centered MG Vertex-centered MG 
- ·1 R~ R~ RH RH 

/\l A.~o /\1 A}O /\l A}° 
- l 

A 0 Ao 
10-3 0.133 0.706 1.000 1.996 0.124 0.543 0.271 
10··2 0.144 0.693 1.000 1.962 0.116 0.534 0.260 
10-1 0.157 0.597 1.000 1.722 0.061 0.456 0.179 
10+0 0.202 0.357 1.000 1.423 0.111 0.212 0.111 
10+1 0.157 0.431 1.000 1.414 0.694 0.982 0.179 
10+2 0.144 0.490 1.000 1.414 0.961 1.359 0.260 
10+3 0.133 0.499 1.000 1.414 0.996 1.408 0.271 

TABLE 7.3. Spectral norm ;\}0 and radius;\~ of two-grid error amplification 
matrix with a single zebra-JOR pre-relaxation sweep. 
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EXAMPLE 7.1. The Fourier representation of Jacobi relaxation with damping 
parameter a (a= 1 means no damping, and a= 0 total damping) for problem 
(7.19) is 

so the high frequency ('1T,'7T) is eliminated for a=½-

Table 7 .1 shows which of the high frequencies are eliminated by some stan­
dard smoothing operators for problem (7.19). For Poisson's equation discre­
tized on a square grid (A = 1), we observe that point Gauss-Seidel can be used 
as the smoother in our cell-centered multigrid algorithm, as was found earlier 
in Chapter 4. For the more general case (A -=I= 1), we see that of the smooth­
ers that do not mix frequencies only damped Jacobi relaxation, with damping 
parameter 0.5, eliminates one of the highest frequencies: (Bx,By) = ('1T,'1T). On 
the other hand red-black and zebra relaxation are more powerful smoothers, 
but they have the disadvantage of coupling frequencies; this is also shown in 
Table 7.1. Due to the coupling between high frequencies the alternating zebra 
relaxation, i.e. the combination of x-line zebra and y-line zebra relaxation, 
does not eliminate both the frequencies (7T,0) and (0,7T). 

In order to eliminate all the highest frequencies we introduce the zebra-JOR 
relaxation sfx that consist of the sequence of a x-line zebra sweep, a damped 
Jacobi sweep (with damping factor 0.5) and a y-line zebra sweep. After the x­
line zebra sweep and the JOR sweep both the high frequencies ('1T,0) and ('1T,'7T) 
are eliminated; in the final y-line zebra sweep the high frequency (0,7T) is elim­
inated, while the two others are not reintroduced again. We notice that in the 
Jacobi sweep only half of the points need to be relaxed, as it follows the x-line 
zebra sweep. 

As usual for relaxation operators that mix frequencies, we define the 
smoothing factor µyJx of zebra-JOR relaxation by 

A A yJx 
µyJx = sup p(QS1i (6)), 

fJEtH 

where p( ·) denotes the spectral radius, §{'x !he Fourier transform of the 
iteration matrix of zebra-JOR relaxation and Q the operator that annihilates 
all low frequencies 

0 

Q= 

Table 7.2 shows µyJx for different values of A; we conclude that zebra-JOR is 
a robust smoother. 

As the last relaxation sweep of zebra-JOR is a zebra sweep, we can intro­
duce a more accurate restriction operator R~ for the vertex-centered multigrid 
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algorithm, that also uses the residual from only one point, provided that in the 
last partial relaxation sweep of stx (on the fine grid) the lines are relaxed that 
do not contain coarse grid points; its stencil is given by 

[~ ~ ~i-
1 0 1 

(7.24) 

The use of R~ in combination with zebra relaxation is equivalent to the use 
of half weighting in combination with red-black relaxation (cf. The Fourier 
representation of R~ is 

1 - cos0xcos0 Y l -cos0xcos0 Y 

so its high frequency order mH is still zero, as with injection, but now there is 
no aliasing of the high frequencies ('1T,0) and (0,'17) with (0,0). 

Besides the spectral radius p( ·) of a matrix, we study the spectral norm 
II· 11s of the amplification operator. The spectral norm IIM~1

·"
2 11s of the two­

grid error amplification matrix indicates what happens in a single two-grid 
cycle, whereas the spectral norm p(M~""2 ) describes the convergence behavior 
after many cycles. We are interested in the supremum of these quantities with 
respect to () (the worst case behavior), so we define 

\'.{"2 = sup IIM~''"' 11s, 
BE T11 

'V ,.... Pi ,P2 

;\P = sup p(Mh ), 
OE tll 

with r = r 1 + r 2 . Table 7.3 shows the values of \}0 and ;\t for three different 
multigrid algorith_Eis: cell-centered multigrid, vertex-centered multigrid with 
straight ~tction R~ and vertex-centered multigrid with the more accurate res­
triction RH- In all cases \} 0 is bounded so initial high frequency error modes 
are not blown up in a single tw~prid cycle. The vertex-centered multigrid 
algorithm with stra~ht injection RH fails to converge in all cases (;\t = l ), 
whereas the use of R~ yields an algorithm that does not converge for A » l. 
The problem is that the low frequency (0,0) is not removed in the two-grid 
cycle, in fact we have 

lim (M1,o - -A2 
IOl-o h ) 11 - (2+A)2 

When we interchange the x-zebra and the y-zebra sweep in the zebra-JOR 
relaxation, we get a two-grid algorithm that fails to converge for A « I; in this 
case we have 

Jim (M1,o) - -1 
101-,0 h 1,1 - (1 + 2A)2 

Therefore we alternately use §{)I and S-1/' in a series of two-grid cycles; the 
two-level convergence factor ;\P for the two-grid cycle with a single relaxation 
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sweep is now defined by 
I 

~~ = ( sup p (M~,O §;;'Y M~,O s{x)) 2, 
Ot= tu 

-1 
The last column of Table 7.3 shows Aµ; the two-grid algorithm now converges 
for all values of A. 

7.5. NUMERICAL EXPERIMENTS 

To compare the efficiency and the robustness of the multigrid algorithms that 
we have developed, we consider two test problems: a MOS-transistor and an 
LDDMOS-transistor. 

In order to represent the geometry of these devices properly on the coarsest 
grid, we use non-uniform grids. The problem on the coarsest grid is solved by 
a combination of relaxation sweeps and Newton steps as described in Section 
5.5. 

The continuation process to find a proper initial estimate is applied on the 
coarsest grid only. We start by solving the thermal equilibrium case (no 
applied voltages). Then we change the applied voltages and solve the problem 
on the coarsest grid using the previously obtained solution as initial iterate; 
due to the robustness of the solution procedure we are able to take large steps. 
The coarse grid solution is interpolated to a next finer grid, and multigrid is 
used to solve the problem on the fine grid (nested iteration). 

In our numerical experiments we applied both cell-centered and vertex­
centered multigrid with two possibilities for constructing the coarse grid initial 
iterate qH as described in Section 7.3: either we 'freeze' the coarse grid solution 
qt or we use a restriction q~ = RHqh of the fine grid solution. In vertex­
centered multigrid we take injection for RH, and in cell-centered multigrid we 
use the L 2-projection of the variables (if;, cp,,, </>p), which works successfully in 
the case of a bipolar transistor problem ( cf. Section 6.6). We only consider 
W-cycles, as it appeared that V-cycles are not sufficiently robust for the sem­
iconductor problem (cf. Section 5.7). In all cases a single zebra-JOR sweep is 
used both for pre- and post smoothing; in vertex-centered multigrid the x­
zebra and y-zebra sweeps are interchanged in the subsequent V-cycles that 
make up the W-cycle as indicated in Section 7.4. For details about the non­
linear relaxation operators we refer to the Sections 5.2 and 6.4. 

To estimate the convergence rate of the multigrid algorithms we use the 
average reduction factor p (cf. (6.25)), 

= [~]+o-p d(O) ' 
(7.25) 

where d(il denotes the maximum of the scaled residual after i FAS-sweeps. The 
residual is scaled point-wise, by means of the diagonal 3 X 3 blocks of the Jaco­
bian matrix: thus the scaled residual corresponds with corrections that would 
occur in a point-wise collective Jacobi relaxation. The maximum of this scaled 
residual is taken over the grid and over the three variables (if;, cp11 , </>p)-
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gate 

oxide 
source I ) n 

f---____,, 
"'-~ __ n __ ---<I drain 

p 

substrate 

FIGURE 7.5. Configuration of MOS-transistor. 

qH 0.0 1.0 2.0 3.0 4.0 5.0 

Cell-centered MG q1J 0.18 0.20 0.23 0.25 0.27 0.31 
Cell-centered MG qf-r 0.19 0.20 0.35 0.37 0.40 0.41 
Vertex-centered MG q~ 0.15 0.15 0.17 0.17 0.16 0.16 
Vertex-centered MG qf-r 0.16 0.16 0.16 0.15 0.16 0.19 

TABLE 7.4. Average convergence factor p for different gate voltages Vg 
on 64X80 grid (MOS-transistor). 
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7.5.1. MOS-transistor 
Figure 7 .5 gives a schematic view of the geometry and the doping profile of the 
MOS-transistor. The length of the device is 4.0 µm, the width is 1.5 µm and 
the oxide-layer is 0.05 µm thick. The recombination rate R is given by the 
Shockley-Read-Hall model (6.24) with carrier lifetimes Tn = T P = 10-6 s. 
More details about the device can be found in Appendix B. The applied vol­
tages at the source, drain and substrate are kept constant at 
Vs = 0.0V, Vd = 0.1 V andVs = 0.0V, respectively. During the simulation the 
applied voltage at the gate is raised from Vg = 0.0 V to Vg = 5.0 V in steps of 
1.0 V. Table 7.4 show the average residual factor p for the different multigrid 
algorithms on a 64 X 80 grid, the coarsest grid is an 8 X I O grid, so 3 levels of 
uniform refinement are used. In an cases the multigrid algorithms converge 
rapidly; we observe that the vertex-centered algorithms are more efficient than 
the cell-centered algorithms. 

7.5.2. LDDMOS-transistor 
A harder problem is the LDDMOS-transistor of which a plot is shown in Fig­
ure 7.6; again a precise description of the device is found in the Appendix B. 
We solve this problem only for the electrons, and assume that c/>p is piecewise 
constant; the recombination rate R is zero. We keep the applied voltages at 
the gate, substrate and source constant at Vg = 2.0 V, Vs = 0.0 V and 
Vs = 0.0 V, respectively, while the drain voltage Vd is raised from 0.0 V to 
5.0 V in steps of 1.0 V. 

The coarsest grid used, a non-uniform 10 X 10 grid, is shown in Figure 7.7. 
The first grid-line in the silicon region lies on the coarsest grid 0.01 µm under­
neath the silicon/ oxide interface. Table 7 .5 shows the average reduction factor 
p for the different multigrid algorithms. For this test problem the relaxation 
procedure sometimes fails on one of the coarse grids. If this happens we do 
not use the correction calculated on that grid, and return to the finer grid 
immediately; in Table 7.5 these cases are indicated by an asterisk. Notice that 
for vertex-centered multigrid with a frozen solution qfI on the coarse grids, we 
are able to use all grids; as shown in Section 7.3 in this case the coarse grid 
problems are properly scaled and stable. In Figure 7.8 we show the conver­
gence behavior for much finer grids (the finest grid contains 320 X 320 cells) of 
this multigrid algorithm for Vd = 5.0V; we observe that the convergence 
behavior is grid independent indeed. Finally, we give a rough estimate for the 
execution times of the vertex-centered multigrid algorithm in Table 7.6; these 
results are obtained on a SUN SPARC station 1 for a non optimized 
PASCAL-code. As the convergence behavior is grid independent and the 
amount of work is proportional to the number of grid-points we conclude that 
multigrid has optimal complexity also for this test problem. 
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gate 
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FIGURE 7.6. Configuration of LDDMOS-transistor. 

FIGURE 7.7. Coarsest grid for LDDMOS-transistor. 
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qH 0.0 1.0 2.0 3.0 4.0 5.0 

Cell-centered MG R 0.20 0.52 0.63 0.74* 0.65* 0.74* qH 
Cell-centered MG q{ 0.23 0.47 0.44 0.74* 0.65* 0.74* 
Vertex-centered MG qlJJ 0.13 0.21 0.40* o.so* 0.90* 0.91 * 
Vertex-centered MG q{ 0.14 0.34 0.24 0.23 0.21 0.22 

TABLE 7.5. Average convergence factor p for different drain voltages Vd 
011 80 X 80 grid (LDDMOS-transistor). 

0 

-10 

5 

W-cycles 

80X80 

160X 160 

320X320 

10 

FIGURE 7.8. Convergence history of vertex-centered multigrid with qH = q{ 
for LDDMOS-transistor, Vd = 5.0 V. 

grid time ins 

40X40 33 
80X80 129 

160X 160 508 
320X320 1959 

TABLE 7.6. Estimation of time per W-cycle 011 a SPARC station l. 
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7.6. CONCLUDING REMARKS 

We have introduced and compared two different mixed finite element discreti­
zations of the stationary semiconductor equations, both equivalent to finite 
volume discretizations. To solve the systems of nonlinear equations obtained 
after discretization, we have analyzed a cell-centered and a vertex-centered 
multigrid algorithm. By studying the Jacobian matrices of the coarse grid 
problems it appears that vertex-centered multigrid avoids the scaling problem 
that is inherent to the cell-centered multigrid method. Moreover, it is shown 
that the use of a restriction of the fine grid solution as initial iterate on the 
coarse grid may lead to ill-conditioned coarse grid problems; it is better to cal­
culate the solutions on the coarse grids during the nested iteration, and to use 
these solutions as starting iterates on the coarse grids during the multigrid 
cycling. In both cell-centered and vertex-centered multigrid we use inaccurate 
grid transfer operators for the restriction of the residual; by Fourier analysis it 
is shown that the choice of a suitable relaxation operator may lead to a well­
behaved two-grid algorithm for an anisotropic diffusion model problem. 

These findings are confirmed by our numerical experiments. It appears that 
the vertex-centered multigrid method is more robust than the cell-centered 
multigrid method. Moreover, the vertex-centered multigrid method has a fast 
and grid independent convergence behavior for practical test problems. 

In this monograph we assumed very simple models for the generation­
recombination term R and the carrier mobilities µ, 11 , /J,p- Here, we like to 
make some remarks about possible problems that might arise in the multigrid 
algorithm, if more sophisticated models are used. 

The generation-recombination term R is usually modeled as the sum of 
Shockley-Read-Hall and Auger recombination, and a generation term model­
ing impact ionization. The inclusion of Auger recombination is straightfor­
ward, and no difficulties are expected. However, it is still an open question 
how to deal with impact ionization in multigrid . The impact ionization term 
depends exponentially on the electric field ( cf. [8]) and it is not clear whether it 
is necessary, or possible. to resolve this electric field accurately on the coarser 
grids. On the other hand, the modeling of impact ionization is also prob­
lematic in conventional device simulation programs. 

There are several models for the mobilities µ, 11 , /J,p (cf. [8]); these models 
imply a nonlinear dependence of µ, 11 and /J,p on the solution (if;, n, p). How­
ever, it appears that µ, 11 and fLp are smoothly varying functions, so no serious 
problems are expected with regard to the multigrid algorithm. 

We complete this monograph by concluding that it is attractive indeed to 
use multigrid for semiconductor device simulation problems. 
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Appendix A 

Numerical evaluation of some functions 

In this Appendix we give the numerical evaluation of some functions. 

logPlus 1 (x) = log( l + x) 

{ use: correction transformation (cf. (5.18) and (5.33)) } 

if lxl < 0.001 then logPlusl = x(l-x(½-x<½-xc¾ xf )))) 

else 

t= 10-7 

if (I +x) > 1: then logPlusl = log(l +x) 
else logPlus l = 2log( E )- log(2E - x - l) 

1 l 
Cexp(x) = - + --

x 1 - ex 

{ use: calculation Jacobian matrix elements (cf. (6.13)) } 

1 
if (x < - 30.0) then Cexp = 1 + -

1 
elseif (x > 30.0) then Cexp = -

X 

X 

1 1 
elseif (lxl > 0.2) then Cexp = - + --

x 1 - ex 

else 
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ex - 1 
Zexp(x)= -­

x 

{ use: calculation Bexp (x) } 

Appendix A 

l l l I l 
if Jxl<0.01 then Zexp=((((720x+uo)x+ 24)x+6)x+2)x+ I 

elseif Jxl < 30 then 

elseif x < 0 then 

else 

l - ex 
Qexp(x, y) = --

1 eY 

ex - I 
Zexp=-­

x 

1 
Zexp = --

x 

ex 
Zexp = -

X 

{ use: calculation Lagrange multipliers (cf. (6.15)) } 

if x;;;;. 0 or x < y then ERROR 

elseif x < -0.01 then 

elseif y < -0.01 then 

else 

x-y 
Bexp(x, y) = --­e -eY 

l - e' 
Qexp=--

1 - eY 

Qexp = x Zexp( x) 
eY - 1 

Qex = xZexp(x) 
p yZexp(y) 

{ use: calculation Jacobian matrix elements (cf. (6.13)) and Dexp (x)} 

if x > y then Bexp = Bexp(y,x) 

else 
e~y 

Bexp=---­
Zexp(x-y) 



Numerical evaluation of functions 

_ Bexp(a, b) 
Dexp(a,b,c,d) - B ( d expc,) _ 

{ use: calculation current densities ( cf. ( 6.11)) } 

amb=a-b 

cmd = c-d 

if amb ~ 0 then 

abe=b 

else 

abe= a 

amb= -amb 

if cmd :,;;;;; 0 then 

cde= d 

else 

cde= c 

cmd= -cmd 

Dex = ecde-abe Zexp(cmd) 
p Zexp(amb) 
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Appendix B 

Description of test problems 

In this Appendix we give a detailed description of the test problems that have 
been used in this monograph, i.e. the quarter circle diode (Chapter 5), the 
bipolar transistor (Chapter 6), the MOS-transistor (Chapter 7) and the 
LDDMOS-transistor (Chapter 7). The bipolar transistor problem and the 
LDDMOS problem are taken from the CURRY example set [l], whereas the 
MOS problem has been suggested to us by Dr. W.H.A. Schilders (Philips 
Natlab). Table B lists some values of physical parameters that we have used 
in our numerical experiments and on the following pages a detailed description 
of the test devices is given. All lengths are expressed in cm and the scaling, 
discussed in Section 1, is not used. 

Symbol 

ni 

T n 

Tp 

t:o 
4 
€~ 

q 
U-rl 

Meaning 
intrinsic concentration 
electron lifetime 
hole lifetime 
permittivity of vacuum 
relative permittivity silicon 
relative permittivity oxide 
elementary charge 
inverse of thermal voltage 

Value 
l.22X 10+ 10 cm- 3 

1.ox10-6 s 
1.ox10-6 s 
8.854187818X 10- 14 Asv- 1 cm- 1 

11.7 
4.0 
1.6021 X 10- 19 As 
38.68293 v- 1 

TABLE B. Numerical values of physical parameters. 



Description of test problems 

QUARTER CIRCLE DIODE 

Figure 5.2 configuration 
dimensions 

/1-n 

(0, lOX 10-4)X(O, lOX 10-4 ) 

500 

/1-p 500 
contacts 

anode 
cathode 

(0, lOX 10-4 ) - (lOX 10-4 , lOX 10-4) 

(0, 0) - (2.5 X 10-4, 0) 

dope(x, y) 

r = sqrt(sqr(x) + sqr(y)) 

if r..;;5xl0- 4 then 

elseif r = 5 X 10-4 then 

else 

dope= +1.ox10+ 1s 

dope= 0.0 

dope= - LOX 10+ 18 
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BIPOLAR TRANSISTOR 

configuration 
dimensions 
µn 
µp 
contacts 

Figure 6.4 
(0, 20X 10-4)X(-8X 10-4 , 0) 
500 
500 

(0, 0) - (3X 10-4, 0) 
(14X 10-4 , 0) - (18X 10-4 , 0) 

emitter 
base 
collector (0, -8X 10-4) - (20X 10-4 , -8X 10-4 ) 

dope(x, y) 

bgdope = +6.00X 10+ 15 

dptopl = +6.00X 10+ 19 dptop2 

ydispl = +0.00X 10+oo ydisp2 

dl = +7.lOX 10-o5 d2 

xmskll = -5.00X 10-04 xmskl2 

xmskrl = +5.00Xl0-04 xmskr2 

{ n-type background doping } 

dope = bgdope 

{ n-type emitter doping } 

= -2.15 X 10+is dptop3 

= +o.oox 10+00 ydisp3 

= +1.15Xl0-04 d3 
= -2.lOX 10-o3 xmskl3 

= +2.lOX 10-o3 xmskr3 

fx = 0.5*(erf((x-xms~l)/dl) - erf((x-xmskrl)/dl)) 
fy = dptopl *exp(-sqr((y+ydispl)/ dl)) 
dope = dope + fx*fy 

{ p-type base doping } 

fx = 0.5*(erf((x-xmskl2)/d2) - erf((x-xmskr2)/d2)) 
fy = dptop2*exp(-sqr((y+ydisp2)/ d2)) 
dope = dope+ fx*fy 

{ n-type collector doping } 

fx = 0.5*(erf((x-xmskl3)/d3) - erf((x-xmskr3)/d3)) 

fy = dptop3*exp(-sqr((y+ ydisp3)/ d3)) 
dope = dope + fx*fy 

Appendix B 

= + l.I0X 10+ 19 

= +8.00X 10-o4 

= +uox10-04 

= -2.50X 10-o3 

= +5.00X 10-o3 
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MOS-TRANSISTOR 

configuration 
dimensions 
µn 
µp 
contacts 

source 
gate 
drain 
substrate 

dope(x, y) 

Figure 7.5 
(-2x10-4, +2x10-4)X(-l.5x10-4 , +o.05x10-04) 

300 
200 

(-2X 10-4 , -0.2X 10-4) - (-2X 10-4 , 0) 
(-1 X 10-4 , 0.05 X 10-4 ) - (+IX 10-4 , 0.05 X 10-4) 

( +2X 10-4 , -0.2X 10-4 ) - ( +2X 10-4 , 0) 
(-2Xl0-4 , -l.5Xl0-4)-(+2Xl0-4, -l.5Xl0-4) 

bgdope = -1.00X 10+ 16 

dnbox = + l.00X 10+ 15 

ydispl = +0.lOX 10-o4 

drp = +4.00X 10-06 

dope =bgdope 

if x ~ - 1.01 X 10-04 or x;;,: 0.99X 10-04 then 

if y;;,: -0.201 X 10-04 then 

d I = drp*sqrt(2) 
dptopl = dnbox/(sqrt(?T)*dl) 
fy = dptopl *exp(-sqr((y+ydispl)/ di)) 
dope = fy 
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LDDMOS-TRANSIST0R 

Figure 7.6 
(0, 2.2X 10-4)X(-2.0X 10-4 , 0.2675 X 10-4 ) 

configuration 
dimensions 
polysilicon 
/Ln 

(0.6X 10-4 , l.6X 10-4)X(0.0175X 10-4, 0.2675X 10-4) 

300 
contacts 

(0, 0) - (0.1 X 10-4 , 0) source 
drain 
gate 
substrate 

(2.1 X 10-4 , 0) - (2.2X 10-4 , 0) 
(0.6X 10-4 , 0.2675X 10-4)- (l.6X 10-4 , 0.2675X 10-4 ) 

(0, -2X 10-4) - (2.2X 10-4 , -2X 10-4) 

dope(x, y) 

bgdope = - LOO X 10+ 15 

dptopO = - l.0500X 10+ 17 

ydispO = +0.0500X 10-04 

dO = +0.1500X 10-o4 

dptop2 = +2.0000X 10+2o 

ydisp2 = +0.0650X 10-04 

d2 = +0.0557X 10-o4 

xmskl2 = -0.2500X 10-o4 

xmskr2 = +0.2500X 10-o4 

dptop4 = +2.4000X 10+ 18 

ydisp4 = +o.oooox 10+00 

d4 = +0.1875X 10-o4 

xmskl4 = -0.5750X 10-04 

xmskr4 = +0.5750X 10-o4 

dope = bgdope 

{ treshold implantation } 

if y > -ydispO then fy = dptopO 

dptopl = -8.0000X 10+ 15 

ydispl = +0.4000X 10-04 

dl = +0.1600X 10-04 

xmskll = -1.0000X 10-o3 

xmskrl = + l.OOOOX 10-o3 

dptop3 = +2.0000X 10+2o 

ydisp3 = +0.0650X 10-o4 

d3 = +0.0557X 10-o4 

xmskl3 = + l.9500X 10-04 

xmskr3 = + 2.4500 X 10-o3 

dptop5 = +2.4000X 10+ 18 

ydisp5 = +o.oooox 10+00 

d5 = +0.1875XI0-04 

xmskl5 = + l.6250X 10-o4 

xmskr5 = +2.7750X 10-o4 

else fy = dptopO*exp(-sqr((y+ydispO)/ dO)) 
dope = dope + fy 

{ anti punch through implantation } 

fy = dptopl *exp(-sqr((y+ydispl)/ dl)) 
fx = 0.5*(erf((x-xmskll)/ dl) - erf((x-xmskrl)/ dl)) 
dope = dope + fx*fy 
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{ n+ source} 

fy = dptop2*exp(-sqr((y+ydisp2)/ d2)) 
fx = 0.5*(erf((x-xmskl2)/d2) - erf((x-xmskr2)/d2)) 

dope =dope+ fx*fy 

{ n+ drain} 

fy = dptop3*exp( - sqr((y + ydisp3)/ d3)) 
fx = 0.5*(erf((x-xmskl3)/d3)- erf((x-xmskr3)/d3)) 

dope =dope+ fx*fy 

{ n- source } 

fy = dptop4*exp(-sqr((y+ydisp4)/d4)) 
fx = 0.5*(erf((x-xmskl4)/d4)- erf((x-xmskr4)/d4)) 

dope =dope+ fx*fy 

{ n- drain } 

fy = dptop5*exp(-sqr((y+ydisp5)/d5)) 
fx = 0.5*(erf((x -xmskl5)/ d5) - erf((x -xmskr5)/ d5)) 

dope = dope+ fx*fy 

{ polysilicon } 

if y ;;a, 0.01 X 10-o4 then dope= I.OX 10+2o 
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