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## FOREWORD

For me one of the highlights of highschool-mathematics was the introduction of the concept inner product. Problems that in earlier schoolyears could only be handled with geometric methods, were now be poured in an algebraic form and were then easily solved with a combination of algebraic manipulation and geometric insight. The strength of this combination has made a tremendous impression on me.

During my later study of mathematics this feeling became even stronger, when it turned out that this combination was also fruitful in the more general context of inner product spaces. Apart from their beautiful structure, inner product spaces have been studied extensively for the many applications they produced, e.g. in Fourier-analysis.

In the winter of 1987 I was introduced to the subject of median algebras by Dr. Marcel van de Vel - they play an important role in his monograph "Theory of Convex Structures". When it appeared to me that the combination of algebraic manipulation and geometric insight was vital in this area too I became very interested. Median algebras have - sometimes implicitly appeared in rather different disciplines of mathematics such as discrete mathematics, lattice theory and topology, each of which use their own language. This makes it rather difficult to get an overall view of the subject. When, with the help of Marcel, I obtained that view, it seemed to me that one of the reasons median algebras were not that popular was the seeming lack of applications. Furthermore it surprised me that the highly natural class of median algebras arising from metric spaces and normed spaces, was hardly studied.

With this monograph, based on my dissertation, I therefore hope to achieve the following things:

- Giving an introduction to the subject of median algebras.
- Presenting a theory of median algebras arising from metric and normed spaces.
- Connecting the theory of median algebras to the real world by means of applications.
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## SYMBOLS

| $\mathbb{N}=\{1,2, .\},$. | set of natural numbers |
| :--- | :--- |
| $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$, | set of integers, rationals and reals respectively |
| $A \Delta B$, | symmetric difference of $A$ and $B$ |
| $A^{\prime}$, | complement of $A$ |
| $2^{X}$, | power set of $X$ |
| $x_{i \in I} X_{i}$, | Cartesian product of sets $\left(X_{i}\right)_{i \in I}$ |
| $\|A\|, \#(A)$, | cardinality of $A$ |
| $\bar{A}, c l(A)$, | (topological) closure of $A$ |
| $A^{o}$, int $(A)$, | interior of $A$ |
| $a \sqcap b$, | collection of maximal lowerbounds of points $a, b$ in a partial order |
| $a \wedge b$, | infimum (meet) of points $a, b$ in a lattice |
| $a \sqcup b$, | collection of minimal upperbounds of points $a, b$ in a partial order |
| $a \vee b$, | supremum (join) of points $a, b$ in a lattice |
| $\inf (A)$, | infimum of $A$ |
| $\min (A)$, | minimum of $A$ |
| $\sup (A)$, | supremum of $A$ |
| $\max (A)$, | maximum of $A$ |
| $D(b, r)$, | closed ball at a point $b$ of radius r in metric space |
| $\operatorname{diam}(A)$, | diameter of $A$, i.e. sup $\{\rho(a, b) \mid a, b \in A\}$ |
| $\rho(A, B)$, | distance between $A$ and $B$, i.e. inf $\{\rho(a, b) \mid a \in A ; b \in B\}$ |
| $\rho_{H}$, | Hausdorff metric |
| $\operatorname{co}(A)$, | convex hull of $A$ |
| $\overline{c o}(A)$, | convex closure of $A$, i.e. the closure of $c o(A)$ |
| $s p(A)$, | linear span of $A$ |
| $\overline{s p}(A)$, | linear closure of $A$, i.e. the closure of $s p(A)$ |
| $k e r(f)$, | kernel of a linear function $f$ |
| $[f]$, | equivalence class of integrable functions |
| iff,, | if and only if |
| $■$, | end of proof |

## INTRODUCTION

## -das mittelding-das wahre in allen sachen, <br> kennt und schätzt man izt nimmer.

(W.A. Mozart)

A point $p$ in a metric space ( $X, \rho$ ) is (metrically) between $a, b \in X$ provided that $\rho(a, b)=\rho(a, p)+\rho(p, b)$. This definition was first formulated by Menger in 1928 (see [56]). The (metric) interval joining two points $a, b$ of $X$ is the set $I_{\rho}(a, b)$ consisting of all points between $a$ and $b$.

In this thesis we consider modular metric spaces $(X, \rho)$, which have the property that all sets of type
$M_{X}(a, b, c)=I_{\rho}(a, b) \cap I_{\rho}(b, c) \cap I_{\rho}(c, a)$
are nonempty. For example, if $X$ is the real line $\mathbb{R}$ with its natural metric, then $M_{\mathbb{R}}(a, b, c)$ consists of one point only, namely the middle one of $a, b, c$. More generally, the operator $M_{X}$ is single-valued if $X$ equals $\mathbb{R}^{n}$ with the "sum-norm". It is properly multivalued if $X$ equals $\mathbb{R}^{n}$ with the "max-norm". These states of the values of $M_{X}$ (singlevalued/multivalued) correspond with rather opposite situations.

In 1947, Birkhoff and Kiss [15] considered a ternary (so-called median) operator on a distributive lattice, and discussed its properties. One year later, Avann [5] formulated a general concept of a median algebra. This is a set with a ternary operation possessing a few natural properties, which are fulfilled, for instance, by the single-valued operator of $\mathbb{R}^{n}$ with the sum-norm. The Birkhoff-Kiss operator is a metric-free example. The subsequent papers [72], [73], [74], of Sholander provide some characterizations of median algebras appealing to the intuitive meaning of the word "median". Some of his results were used later by Avann [6] to conclude that if the operator $M_{X}$ of a modular metric space $X$ is single-valued, then it gives a median operator. To emphasize that the set $M_{X}(a, b, c)$ can have more than one point, the operator $M_{X}$ is called a multimedian operator. In the fortuitous situation that $M_{X}$ is single-valued, the space $(X, \rho)$ is a median metric space.

More recently, median algebras have been studied from the viewpoint of convexity. Sholander's concept of median betweenness gives rise to an interval operator which, in turn, leads to a natural description of convex sets. A convexity arising from a median algebra has à number of properties reminding of traditional convexity in vector spaces, specifically in inner product spaces. For instance, disjoint convex sets can be separated with complementary halfspaces, and certain convex sets (such as polytopes) allow for a natural projection similar to -viii-
metric nearest point projections. In fact, an important part of this thesis deals with a combination of traditional convexity and median convexity: a study of modular normed spaces.

As can be seen from the 1983 survey paper of Bandelt and Hedlíková [8] median algebras were not widely known outside of lattice theory or graph theory, until recently. Nonetheless, median spaces have occurred in a somewhat disguised form in topology (normally supercompact spaces and superextensions - see van Mill's dissertation [58]). Here, the idea is to use a closed subbase with the following intersection property: any collection of subbase members that meet two by two meet altogether. Formally replacing the closed subbase by the collection of closed balls in a metric space leads to a description of hyperconvex metrics, the study of which goes back to Nachbin [63] and to Aronszaijn and Panitchpakdi [4]. Hyperconvex metric spaces, and more general spaces with the " $(3,2)$ Intersection Property of balls" yield another type of example of modular spaces. In these spaces the values of the operator $M_{X}$ are usually genuinely multivalued.

In this dissertation we present a study of modular metric spaces -in which the median metric spaces play a prominent role- thereby combining viewpoints from median convexity and that of intersection properties of balls. This study, which is mainly set in the disciplines of metric geometry and analysis, is applicable in rather various situations, such as modular lattices, graphs and Banach spaces. In this fashion, we obtain new examples of spaces with the " $(3,2)$ Intersection Property of balls" and we are able to solve a problem of Aronszaijn and Panitchpakdi on the completion of these spaces in the affirmative. We also give an application of the developed theory in chapter VII, where results on shortest network of line segments interconnecting an arbitrary set (Steiner trees) are presented.

## Organization

Some basic information on partial orders, (multi-)lattices, and convexity is presented in Chapter I, culminating in a general (metric-free) theory of modular spaces. Some standard results have been provided with a proof in order to make our treatment somewhat selfcontained. Among other things, it is shown that median spaces are modular spaces with an abundance of convex sets.

Chapter II specializes to modular metric spaces (as described above). Here it is shown that the modularity condition corresponds with the " $(3,2)$ Intersection Property of balls". Apart from the early work of Nachbin and of Aronszaijn and Panitchpakdi, this topic received attention from Isbell [40], [41], Lima [48], en Lindenstrauss [50], [51]. Prominent examples are: $L_{1}(\mu)$-spaces, $K_{1}(\mu)$-spaces, and metric ("valuated") lattices. Particular attention is given to extension properties of contractive maps, completeness, and weak topology (that is, the topology generated by the convex closed sets). Also an explicit description of the completion of a modular metric space is given. This description, which consists of adding convergence points of "decreasing" or "increasing" sequences, resembles the classical Carathéodory extension theorem for measures to $\sigma$-algebras. This is the starting point for a "Heine-Borel" type theorem, characterizing weak compactness in modular metric spaces.

Chapter III further specializes to modular normed spaces. Among the important results are: a characterization of $L_{1}(\mu)$-spaces as median Banach spaces, or, as Banach spaces with an additive orthogonality. The latter justifies the above claim of analogy with inner product spaces. As a consequence, each median normed space embeds (linearly) isometrically into an $L_{1}(\mu)$ space.

Chapter IV provides characterizations of spaces of type $l_{1}(I)$ in terms of the Hausdorff property of the weak topology (in the sense of Chapter II). These results are used in a decomposition of modular Banach spaces into two modular ones. One factor has no linear functionals compatible with the metric (sub)convexity (equivalently, it has no non-trivial metrically convex bodies), whereas the other has a point-separating collection of such functionals. Median Banach spaces of the first type correspond with atom-free $L_{1}(\mu)$ spaces, whereas spaces of the second type correspond with $l_{1}(I)$ spaces.

Some questions on isometric embedding of median metric spaces into $L_{1}(\mu)$ spaces are considered in Chapter V. We use results of Assouad and Deza [7] to show that $L_{1}(\mu)$ spaces are not only universal median normed spaces but in fact are universal median metric spaces: each median metric space embeds isometrically into an $L_{1}(\mu)$ space. Completely different techniques have been used to show that a median metric space embeds isometrically into $l_{1}(n)$ iff it can be embedded as a median subalgebra.

Chapter VI deals with the amalgamation of modular (metric) spaces. This construction results into a unique modular space extending the original ones, and which is median if the original spaces both are. Particular attention goes to the extension of metrics which are "adapted" to an interval operator in the sense that balls around convex sets are convex. The results are applied to construct median or hyperconvex metrics on collapsible polyhedra in an elegant and natural way. This construction generalizes and simplifies that of Mai and Tang [53].

Finally, an application of median geometry is given Chapter VII. Here the topic is the theory of Steiner trees, which deals with the following type of problem. How can you design a network connecting all consumers that minimizes the quantity of material used? This type of problem arises in the design of telephone networks, oil pipelines, and electrical circuitry. The main result of this chapter is that in general median metric space such trees exist and can be found in a finite number of steps. This generalizes and strengthens a result of M. Hanan [35] in the plane. The method employed by Hanan is rather technical and ad hoc as it involves highly specific constructions in the plane. In contrast, we have based our methods on a fairly well developed geometry of median metric spaces. In particular, there is no need to restrict to two dimensions.

## Somewhat more detailed summaries can be found at the beginning of each chapter, with the exception of chapter I.

Note on notation: when referring to a result within this dissertation, we only specify its chapter number if it differs from the current one.

## CHAPTER I

## PRELIMINARIES

## § 1 Partial orders

1.1 Lattices. Let $(P, \leq)$ be a poset (partially ordered set). If $x, y \in P$ have an infimum (resp. supremum) then it will be denoted by $x \wedge y$ (resp. $x \vee y$ ). A semi-lattice is a poset $S$ in which each pair of points $x, y$ has an infimum. A lattice is a partially ordered set in which each pair of points has an infimum and a supremum. If $K, L$ are lattices, then $f: K \rightarrow L$ is called a (lattice) homomorphism provided

$$
f(x \wedge y)=f(x) \wedge f(y) ; f(x \vee y)=f(x) \vee f(y)
$$

for all $x, y \in K$. Note that a homomorphism is order preserving. A bijective homomorphism is called an isomorphism. A least (resp. greatest) element of a lattice -if any- is called a unit, and will be denoted by 0 (resp. 1).

A lattice $L$ is called distributive provided that
$\forall x, y, z \in L: x \vee(y \wedge z)=(x \vee y) \wedge(x \vee z)$,
or equivalently,

$$
\forall x, y, z \in L: x \wedge(y \vee z)=(x \wedge y) \vee(x \wedge z) .
$$

A lattice $L$ is called modular provided that

$$
a \leq c \text { implies } a \vee(b \wedge c)=(a \vee b) \wedge c(a, b, c \in L) .
$$

Modularity is considerably more general than distributivity. For instance, nearly all lattices arising from algebraic considerations are modular, but usually not distributive.


Fig. 1.1A: The lattice $K_{2,3}$.


Fig. 1.1B: The lattice $N_{5}$

Figure 1.1A depicts the non-distributive lattice $K_{2,3}$, and Figure 1.1B depicts the nonmodular lattice $N_{5}$. In fact the following hold. A lattice is modular if and only if it does not contain the lattice $N_{5}$ as a sublattice, and a modular lattice is distributive if and only if it does not contain the lattice $K_{2,3}$. See [13] or [28].
1.2 Lattice groups. A partial order $\leq$ on an Abelian group $G$ with zero element 0 is called a group order, provided that $0 \leq x$ implies $a \leq x+a$ for all $a, x \in G$. In this situation, the pair ( $G, \leq$ ) is called an Abelian ordered group. Observe that a (non-trivial) ordered group can not have units. If $\leq$ constitutes a lattice, then ( $G, \leq$ ) is called an Abelian lattice (ordered) group. See [13], where it is also shown that a lattice group is a distributive lattice, and that any Abelian torsion free group can be made into an Abelian lattice group.

The most prominent example arises from vector spaces. A group order $\leq$ on a real vector space $V$ with the property that $0 \leq x$ implies $0 \leq \lambda x$ for all $\lambda \in \mathbb{R}_{0}^{+}$, is called a vector order. The pair ( $V, \leq$ ) is called an ordered vector space in this situation. If $\leq$ constitutes a lattice, then ( $V, \leq$ ) is called a vector lattice, or a Riesz space. See the book of Luxemburg and Zaanen [52].

For a point $x$ in an Abelian lattice group $G$, we define the positive part by $x^{+}=x \vee 0$, the negative part by $x^{-}=-(x \wedge 0)$, and the modulus by $|x|=x^{+}+x^{-}$. We remark that Birkhoff [13] defines the negative part of $x$ differently by taking $x^{-}=x \wedge 0$. Our notation is most common in the theory of Riesz spaces.
1.3 Boolean algebras. Let $L$ be distributive lattice with units 0,1 . A point $a \in L$ is called an atom if for $b \in L$ with $0 \leq b \leq a$ either $b=0$ or $b=a$. Two points $x, x^{\prime} \in L$ are complementary provided that

$$
x \wedge x^{\prime}=0 \quad ; \quad x \vee x^{\prime}=1
$$

In these circumstances $x^{\prime}$ is a complement of $x$. A point $x \in L$ can have at most one complement. The lattice $L$ is called complemented if every $x \in L$ has a complement.

A Boolean algebra ( $A, \vee, \wedge$ ) is a complemented, distributive lattice. As a (classical) example of Boolean algebras we have the following. A collection of subsets $\star$ of a set $X$ is called an algebra of sets if
(1) $\varnothing, X \in \mathbb{A}$,
(2) $A, B \in \mathbb{A}$ then $A \cap B \in \mathbb{A}$,
(3) $A, B \in \notin$ then $A \Delta B \in \notin$.

One can easily verify that the triple $(A, \cup, \cap)$ yields a Boolean algebra. $\left(^{( }\right)$In fact by the "Stone representation theorem" (Theorem 1.5) each Boolean algebra can be seen as an algebra of sets. An algebra of sets closed under taking countable unions is called a $\sigma$-algebra.

A homomorphism between Boolean algebras, is a lattice homomorphism with the additional property that $p(0)=0$ and $p(1)=1$. Hence, there is no such thing as a trivial Boolean homomorphism.

The following is a well-known connection between ultra-filters and (Boolean) homomorphisms with values in $\{0,1\}$. Let $X$ be a set. Then $\mathcal{F}$ is an ultra-filter on $X$ iff $\mathcal{F}=p^{-1}(1)$ for some homomorphism of the power set $2^{X}$ into $\{0,1\}$. In a natural fashion one can define a notion of

[^0]filter on a Boolean algebra. By using maximal filters one obtains:
1.4 Lemma. (e.g. [1, p. 197-199]) Let $(A, \vee, \wedge)$ be a Boolean algebra and $0 \neq a \in X$, then there exists a homomorphism $h: A \rightarrow\{0,1\}$ with $p(a)=1$.

We remark that there is a correspondence between the power set $2^{X}$ and the function space $\{0,1\}^{X}$ : a set $A \subseteq X$ corresponds with the characteristic function $\chi_{A}$ on $A$, defined by $\chi_{A}(x)=1$ iff $x \in A$. It is well-known that $\{0,1\}^{X}$ endowed with the topology of pointwise convergence, yields a compact Hausdorff space.

Let $(A, \vee, \wedge)$ be a Boolean algebra. Then $B(A)$ denotes the subset of $\{0,1\}^{A}$ consisting of all homomorphisms between $A$ and $\{0,1\}$. Endow $B(A)$ with the relative topology of $\{0,1\}^{A}$. The following is a rather straightforward consequence of Lemma 1.4.
1.5 Theorem. (Stone representation theorem) Let $(A, \vee, \wedge)$ be a Boolean algebra. Then,
(1) The function space $B(A)$ is a compact Hausdorff topological space.
(2) The function $j:(A, \vee, \wedge) \rightarrow 2^{B(A)}: j(a)=\{p \in B(A) \mid p(a)=1\}$, is a homomorphism. The values of $j$ are closed and open in $B(A)$.
1.6 Measures on Boolean algebras; Measure spaces. Let $(A, \vee, \wedge)$ be a Boolean algebra. A function $\mu: A \rightarrow[0, \infty]$ is called a (finitely-additive) measure on $A$ provided
(1) $\mu(0)=0$,
(2) $\mu$ is finitely additive, i.e. if $a_{1}, \cdots, a_{n}$ are pairwise disjoint elements of $A$, i.e. $a_{i} \wedge a_{j}=0$ for distinct $i, j$, then

$$
\mu\left(\sum_{i=1}^{n} a_{i}\right)=\sum_{i=1}^{n} \mu\left(a_{i}\right) .
$$

The binary function $\rho_{\mu}(a, b)=\mu(a \vee b)-\mu(a \wedge b)$ yields a pseudo-metric on $A_{f i n}=\{a \in A \mid \mu(a)<\infty\}$. This pseudo-metric space will be denoted by $K(A, \mu)$. The quotient of $A_{f i n}$ obtained by dividing out zero sets will be denoted by $K_{1}(A, \mu)$.

If $(\notin, \vee, \wedge)$ is an algebra of sets with unit $X$, then a measure $\mu$ on $\triangleq$ is called $\sigma$-additive if for each sequence $\left(A_{i}\right)_{i=1}^{\infty}$ of pairwise disjoint sets in $A$ whose union is also in $\nexists$ the following equality holds

$$
\mu\left(\cup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \mu\left(A_{i}\right)
$$

If $A$ is a $\sigma$-algebra, then the triple $(X, A, \mu)$ is called a measure space. For general reference see the book of Royden [69]. A prominent type of example is given by the counting measure $\mu$ on the $\sigma$-algebra $2^{I}$ for some index set $I$, which is given by:
$\mu(F)=\left\{\begin{array}{ll}\#(F) & \text { if } F \text { is finite } \\ \infty & \text { otherwise } .\end{array} \quad(F \subseteq I)\right.$
The following result is classical.
1.7 Theorem. (Carathéodory extension theoremı) $A \sigma$-additive measure $\mu$ on an algebra of sets $(\notin \vee, \wedge)$ with unit $X$ can be extended to a $\sigma$-additive measure on the smallest $\sigma$ algebra $\AA^{\prime}$ in $X$ containing $\star$. If $X$ is the union of countable many elements of $\star$ of finite measure, then this extension is unique.

In a measure space one can define the "integral" $\int_{X} f d \mu$ for a measurable function $f: X \rightarrow[-\infty, \infty]$. If $\int_{X}|f| d \mu$ is finite, then $f$ is called absolutely integrable. The collection of integrable functions on $X$ is a pseudo-normed space with pseudo-norm $\|f\|=\int_{X}|f| d \mu$. If $f$ is an integrable function, then $[f]$ denotes the class of measurable functions $g$ that equal $f$ "almost everywhere" (i.e. $\mu(\{x \mid f(x) \neq g(x)\})=0$ ). One then defines

$$
L_{1}(X, \mathbb{A}, \mu)=\{[f] \mid f \text { is absolutely integrable }\} .
$$

In literature these Banach spaces are commonly called $L_{1}(\mu)$ spaces. If $\mu$ is the counting measure on an index set $I$ then the associated Banach space is usually denoted by $l_{1}(I)$. For $I$ finite, say $|I|=n$, the space $l_{1}(I)$ is just $\left(\mathbb{R}^{n},\|.\|_{s}\right)$ where $\|.\| \|_{s}$ denotes the sum norm, which is defined by

$$
\left\|\left(x_{1}, \cdots, x_{n}\right)\right\|_{s}=\left|x_{1}\right|+\cdots+\left|x_{n}\right| .
$$

The space $K_{1}(\AA, \mu)$ (which is usually denoted by $K_{1}(X, \star, \mu)$ ) corresponds with the closed subset $\left\{\left[\chi_{U}\right] \mid U \in \mathbb{A} ; \mu(U)<\infty\right\}$ of $L_{1}(X, \mathbb{A}, \mu)$. Hence, $K_{1}(X, \notin, \mu)$ is a complete metric space.

We obtain a nice application of the theorems of Carathéodory and Stone. See [64].
1.8 Theorem. Let $(A, \vee, \wedge)$ be a Boolean algebra, and let $\mu$ be a measure on $A$. Then there is a $\sigma$-algebra $\AA^{\prime}$ with a $\sigma$-additive measure $\mu^{\prime}$, such that $A$ is (isomorphic with) a subalgebra of $₫$, and $\mu^{\prime}$ extends $\mu$.

Proof: By the Stone representation theorem we can look upon $A$ as an algebra $A$ consisting of clopen sets in $B(A)$, and we can regard $\mu$ as being defined on $A$. Suppose that $A_{1}, A_{2}, \cdots$ is a sequence of pairwise disjoint members of $A$ such that their union is in $A$. As elements of $A$ are clopen sets of $B(A)$, we see that $A_{n}=\varnothing$ for large enough $n$. Hence $\mu$ is trivially $\sigma$-additive. Applying the Carathéodory extension theorem to $\mu$ and $\star$ concludes the proof of the theorem.

## § 2 Convex structures

2.1 Convexities. The following notions are taken from the monograph of van de Vel [79]. A family $C$ of subsets of a set $X$ is called a convexity on $X$ if
(C-1) $\varnothing, X$ are in $C$.
(C-2) $C$ is stable for intersections.
(C-3) $\mathcal{C}$ is stable for updirected unions, i.e. if $\mathscr{A} \subseteq C$ is non-empty and updirected then $\cup \mathscr{A}$ is in $C$.
The pair $(X, \mathcal{C})$ is called a convex structure, and members of $\mathcal{C}$ are called ( $\mathcal{C}$ ) convex. Each $A \subseteq X$ is contained in a smallest convex set, the convex hull of $A$ or $c o(A)$ for short. The convex hull of a finite set is called a polytope. A polytope spanned by two points is called a segment. A subset $H$ of $X$ is called a ( $C$-) halfspace provided both $H, X \backslash H$ are members of $C$. Let us say that two disjoint subsets $A, B$ in $X$ are separated by a $C$-halfspace $H$ provided $A \subseteq H$ and $B \cap H=\varnothing$. This notion gives rise to the following separation axioms $S_{1}, S_{2}, S_{3}, S_{3}$ on $C$ as follows:
$S_{1}$ : Points in $X$ are $C_{\text {-convex. }}$
$S_{2}$ : distinct points in $X$ can be separated by $C$-halfspaces.
$S_{3}$ : Each $\mathcal{C}$-convex subset $C$ in $X$ can be separated by $C$-halfspaces from points $q \notin C$.
$S_{4}$ : Each pair of disjoint convex subsets in $X$ can be separated by $\mathcal{C}$-halfspaces.
Axiom $S_{4}$ is usually called the Kakutani separating property. Clearly, $S_{2}$ implies $S_{1}$, and under assumption of $S_{1}, S_{4} \rightarrow S_{3} \rightarrow S_{2}$.
2.2 Interval operators. An operator $I: X^{2} \rightarrow 2^{X}$ is called an interval operator if it has the following properties for all $a, b \in X$ :
(I-1) Convexity of points: $I(a, a)=\{a\}$.
(I-2) Extensiveness: $a, b \in I(a, b)$.
(I-3) Symmetry: $I(a, b)=I(b, a)$.
The pair $(X, I)$ is called an interval space. A subset $C$ of $X$ is called star-shaped at a point $c_{0} \in C$ provided that

$$
\forall c \in C \quad: \quad I\left(c_{0}, c\right) \subseteq C .
$$

The subset $C$ is called I-convex, if $C$ is star-shaped at all of its points. One can easily verify that the collection of all I-convex subsets yields a convexity (the I-convexity). The hull operator of this convexity will be denoted by $\mathrm{co}_{I}$. We give some examples.
2.3 Segment operator of convexity. Let $(X, \mathcal{C})$ be an $S_{1}$-convexity. Then the segment operator, i.e. the operator assigning to each pair of points the segment between those points, is an interval operator
2.4 Standard interval operator. Let $V$ be a real vector space. The standard interval operator $c o$ is given by

$$
c o(a, b)=\{t \cdot a+(1-t) \cdot b \mid 0 \leq t \leq 1\}
$$

for all $a, b \in V$. The induced convexity is called standard.
2.5 Metric interval operator. Let $(X, \rho)$ be a metric space. The metric interval operator $I_{\rho}$ is defined by

$$
I_{\rho}(a, b)=\{x \in X \mid \rho(a, x)+\rho(x, b)=\rho(a, b)\}
$$

for all $a, b \in X$. The $I_{\rho}$-convex subsets are called $\rho$-convex, geodesically convex, or simply metric-convex. The concept of metric intervals originates from Menger [56].

As an illustration we mention that the metric intervals of an inner product space coincide with the standard intervals.
2.6 Lattice interval operator. Let $(L, \vee, \wedge)$ be a lattice. The lattice interval operator $I_{l}$ is defined by

$$
I_{l}(a, b)=\{x \in L \mid(a \wedge x) \vee(b \wedge x)=x=(a \vee x) \wedge(b \vee x)\},
$$

for all $a, b \in L$. This lattice interval operator was introduced by Glivenko [30]. See also the book of Blumenthal and Menger, [16], where other interval operators on lattices are considered as well. The $I_{l}$-convex subsets are also called $l$-convex.

The following result summarizes some of the properties of lattice interval operators. In the sequel, $[a, b]$ will denote the order interval between two points $a \leq b$ in a lattice.
2.7 Proposition. Let $L$ be a lattice. Then the following are true for all $a, b, x \in L$ :
(1) $x \in I_{l}(a, b)$ implies $a \wedge b \leq x \leq a \vee b$.
(2) $a \wedge b \in I_{l}(a, b) ; a \vee b \in I_{l}(a, b)$.
(3) If $a \leq b$ then $I_{l}(a, b)$ is exactly the order interval between $a, b$.
(4) The convexity induced by $I_{l}$ consists of all order-convex sublattices of $L$.

Proof: For a proof of (1), consider the following (in)equalities:
$x \leq x \vee(a \wedge b) \leq(a \vee x) \wedge(x \vee b)=x$,
in which the equality is by assumption. Hence equality holds throughout, showing that $a \wedge b \leq x$. The other inequality is derived similarly. For a proof of (2), for $x=a \wedge b$, we find that $(a \wedge x) \vee(x \wedge b)=x \vee x=x$ and $(a \vee x) \wedge(x \vee b)=a \wedge b=x$. Hence $x \in I_{l}(a, b)$. Similar computations yield $a \vee b \in I_{l}(a, b)$. For a proof of (3), suppose that $a \leq b$. If $a \leq x \leq b$, then $(a \vee x) \wedge(x \vee b)=x$. Considering the dual formula as well, we find that $x \in I_{l}(a, b)$. The opposite implication follows from the first part of the lemma. For a proof of (4), to find the convex hull $c o(a, b)$ of two points $a, b \in L$, one should start with $I_{l}(a, b)$. Then take all pairs $a^{\prime}, b^{\prime} \in I_{l}(a, b)$ and add $I_{l}\left(a^{\prime}, b^{\prime}\right)$. Then repeat the process until the set stabilizes. By combining parts (2) and (3) we see that the convex hull of $a, b$, must include the entire order-interval $[a \wedge b, a \vee b]$. By using part (1), it can be seen that no other points are obtained during the stabilization process.

Let us introduce some further terminology. A point $c$ of an interval space $(X, I)$ is said to be in between $a$ and $b$ if and only if $c \in I(a, b)$. These so-called "betweenness" relations are studied by several authors, among which are Pitcher and Smiley [66], and Sholander [72], [73], [72].
2.8 An alternative way of describing interval spaces. Let $X$ be a set. An operator $M: X^{3} \rightarrow 2^{X}$ is called a mixing-operator provided the following conditions are fulfilled:
(M-1) Absorption or majority rule : $M(a, a, b)=\{a\}$.
(M-2) Symmetry : if $\sigma$ is any permutation of $a, b, c$ then $M(\sigma(a), \sigma(b), \sigma(c))=M(a, b, c)$.
By the standard mixing-operator of an interval space $(X, I)$ is meant the operator $M$ defined by the formula $M(a, b, c)=I(a, b) \cap I(a, c) \cap I(b, c)$. Sometimes we shall use the notation $M_{I}$ or $M_{X}$ for this operator.

Starting with a mixing-operator one can construct three interval operators $I_{M}^{1} \subseteq I_{M}^{2} \subseteq I_{M}^{3}$ on $X$ by taking:
(i) $I_{M}^{\prime}(a, b)=\{x \in X \mid\{x\}=M(a, b, x)\}$,
(ii) $I_{M}^{2}(a, b)=\{x \in X \mid x \in M(a, b, x)\}$,
(iii) $I_{M}^{3}(a, b)=\cup\{M(a, b, x) \mid x \in X\}$, for $a, b \in X$.

In general the mixing-operators induced by $I_{M}^{i}(i=1,2 ; 3)$ do are not equal to $M$. The following result is straightforward:
2.9 Proposition. The following formulae hold for a mixing operator $M$ of an interval operator I on X:

$$
I_{M}^{2}(a, b)=I_{M}^{3}(a, b)=I(a, b) \quad(a, b \in X) .
$$

2.10 Morphisms, subspaces and products of interval spaces. Let $\left(X_{i}, I_{i}\right)(i=1,2)$ be interval spaces, and let $f: X_{1} \rightarrow X_{2}$. A function $f$ is called interval preserving, or $I P$ provided

$$
f\left(I_{1}(a, b)\right) \subseteq I_{2}(f(a), f(b))
$$

for all $a, b \in X_{1}$. One can verify that $f$ also "preserves" the induced convexities on $X_{1}$ and $X_{2}$ in the sense that preimages under $f$ of $I_{2}$-convex sets are $I_{1}$-convex sets. As an example of IPfunctionals we offer the following. Consider the convexity on $\{0,1\}$ consisting of all subsets of $\{0,1\}$. Let $H$ be a $\mathcal{C}$-halfspace, then the functional $f: X \rightarrow\{0,1\}$ that is 1 on $H$ and 0 elsewhere is an IP-functional.

Let $(X, I)$ be an interval space, and let $Y \subseteq X$. Then the operator $I_{Y}: Y^{2} \rightarrow 2^{Y}$ defined by $I_{Y}\left(y_{1}, y_{2}\right)=I\left(y_{1}, y_{2}\right) \cap Y$ is an interval operator on $Y$. The operator $I_{Y}$ is called the relative interval operator. The mixing operator $M_{Y}$ of $Y$ induced by this operator, i.e. $M_{Y}=M_{I} \cap Y$, equals the relative mixing operator.

Let $\left(X_{i}, I_{i}\right)$ for $i \in I$ be a collection of interval spaces. On the Cartesian product $\prod_{i \in I} X_{i}$ the product interval operator $I_{\pi}$ is defined by

$$
\left.I_{\pi}\left(\left(a_{i}\right)_{i \in I},\left(b_{i}\right)_{i \in I}\right)\right)=\prod_{i \in I} I_{i}\left(a_{i}, b_{i}\right)
$$

for all $\left(a_{i}\right)_{i \in I},\left(b_{i}\right)_{i \in I} \in \prod_{i \in I} X_{i}$.
A straightforward verification shows that $I_{\pi}$ is indeed an interval operator on the product. The mixing operator $M_{\pi}$ of $\prod_{i \in I} X_{i}$ takes the form $\prod_{i \in I} M_{i}$, where $M_{i}$ denotes the mixing operator of $X_{i}$.
2.11 Median operators. A median (operator) $m$ on a set $X$ is a function $m: X^{3} \rightarrow X$ with the following properties:
(M-1) Absorption or majority rule : $m(a, a, b)=a$.
(M-2) Symmetry : if $\sigma$ is any permutation of $a, b, c$ then $m(\sigma(a), \sigma(b), \sigma(c))=m(a, b, c)$.
(M-3) Transitive rule : $m(m(a, b, c), d, c)=m(a, m(b, c, d), c)$.
The pair $(X, m)$ is called a median algebra. By virtue of the symmetry one can look upon the transitive rule of medians as a "swapping" rule (which might be easier to remember): in the expression $m(m(a, b, c), d, c)$-in which the point $c$ occurs at two levels- one may exchange the point $d$ with either of $a, b$.

A median can be seen as a (singlevalued) mixing operator. Sholander [72], [73], [74], presented several axiom systems for median algebras. The most prominent type of example is that of a distributive lattice (e.g. a Boolean algebra) with

$$
m(a, b, c)=(a \wedge b) \vee(a \wedge c) \vee(b \wedge c)
$$

Note that by distributivity the right-hand side is not changed if we permute the roles of $\wedge$ and $v$. This example first appeared in a 1947 paper [15] of Birkhoff and Kiss.

The median $m$ of a totally ordered lattice, e.g. $\mathbb{R}$, is given by
$m(a, b, c)=$ the middle one of $a, b, c$.
2.12 Median interval operator. One can readily verify that for a median operator the interval operations $I_{m}^{1}, I_{m}^{2}$ and $I_{m}^{3}$ coincide. This yields a canonical median interval operator, which is denoted by $I_{m}$. The $I_{m}$-convex subsets are called median-convex, or simply $m$-convex. We remark that median intervals are m-convex. See [73], or Theorem 4.24.

We mention the following characterization of median interval space, which shall be particularly motivating. We refer to [73] or [79].
2.13 Theorem. The following are equivalent for an interval space $(X, I)$.
(1) $(X, I)$ is derived from a median.
(2) $(X, I)$ has the following properties for all $x, y, z \in X$
(i) If $z \in I(x, y)$ then $I(x, z) \subseteq I(x, y)$.
(ii) $|I(x, y) \cap I(x, z) \cap I(y, z)|=1$.

Moreover, the expression between the bars in (ii) defines the ambient median.
Proof: For a self-contained proof $\left(^{2}\right.$ ): implication (1) $\rightarrow(2)$ is Example (iv) of Paragraph 3.1, and implication (2) $\rightarrow(1)$ is Proposition 4.1 combined with Corollary 4.17.

We now introduce a particular intersection property of sets. Consider any cardinal number $\kappa \geq 2$. A collection $\mathcal{C}$ of subsets of a set $X$ has the ( $\aleph, 2$ ) Intersection Property (briefly $(\aleph, 2)-I P)$ provided every subcollection of cardinality $\leq \boldsymbol{\aleph}$ consisting of sets meeting two by two has a non-empty intersection. We shall be mainly interested in the case that $\kappa$ is a finite cardinal. The collection $\mathcal{C}$ has the finite intersecting property (briefly $(F, 2)-I P)$ if it has the ( $\mathrm{n}, 2$ )-IP for all finite cardinal numbers $n$. The collection $C$ has the arbitrary intersecting property (briefly $(A, 2)-I P)$ if it has the $(\kappa, 2)$-IP for all cardinal numbers $א$.

The ( $F, 2$ )-IP can be used to characterize median convexity as follows. See also [79].
2.14 Theorem. The following are equivalent for an $S_{1}$ convexity $C$.
(1) The convexity $C$ is derived from a median.
(2) $C$ is $S_{2}$ and has the ( $F, 2$ )-IP.
(3) $C$ is $S_{4}$ and has the ( $F, 2$ )-IP.

Proof: For a self-contained proof $\left(^{2}\right.$ : Implication (3) $\rightarrow(2)$ is evident. As to implication $(2) \rightarrow(1)$, according to Theorem 2.13 it suffices to show that the mixing operator $M$ induced by the segment operator $c o(-,-)$ of $C$ is single-valued (it is non-empty by the ( $\mathrm{F}, 2$ )-IP). To this end, let $x, y$ be two distinct points in a value $M(a, b, c)$ of the mixing operator. Separate $x ; y$ by a halfspace $H$. We may assume that $a, b \in H$. This implies that the whole set $M(a, b, c) \subseteq c o(a, b)$ is contained in $H$, a contradiction. Implication $(1) \rightarrow(3)$, is Theorem 4.19.

From (2) we conclude in particular that distinct points in a median algebra can be separated by halfspaces. Applying this result to the lattice convexity of a Boolean algebra we obtain Lemma 1.4.

[^1]2.15 Halfspace reasoning. In median convexity there is a particular form of calculus involving convex sets and separating halfspaces that can be used in several situations. The following example might be illustrative: A median algebra ( $X, m$ ) satisfies (we write $x y z$ for $m(x, y, z)$ ):
(M-3') 5-point transitive rule : $((a b u)(a b v) w)=(a b(u v w))$.
For a proof, let $a, b, u, v, w \in X$ and suppose that ( $\mathrm{M}-3^{\prime}$ ) does not hold. Then by the Kakutani separation property there exists an $m$-halfspace $H$ that contains the point $a b(u v w)$ and misses the point $(a b u)(a b v) w$ (see Figure 2.15).


Fig. 2.15: halîspace reasoning
We repeatedly use the following consequence of Theorem 2.13: the point (xyz) is the only point in the intersection $I_{m}(x, y) \cap I_{m}(x, z) \cap I_{m}(y, z)$. If both points $a, b$ are members of $H$, then $(a b u),(a b v) \in I_{m}(a, b) \subseteq H$ and hence $(a b u)(a b v) w \in H$, a contradiction. Assuming $a, b \in X \backslash H$ yields a similar contradiction. We may assume that $a \in H$ and $b \in X \backslash H$. With this configuration of the points $a, b$ it is impossible that either $u, v \in H$ or $u, v \in X \backslash H$ holds. Hence without loss of generality we may assume that $u \in H$ and $v \in X \backslash H$. Now all points except $w$ have been placed. If $w \in H$, then $(a b u)(a b v) w \in H$, a contradiction. If $w \in X \backslash H$, then $a b(u v w) \in X \backslash H$, another contradiction.

Under assumptiom of (M-1) en (M-2) one can deduce (M-3) from (M-3') by simple algebraic manupilation. To prove the reverse implicaton in an algebraic fashion seems not not easy - see [47].
2.16 Morphisms, subspaces and products of median algebras. Let $\left(X_{i}, m_{i}\right)(i=1,2)$ be median algebras, and let $f: X_{1} \rightarrow X_{2}$. Then the function $f$ is called median preserving (MP), or a homomorphism provided

$$
f\left(m_{1}(a, b, c)\right)=m_{2}(f(a), f(b), f(c)),
$$

for all $a, b, c \in X_{1}$. One can verify that a MP function also preserves median intervals. Let $A$ be a Boolean algebra, and let $f$ be a function $A \rightarrow\{0,1\}$ with $f(0)=0$ and $f(1)=1$. Then $f$ is a median homomorphism iff $f$ is a Boolean homomorphism.

Let $\left(X_{i}, m_{i}\right)$ for $i \in I$ be a collection of median algebras. On the Cartesian product $\prod_{i \in I} X_{i}$ the product median $m_{\pi}$ is defined by

[^2]$$
\left.m_{\pi}\left(\left(a_{i}\right)_{i \in l},\left(b_{i}\right)_{i \in I}\right),\left(c_{i}\right)_{i \in I}\right)=\prod_{i \in I} m_{i}\left(a_{i}, b_{i}, c_{i}\right),
$$
for all $\left(a_{i}\right)_{i \in I},\left(b_{i}\right)_{i \in I},\left(c_{i}\right)_{i \in I} \in \prod_{i \in I}$. A straightforward verification shows that $m_{\pi}$ is a median operator. The interval operation on the product induced by $m_{\pi}$ is precisely the product of the interval operators $I_{m_{i}}$. This leads to the standard median operator of $\mathbb{R}^{n}$.

If all $\left(X_{i}, I_{i}\right)$ are equal to $\mathbb{R}$ with the standard interval operator, then the (standard) median operator of the Riesz space $\mathbb{R}^{I}$ equals the product median.

The following is a generalization of the "Stone representation theorem".
2.17 Theorem. Let $(X, m)$ be a median algebra and let $b \in X$. Then
(1) The function space $B_{b}(X)=\{f: X \rightarrow\{0,1\} \mid f$ is a homomorphism with $f(b)=0\}$ is a compact Hausdorff topological space.
(2) The function $j:(X, m) \rightarrow 2^{B_{b}(X)}: j(a)=\left\{p \in B_{b}(X) \mid p(a)=1\right\}$ is a homomorphism. The values of $j$ are closed and open in $B(X)$.
2.18 Corollary. (cf. [8, Theorem 1.5]) Each median algebra is isomorphic with a median stable subset of a power set. Moreover, each finite median algebra embeds in a finite Boolean algebra, and hence in a Euclidean space equipped with the product median.

A subset $Y$ of a median algebra $(X, m)$ is median stable provided $m\left(Y^{3}\right) \subseteq Y$. In particular, the restricted map $m_{\mid Y^{3}}$ yields a median algebra. The median stabilization of a subset $Z$, $\operatorname{med}(Z)$ for short, is the smallest median stable subset including $Z$.

One of the remarkable properties of median stabilization, though rather difficult to find in literature, is that the stabilization of a finite set is finite. A proof of this appears in Chapter V.
2.19 Theorem. Let $(X, m)$ be a median algebra, and let $Z \subseteq X$. A point $p \in X$ is not contained in the median stabilization of $Z$, if and only if then there exist halfspaces $G, H$ such that $p \in G \cap H ; G \cap H \cap Z=\varnothing$.

Proof: The "if" part of the theorem is evident. First we shall prove the "only if" part of the theorem for finite $Z$. To this end, as med $(Z)$ is finite and $p \notin \operatorname{med}(Z)$ the $S_{3}$ property of the (median) convexity of $X$ gives rise to a finite number of halfspaces $H_{1}, \cdots, H_{n}$ such that:

$$
p \in \cap{ }_{i=1}^{n} H_{1} \quad ; \quad \operatorname{med}(Z) \cap \cap_{i=1}^{n} H_{i}=\varnothing .
$$



Fig. 2.19: separating a point from a median stable set

Observe that the sets $\operatorname{med}(Z) \cap H_{i}(i=1,2 \cdots n)$ are relatively convex in the median algebra $(\operatorname{med}(Z), m)$. Hence by the finite intersection property of median convexity (Theorem 2.14) there must be halfspaces $G, H$ among $H_{1}, \cdots, H_{n}$ such that $G \cap H \cap \operatorname{med}(Z)=\varnothing$.

The proof that the "only if" part of the theorem holds for arbitrary $Z$ uses the following compactness argument. For $V \subseteq Z$ finite let $B(V)$ be the collection of pairs ( $g, h$ ), where $g, h$ are median preserving functions $X \rightarrow\{0,1\}$ with $g(p)=h(p)=0$ and $(g(v), h(v)) \neq(0,0)$ for all $v \in V$.
One can easily verify that the sets $B(V)$ are compact subsets of $B_{p}(X) \times B_{p}(X)$ - see Theorem 2.17. Moreover, the sets $B(V)$ have the finite intersection property by the first part of the proof. Hence by compactness there exists a pair $(g, h)$ that is contained in $B(V)$ for every finite set $V \subseteq Z$. One can easily see that the associated halfspaces $G=g^{-1}(0), H=h^{-1}(0)$ are as desired.

We end this section with some remarks on computing the median stabilization of a finite subset $Z$ in a median algebra $(X, m)$. An iterative process is as follows; define $Z_{1}=Z$ and

$$
Z_{n+1}=m\left(Z_{n}, Z_{n}, Z_{n}\right) \quad(n \in \mathbb{N}) \quad ; Z_{\infty}=\cup_{n \in \mathbb{N}} Z_{n}
$$

Then $\operatorname{med}(Z)=Z_{\infty}$. As mentioned earlier the median stabilization of a finite subset is finite, hence from certain $n$ on the $Z_{n}$ equal med $(Z)$. Information on this $n$ is useful for computational purpose. To this end, define the median stabilization degree (msd) of a median algebra $X$ as the smallest $n \in \mathbb{N} \cup\{\infty\}$ such that med $(Z)=Z_{n}$ for all $Z \subseteq X$, see [10]. For instance, the msd of $\mathbb{R}$ is zero (evident) and the msd of $\mathbb{R} \times \mathbb{R}$ is one. We outline a proof of the latter statement. Let $Z \subseteq \mathbb{R} \times \mathbb{R}$ be finite and $p \in \operatorname{med}(Z)$. By the use of a translation we may assume that $p$ equals the origin. As the lattice of points generated by $Z$ is median stable, there exist points $a=\left(0, a_{2}\right)$, $b=\left(b_{1}, 0\right)$ in $Z$. If either $a_{2}, b_{1}$ is zero then we are done. Otherwise, by Theorem 2.19 there exists a point $c=\left(c_{1}, c_{2}\right)$ such that $\left(c_{1}, c_{2}\right)$ and $\left(b_{1}, a_{2}\right)$ are in opposite quadrants. Hence, the median of $a, b, c$ equals $p$, i.e. $p \in Z_{1}$.
In a similar fashion one can show that $m s d\left(\mathbb{R}^{n}\right) \leq n-1$. See [10], where it is actually shown that $m s d\left(\mathbb{R}^{n}\right)$ grows like $\log _{1.5}(n)$.

In many situations - for instance in $\mathbb{R}^{n}$ - it is possible to obtain a finite median stable subset $X$ containing $Z$ at forehand. The following is then an alternative method to compute med $(Z)$. Find all halfspaces in $X$ and intersect them, then throw away all points in $X$ that are seperated - in the sense of the previous theorem - from $Z$ by these sets.
For example, let $Z$ be a subset of $\mathbb{R}^{2}$ with the product median, and let $X$ be the lattice of points generated by $Z$. Then the halfspaces are the intersections of $X$ of halfspaces parallel to $x$-axis or $y$-axis. Hence the number of intersections involved is in the order of $\# Z \times \# Z$.

## § 3 Geometric interval operators

In the study of interval spaces induced by metrics and medians, many proofs and definitions involve only a few general properties. These properties are used as an axiom system for geometric interval operators. The resulting theory can be applied in other situations as well, e.g. (modular) lattices, and it provides us with convenient terminology.
3.1 Basepoint orders. Let ( $X, I$ ) be an interval space and let $b \in X$. The following defines a reflexive relation on $X$ :
$x \leq_{b} y \Leftrightarrow x \in I(b, y)$.
The relation $\leq_{b}$ is called the basepoint relation at $b$. The following questions are natural.
(i) Are basepoint relations transitive? That is, are intervals star-shaped at their endpoints, viz. does $c \in I(a, b)$ imply $I(a, c) \subseteq I(a, b)$ ?
(ii) Are basepoint relations anti-symmetric? Viz. if $I(a, b)=I\left(a, b^{\prime}\right)$ then $b=b^{\prime}$
(iii) Are the relations $\left(I(a, b), \leq_{a}\right)$ and $\left(I(b, a), \leq_{b}\right)$ mutually inverse for all $a, b \in X$ ? Viz. if $a, b, x, y \in X$ satisfy $x, y \in I(a, b)$ and $x \in I(a, y)$, then $y \in I(x, b)$. See Figure 3.1.


Fig. 3.1: the inversion law

For a counterexample to (i), consider the set $X=\{1,2,3,4\}$, and define an interval operator $I$ on $X$ by $I(i, j)=\{i, j\}$ for $\{i, j\} \neq\{1,3\},\{1,4\}$ and $I(1,3)=\{1,2,3\} ; I(1,4)=\{1,3,4\}$.
For a counterexample to (ii), (iii), take the indiscrete interval operator of a set with at least three points. We now come to the following definition. An interval operator $I$ on a set $X$ is called geometric if it satisfies:
(G-1) star-shapedness: If $c \in I(a, b)$, then $I(a, c) \subseteq I(a, b)$.
(G-2) inversion law: If $a, b, x, y \in X$ satisfy $x, y \in I(a, b)$ and $x \in I(a, y)$, then $y \in I(x, b)$.
The above examples show that the axioms (G-1) and (G-2) are independent. Axioms (G-1) and (G-2) can also be formulated in the following way:
(3.2) $\quad$ For all $a, b, x, y \in X$ the statements $y \in I(a, b), x \in I(a, y)$ imply $x \in I(a, b), y \in I(x, b)$.

Axioms (G-1) and (G-2) are considered by several authors, e.g. Blumenthal \& Menger, Hedlíková, and Sholander. Hedlíková [37] uses the term "ternary space" for geometric interval space.

Note that the product of geometric interval spaces is geometric. As further examples of geometric interval operators we have the following:
(i) the (standard) segment operator of a linear vector space (evident),
(ii) the metric interval operator of a metric space (straightforward),
(iii) the lattice interval operator of a modular lattice (see Theorem 4.2 below),
(iv) the median interval operator of a median algebra $(X, m)$ ([37], [73]).

For a proof of the last statement, let $y \in I_{m}(a, b)$ and $x \in I_{m}(a, y)$. Then,

$$
m(a, x, b)=m(a, m(a, x, y), b)=m(a, m(a, b, y), x)=m(a, y, x)=x,
$$

showing that $x \in I_{m}(a, b)$. On the other hand,

$$
m(x, y, b)=m(m(a, x, y), y, b)=m(m(a, b, y), y, x)=m(y, y, x)=y
$$

showing that $y \in I_{m}(x, b)$. Whence $I_{m}$ is geometric by (3.2). Let us show how the formula

$$
\begin{equation*}
m(a, b, c)=I_{m}(a, b) \cap I_{m}(a, c) \cap I_{m}(b, c) \quad(a, b, c \in X), \tag{*}
\end{equation*}
$$

which is mentioned in Theorem 2.13, can be deduced from the geometric properties. First, it is clear that the point $m(a, b, c)$ is at least contained in the right-hand set of $\left(^{*}\right)$. Next, let $z$ be another point in this set. Then

$$
z=m(z, a, b)=m(m(z, a, c), a, b)=m(m(a, b, c), a, z) .
$$

Whence, $z \in I_{m}(a, m(a, b, c))$. Similarly we obtain $z \in I_{m}(b, m(a, b, c))$. Hence $z=m(a, b, c)$.
The following result summarizes some of the properties of geometric interval operators.
3.3 Proposition. Let $(X, I)$ be a geometric interval space and let $a, b, c \in X$. Then,
(1) Every basepoint relation of $X$ is a partial order. In particular the interval operators $I_{M}^{1}$ and $I_{M}^{2}$ coincide.
(2) The mixing operator $M$ has the following property:

$$
\begin{equation*}
\forall a, b, c \in X \quad c \in M(a, b, c) \Leftrightarrow M(a, b, c)=\{c\} . \tag{3.3.3}
\end{equation*}
$$

Proof: For a proof of the non-trivial part of statement (2): let $x \in M(a, b, c)$. That is, $x \in I(b, c)$. By assumption we have $c \in I(b, a)$ so (G-1) yields $I(b, c) \subseteq I(b, a)$. We can now apply (G-2) to the points $b, a, x, c$ which yields $c \in I(x, a)$. As the last set is contained in $I(a, c)$ we can apply (G-2) to the points $a, c, c, x$ which yields $x \in I(c, c)=\{c\}$. Statement (1) follows from (2).
3.4 Gates. Let ( $X, I$ ) be a geometric interval space and let $C$ be a subset. A gate of $x$ in $C$ is a point $c_{x} \in C$ such that $c_{x} \in I(x, c)$ for all $c \in C$. See [21], [37], [42].

Clearly, $c_{x}$ is the smallest element of $C$ in the basepoint order with basepoint $x$. As $\leq_{x}$ is a partial order by Proposition 3.3, the point $x$ can have at most one gate in $C$. The subset $C$ is called gated, provided every $x \in X$ admits a gate in $C$. Hedlíková [37] and Isbell [42], use the name "Chebyshev sets" for gated sets. The induced gate function $x \rightarrow c_{x}$ is denoted by $p_{c}$. For example, if $(X, m)$ is a median algebra, then any interval $I_{m}(a, b)$ is gated. The induced gate function is given by $x \rightarrow m(a, b, x)$. (See [79], or Corollary 4.15).

We mention some properties of gates in a geometric interval space ( $X, I$ ).
(3.4.1) Let $x$ have a gate $p$ in $C \subseteq X$. If $D$ is a subset of $X$ which is star-shaped at $x$ and meets $C$, then $p \in C \cap D$.
(3.4.2) Any gated subset of $X$ is convex. See [42].

For a proof of statement (3.4.2), let $C$ be a gated subset of $(X, I)$. Consider $a, b \in C$, and $c \in I(a, b)$. Let $c^{\prime}$ be the gate of $c$ in $C$. Then by definition we have $c^{\prime} \in I(c, a)$, and $c^{\prime} \in I(c, b)$, By axiom (G-1) the last formula yields $c^{\prime} \in I(c, b) \subseteq I(a, b)$. Hence we can apply (G-2) to the points $a, b, c^{\prime}, c$ which yields $c \in I\left(c^{\prime}, b\right)$. By axiom (G-2) that is $I(c, b) \subseteq I\left(c^{\prime}, b\right)$, i.e. $I(c, b)=I\left(c^{\prime}, b\right)$. By Proposition 3.3(1) we conclude $c=c^{\prime} \in C$, as desired.

Let $C$ be a gated subset of $X$.
(3.4.3) If $D \subseteq C$ is gated in $\left(C, I_{C}\right)$, then $D$ is gated in $(X, I)$. See [42].
(3.4.4) (transitive rule) If $D$ is a gated subset of $X$ not disjoint from $C$, then $C \cap D$ is also gated in $X$ and $p_{C \cap D}=p_{C}{ }^{\circ} p_{D}$ (composition product). See [42].
(3.4.5) If $D$ is any gated subset of $X$, then the composition $P=p_{C}{ }^{\circ} p_{D}$ is idempotent, i.e. $P^{2}=P$. In particular, for any element $c_{1} \in C$ the points $n_{1}=p_{D}\left(c_{1}\right), n_{2}=p_{C}\left(n_{1}\right)$ are mutual gates, i.e. $n_{2}$ is the gate of $n_{1}$ in $D$ and vice versa.
3.5 Proposition. The collection of gated subsets of a geometric interval space has the (F,2)-IP.

Proof: Let $(X, I)$ be a geometric interval space. First, the proposition is trivially true for collections consisting of two members. Next, assume that the proposition is true for collections of cardinality less than $n>2$ and suppose that $D_{1}, \cdots, D_{n}$ is a collection of gated sets in $X$ that meet two by two. Then by the inductive hypotheses there is a point

$$
x \in \cap_{i=2}^{n} D_{i}
$$

If $x^{\prime}$ is the gate of $x$ in $D_{1}$, then by (3.4.1), $x^{\prime} \in D_{1} \cap D_{i}$ (for $i=2,3, \cdots, n$ ), and $x^{\prime}$ is a point as desired.

## § 4 Modular spaces

As stated earlier, the interval operator of a median algebra is geometric. ${ }^{(4)}$ Whence in view of Theorem 2.13 median algebras correspond with geometric interval spaces with a single-valued mixing operator (see also Corollary 4.17). So it is natural to call such interval spaces median. A modular space is defined to be a geometric interval space such that the mixing operator $M_{I}:(a, b, c) \rightarrow I(a, b) \cap I(a, c) \cap I(b, c)$ takes non-empty values. In this situation the mixing operator is called the multimedian.

From Theorem 2.13 one deduces that an interval space satisfying the star-shapedness axiom (G-1) with a singlevalued mixing operator is median -hence the remaining axiom (G-2) follows automatically. This phenomenon can be explained by the following -alternative- axiom system for modular spaces.

[^3]4.1 Proposition. Let ( $X, I$ ) be an interval space that satisfies axiom ( $G-1$ ) and such that the mixing operator only takes non-empty values. Then ( $X, I$ ) is modular iff the mixing operator $M$ has property (3.3.3).

Proof: The "only if part" is Proposition 3.3. Conversely, let $a, b, x, y \in X$ such that $x, y \in I(a, b)$ and $x \in I(a, y)$. By star-shapedness we obtain that $M(x, y, b) \subseteq M(a, y, b)=\{y\}$. As by assumption the value $M(x, y, b)$ is non-empty, we conclude that this set equals $\{y\}$, that is $y \in I(y, b)$ as desired.

One can find simple examples of interval spaces, which do not satisfy the starshapedness axiom (G-1), but do have a non-empty mixing operator. Whence axiom (G-1) can not be omitted in Proposition 4.1. The following example, which was first mentioned by Sholander [73], is rather interesting.

We first introduce some concepts. A Steiner point of three points $a, b, c$ in a metric space $(X, \rho)$ is a point in $X$ that minimalizes the expression

$$
\rho(a, s)+\rho(b, s)+\rho(c, s) \quad(s \in X) .
$$

We mention that in modular metric space (see below) a point in the multimedian is a Steiner point of the ambient three points (Corollary II: 1.12). In Chapter VII will investigate the relation between Steiner points and medians in greater depth. For an inner product space ( $X,<, .,>$ ) we define the Steiner intervals by

$$
I_{S}(a, b)=\{z \in X \mid<a-z, b-z>\leq-1 / 2 \cdot\|a-z\| \cdot\|b-z\|\},
$$

for all $a, b \in X$. Geometrically this means that $z$ is in between $a$ and $b$ iff the angle between the vectors $a-z, b-z$ is more than 120 degrees. Then the value $M(a, b, c)$ of the mixing operator consists of one point, namely the (unique!) Steiner point of the triple $a, b, c$. See for instance [18]. That the Steiner intervals do not satisfy axiom (G-1) is a direct verification. In particular, these intervals are not Steiner-convex either -actually, it follows from the results in chapter IV that the Steiner convexity only consists of the singletons, the empty set and the whole $X$.

Many examples of modular space arise from lattice theory.
4.2 Theorem. Let $L$ be a lattice, and let $M_{l}$ be the mixing operator of $L$ (induced by the lattice intervals). Then the following are equivalent:
(1) $L$ is modular
(2) The interval operator $I_{l}$ satisfies axiom ( $G-1$ ).
(3) $M_{l}$ only takes non-empty values.
(4) $\left(L, I_{l}\right)$ is a modular space.

In any of the above situations the value $M_{l}(a, b, c)$ contains the point $(a \wedge b) \vee(a \wedge c) \vee(b \wedge c)$. Moreover, $M_{l}$ is single-valued iff $L$ is distributive.

Proof: For a proof of implications (2),(3) $\rightarrow$ (1), suppose that $L$ is not modular. Then it contains the lattice $N_{5}$, (see Fig. 1.1B for notation), as a sublattice.

A straightforward verification shows that $p \in_{l}(x, y)$ and $y^{\prime} \in I(p, y)$. Hence, if $I_{l}$ satisfies the star-shapedness axiom (G-1) then $y^{\prime} \in I(x, y)$. That is $y^{\prime}=\left(x \vee y^{\prime}\right)_{\wedge}\left(y^{\prime} \vee y\right)=y$. This settles implica-
tion (2) $\rightarrow(1)$ :
For a proof of implication (3) $\rightarrow$ (1), let $z \in M\left(x, y^{\prime}, y\right)$ then (cf. Proposition 2.7) $y^{\prime} \leq z \leq y$, hence $y=y \wedge q=(y \vee z) \wedge(z \vee x)=z$. Similarly we have $y^{\prime}=y^{\prime} \vee p=\left(y^{\prime} \wedge z\right) \vee(z \wedge x)=z$. Whence $y=y^{\prime}$, a contradiction. Implication (4) $\rightarrow$ (1) now trivially follows.

For (1) $\rightarrow(2)$ : Let $b \in I_{l}(a, c)$ and $d \in I_{l}(a, b)$. Hence (Proposition 2.7), $a \wedge c \leq b$ and $a \wedge b \leq d$. These inequalities are used in the following calculations:

$$
\begin{aligned}
d & =(a \wedge d) \vee(d \wedge b)=(a \wedge d) \vee\{(d \wedge((a \wedge b) \vee(b \wedge c))\}=(a \wedge d) \vee\{((a \wedge b) \vee(d \wedge b \wedge c)\} \\
& =(a \wedge d) \vee(a \wedge b) \vee(d \wedge b \wedge c) \leq(a \wedge d) \vee(d \wedge c) \leq d .
\end{aligned}
$$

The third equality is modularity. Hence $d=(a \wedge d) \vee(d \wedge c)$. Dually $d=(a \vee d) \wedge(d \vee c)$. That is, $d \in I_{l}(a, c)$ as desired.

For $(1) \rightarrow(3)$ : Let $a, b, c \in L$, and consider the point $m=(a \vee b)_{\wedge}(b \vee c) \wedge(c \vee a)$. By using the modular law we find

$$
a \vee m=a \vee\{(b \vee c) \wedge\{(c \vee a) \wedge(a \vee b)\}\}=\{a \vee(b \vee c)\} \wedge\{(c \vee a) \wedge(a \vee b)\}=(c \vee a) \wedge(a \vee b)
$$

Similar equalities hold for $b \vee m$ and $c \vee m$. If follows that $(a \vee m) \wedge(m \vee b)=m$, with similar formulas for all other combinations. For a dual formula consider the following computation:

$$
\begin{aligned}
(a \wedge m) \vee(b \wedge m) & =\{(a \wedge m) \vee b\} \wedge m=\{(a \wedge(a \vee m) \wedge(m \vee b)) \vee b\} \wedge m \\
& =\{(a \wedge(m \vee b)) \vee b\} \wedge m=\{(a \vee b) \wedge(m \vee b)\} \wedge m=m .
\end{aligned}
$$

The first and fourth equality are applications of modularity, whereas the second equality follows from substituting $m=(a \vee m) \wedge(m \vee b)$. Similar formulas hold for other combinations. Therefore, $m \in I_{l}(a, b) \cap I_{l}(b, c) \cap I_{l}(c, a)$. We remark that by duality the point $(a \wedge b) \vee(b \wedge c) \vee(c \wedge a)$ is also contained in the value $M(a, b, c)$ of the mixing operator.

In view of implications (1) $\rightarrow(2),(3)$, all that needs to be verified for implication (1) $\rightarrow(4)$ is that $I_{l}$ satisfies the inversion axiom (G-2). To this end, let $a, b \in L$ and $y \in I_{l}(a, b), x \in I_{l}(a, y)$. By Proposition 2.7(2), the latter condition implies $a \wedge y \leq x$, hence $a \wedge y \leq x \wedge y$. We conclude,

$$
(a \wedge y) \vee(y \wedge b) \leq(x \wedge y) \vee(y \wedge b)
$$

Now the left hand side equals $y$ by assumption, whereas the right hand side is less or equal to $y$. Whence equality holds troughout, that is $(x \wedge y) \vee(y \wedge b)=y$. Similarly we obtain $(x \vee y) \wedge(y \vee b)=y$. We conclude that $y \in I_{l}(x, b)$. Observe that modularity is not required in this part of the proof. Whence the lattice interval operator of any lattice satisfies the inversion axiom (G-2). This was earlier observed by Blumenthal and Menger [16, ex. 1 p. 67].

For a proof of the last statement, if the mixing operator of $L$ is single-valued, then in view of an earlier remark $(a \wedge b) \vee(b \wedge c) \vee(c \wedge a)=(a \vee b) \wedge(b \vee c) \wedge(c \vee a)$ for all $a, b, c \in L$. It is well-known that the latter property is equivalent with distributivity of $L$. See [13].

The equivalence of statements (1) and (2) are taken from E. Pitcher and F. Smiley in [66]. The equivalence of statements (1) and (3) and the concluding statements are taken from H. Draskovicová [20]. From the proof of implication (1) $\rightarrow$ (4) one can also deduce
4.3 Metric interval spaces. In this thesis we are mainly interested in metric interval spaces; by abuse of language a metric space is called modular (resp. median) if the underlying metric interval space is modular (resp. median).


Fig. 4.3A: $K_{2,3}$


Fig. 4.3B: $K_{3,3}$ minus edge

For example, the standard median of $\mathbb{R}$, induced by the order, is also the metric median induced by the standard metric on $\mathbb{R}$. Similarly, the standard median of $\mathbb{R}^{n}$ is derived from the sum-norm (see II: §1).
Modular (metric) space was first studied in the context of graphs. These so-called modular graphs (compare II: 1.1), where introduced by Howorka [38]. See also the paper of Bandelt and Mulder [9]. The modular graphs depicted in Figures 4.3A, 4.3B, shall be of particular interest.
As further examples of modular metric spaces we mention the metric spaces of type $K_{1}(\mu)$, $L_{1}(\mu)$. (see Theorems II: 1.8 and II: 1.9).

### 4.4 Some general results.

(4.4.1) The convexity of a modular space has the (F,2)-IP.

In view of Theorem 2.14 the previous result states that we can look upon median spaces as modular spaces with an abundance of convex subsets.
(4.4.2) Let $C$ be a convex subset of a modular space and let $b \in C$. Then any minimal element in $\left(C, \leq_{b}\right)$ is a minimum, i.e. a gate.

From the following result we obtain a method of verifying whether a multimedian is a median.
4.5 Theorem. Let $I_{1}, I_{2}$ be two modular interval operators on a set $X$ with respective multimedians $M_{1}, M_{2}$. If $M_{1}(a, b, c) \cap M_{2}(a, b, c) \neq \varnothing$ for all $a, b, c \in X$, then $I_{1}=I_{2}$ and $m_{1}=M_{2}$. In particular, if $I_{1}(a, b) \subseteq I_{2}(a, b)$ for all $a, b \in X$ then $I_{1}=I_{2}$.

Proof: Let $a, b \in X$, and let $x \in I_{1}(a, b)$, i.e. $M_{1}(a, b, x)=\{x\}$ by Proposition 3.3. By assumption the sets $M_{1}(a, b, x), M_{2}(a, b, x)$ meet, whence $x \in M_{2}(a, b, x)$, i.e. $x \in I_{2}(a, b)$ by using Proposition 3.3 once more. We have shown that $I_{1}(a, b)$ is contained in $I_{2}(a, b)$. Similarly we obtain the other inclusion, hence $I_{1}(a, b)=I_{2}(a, b)$.

This result has several interesting consequences.
4.6 Corollary. (cf. Th. 4.24) The segment operator of a modular space is geometric iff all intervals are convex.

Proof: Segments being convex, the segment operator clearly satisfies axiom (G-1). Also, as the multimedian of $(X, I)$ is contained in the mixing operator of the segment operator the mixing operator of $\left(X, c_{I}\right)$ only takes non-empty values. From the previous theorem we conclude that the segment operator of a modular space satisfies axiom (G-2) if and only if the
interval operator equals the segment operator, i.e. if the intervals $I$ are $I$-convex.
4.7 Corollary. Let $(X, I)$ be the a modular space. If there exists a median $m$ on $X$ such that $m(a, b, c) \in M(a, b, c)$ for all $a, b, c \in X$, then $m$ and $M$ coincide.

A function $f: X_{1} \rightarrow X_{2}$ between modular spaces $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ is called multimedian preserving, if the sets $f\left(M_{1}(a, b, c)\right), M_{2}(f(a), f(b), f(c))$ meet for all $a, b, c \in X$ (in fact, it follows that the first set is always included in the second). Two modular spaces are called isomorphic if there exists a bijective multimedian preserving map.

A subset $Y$ of a modular space is called multimedian stable provided that the value $M\left(y_{1}, y_{2}, y_{3}\right)$ of the multimedian meets $Y$ for all $y_{1}, y_{2}, y_{3} \in Y$. We remark that for median spaces these notions coincide with the earlier introduced notions "median preserving" and "median stable".

Observe that the image of a multimedian preserving function is multimedian stable. With "halfspace reasoning" (see 2.15) one can verify that gate functions in median space preserve the median. A similar property for gate functions in multimedian space does not hold.

It is not difficult to show that a multimedian preserving function is interval preserving (and vice versa). The following result is somewhat stronger.
4.8 Theorem. Let $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ be modular spaces, and let $f: X_{1} \rightarrow X_{2}$ be a surjective multimedian preserving map. Then,

$$
f\left(I_{1}\left(x_{1}, x_{2}\right)\right)=I_{2}\left(f\left(x_{1}\right), f\left(x_{2}\right)\right) \text { and } \quad f\left(M_{1}\left(x_{1}, x_{2}, x_{3}\right)\right)=M_{2}\left(f\left(x_{1}\right), f\left(x_{2}\right), f\left(x_{3}\right)\right) .
$$

for all $x_{1}, x_{2}, x_{3} \in X_{1}$. In particular, f maps $I_{1}$-convex subsets onto $I_{2}$-convex subsets.
Proof: Let $a, b \in X_{2}$ and $a^{\prime} \in f^{-1}(a), b^{\prime} \in f_{\sim}^{-1}(b)$. We take $\tilde{I}(a, b)=f\left(I_{1}\left(a^{\prime}, b^{\prime}\right)\right)$.
First, we shall verify that the definition of $\tilde{I}(a, b)$ does not depend on the choice of $a^{\prime}, b^{\prime}$. To this end, suppose $a^{\prime \prime} \in f^{-1}(a), b^{\prime \prime} \in f^{-1}(b)$. Let $z \in f\left(I_{1}\left(a^{\prime}, b^{\prime}\right)\right)$, say $z=f\left(z^{\prime}\right)$ with $z^{\prime} \in I_{1}\left(a^{\prime}, b^{\prime}\right)$. On the one hand,

$$
\begin{equation*}
\{z\}=\left\{f\left(z^{\prime}\right)\right\}=f\left(M_{1}\left(a^{\prime}, b^{\prime}, z^{\prime}\right)\right), \tag{1}
\end{equation*}
$$

and on the other hand,

$$
\begin{equation*}
M_{2}(a, b, z)=M_{2}\left(f\left(a^{\prime}\right), f\left(b^{\prime}\right), f\left(z^{\prime}\right)\right) . \tag{2}
\end{equation*}
$$

As the sets on the right-hand side of (1) and (2) meet, we conclude from Proposition 3.3 that $\{z\}=M_{2}\left(f\left(a^{\prime}\right), f\left(b^{\prime}\right), f\left(z^{\prime}\right)\right)$. Now as the sets $f\left(M_{1}\left(a^{\prime \prime}, b^{\prime \prime}, z^{\prime}\right)\right)$ and $M_{2}\left(f\left(a^{\prime \prime}\right), f\left(b^{\prime \prime}\right), f\left(z^{\prime}\right)\right)(=\{z\})$ meet we obtain that the set $f\left(M_{1}\left(a^{\prime \prime}, b^{\prime \prime}, z^{\prime}\right)\right)$ contains the point $z$. Whence there exists a $z^{\prime \prime} \in M_{1}\left(a^{\prime \prime}, b^{\prime \prime}, z^{\prime}\right) \subseteq I_{1}\left(a^{\prime \prime}, b^{\prime \prime}\right)$ with $f\left(z^{\prime \prime}\right)=z$. We have shown that $f\left(I_{1}\left(a^{\prime}, b^{\prime}\right)\right) \subseteq f\left(I_{1}\left(a^{\prime \prime}, b^{\prime \prime}\right)\right)$. The other inclusion is similar. From the above we also conclude that

$$
\begin{equation*}
\bar{I}(a, b) \subseteq I_{2}(a, b) \tag{3}
\end{equation*}
$$

for all $a, b \in X_{2}$. Secondly, we show that $\tilde{I}$ is geometric. To this end, let $y \in \tilde{I}(a, b)$ and $x \in \tilde{I}(a, y)$. Hence there are preimages $y^{\prime}, a^{\prime}, b^{\prime}$ of $y, a, b$ respectively such that $y^{\prime} \in I_{1}\left(a^{\prime}, b^{\prime}\right)$. As $I(a, y)=f\left(I_{1}\left(a^{\prime}, y^{\prime}\right)\right)$ there exists a preimage $x^{\prime}$ of $x$ such that $x^{\prime} \in I_{1}\left(a^{\prime}, y^{\prime}\right)$. By the geometric properties of $\tilde{I}_{1}$ we have $x^{\prime} \in I_{1}\left(a^{\prime}, b^{\prime}\right)$ and $y^{\prime} \in I_{1}\left(x^{\prime}, b^{\prime}\right)$. By definition $x \in \tilde{I}(a, b)$ and $y \in \tilde{I}(x, b)$. Therefore $\tilde{I}$ is geometric by (3.2). Finally, a simple set-theoretic argument shows that ( $\tilde{M}$
denotes the mixing operator of $\tilde{I}$ )

$$
\begin{equation*}
f\left(M_{1}\left(a^{\prime}, b^{\prime}, c^{\prime}\right)\right) \subseteq \tilde{M}(a, b, c) \tag{4}
\end{equation*}
$$

for all $a, b, c \in X_{2}$ and $a=f\left(a^{\prime}\right), b=f\left(b^{\prime}\right), c=f\left(c^{\prime}\right)$.
From formulae (3), (4) it follows that $\left(X_{2}, I\right)$ is a modular space comparable with $\left(X_{2}, I_{2}\right)$. So from Theorem 4.5 we deduce that $\tilde{M}=M_{2}, \tilde{I}=I_{2}$, and the theorem follows.

We remark that the surjectivity in the previous result is not essential. If $f: X_{1} \rightarrow X_{2}$ is multimedian preserving, then $\operatorname{Im}(f)$ equipped with the relative interval operator is also modular (its multimedian equals the relative multimedian).

We obtain two corollaries about a (not necessarily surjective) function $f: X_{1} \rightarrow X_{2}$ between modular spaces $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$.
4.9 Corollary. If $f$ is a multimedian preserving function, then

$$
f\left(M_{1}(a, b, c)\right) \subseteq M_{2}(f(a), f(b), f(c)) .
$$

4.10 Corollary. The following are equivalent.
(1) $f$ is multimedian preserving.
(2) fis interval preserving.

If $\left(X_{2}, I_{2}\right)$ is median then properties (1),(2) are also equivalent with
(3) finverts $I_{2}$-convex subsets into $I_{1}$-convex subsets.

Proof: The equivalence of properties (1) and (2) follows from Theorem 4.8 and the remarks after this lemma. Implication (2) $\rightarrow$ (3) holds for all geometric interval spaces. For a proof of implication (3) $\rightarrow(2)$, let $a, b \in X_{1}$. As median intervals are m-convex we have the following formula

$$
\begin{equation*}
f\left(c o_{1}(a, b)\right) \subseteq c o_{2}(f(a), f(b))=I_{2}(f(a), f(b)) . \tag{4}
\end{equation*}
$$

Hence we have
$f\left(I_{1}(a, b)\right) \subseteq f\left(c o_{1}(a, b)\right) \subseteq I_{2}(f(a), f(b))$,
as desired.
4.11 Corollary. Let $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ be modular spaces, and let $f: X_{1} \rightarrow X_{2}$ be a surjective multimedian preserving map. If $G \subseteq X_{1}$ is gated then so is $f(G)$, and the following equality holds.
$p_{f(G)}{ }^{\circ} f=f \circ p_{G}$.
4.12 Modular space and (multi)lattices. The following lemma summarizes some of the properties of basepoint orders in modular space.
4.13 Lemma. Let ( $X, I$ ) be a modular space, and let $z, a, b \in X$.
(1) If $m \leq_{z} a, b$, then $M(m, a, b) \subseteq M(z, a, b)$, and for any $m^{\prime} \in M(m, a, b)$ we have $m \leq_{z} m^{\prime}$.
(2) The value $M(z, a, b)$ of the multimedian equals the set of maximal lower bounds of the points $a, b$ in $\leq_{x}$.
(3) If $n \in I(a, b)$ then there exists an $n^{\prime} \in M(z, a, b)$ with $n^{\prime} \leq_{z} n$.

Proof: The proof of statement (1) is straightforward.


Fig. 4.13: basepoint orders in modular space

For a proof of (2), let $m \leq_{z} a, b$. By (1) we obtain an element $m^{\prime} \in M(z, a, b)$ with $m \leq_{z} m^{\prime} \leq_{z} a, b$. Next, suppose that $n \in X$ satisfies $m^{\prime} \leq_{z} n \leq_{z} a, b$. By the above reasoning we may assume that $n \in M(z, a, b)$. Using the geometric properties of the intervals one can verify that

$$
n \in I\left(m^{\prime}, a\right) \cap I\left(m^{\prime}, b\right) \cap I(a, b)=M\left(m^{\prime}, a, b\right)
$$

The latter right-hand side equals $\left\{m^{\prime}\right\}$ by Proposition 3.3. For a proof of (3), let $m_{1} \in M(z, a, w)$ and $\quad m_{2} \in M(z, b, w)$. By the inclusion $I\left(m_{1}, m_{2}\right) \subseteq I\left(m_{1}, b\right) \subseteq I(a, b)$, we obtain $M\left(z, m_{1}, m_{2}\right) \subseteq M(z, a, b)$. Hence any point $n^{\prime} \in M\left(z, m_{1}, m_{2}\right)$ is as desired.

As a consequence of Lemma 4.13(3) we obtain the following.
4.14 Corollary. Let $(X, I)$ be a multimedian space. Then the following are equivalent for $a, b, c \in X$ :
(1) $\quad M(a, b, c)$ is a singleton.
(2) $M(a, b, c)$ is I-convex.

Proof: Implication (1) $\rightarrow(2)$ is trivial. Conversely, let the set $M(a, b, c)$ be I-convex, and let $m_{1}, m_{2} \in M(a, b, c)$. Then the subset $M\left(c, m_{1}, m_{2}\right)$ is contained in $M(a, b, c)$. Hence by Lemma 4.13(2) any $m \in M\left(c, m_{1}, m_{2}\right)$ is a maximal lower bound of the points $b, c$ in $\leq_{c}$. However $m \leq_{c} m_{1}, m_{2} \leq_{c} a, b$, whence $m=m_{1}=m_{2}$.
4.15 Corollary. Let $I(a, b)$ be an interval in a modular space $(X, I)$. Then a point $z \in X$ has a gate in $I(a, b)$ iff $M(z, a, b)$ is a singleton. Moreover, in this situation the unique member of $M(z, a, b)$ is the gate of $z$ in $I(a, b)$.

Let $X, Y$ be sets and let $F: X \rightarrow 2^{Y}$ be a multivalued function. For $A \subseteq X$ there is a natural definition of $F(A)$ as

$$
F(A)=\cup_{a \in A}^{\cup} F(a) .
$$

This convention enables us to use notation of type $M(A, b, c), M(a, B, c)$ in modular space. Sometimes - when no ambiguity arises- we shall write $x y z$ instead of $M(x, y, z)$ and $(x y z) b c$ instead of $M(M(x, y, z), b, c)$ etc..

The following is a "four-point transitive rule" for modular space.

### 4.16 Theorem. Let $(X, I)$ be a modular space, and let $a, b, c, d \in X$. Then the following

 hold:(1) $\forall x \in(a b c) d c \exists y \in a(b c d) c: x \in I(c, y)$.
(2) If $a b c$ is a singleton then $(a b c) d c \subseteq a(b c d) c$.

Proof: For a proof of statement (1), let $m \in a b c$, and $x \in m d c$. Hence we have $x \leq_{c} d$ and $x \leq_{c} m \leq_{c} a, b$. By Lemma 4.13 we obtain an $n \in b c d$ with $x \leq_{c} n$. Using this result once more yields a $y \in a n c \subseteq a(b c d) c$ with $n \leq_{c} y$. The point $y$ is clearly as desired. For a proof of (2), let $x \in(a b c) d c$. By using statement (1) twice we obtain $y \in a(b c d) c$ and $x^{\prime} \in(a b c) d c$ with $x \leq_{2} y \leq_{c} x^{\prime}$. Hence $x=y=x^{\prime}$ by Lemma 4.13(2).

Repeated application of (1) leads to a chain in $\leq_{c}$ of points which alternate between the sets $M(M(a, b, c), d, c), M(M(d, b, c), a, c)$ and $M(M(a, d, c), b, c)$. In modular graphs, all bounded chains of all basepoint orders are finite, and it follows that the three composed multimedians must have a point in common.

We do not know whether sets of type $M(M(a, b, c), d, c)$ are always closed -they probably are not. (see also the remarks prior to Example II: 2.20). Hence the above result can not be directly extended to general (complete) modular metric spaces.
4.17 Corollary. (= Th. 2.13) A singlevalued multimedian is a median operator.

We now derive two classical results on median convexity. See also [79].
4.18 Theorem. Let ( $X, I$ ) be a median interval space.
(1) If a,b,cєX then the set $I(a, I(b, c)){ }^{(5)}$ is gated. Moreover, $I(a, I(b, c))=I(I(a, b), c)$.
(2) If $C \subseteq X$ is convex, and $x \in X$ then the convex hull of $\{x\} \cup C$ is given by $I(x, C)$.

Proof: Let $x \in X$ and let $p=m(a, m(b, c, x), x)$. First, the point $p$ is contained in the set $I(a, I(b, c))$. Next, let $r \in I(a, I(b, c))$, that is $r \in I(a, s)$ for some $s \in I(b, c)$. As $p \leq_{x} b, c$ we conclude that $p \leq_{x} s$, by virtue of Lemma 4.13. Also $p \leq_{x} a$, hence by a similar use of Lemma 4.13 we obtain that $p \leq_{x} r$. Whence $p$ is the gate of $x$ in $I(a, I(b, c))$.

In particular, we obtain that the set $I(a, I(b, c))$ is convex. Evidently, the convex hull of the points $a . b, c$ contains the set $I(a, I(b, c))$. Whence $c o(a, b, c)=I(a, I(b, c))$, and the last statement of (1) easily follows.

Statement (2) simply follows from (1).
Property (2) of Theorem 4.18 is known as Join-hull commutativity, see [79].
4.19 Theorem. (=Th. 2.14) The convexity of a median interval space has the Kakutani separation property.

Proof: Let $A, B$ be disjoint convex subsets of a median interval space ( $X, I$ ). By using Zorn's Lemma we first find a convex set $G \supseteq A$ maximal with the property that it avoids $B$, and then a convex set $H \supseteq B$ maximal with the property that it misses $G$. Suppose that $p \in X \backslash(G \cup H)$.

[^4]By Join-hull commutativity the sets $I(p, G), I(p, H)$ are convex. Hence by maximality of $G$ and $H$ there exist $g \in G$, and $h \in H$ such that $I(p, g)$ meets $H$ (in say $h^{\prime}$ ), and $I(p, h)$ meets $G$ (in say $g^{\prime}$ ). As $G, H$ are down-directed in $\leq_{p}$ we may assume that $g^{\prime} \leq_{p} g$ and $h^{\prime} \leq_{p} h$. See Figure 4.19 below.


Fig. 4.19: Separating disjoint convex subsets

Hence, $g^{\prime} \leq_{p} g, h$ and $h^{\prime} \leq_{p} g, h$. In view of Lemma 4.13 the point $M(p, g, h)$ lies in both intervals $I\left(g^{\prime}, g\right)$ and $I\left(h^{\prime}, h\right)$. That is, $M(p, g, h) \in H \cap G=\varnothing$, a contradiction. We conclude that $G$ and $H$ are complementary halfspaces.
4.20 Multilattices. The following notion provides us with a different viewpoint of basepoints orders in modular space. Let $(P, \leq)$ be a partial order and $a, b \in P$. The collection of maximal lowerbounds (resp. minimal upperbounds) will be denoted by $a \Pi b$ (resp. $a \sqcup b$ ). $P$ is called a multilattice if for each $a, b \in P$ the following hold:
(1) the set $a \Pi b$ is non-empty, and if $u \leq a, b$ then there exists a $u^{\prime} \in a_{1} \Pi b_{1}$ with $u \leq u^{\prime}$,
(2) the set $a \sqcup b$ is non-empty, and if $a, b \leq u$ then there exists a $u^{\prime} \in a_{1} \sqcup b_{1}$ with $u^{\prime} \leq u$.

The collection of all such $u$ as described in (1) (resp. (2)) will be denoted by $(a \sqcap b)_{u}$ (resp. $(a \sqcap b)_{u}$ ). See the paper of Benado, [12]. If $P$ (only) satisfies condition (1), then $P$ is called a semi-multilattice. From parts (1) and (2) of Lemma 4.13 we conclude the following.
(4.21) Partial orders of type $\left(\leq_{a}, I(a, b)\right)$ in modular space are multilattices. Moreover, $(x \sqcap y)_{u}=M(u, x, y)$ and $(x \sqcup y)_{u}=M(b, x, y)\left(\right.$ for $\left.u \leq_{a} x, y\right)$.

In [12] an extended version of modularity and distributivity for multilattices is introduced. A multilattice $L$ is modular provided the following holds. If $p \leq q \in L$ and $p \leq x, y \leq q$ are such that (cf. Figure 1.1B)

$$
p \in x \sqcap y ; q \in x \sqcup y
$$

and if $y^{\prime}$ is such that $p \leq y^{\prime} \leq y$ (in particular, $p \in x \sqcap y^{\prime}$ ) and $q \in x \sqcup y^{\prime}$, then $y=y^{\prime}$. A multilattice $L$ is distributive provided the above conclusion holds with the hypothesis " $p \leq y$ ' $\leq y$ " replaced by " $p \in x \sqcap y^{\prime \prime}$. See [12].
4.22 Proposition. Let $(X, I)$ be a modular space, then all multilattices of type $\left(\leq_{a}, I(a, b)\right)$ are modular.

Proof: Let $x, y, p, q \in I(a, b)$ satisfy
$p \leq_{a} x, y \leq_{a} q ; M(x, y, p)=p ; M(x, y, q)=q$,
and let $y^{\prime}$ be such that $p \leq_{a} y^{\prime} \leq_{a} y$ and $M\left(x, y^{\prime}, q\right)=q$. We have $y^{\prime} \in I(p, y)$ and hence $y \in I\left(y^{\prime}, q\right)$.

As $q \in I\left(x, y^{\prime}\right)$ we see that $y \in I\left(y^{\prime}, q\right) \subseteq I\left(y^{\prime}, x\right)$ But $y^{\prime} \in I(p, y) \subseteq I(x, y)$, whence $y^{\prime}=y$.
Somewhat confusingly, modular MULTIlattices need not be modular interval spaces (cf. Th. 4.25), even when they occur as an interval of a modular space.
4.23 Example. A modular graph with an interval that is not a modular graph.


Fig. 4.23: non-modular interval in a modular graph.

Figure 4.23 indicates a modular graph $G$, in which the interval $u v=G \backslash\{w\}$ is not a modular graph (use the points $t_{i}$ for $i=1,2,3$ ).

It is a natural question whether the intervals of a modular space are distributive multilattices. The following result gives a characterization.
4.24 Theorem. The following are equivalent for a modular space $X$ :
(1) Partial orders of type $\left(\leq_{a}, I(a, b)\right)$ are distributive lattices.
(2) Partial orders of type $\left(\leq_{a}, I(a, b)\right)$ are distributive multilattices.
(3) The "join" operation is associative, i.e. $I(a, I(b, c))=I(I(a, b), c)$
(4) $X$ does not contain $K_{2,3}$ as a multimedian stable subspace.
(5) All intervals of $X$ are convex.
(6) $X$ is median.

Proof: Let $\left\{u, v, x_{1}, x_{2}, x_{3}\right\}$ be a multimedian stable subset of $X$ isomorphic with $K_{2,3}$ such that $u, v$ correspond with the elements of $K_{2,3}$ of degree three (see Figure 4.3A). As $M\left(x_{i}, x_{j}, u\right)=u$ and $M\left(x_{i}, x_{j}, v\right)=v$ for distinct $1 \leq i, j \leq 3$, the multilattice ( $u v, \leq_{u}$ ) cannot be distributive. This proves implications (1) $\rightarrow(2) \rightarrow(4)$.

Let $x_{1}, x_{2}, x_{3} \in X$ and $u \neq v \in M\left(x_{1}, x_{2}, x_{2}\right)$. If $x_{1}{ }^{\prime} \in M\left(x_{1}, u, v\right)$, then $x_{1}{ }^{\prime} \in u v$ and $u, v \in M\left(x_{1}{ }^{\prime}, x_{2}, x_{3}\right)$. So, without loss of generality, $x_{1}, x_{2}, x_{3} \in u v$. The points $x_{1}, x_{2}, x_{3}$ are evidently distinct and satisfy $M\left(x_{i}, x_{j}, u\right)=\{u\}$ and $M\left(x_{i}, x_{j}, v\right)=\{v\}$ for distinct $1 \leq i, j \leq 3$. It appears that $\left\{u, v, x_{1}, x_{2}, x_{3}\right\}$ is a multimedian-stable subspace of $X$ isomorphic with $K_{2,3}$, establishing the implication (4) $\rightarrow(6)$.

[^5]Implication (6) $\rightarrow(1)$ is well-known, for a direct proof: By (4.21) and Proposition 4.22 each partial order of type $\left(\leq_{a}, I(a, b)\right)$ is a modular lattice. If such lattice is not distributive then it contains a sublattice of type $K_{2,3}$-see Paragraph 1.1. Consult Figure 1.1A for notation. Now elementary basepoint order considerations yield that the multimedian $M\left(x_{1}, x_{2}, x_{3}\right)$ contains both $u$ and $v$, a contradiction.

For a proof of implication (3) $\rightarrow$ (4), suppose $X$ includes a multimedian stable subspace isomorphic with $K_{2,3}$. Then (see Figure 4.3A) $x_{1} \in I(u, v) \subseteq I\left(I\left(x_{2}, x_{3}\right), v\right)$. Now $M\left(x_{1}, x_{2}, x_{3}\right)$ does not contain $x_{1}$ (for otherwise $M\left(x_{1}, x_{2}, x_{3}\right)=\left\{x_{1}\right\}$ ), and as $I\left(x_{2}, I\left(x_{3}, v\right)\right) \subseteq I\left(x_{2}, I\left(x_{3}, x_{2}\right)\right)=I\left(x_{3}, x_{2}\right)$, we conclude that $x_{1} \notin I\left(x_{2}, I\left(x_{3}, v\right)\right)$.

Finally, implications $(6) \rightarrow(3)$ and $(6) \rightarrow(5)$ are well-known, whereas $(5) \rightarrow(6)$ follows from Corollary 4.14.

Implication (5) $\rightarrow(6)$ is a strengthing of [16, Theorem 2.23] and [62, Theorem 3.16] where this result is shown for metric -see II: §1— lattices and modular graphs (with their geodesic metric) respectively.

In regard of Example 4.23, one may wonder how the situation is with modular (proper) lattices. Here is a characterization.
4.25 Theorem. The following are equivalent for a modular space.
(1) All intervals are modular lattices.
(2) The space does not include a multimedian-stable subspace isomorphic with the modular graph $K_{3,3}$ minus an edge.

Proof: First, note that if a modular space $X$ includes a $K_{3,3}$ minus an edge, then (see Figure 4.3B) the "top" and "bottom" points $a, b$ span an interval of $X$ which is properly a multilattice. Next, suppose that $X$ has an interval $a b$ which is not a lattice. Then there exist $u, v \in a b$ with distinct maximal lower bounds $x, y$ in the basepoint order $\leq_{a}$. Note that none of $u, v, x, y$ can be equal to either $a$ or $b$ and that $x, y \in M(u, v, a)$. If $u^{\prime} \in M(x, y, b)$, then $u^{\prime} \in a b$ and $x, y$ are still maximal lower bounds of $u^{\prime}, v$. So, without loss of generality, we also have $u, v \in M(x, y, b)$. All conditions obtained so far remain valid if $b$ is replaced with a point of $M(u, v, b)$ and if $a$ is replaced with a point of $M(x, y, a)$. We now arrive at a multimedian-stable configuration
$\{a, b, u, v, x, y\}$
in $X$, which apparently is a copy of $K_{3,3}$ minus an edge.
Benado [12] shows that modular multilattices satisfy a "Jordan-Hölder" type theorem. The same result then holds for all modular spaces by Proposition 4.22. We present a simple direct proof.
4.26 Theorem. Let $X$ be a modular space. If there exists a finite maximal chain joining two points $a, b \in X$, then all maximal chains joining $a, b$ are of the same length $\left({ }^{7}\right)$.

[^6]Proof: We verify by induction on $n \geq 1$ that if there is a maximal chain of length $n$ between two points $a, b$ of $X$, then all chains $a \mapsto b$ are finite and of length $\leq n$. For $n=1$, the conclusion is evident. Assume the result to be valid for maximal chains of length $n \geq 1$. Let $\alpha: a \mapsto b$ be a maximal chain of length $n+1$, and consider a finite chain $\beta: a \mapsto b$. Let $u$, resp. $v$, be the last element $\neq b$ in $\alpha$, resp. $\beta$. Note that $u, b$ are neighbors and that the part of $\alpha$ from $a$ to $u$ is a maximal chain of length $n$. If $v \in a u$ then by inductive assumption, $\beta$ cannot be longer than $n+1$. We assume $v \notin a u$, or, equivalently, $u \notin v b$. As $M(u, v, b)$ must contain (at least) one of $u, b$, we see that $b \in M(u, v, b)$. Take $x \in M(u, v, a)$. Application of Proposition 4.22 shows that $x, v$ are neighbors. By induction, there is a maximal chain from $a$ to $u$ via $x$ of length $n$. Composing its part up to $x$ with the edge to $v$ we obtain a maximal chain from $a$ to $v$ via $x$ of length at most $n$. By induction, the part of $\beta$ up to $v$ is of length $\leq n$, and $\beta$ itself is of length $\leq n+1$.

## MODULAR METRIC SPACES

Until now, we considered modular spaces from the viewpoint of general interval spaces. We now specialize to metric intervals of type

$$
I_{\rho}(a, b)=\{x \mid \rho(a, x)+\rho(x, b)=\rho(a, b)\}
$$

in a metric space $(X, \rho)$. Modular metric spaces are related with spaces having the $(3,2)$ Intersection Property of balls. It was an open problem of Aronszaijn and Panitchpakdi in [4], whether completions of such spaces still have the $(3,2)$ Intersection Property of balls.

We show that metric multimedians are non-expansive multifunctions, and we use this result to settle the previous problem in the affirmative. It turns out that such completions arise by a procedure similar to that occurring in the proof of the Carathéodory extension theorem of measures to $\sigma$-algebras. See sections 1,2 , and 3 .

In sections 4 and 5 we show that metric completeness of modular metric space can be expressed in terms of "weak" compactness of order-bounded subsets.

The main result of section 6 is that all median operators are "metric" if we allow metrics with values in Riesz spaces, and that many of the results and techniques on metric medians extend to the general situation. ( ${ }^{( }$)

## § 1 Examples; connections with (3,2)-IP of balls

We first present some examples of modular metric spaces: finite modular spaces, $L_{1}(\mu)$ spaces, $K_{1}(\mu)$ spaces, and more generally: metric lattices.
1.1 Finite modular spaces. Let $(X, I)$ be a geometric interval space. Then two points $a, b \in X$ are neighbors if $a b=\{a, b\}$. We say that $(X, I)$ is discrete provided bounded chains in basepoint orders are finite. In this situation the neighbor relation induces a graphical structure with the set $X$ as vertices. Moreover, by the geometric properties of the interval operator, each step in a maximal chain $a \mapsto b$ in the basepoint order of $a$ represents an edge. Whence the induced graph is connected. If the interval operater, resulting from the geodesic metric, coincides with the given operator of $X$, then $X$ is called graphic.

[^7]1.2 Lemma. If $(X, I)$ is a discrete modular space, then each geodesic from $a \in X$ to $b \in X$ is increasing in $\left(I(a, b), \leq_{a}\right)$.

Proof: The result is evident for geodesics of length one. Let $n \geq 1$, and assume that the result holds for all geodesics of length at most $n$. Let $a=a_{0}, \cdots, a_{n+1}=b$ be a geodesic of length $n+1$. By the induction hypotheses the geodesic $a=a_{0}, \cdots, a_{n}$ is increasing in $\left(I\left(a, a_{n}\right), \leq_{a}\right)$. As the points $a_{n}, b$ are neighbors, the value $M\left(a, a_{n}, b\right)$ of the multimedian must be equal to either $a_{n}$ or $b$. If the first situation occurs then $a_{n} \leq_{a} b$ and we are done. So assume the last situation occurs, i.e. $b \in I\left(a, a_{n}\right)$. By virtue of Theorem I: 4.26 any maximal chain in $\left(I(a, b), \leq_{a}\right)$ is of length $n$. But this contradicts the assumption that $a_{0}, \cdots, a_{n}$ is a geodesic.

### 1.3 Theorem. (cf. [46]) Any discrete modular space is graphic.

Proof: From Lemma 1.2 we conclude that all points of $X$ can be connected with finite paths and that the I-intervals are contained in the geodesic intervals $I_{g}$. By Theorem I: 4.5 we conclude that $I=I_{g}$.
1.4 Metric lattices. A valuation on a lattice $L$ is a function $v: L \rightarrow \mathbb{R}$ which satisfies:

$$
v(x \vee y)+v(x \wedge y)=v(x)+v(y)(x, y \in L) .
$$

If $v$ satisfies, $x<y$ implies $v(x)<v(y)(x, y \in L)$, then $v$ is called positive and the pair $(L, v)$ is called a metric lattice. If $v$ satisfies, $x \leq y$ implies $v(x) \leq v(y)(x, y \in L)$, then $v$ is called isotone and the pair $(L, v)$ is called a pseudo-metric lattice. Valuations on lattices were first introduced by Glivenko [30], [31]. See also Birkhoff [13, chapter 10], or Blumenthal \& Menger [16, chapter 2], where valuations are assumed to take non-negative values only. However, this restriction plays no major role in their work. In section 6 we allow valuations to have values in any Abelian lattice group.

We remark that valuations on Riesz spaces in the sense of Schaefer in [71] are not valuations in our sense -however the restrictions of such valuations to the positive cone are.

The name "metric" lattice is explained by the following formula which determines a (pseudo-)metric on a (pseudo-)metric lattice $L$ :

$$
\rho(x, y)=v(x \vee y)-v(x \wedge y)(x, y \in L),
$$

see [13]. Here are some straightforward examples of metric latices, taken from [16].
(1.4.2) Let $L=\mathbb{N}$, ordered as follows $a \leq b$ iff $a$ divides $b$. Note that $a \wedge b$ and $a \vee b$ are the greatest common divisor, respectively the smallest common multiple of $a, b$. Take

$$
v(a)=\log (a) .
$$

(1.4.3) Let $S$ be the collection of finite dimensional subspaces of some vector space $V$, and let

$$
v(M)=\operatorname{dim}(M),
$$

for $M \in S$.
(1.4.4) Let $(A, \mu)$ be a Boolean algebra with a (finitely-additive) measure. Note that $K_{1}(A, \mu)$ inherits the (distributive) lattice structure of $A$. The following yields a positive valuation.

$$
v(\bar{a})=\mu(a)
$$

where $\bar{a}$ denotes the class of $a \in A$.
(1.4.1) Let $C^{+}$be the positive cone of an $L_{1}(\mu)$ space and let $v$ be (the restriction of) the norm, $v(x)=\|x\|$.
A norm \|. \| on a Riesz space $X$ is called a Riesz norm provided it is compatible with the Riesz modulus; that is, $|x| \leq|y|$ implies $\|x\| \leq\|y\|$ for all $x, y \in X$. In this situation the triple ( $X, \leq,\|$.$\| ) is called a normed Riesz space, if - in addition- \|$.$\| is complete, then this triple$ is called a Banach lattice. Observe that $\|x\|=\||x|\|$ for all points $x$ in a normed Riesz space. An $L$-space is a normed Riesz space, such that $\|x+y\|=\|x\|+\|y\|$ for all positive $x, y$ in $X$. See [71]. The most prominent example of L-spaces are the Banach lattices of type $L_{1}(\mu)$. In fact, the famous Kakutani representation theorem ([44], [49]) states that each complete L-space is linearly isometric with an $L_{1}(\mu)$ space. We mention that the subspaces of $L_{1}([0,1])$ consisting of Riemann integrable functions and of the essentially bounded functions also yield L-spaces. See [69].

The following example of metric lattices does not seem to be widely known.

$$
\begin{aligned}
& \text { 1.5 Proposition. Any L-space } X \text { equipped with } \\
& v(x)=\left\|x^{+}\right\|-\left\|x^{-}\right\|
\end{aligned}
$$

yields a metric lattice. Moreover, the metric induced by $v$ equals that induced by $\|$.$\| .$
Proof: We first show that $v$ is additive, i.e. $v(x+y)=v(x)+v(y)$ for all $x, y \in X$. First, for positive points in $X$ additivity holds by assumption. Next, for general points $x, y$ in $X$ use the equality

$$
(x+y)^{+}+x^{-}+y^{-}=(x+y)^{-}+x^{+}+y^{+}
$$

and the first result. We now obtain the following equalities:

$$
v(x)+v(y)=v(x+y)=v((x \wedge y)+(x \vee y))=v(x \wedge y)+v(x \vee y) .
$$

That is, $v$ is a valuation. To show that $v$ is positive, consider points $x<y$. Then $y=x+(y-x)$ and as $y-x>0$ we conclude $v(y)=v(x)+v(y-x)>v(x)$

The proof of the last statement follows from the additivity of $v$, and the formula $x \vee y-x \wedge y=|x-y|$, which is valid for points $x, y$ in any Riesz space.

Observe that if $X$ is a space of type $L_{1}(X, \notin, \mu)$, then the valuation $v$, as described in the previous proposition, is given by $v([f])=\int_{X} f d \mu\left([f] \in L_{1}(X, \&, \mu)\right)$.
1.6 Lemma. A metric lattice $L$ is modular, and metric betweenness in $L$ is equivalent with geometric betweenness.

Proof: The first statement appears in [13, p. 232], and [16, p. 58 ], and the second statement is taken from [30].

In section 6 (Lemma 6.1) we shall prove a generalization of Lemma 1.6. From Lemma 1.6 together with Theorem I: 4.2 we obtain:
1.7 Theorem. A metric lattice $L$ is a modular metric space. The lattice $L$ is a median metric space if and only if $L$ is distributive.

We now obtain two "concrete" examples of median metric spaces, which shall turn out to be universal in the sense that all median metric spaces can be isometrically embedded in them (see chapter V).

We recall from paragraph I: 2.16, that a product space of type $\mathbb{R}^{X}$ can be equipped with the product median $m_{\pi}$ derived from $\mathbb{R}$.
1.8 Theorem. Any L-space is a median normed space. More specifically, if $(N, A, \mu)$ is a measure space then the metric median of the Banach $L$-space $L_{1}(N, A, \mu)$ is given by

$$
m^{\prime}([f],[g],[h])=\left[m_{\pi}(f, g, h)\right] \text { for all }[f],[g],[h] \in L_{1}(N, \notin, \mu) .
$$

1.9 Theorem. Let $(N, A, \mu)$ be a measure space. Then the space $K_{1}(N, A, \mu)$ is a complete median stable subset of $L_{1}(N, \notin, \mu)$.
1.10 Sharp radii. Let $(X, \rho)$ be a metric space, and let $\left(x_{1}, x_{2}, x_{3}\right) \in X^{3}$. Using elementary linear algebra one can see there is a unique triple $\left(r_{1}^{s}, r_{2}^{s}, r_{3}^{s}\right)$ in $\mathbb{R}^{3}$, such that

$$
\begin{equation*}
\rho\left(x_{i}, x_{j}\right)=r_{i}^{s}+r_{j}^{s} \text { for } i \neq j \in\{1,2,3\} . \tag{1.10.1}
\end{equation*}
$$

In fact we have

$$
\begin{align*}
& r_{1}^{s}=1 / 2\left(\rho\left(x_{1}, x_{2}\right)+\rho\left(x_{1}, x_{3}\right)-\rho\left(x_{2}, x_{3}\right)\right) \\
& r_{2}^{s}=1 / 2\left(\rho\left(x_{1}, x_{2}\right)-\rho\left(x_{1}, x_{3}\right)+\rho\left(x_{2}, x_{3}\right)\right)  \tag{1.10.2}\\
& r_{3}^{s}=1 / 2\left(-\rho\left(x_{1}, x_{2}\right)+\rho\left(x_{1}, x_{3}\right)+\rho\left(x_{2}, x_{3}\right)\right) .
\end{align*}
$$

We call them the sharp radii corresponding to $\left(x_{1}, x_{2}, x_{3}\right)$. This enables us to define a function, $\left(r_{1}^{s}, r_{2}^{s}, r_{3}^{s}\right): X^{3} \rightarrow \mathbb{R}^{3}$. By the triangle inequality of $\rho$ the numbers $r_{i}^{s}(i=1,2,3)$ are non-negative.
1.11 Proposition. Let $(X, \rho)$ be a metric space with the metric mixing operator $M$. Then the following are equivalent for $x_{1}, x_{2}, x_{3}, m \in X$.
(1) $m \in M\left(x_{1}, x_{2}, x_{3}\right)$.
(2) $\rho\left(x_{i}, m\right)=r_{i}^{s}$ for $i=1,2,3$.
(3) $\rho\left(x_{i}, m\right) \leq r_{i}^{s}$ for $i=1,2,3$.
(4) $\rho\left(x_{1}, m\right)+\rho\left(x_{2}, m\right)+\rho\left(x_{3}, m\right)=1 / 2\left(\rho\left(x_{1}, x_{2}\right)+\rho\left(x_{1}, x_{3}\right)+\rho\left(x_{2}, x_{3}\right)\right)$.

In particular, the distance of $x_{i}(i=1,2,3)$ to a member $m$ of $M\left(x_{1}, x_{2}, x_{3}\right)$ is independent of the choice of $m$.

Proof: First, let $m \in M\left(x_{1}, x_{2}, x_{3}\right)$. Then taking $r_{i}=\rho\left(x_{i}, m\right)$ yields a solution of (1.10.1). Hence implication (1) $\rightarrow(2)$ follows. Implication (2) $\rightarrow(3)$ is evident. Next, by the triangle inequality of $\rho$ any $m$ as described in (3) actually satisfies $\rho\left(x_{i}, m\right)=r_{i}^{s}(i=1,2,3)$. By invoking the definition of sharp radii we obtain implication (3) $\rightarrow(4)$. Finally, as the left-hand side of (4) equals

$$
1 / 2\left(\rho\left(x_{1}, m\right)+\rho\left(x_{2}, m\right)+\rho\left(x_{1}, m\right)+\rho\left(x_{3}, m\right)+\rho\left(x_{2}, m\right)+\rho\left(x_{3}, m\right)\right),
$$

implication (4) $\rightarrow$ (1) can be deduced by use of the triangle inequality of $\rho$.

A simple application of the triangle inequality shows that for arbitrary $m$ the left-hand side of equality $1.11(4)$ is minorized by the right-hand side. From this observation we deduce the following:
1.12 Corollary. With the notation of Proposition 1.11: If $M\left(x_{1}, x_{2}, x_{3}\right)$ is non-empty, then this set consists of the collection of Steiner points of the triple $x_{1}, x_{2}, x_{3}$

It follows from Proposition 1.11(4) that for points $a, b, c$ in a modular graph $G$ with geodesic metric $\rho$ the number $\rho(a, b)+\rho(a, c)+\rho(b, c)$ must be even, that is $G$ is bipartite.

In contrast with Corollary 1.12, not each Steiner point of the points $x_{1}, x_{2}, x_{3}$ needs to be a member of the mixing operator $M\left(x_{1}, x_{2}, x_{3}\right)$. Indeed, consider any inner product space $X$ of dimension $\geq 2$ and let $x_{1}, x_{2}, x_{3}$ be some affinely independent points in $X$. Then these points have a Steiner point (see Chapter I), but the mixing operator of these points is empty (recall that the metric intervals of $X$ coincide with the standard intervals). In this light, the following result due to Avann [6] is somewhat surprising:
If for all points a,b,c in a graph $G$ with its geodesic metric $\rho$, there is a unique point that minimalizes the expression $\rho(a, x)+\rho(b, x)+\rho(c, x)(x \in G)$, then $G$ is a median graph.

In the proof of Proposition 1.11 we encountered the following principle, derived from the triangle inequality of a metric. If $x \in D\left(x_{1}, r_{1}\right) \cap D\left(x_{2}, r_{2}\right)$ and $r_{1}+r_{2}=\rho(a, b)$ then $\rho\left(x, x_{i}\right)=r_{i}$ ( $i=1,2$ ). We shall use this principle without further reference.

We now introduce a well-known intersection property of balls. By abuse of language we say that a metric space $(X, \rho)$ has the $\left({ }^{*}, 2\right)$-IP (where * denotes a cardinal number, " $F$ " or "A") if and only if $\rho$ is convex and if the collection of closed balls has the ( ${ }^{*}, 2$ )-IP. We recall that a metric $\rho$ is convex if for all $x, y \in X$ and $0 \leq t \leq 1$ there exists a $z \in X$ with $\rho(x, z)=t \cdot \rho(x, y)$ and $\rho(y, z)=(1-t) \cdot \rho(x, y)$.

Metric spaces with the ( $\kappa, 2$ )-IP property were introduced by Aronszaijn and Panitchpakdi in [4], who use the name "hyperconvex metrics". See also the work of Isbell [40], [41], who uses the name "injective metrics". The term "( $n, 2$ )-IP" was introduced by Lindenstrauss for normed spaces in [50].

The following is a different description of the ( $\kappa, 2$ )-IP.
(1.13) Let $\aleph$ be a cardinal number. A metric space ( $X, \rho$ ) has the ( $\mathcal{N}, 2$ )-IP iff for every collection of closed balls $\left\{D\left(x_{i}, r_{i}\right)\right\}_{i \leq \mathrm{K}}$ in $X$ with $\rho\left(x_{i}, x_{j}\right) \leq r_{i}+r_{j}(i, j \leq \kappa)$ we have
1.14 Examples. Let $(X, \tau)$ be any metric space. A continuous function $f: X \rightarrow \mathbb{R}$ is called bounded provided $\sup _{x \in X} f(x)<\infty$. The set consisting of all bounded functions $X \rightarrow \mathbb{R}$, denoted by $B_{\tau}(X)$, is a normed space with norm $\|f\|=\sup _{x \in X} f(x)$. If we endow the set $I$ with the discrete topology then the corresponding space of bounded functions shall be denoted by simply $B(I)$. One can easily verify that spaces of type $B_{\tau}(X)$ have the (F,2)-IP, compare the proof of [4, Theorem 1, p. 431] where this is shown for compact $X$.

Let $X$ be a metric space with the (F,2)-IP, and let $I F(X)$ be the collection of all non-empty intersections of finitely many balls in $X$. It follows from the argument used by Sine in [75, Theorem 15], that $I F(X)$ endowed with the Hausdorff metric (see section 2) also has the ( $\mathrm{F}, 2$ )IP.

From Proposition 1.11 we conclude that the value $M\left(x_{1}, x_{2}, x_{3}\right)$ of a metric mixing operator is the intersection of the closed balls $D\left(x_{i}, r_{i}^{s}\right)$. Hence, metric spaces with ine (3,2)-IP, e.g. spaces of type $B_{\tau}(X)$, are modular. We show a converse of this result.
1.15 Lemma. Let $(X, \rho)$ be a metric space. Let $x_{1}, x_{2}, x_{3} \in X$, and $r_{1}, r_{2}, r_{3} \geq 0$. If for any $i \neq j$ in $\{1,2,3\}$

$$
\rho\left(x_{i}, x_{j}\right) \leq r_{i}+r_{j},
$$

then each $r_{i}$ can be replaced by a number $\tilde{r}_{i}$ such that $0 \leq \tilde{r}_{i} \leq r_{i}$ and at least two of the three inequalities become equalities.

## Proof: Take

$\tilde{r}_{1}=\max \left(\rho\left(x_{1}, x_{2}\right)-r_{2}, \rho\left(x_{1}, x_{3}\right)-r_{3}, 0\right)$
$\tilde{r}_{2}=\max \left(\rho\left(x_{1}, x_{2}\right)-\tilde{r}_{1}, \rho\left(x_{2}, x_{3}\right)-r_{3}, 0\right)$
$\tilde{r}_{3}=\max \left(\rho\left(x_{1}, x_{3}\right)-\tilde{r}_{1}, \rho\left(x_{2}, x_{3}\right)-\tilde{r}_{2}, 0\right)$.
It is easy to see that the $\tilde{r}_{i}$ are non-negative, and a case study shows that the $\tilde{r}_{i}$ are as desired.
There is simpler proof of the previous lemma using a "continuity" argument. However the appearing formulae shall be of later use.

The next lemma roughly states that in modular metric spaces the intersection of three balls can be replaced by an intersection of two balls. This lemma was partially inspired by the proof of [48, Theorem 3.2].
1.16 Lemma. Let $(X, \rho)$ be a modular space. If $x_{1}, x_{2}, x_{3} \in X$ and $r_{1}, r_{2}, r_{3} \geq 0$ are such that
$\rho\left(x_{1}, x_{2}\right)=r_{1}+r_{2}$
$\rho\left(x_{1}, x_{3}\right)=r_{1}+r_{3}$
$\rho\left(x_{2}, x_{3}\right) \leq r_{2}+r_{3}$
and if $r_{i}^{s}=r_{i}^{s}\left(x_{1}, x_{2}, x_{3}\right)(i=1,2,3)$, then $r_{1}^{s} \geq r_{1}$ and
$D\left(x_{1}, r_{1}\right) \cap D\left(x_{2}, r_{2}\right) \cap D\left(x_{3}, r_{3}\right)=\underset{m \in M\left(x_{1}, x_{2}, x_{3}\right)}{\cup} D\left(x_{1}, r_{1}\right) \cap D\left(m, r_{1}^{s}-r_{1}\right)$.
Proof: By invoking the definition of sharp radii we obtain the following (in)equalities

$$
r_{i}^{s}=1 / 2\left(\rho\left(x_{1}, x_{2}\right)+\rho\left(x_{1}, x_{3}\right)-\rho\left(x_{2}, x_{3}\right)\right) \geq 1 / 2\left(r_{1}+r_{2}+r_{1}+r_{3}-\left(r_{2}+r_{3}\right)\right)=r_{1} .
$$

First we shall prove the inclusion from right to left. To this end, take $m \in M_{X}\left(x_{1}, x_{2}, x_{3}\right)$.
By Proposition 1.11 we have $\rho\left(x_{1}, m\right)=r_{1}^{s}$. Now let $w \in D\left(x_{1}, r_{1}\right) \cap D\left(m, r_{1}^{s}-r_{1}\right)$. Then $\rho\left(x_{1}, w\right)=r_{1}$ and $\rho(w, m)=r_{1}^{s}-r_{1}=\rho\left(x_{1}, m\right)-r_{1}$. Hence we obtain

$$
\rho\left(x_{2}, w\right) \leq \rho\left(x_{2}, m\right)+\rho(m, w)=\rho\left(x_{2}, m\right)+\rho\left(x_{1}, m\right)-r_{1}=\rho\left(x_{1}, x_{2}\right)-r_{1}=r_{2} .
$$

One similarly shows that $\rho\left(x_{3}, w\right) \leq r_{3}$, establishing the inclusion from right to left of the

## theorem.

As for a proof of the reverse inclusion, let $w \in D\left(x_{1}, r_{1}\right) \cap D\left(x_{2}, r_{2}\right) \cap D\left(x_{3}, r_{3}\right)$. We have the following sequence of equalities.

$$
\begin{align*}
M\left(x_{1}, x_{2}, x_{3}\right) \cap D\left(w, r_{1}^{s}-r_{1}\right) & =D\left(x_{1}, r_{1}^{s}\right) \cap D\left(x_{2}, r_{2}^{s}\right) \cap D\left(x_{3}, r_{3}^{s}\right) \cap D\left(w, r_{1}^{s}-r_{1}\right) \\
& =D\left(x_{1}, r_{1}^{s}\right) \cap M\left(x_{2}, x_{3}, w\right) \\
& =M\left(x_{2}, x_{3}, w\right) \neq \varnothing \tag{1}
\end{align*}
$$

The first equality in formula (1) only invokes Proposition 1.11. As for the second equality in (1), we shall first verify the following formulae:

$$
\begin{align*}
& \rho\left(x_{2}, x_{3}\right)=r_{2}^{s}+r_{3}^{s} \\
& \rho\left(x_{2}, w\right)=r_{2}^{s}+r_{1}^{s}-r_{1}  \tag{2}\\
& \rho\left(x_{3}, w\right)=r_{3}^{s}+r_{1}^{s}-r_{1} .
\end{align*}
$$

The first equation of (2) follows by definition of sharp radii. As for the second equation of (2), it is clear that $r_{2}^{s}+r_{1}^{s}=\rho\left(x_{1}, x_{2}\right)=r_{1}+r_{2}$ and hence $r_{2}=r_{2}^{s}+r_{1}^{s}-r_{1}$. Now as $\rho\left(x_{2}, w\right)=r_{2}$ the second equality of (2) is clear. One similarly verifies the third equality of (2). By applying Proposition 1.11 we obtain:

$$
D\left(x_{2}, r_{2}^{s}\right) \cap D\left(x_{3}, r_{3}^{s}\right) \cap D\left(w, r_{1}^{s}-r_{1}\right)=M\left(x_{2}, x_{3}, w\right) .
$$

For a proof of the third equality in (1); it is easy to see that $w \in I_{\rho}\left(x_{1}, x_{2}\right) \cap I_{\rho}\left(x_{1}, x_{3}\right)$. By the geometric property of metric intervals we obtain:

$$
\begin{aligned}
M\left(x_{2}, x_{3}, w\right) & =I_{\rho}\left(x_{2}, w\right) \cap I_{\rho}\left(x_{3}, w\right) \cap I_{\rho}\left(x_{2}, x_{3}\right) \\
& \subseteq I_{\rho}\left(x_{2}, x_{1}\right) \cap I_{\rho}\left(x_{3}, x_{1}\right) \cap I_{\rho}\left(x_{2}, x_{3}\right)=M\left(x_{1}, x_{2}, x_{3}\right) .
\end{aligned}
$$

Now as $M\left(x_{1}, x_{2}, x_{3}\right) \subseteq D\left(x_{1}, r_{1}^{s}\right)$, the third equality of (1) is proven.
After taking $m \in M\left(x_{1}, x_{2}, x_{3}\right) \cap D\left(w, r_{1}^{s}-r_{1}\right)$ we find that $w \in D\left(x_{1}, r_{1}\right) \cap D\left(m, r_{1}^{s}-r_{1}\right)$, establishing the inclusion from left to right of the lemma.

The following theorem shows that with respect to the $(3,2)$ IP, the multimedian is obtained by a crucial intersection of three balls.
1.17 Theorem. The following are equivalent for a metric space $(X, \rho)$.
(1) $(X, \rho)$ is a modular metric space and $\rho$ is a convex metric.
(2) $(X, \rho)$ has the $(3,2)-I P$.

Proof: Implication (2) $\rightarrow$ (1) has been observed earlier. For a proof of implication $(1) \rightarrow(2)$, take any $x_{1}, x_{2}, x_{3} \in X$ and $r_{1}, r_{2}, r_{3} \geq 0$ satisfying

$$
\rho\left(x_{i}, x_{j}\right) \leq r_{i}+r_{j} \quad \forall 1 \leq i, j \leq 3 .
$$

By Lemma 1.15 we may assume

$$
\begin{aligned}
& \rho\left(x_{1}, x_{2}\right)=r_{1}+r_{2} \\
& \rho\left(x_{1}, x_{3}\right)=r_{1}+r_{3} \\
& \rho\left(x_{2}, x_{3}\right) \leq r_{2}+r_{3} .
\end{aligned}
$$

Let $r_{i}^{s}$ be the sharp radii. By Lemma $1.16 r_{1}^{s} \geq r_{1}$. By assumption $M\left(x_{1}, x_{2}, x_{3}\right)$ is non-empty.

Let $m \in M\left(x_{1}, x_{2}, x_{3}\right)$. As $(X, \rho)$ is metrically convex we have

$$
D\left(x_{1}, r_{1}\right) \cap D\left(m, r_{1}^{s}-r_{1}\right) \neq \varnothing
$$

and by the previous lemma

$$
D\left(x_{1}, r_{1}\right) \cap D\left(x_{2}, r_{2}\right) \cap D\left(x_{3}, r_{3}\right) \neq \varnothing
$$

See Theorem 2.14, for a description of modular metric spaces with the (3,2)-IP in terms of connectedness.
1.18 Remarks. It is essential in (1) above that the metric be convex. However, it is possible to weaken the definition of a "convex" metric, and the " $(n, 2)$-IP" by replacing the non-negative real numbers by the non-negative part of any (additive) subgroup of $\mathbb{R}$, e.g. $\mathbb{N} \cup\{0\}$ or $\mathbb{Q}_{0}^{+}$. In this way we also obtain a more general version of "adapted" metric. Certain parts of the theory (in particular Lemma 1.15 and Theorem 1.17) are still valid in the adapted setting. With such modifications, the theory applies to connected graphs (with its geodesic metric) as well.

As a corollary to Theorem 1.17 we obtain that modular normed spaces have the (3,2)-IP. This result was first proved by $\AA$. Lima in [48]. In the works of Hanner, [36], it is shown that, modulo linear isometrics, there are but finitely many norms on $\mathbb{R}^{n}(n \in \mathbb{N})$ with the (3,2)-IP. Whence, the same holds for modular norms on $\mathbb{R}^{n}$. As spaces of type $L_{1}(\mu)$ are median (Theorem 1.8) they have the (3,2)-IP. The following result was first proven by Lindenstrauss in [51, p. 491]. We give a more direct proof.
1.19 Corollary. Let $X$ be an $L_{1}(\mu)$ space. Then,

$$
X \text { has the }(4,2)-I P \text { iff } \operatorname{dim}(X) \leq 2
$$

Proof: For a proof of the implication from left to right, we will show that an $L_{1}(\mu)$ space $X$ of dimension greater than 2 cannot have the (4,2)-IP. We assume that $X=L_{1}(Y, A, \mu)$. It is left to the reader to ascertain that three linearly independent measurable functions in $Y$ give rise to three pairwise disjoint measurable sets $U_{1}, U_{2}, U_{3}$ of positive measure in the basic measure space. Let $X_{U_{i}}$ be the characteristic function of $U_{i}(i=1,2,3)$, and consider the following radii $r_{i} \in \mathbb{R}$ and points $a_{i}$ of $X$ :

$$
a_{i}=\frac{1}{\mu\left(U_{i}\right)} \cdot\left[X_{U_{i}}\right] \quad(i=1,2,3) ; a_{4}=a_{1}+a_{2}+a_{3} \quad \text { and } r_{i}=1 \quad(i=1,2,3,4)
$$

Whence, $\left\|a_{i}-a_{j}\right\|=2$ for all $i \neq j$. Now consider the following equalities

$$
\begin{aligned}
& 0=M\left(a_{1}, a_{2}, a_{2}\right)=D\left(a_{1}, r_{1}\right) \cap D\left(a_{2}, r_{2}\right) \cap D\left(a_{3}, r_{3}\right), \\
& a_{1}+a_{2}=M\left(a_{2}, a_{3}, a_{4}\right)=D\left(a_{2}, r_{2}\right) \cap D\left(a_{3}, r_{3}\right) \cap D\left(a_{4}, r_{4}\right) .
\end{aligned}
$$

The first and third equality follow from Theorem 1.8 , whereas the second and fourth equality follow from Proposition 1.11. Therefore we must have

$$
D\left(a_{1}, r_{1}\right) \cap D\left(a_{2}, r_{2}\right) \cap D\left(a_{3}, r_{3}\right) \cap D\left(a_{4}, r_{4}\right)=\varnothing
$$

The implication from right to left is evident.
1.20 Pointed products. If $\left\{\left(X_{i}, \rho_{i}\right)\right\}_{i=1}^{n}$ is a finite collection of metric spaces then there are several metrics on the Cartesian product $\prod_{i=1}^{n} X_{i}$. We are particularly interested in the "sum" metric on this product, given by

$$
\rho\left(\left(x_{i}\right)_{i=1}^{n},\left(y_{i}\right)_{i=1}^{n}\right)=\sum_{k=1}^{n} \rho_{i}\left(x_{i}, y_{i}\right) .
$$

A generalization to products of arbitrarily many metric spaces goes as follows. Let $\left(X_{i}, \rho_{i}\right)_{i \in I}$ be a collection of metric spaces and let $b=\left(b_{i}\right)_{i \in I} \in \prod_{i \in I} X_{i}$. The pointed product $l_{1}^{b}\left(X_{i} \mid i \in I\right)$ at $b$, is the set of $\left(x_{i}\right)_{i \in I}$ with $x_{i} \in X_{i}$ such that
(1) $x_{i} \neq b_{i}$ for at most countably many $i \in I$ (say $i_{1}, i_{2}, \cdots$ ).
(2) $\sum_{k=1}^{\infty} \rho_{i_{k}}\left(x_{i_{k}}, b_{i_{k}}\right)<\infty$.

On a pointed product we take the following ("sum") metric $\rho$. If $\left(x_{i}\right)_{i \in I},\left(y_{i}\right)_{i \in I} \in l_{1}^{b}\left(X_{i} \mid i \in I\right)$, then there are only countable many elements of $I$ such that $x_{i} \neq b_{i}$ or $y_{i} \neq b_{i}$. Enumerate them as $i_{1}, i_{2}, \cdots$, and define
$\rho\left(\left(x_{i}\right)_{i \in I},\left(y_{i}\right)_{i \in I}\right)=\sum_{k=1}^{\infty} \rho_{i_{k}}\left(x_{i_{k}}, y_{i_{k}}\right)$.
A straightforward calculation shows that $\rho$ indeed is a metric. If all $X_{i}$ are normed spaces then one usually takes $b_{i}=0$ for all $i \in I$. If all $X_{i}$ equal $\mathbb{R}$ then the pointed product at 0 equals the well-known space $l_{1}(I)$.

A pointed product $l_{1}^{b}\left(X_{i} \mid i \in I\right)$ is a convex subset of the product space $\left(\prod_{i \in I} X_{i}, I_{\pi}\right)$, and the metric interval operator $I_{\rho}$, equals the relative interval operator. In particular, the metric mixing operator of a pointed product $l_{1}^{b}\left(X_{i} \mid i \in I\right)$ equals the relative mixing operator $M_{\pi}$. Whence, a pointed product is a modular metric space provided all factor spaces are.
1.21 Lemma. Let $l_{1}^{b}\left(X_{i} \mid i \in I\right)$ be a pointed product with metric $\rho$. Then $\rho$ is a convex metric if and only if every $\rho_{i}$ is.

Proof: We shall only show the "if" part as the other part is obvious. Let $x=\left(x_{i}\right)_{i \in I}, y=\left(y_{i}\right)_{i \in I} \in l_{1}^{b}\left(X_{i} \mid i \in I\right)$, and let $0 \leq t \leq 1$. For each $i \in I$ we can find a point $z=\varepsilon_{i} \in X_{i}$, such that

$$
\rho_{i}\left(x_{i}, z_{i}\right)=t \cdot \rho\left(x_{i}, y_{i}\right): \rho_{i}\left(y_{i}, z_{i}\right)=(1-t) \cdot \rho\left(x_{i}, y_{i}\right) .
$$

This yields a point $z=\left(z_{i}\right)_{i \in I}$ in the pointed product with $\rho(x, z)=t \cdot \rho(x, y)$ and $\rho(y, z)=(1-t) \cdot \rho(x, y)$, as desired.

As a consequence of Theorem 1.17 and Lemma 1.21 we arrive at the following result, which was obtained by Lindenstrauss [50] in case all factors are Banach spaces.
1.22 Theorem. Let $(X, \rho)$ be the pointed product of $\left(X_{i}, \rho_{i}\right)_{i \in I}$. Then, $(X, \rho)$ has the (3,2)-IP if and only if every $\left(X, \rho_{i}\right)$ has the (3,2)-IP.

## § 2 Calculus in modular metric spaces

2.1 The (n,2)-IP versus the Hausdorff metric. We recall some well-known notions. Let $(X, \rho)$ be a metric space and let

$$
2_{b c}^{X}=\{\varnothing \neq A \subseteq X \mid A \text { closed and bounded }\} .
$$

Clearly, if $(X, \rho)$ is a modular space then the multimedian takes its values in $2_{b c}^{X}$. The "distance" between two sets $A, B \in 2_{b}^{X}$, is given by $\inf \{\rho(a, b) \mid a \in A \quad b \in B\}$. Obviously this does not yield a genuine (pseudo)metric on $2_{b c}^{X}$. The Hausdorff distance between $A, B \in 2_{b c}^{X}$ is given by

$$
\rho_{H}(A, B)=\max \left(\sup _{a \in A} \rho(a, B), \sup _{b \in B} \rho(b, A)\right) .
$$

We also mention the Pompéiu distance between $A, B$ - cf. [67]- which is given by

$$
\rho_{P}(A, B)=1 / 2\left(\sup _{a \in A} \rho(a, B)+\sup _{b \in B} \rho(b, A)\right) .
$$

One can easily verify that $\rho_{H}$ and $\rho_{P}$ yield metrics on $2_{b c}^{X}$, the Hausdorff metric, and the Pompéiu metric respectively. Observe that for $A \in 2_{b c}^{X}$ and $x \in X$ we have

$$
\rho_{H}(\{x\}, A)=\sup _{a \in A} \rho(x, A) .
$$

We usually drop the singleton's braces. Hence, if $M(a, b, c)$ is a value of a metric multimedian then (Proposition 1.11):

$$
\rho_{H}(a, M(a, b, c))=\rho(a, M(a, b, c))=1 / 2(\rho(a, b)+\rho(a, c)-\rho(b, c)) .
$$

We shall use this without further reference.
Unless stated otherwise we endow $2_{b c}^{X}$ with the Hausdorff metric. We have introduced the Pompéiu metric - which is not commonly used- as it turns out to be a useful tool. From the following inequalities it follows that $\rho_{H}$ and $\rho_{P}$ are equivalent.
(2.2) If $A, B \in 2_{b c}^{X}$ then $\rho(A, B) \leq \rho_{P}(A, B) \leq \rho_{H}(A, B) \leq 2 \cdot \rho_{P}(\therefore, B)$.

We mention the following problem which plays an important role in the paper [4] of Aronszaijn and Panitchpakdi. Consider a non-empty intersection of a finite collection of closed balls in a metric space, and suppose that we vary the involved radii and points a "little" -such that the new intersection remains non-empty. Then what can we say about the Hausdorff metric between these intersections? The following result -which is shown by a straightforward verification- gives a partial answer.
2.3 Proposition. Let $\cap_{i=1}^{n-1} D\left(x_{i}, r_{i}\right)$ and $\cap_{i=1}^{n-1} D\left(x^{\prime}{ }_{i}, r^{\prime}\right)$ be non-empty intersections in a metric space with the $(n, 2)-I P$. Then,

$$
\rho_{H}\left(\cap_{i=1}^{n-1} D\left(x_{i}, r_{i}\right), \cap_{i=1}^{n-1} D\left(x_{i}^{\prime}, r_{i}^{\prime}\right)\right) \leq \max _{1 \leq i \leq n-1}\left(\left|r_{i}-r_{i}^{\prime}\right|+\rho\left(x_{i}, x^{\prime}\right)\right) .
$$

No similar result is known when intersecting $n$ balls in a metric space with the ( $n, 2$ )-IP. From the previous result we infer that the multimedian of a metric space with the (4,2)-IP is a Lipschitz map of factor 2 with respect to the sum-metric on $X^{3}$. We shall show below that all multimedians are such Lipschitz mappings, but the proof is more elaborate.

### 2.4 Contractivity of multimedians.

2.5 Lemma. Let $(X, \rho)$ be a modular space and let $a, b, c, d \in X$. Then,
(1) $\rho_{H}(c, M(a b c, d, c))=\rho_{H}(c, M(a, b c d, c))$.
(2) $\rho_{H}(c, M(a b c, d, c))=1 / 2(\rho(c, d)+\rho(c, a b c)-\rho(d, a b c))$.
(3) $\rho(c, d)+\rho(c, a b c)-\rho(d, a b c)=\rho(c, a)+\rho(c, b c d)-\rho(a, b c d)$.
(4) $\quad 1 / 2(\rho(c, a)+\rho(c, b)+\rho(b, a))+\rho(d, a b c)=1 / 2(\rho(c, b)+\rho(c, d)+\rho(d, b))+\rho(a, b c d)$.

Proof: For the proof of formula (1), take any $x \in M(a b c, d, c)$. By Theorem I: 4.16, there exists a $y \in M(a, b c d, c)$ such that $x \in I(c, y)$. Hence $\rho(c, x) \leq \rho(c, y)$. As we took $x \in M(a b c, d, c)$ arbitrarily we obtain that the left-hand side of (1) is less than or equal to the right-hand side. By permuting the roles of $a$ and $d$ we obtain the other inequality.
For a proof of the formulae (2),(3) and (4), take any $x \in M(a b c, d, c)$. There is a $z \in a b c$ such that $x \in z d c$, hence by Proposition 1.11

$$
\rho(c, x)=1 / 2(\rho(c, z)+\rho(c, d)-\rho(d, z))=1 / 2(\rho(c, a b c)+\rho(c, d)-\rho(d, z)) .
$$

(2) easily follows from this. Combining formulae (1) and (2) yields formula (3). For a proof of (4), by Proposition 1.11(2) we have $\rho(c, a b c)=1 / 2(\rho(c, a)+\rho(c, b)-\rho(a, b))$, and a similar equality holds for $\rho(c, b c d)$. Substituting this in equality (3) yields

$$
\rho(c, d)+1 / 2(\rho(c, a)+\rho(c, b)-\rho(a, b))-\rho(d, a b c)=\rho(c, a)+1 / 2(\rho(c, b)+\rho(c, d)-\rho(b, d))-\rho(a, b c d) .
$$

By subtracting $\rho(c, d)+\rho(c, a)+\rho(c, b)$ on both sides and dropping all minus signs we obtain formula (4).
2.6 Theorem. If $a, b, c, d, x$ are points in a modular metric space $(X, \rho)$, then
(1) $\rho(a, a b c)+\rho(b, a b c)+\rho(c, a b c)+\rho(d, a b c)=\rho(a, b c d)+\rho(b, b c d)+\rho(c, b c d)+\rho(d, b c d)$.
(2) $\rho(a, a b c)+\rho(b, a b c)+\rho(c, a b c)+\rho(d, a b c) \leq \rho(a, x)+\rho(b, x)+\rho(c, x)+\rho(d, x)$.

Proof: Part (1) follows from Proposition 1.11(4) combined with Lemma 2.5(4).
For a proof of the second part of the corollary, let $x \in X$. Without loss of generality we may assume that $x \in I_{\rho}(a, b)$. Indeed, take $x^{\prime} \in a b x$ then

$$
\begin{aligned}
\rho\left(a, x^{\prime}\right)+\rho\left(b, x^{\prime}\right)+\rho\left(c, x^{\prime}\right)+\rho\left(d, x^{\prime}\right) & =\rho(a, x)-\rho\left(x, x^{\prime}\right)+\rho(b, x)-\rho\left(x, x^{\prime}\right)+\rho\left(c, x^{\prime}\right)+\rho\left(d, x^{\prime}\right) \\
& =\rho(a, x)+\rho(b, x)+\rho\left(c, x^{\prime}\right)-\rho\left(x, x^{\prime}\right)+\rho\left(d, x^{\prime}\right)-\rho\left(x, x^{\prime}\right) \\
& \leq \rho(a, x)+\rho(b, x)+\rho(c, x)+\rho(d, x) .
\end{aligned}
$$

The inequality is the triangle inequality of $\rho$. Hence we may now conclude that

$$
\begin{aligned}
\rho(a, x)+\rho(b, x)+\rho(c, x)+\rho(d, x) & =\rho(a, a b x)+\rho(b, a b x)+\rho(c, a b x)+\rho(x, a b x)+\rho(d, x) \\
& =\rho(a, a b c)+\rho(b, a b c)+\rho(c, a b c)+\rho(x, a b c)+\rho(d, x) \\
& \geq \rho(a, a b c)+\rho(b, a b c)+\rho(c, a b c)+\rho(d, a b c)
\end{aligned}
$$

The second equality is the first part of the corollary and the inequality is the triangle inequality
of $\rho$.
Observe that the second part of the previous corollary implies that connecting four points in median metric space with one of the (four) medians gives a minimal connecting network using one extra point.

Let $(X, \rho)$ be a metric space and $A \subseteq X$. A point $x \in X$ is said to have a metric nearest point in $A$ if there is a point $a \in A$ with $\rho(x, a)=\rho(x, A)$. The set $A$ is said to admit metric nearest points if every $x \in X$ has a metric nearest point in $A$. The following states that values of multimedians consist of metric nearest points.
2.7 Proposition. Let $(X, \rho)$ be a modular space, and let $a, b \in X$. Then the interval $I(a, b)$ admits metric nearest points. Furthermore, if $x \in X$ then any member of $M(x, a, b)$ is a metric nearest point of $x$ in $I(a, b)$.

Proof: Let $x \in X$ and take any $z \in M(x, a, b)$. By construction of $M$, we have
$\rho(x, z)=1 / 2(\rho(x, a)+\rho(x, b)-\rho(a, b))$.
Now let $c \in I(a, b)$, that is $\rho(a, b)=\rho(a, c)+\rho(c, b)$. Substituting this in the previous equation yields $\rho(x, z)=1 / 2(\rho(x, a)-\rho(a, c)+\rho(x, b)-\rho(c, b))$. Using the triangle inequality twice gives $\rho(x, z) \leq 1 / 2(\rho(x, c)+\rho(x, c))=\rho(x, c)$. So $z$ is a metric nearest point of $x$ in $I(a, b)$.

The following result which states that values of the multimedian admit metric nearest points from certain "directions" shall be quite fruitful. See also Example 2.20.
2.8 Proposition. Let $(X, \rho)$ be a modular space and let $a, a^{\prime}, b, c \in X$. Then, compare Figure 2.8, any point $d$ in $a^{\prime} b c$ has a metric nearest point $p$ in abc. Moreover, $p \in I(a, d)$.


Fig. 2.8: $\rho_{1}+\rho_{2}=\rho$

Proof: The point $d$ is contained in the interval $I(b, c)$ so by Lemma I: 4.13(3) there exists a $p \in a b c$ such that $p \in I(a, d)$. To verify that $p$ is a metric nearest point of $d$ in $a b c$ let $x \in a b c$. Then,

$$
\rho(d, x) \geq \rho(d, a)-\rho(a, x)=\rho(d, a)-\rho(a, p)=\rho(d, p)
$$

In which the inequality is triangle inequality, the first equality is Proposition 1.11 and the second equality expresses $p \in I(a, d)$.

As a consequence of Proposition 2.8 we have the followirig.
2.9 Proposition. Let $(X, \rho)$ be a modular space let $a, a^{\prime}, b, c \in X$ and $d \in a^{\prime} b c$. Then the following hold (see Figure 2.8).
(1) $\rho(d, a b c)=\rho(a, d)-\rho(a, a b c)$.
(2) $\rho\left(a^{\prime} b c, a b c\right)=\rho\left(a, a^{\prime} b c\right)-\rho(a, a b c)$
(3) $\sup _{x \in a^{\prime} b c} \rho(x, a b c)=\rho_{H}\left(a, a^{\prime} b c\right)-\rho_{H}(a, a b c)$.

A map $F:(X, \rho) \rightarrow\left(Y, \rho^{\prime}\right)$ between (pseudo)metric spaces that satisfies $\rho^{\prime}(F(x), F(y)) \leq M \cdot \rho(x, y)$
for some fixed constant $M$ and all $x, y \in X$ is called a Lipschitz map with Lipschitz factor $M$. If $M$ can be taken 1 then $F$ is called non-expansive.

The next theorem states that a metric multimedian is non-expansive with regard to the sum-metric on $X^{3}$ and the Pompéiu metric on $2_{b c}^{X}$.
2.10 Theorem. Let $(X, \rho)$ be a modular space and let $a, a^{\prime}, b, b^{\prime}, c, c^{\prime} \in X$, then
$\rho_{P}\left(a b c, a^{\prime} b^{\prime} c^{\prime}\right) \leq \rho\left(a, a^{\prime}\right)+\rho\left(b, b^{\prime}\right)+\rho\left(c, c^{\prime}\right)$.
Proof: Consider the following (in)equalities:

$$
\begin{aligned}
\rho_{P}\left(a b c, a^{\prime} b c\right) & =1 / 2\left(\sup _{d \in a^{\prime} b c} \rho(d, a b c)+\sup _{d \in a b c} \rho\left(d, a^{\prime} b c\right)\right) \\
& =1 / 2\left(\rho_{H}\left(a, a^{\prime} b c\right)-\rho_{H}(a, a b c)+\rho_{H}\left(a^{\prime}, a b c\right)-\rho_{H}\left(a^{\prime}, a^{\prime} b c\right)\right) \\
& \leq 1 / 2\left(\rho_{H}\left(\{a\},\left\{a^{\prime}\right\}\right)+\rho_{H}\left(\{a\},\left\{a^{\prime}\right\}\right)\right)=\rho\left(a, a^{\prime}\right) .
\end{aligned}
$$

The second equality is Proposition $2.9(3)$ twice, and the inequality is the triangle inequality of $\rho_{H}$. The theorem now follows from the triangle inequality of $\rho_{P}$.

The following two results are obtained from (2.2).
2.11 Theorem. If abc and $a^{\prime} b^{\prime} c^{\prime}$ are values of a metric multimedian, then
$\rho\left(a b c, a^{\prime} b^{\prime} c^{\prime}\right) \leq \rho\left(a, a^{\prime}\right)+\rho\left(b, b^{\prime}\right)+\rho\left(c, c^{\prime}\right)$.
In particular, a metric median is contractive with respect to the sum metric on $X^{3}$.
2.12 Theorem. The multimedian of a modular metric space is a Lipschitz map. with factor 2 .

From the previous result we conclude that a multimedian is Lower Semi Continuous (LSC) (see for instance [22]). By the famous Michael selection theorem [57] we obtain that the multimedian of a modular Banach space admits a continuous selection- observe that in these circumstances the values of the multimedian are (standard) convex and complete.

Simple examples in the modular graph $K_{2,3}$ show that the Lipschitz factor 2 appearing in the previous corollary is sharp. We present some consequences of the Lipschitz property in two, rather different, circumstances: discrete and connected modular spaces.
2.13 Theorem. Let $G$ be a modular graph and let $a, b, c \in G$. Then each pair of points in $M(a, b, c)$ can be joined by a geodesic of which the vertices alternate between $M(a, b, c)$ and its complement.

Proof: Let $m_{1} \neq m_{2}$ be points in $M(a, b, c)$, and let $a^{\prime} \in M\left(a, m_{1}, m_{2}\right)$. As $\rho\left(a, m_{1}\right)=\rho\left(a, m_{2}\right)$ (Proposition 1.11) we also have $\rho\left(a^{\prime}, m_{1}\right)=\rho\left(a^{\prime}, m_{2}\right)$. Whence $\rho\left(m_{1}, m_{2}\right)=2 \cdot \rho\left(a, m_{1}\right)$. In particular, the distance between $m_{1}$ and $m_{2}$ is even. So if $\rho\left(m_{1}, m_{2}\right)=2$ there is nothing left to be proved. Assume that $\rho\left(m_{1}, m_{2}\right)>2$. By virtue of Proposition 1.11 we have

$$
\rho\left(a^{\prime}, m_{1}\right)=\rho\left(a^{\prime}, m_{2}\right)=1 / 2 \rho\left(m_{1}, m_{2}\right) .
$$

So we can take a point $x \in I\left(a^{\prime}, m_{1}\right)$ distinct from $m_{1}$ and $a^{\prime}$. See Figure 2.13.


Fig. 2.13: A value of the multimedian in a graph
As $m_{2} \in M\left(a^{\prime}, b, c\right)$ the Lipschitz factor two of $M$ (Theorem 2.12) enables us to take a point $y \in M(x, b, c)$ with $\rho\left(m_{2}, y\right) \leq 2 \cdot \rho\left(a^{\prime}, x\right)$. By using the Lipschitz property once more we conclude that $\rho\left(m_{1}, y\right) \leq 2 \cdot \rho\left(m_{1}, x\right)$-observe that $m_{1}=M\left(m_{1}, b, c\right)$. By the calculations
$\rho\left(m_{1}, y\right)+\rho\left(y, m_{2}\right) \leq 2 \cdot\left(\rho\left(m_{1}, x\right)+\rho\left(x, a^{\prime}\right)=\rho\left(m_{1}, m_{2}\right)\right.$,
we derive that the last three inequalities are equalities, which implies $u \in I\left(m_{1}, m_{2}\right) \backslash\left\{m_{1}, m_{2}\right\}$. Also, from Lemma I: 4.13(1) we obtain that $M(x, b, c) \subseteq M(a, b, c)$, that is $y \in M(a, b, c)$. The result now easily follows with induction.
2.14 Theorem. Let $(X, \rho)$ be a modular metric space with (metrically) complete intervals. Then the following are equivalent:
(1) All intervals of $X$ are connected
(2) $X$ is arc-wise-connected.
(3) $\rho$ is metrically convex.
(4) $X$ is connected.

Proof: Implication (1) $\rightarrow(3)$ is easy, and in fact holds for all metric spaces. Indeed, let $a, b \in X$ and $0 \leq s \leq \rho(a, b)$. If the closed balls $D(a, s)$, and $D(b, \rho(a, b)-s)$ are disjoint, then the open balls $B(a, s), B(b, \rho(a, b))$ yield a separation of $I(a, b)$. Blumenthal and Menger, [16, Theorem 6.2], show that in a complete metric space with a convex metric, distinct points can be connected with an isometric arc. So implications (3) $\rightarrow(2) \rightarrow(1)$ are valid for all metric spaces with complete intervals.

Implication (1) $\rightarrow$ (4) is evident. For a proof of implication (4) $\rightarrow$ (3), let $a, b$ be distinct points in $X$. In view of [16, Theorem 6.2] we only have to show that the set $I(a, b) \backslash\{a, b\}$ is non-empty. To this end, assume to the contrary that $I(a, b)=\{a, b\}$. Let $\varepsilon=1 / 2 \rho(a, b)$. By connec-
tivity of $X$, we can find a finite sequence $x_{1}, x_{2}, \cdots, x_{n}$ of points in $X$ such that $x_{1}=a, x_{n}=b$ and $\rho\left(x_{i}, x_{i+1}\right)<\varepsilon$. Consider the sets $M_{i}=M\left(a, b, x_{i}\right) \subseteq I(a, b)(1 \leq i \leq n)$. For each $i$ we have

$$
\begin{equation*}
\rho_{H}\left(M_{i}, M_{i+1}\right) \leq 2 \cdot \rho\left(x_{i}, x_{i+1}\right)<\rho(a, b) \tag{*}
\end{equation*}
$$

Note that each set $M_{i}$ must be one of $\{a\},\{b\}$. As $M_{1}=\{a\}$ and $M_{n}=\{b\}$, there exists a $j: 1 \leq j \leq n$ such that $M_{j}=\{a\}$ and $M_{j+1}=\{b\}$. This contradicts formula $\left(^{*}\right)$.

Consider a connected median metric space $X$. The metric interval between points $a, b \in X$ is the image of the function $X \rightarrow X: x \rightarrow m(a, b, x)$. As the median is continuous (it is even nonexpansive), the interval $I(a, b)$ is connected. Hence conditions (1),(4) of the above corollary are equivalent for all median metric spaces regardless of completeness of intervals. It seems that the above argument can not be adapted to general modular metric spaces.
2.15 Corollary. Let $(N, A, \mu)$ be a measure space. Then the following are equivalent (see Theorem 1.9):
(1) $K_{1}(N, A, \mu)$ is connected.
(2) $(N, A, \mu)$ is atomless.

Proof: By Theorem 1.9, $K_{1}(N, \notin, \mu)$ is a complete median metric space. It is wellknown that (2) is equivalent with metrical convexity of $K_{1}(N, A, \mu)$. Hence, property (1) is equivalent with metrical convexity of $K_{1}(N, \notin, \mu)$ by Theorem 2.14.

We conclude that in the situation of Corollary 2.15 the range of $\mu$, i.e. the set $\{\mu(A)<\infty \mid A \in \AA\}$, is a closed interval in $\mathbb{R}$. This is a special case of a theorem of Liapounoff.
2.16 A transitive rule for metric multimedians. Recall the four-point transitive rule for medians: $((a b c) d c)=(a(b c d) c)$. We shall extend the domain of a multimedian such that this operator is also defined on triples $(A, b, c)$ in which $A$ is a (closed) subset and $b, c$ are points, and we shall show that the transitive rule - which can then be formulated- holds.

The earlier encountered extension of the multimedian $M(A, b, c)$ (see p. 20) does not obey the four-point transitive rule. Actually, by the aid of Theorem I: 4.24(4) one can verify that the four-point transitive rule is satisfied for this extension if and only if $M$ is a median.

We need some notions. Let $(X, d)$ be a metric space. If $A \subseteq X$ is non-empty and closed, and $x \in X$, then we put

$$
\begin{equation*}
I[x, A]=\dot{I}[A, x]=\{y \in X \mid \rho(x, y)+\rho(y, A)=\rho(x, A)\} . \tag{2.16.1}
\end{equation*}
$$

The set $I[x, A]$ is closed and usually different from $I(x, A)$. We now define

$$
\begin{equation*}
[A b c]=I(A, d) \cap I(A, c) \cap I(d, c) \tag{2.16.2}
\end{equation*}
$$

and similarly we define $[b A c]$ and $[b c A]$ (which equals $[A b c]$ ). ( ${ }^{2}$ ) If $A=\{a\}$ is a singleton then $[A b c]$ is just $[a b c]$, i.e. $[-,-,-]$ is an extension of $M$.

We make two assertions. Let $A \subseteq X$ be closed and $x \in X$. Then we have the following (triangle) inequality:

[^8]\[

$$
\begin{equation*}
\rho(x, A) \leq \rho(x, y)+\rho(y, A) . \tag{T1}
\end{equation*}
$$

\]

If all points of $A$ have the same distance to $x$, then

$$
\begin{equation*}
\rho(x, y) \leq \rho(x, A)+\rho(A, y) \tag{T2}
\end{equation*}
$$

Let $A$ be a closed set. In analogy with earlier notation we let

$$
\begin{align*}
& r_{1}=1 / 2(\rho(A, b)+\rho(A, c)-\rho(b, c)) \\
& r_{2}=1 / 2(\rho(A, b)-\rho(A, c)+\rho(b, c))  \tag{2.16.3}\\
& r_{3}=1 / 2(-\rho(A, b)+\rho(A, c)+\rho(b, c))
\end{align*}
$$

denote the sharp radii corresponding with the triple $A, b, c$. By triangle inequality (T1) the numbers $r_{2}, r_{3}$ are non-negative. For $r_{1}$, the type of assumption prior to (T2) is required.

The following is a simple extension of Proposition 1.11.
2.17 Proposition. Let $(X, \rho)$ be a metric space with the metric mixing operator $M$. Then the following are equivalent for a non-empty, closed set $A$ and points $x_{2}, x_{3}, m \in X$.
(1) $m \in M\left[A, x_{2}, x_{3}\right]$.
(2) $\rho(A, m)=r_{1}^{s}$ and $\rho\left(x_{i}, m\right)=r_{i}^{s}$ for $i=2,3$.
(3) $\rho(A, m) \leq r_{1}^{s}$ and $\rho\left(x_{i}, m\right) \leq r_{i}^{s}$ for $i=2,3$.
(4) $\rho(A, m)+\rho\left(x_{2}, m\right)+\rho\left(x_{3}, m\right)=1 / 2\left(\rho\left(A, x_{2}\right)+\rho\left(A, x_{3}\right)+\rho\left(x_{2}, x_{3}\right)\right)$.

We emphasize on the fact that $[(a b c) d c]$ can be empty. In Example 2.20 we shall give conditions to avoid this. We are now able to show the announced transitive rule of the multimedian.
2.18 Theorem. Let $(X, \rho)$ be a modular space. Then,
$\forall a, b, c, d \quad[(a b c) d c]=[a(b c d) c]$.
Proof: Let $r_{a b c}, r_{d}, r_{c}$ be the sharp radii corresponding with $a b c, d, c$, and let $r_{a}, r_{b c d}, r_{c}^{\prime}$ be the sharp radii for $a, b c d, c$. With the aid of Proposition 2.17 , we first show that a point $z \in[(a b c) d c]$ is in $[a(b c d) c]$. The opposite inclusion then directly follows from symmetry considerations.

Step 1: $\rho(c, z)=r_{c}^{\prime}$. As $\rho(c, z)=r_{c}$ we must prove $r_{c}=r_{c}^{\prime}$, or, explicitly,
$1 / 2(\rho(a b c, c)-\rho(a b c, d)+\rho(c, d))=1 / 2(-\rho(a, b c d)+\rho(a, c)+\rho(b c d, c))$,
but this is just Lemma 2.5(3).
Step 2: $\rho(a, z)=r_{a}$. For this consider the following inclusion

$$
\begin{equation*}
I[c, a b c] \subseteq I(c, a) \tag{1}
\end{equation*}
$$

To show this take $x \in I(c, a b c)$, so $\rho(c, x)+\rho(x, a b c)=\rho(a b c, c)$. Now

$$
\rho(c, a)=\rho(c, a b c)+\rho(a b c, a) \geq \rho(c, x)+\rho(x, a) \geq \rho(c, a)
$$

The first equality follows by definition of $a b c$, whereas the second equality is by assumption. The first inequality is (T2). We conclude that all inequalities above are equalities. This gives $\rho(c, x)+\rho(x, a)=\rho(c, a)$, that is: $x \in I(a, c)$.

Now by construction of $[(a b c) c d]$, we have $z \in I(c, a b c)$. So by (1), $\rho(c, z)+\rho(z, a)=\rho(c, a)$. Thus we obtain

$$
\rho(z, a)=\rho(c, a)-\rho(c, z)=\rho(c, a)-r_{c}^{\prime}=r_{a}
$$

as desired.
Step 3: $\rho(b c d, z) \leq r_{b c d}$. By Theorem 2.6(1)
$\rho(z, b c d)+\rho(b, b c d)+\rho(c, b c d)+\rho(d, b c d)=\rho(z, c d z)+\rho(b, c d z)+\rho(c, c d z)+\rho(d, c d z)$.
Now notice that $d c z=z$, which gives

$$
\rho(z, b c d)+\rho(b, b c d)+\rho(c, b c d)+\rho(d, b c d)=\rho(b, z)+\rho(c, z)+\rho(d, z)
$$

or

$$
\rho(z, b c d)=\rho(b, z)+\rho(c, z)+\rho(d, z)-(\rho(b, b c d)+\rho(c, b c d)+\rho(d, b c d))
$$

Now consider the following (in)equalities,

$$
\begin{aligned}
& \rho(c, z)+\rho(z, d)=\rho(c, d) \\
& \rho(b, b c d)+\rho(c, b c d)+\rho(d, b c d)=1 / 2(\rho(b, c)+\rho(b, d)+\rho(c, d)) \\
& \rho(b, z) \leq \rho(b, a b c)+\rho(a b c, z) .
\end{aligned}
$$

The first equality is implied by $z \in[(a b c) d c]$, the second is Proposition 1.11(4), whereas the last inequality is just the triangle inequality (T1). From the (in)equalities in (2) we obtain that

$$
\begin{aligned}
\rho(z, b c d) & \leq \rho(b, a b c)+\rho(a b c, z)+\rho(c, d)-1 / 2(\rho(b, c)+\rho(b, d)+\rho(c, d)) \\
& =\rho(b, a b c)+\rho(a b c, z)+1 / 2(-\rho(b, c)-\rho(b, d)+\rho(c, d) .
\end{aligned}
$$

As $\rho(a b c, z)=\rho(a b c, c)-\rho(c, z)$ we have

$$
\begin{aligned}
\rho(z, b c d) & \leq \rho(b, a b c)+\rho(a b c, c)-\rho(c, z)+1 / 2(-\rho(b, c)-\rho(b, d)+\rho(c, d)) \\
& =\rho(b, c)-\rho(c, z)+1 / 2(-\rho(b, c)-\rho(b, d)+\rho(c, d)) \\
& =1 / 2(\rho(b, c)-\rho(b, d)+\rho(c, d))-\rho(c, z) .
\end{aligned}
$$

As $\rho(c, z)=r_{c}^{\prime}$ and $\rho(c, b c d)=1 / 2(\rho(b, c)-\rho(b, d)+\rho(c, d))$, we now come to the desired inequality $\rho(z, b c d) \leq \rho(c, b c d)-r_{c}^{\prime}=r_{b c d}$,
where the last equality is by definition of the sharp radii.
In the following theorem we present a sufficient condition for the set [(abc)dc] being non-empty.
2.19 Theorem. Let $(X, \rho)$ be a modular space and let $a, b, c, d \in X$. If $M(a, b, c)$ admits metric nearest points and if $N \subseteq M(a, b, c)$ is the resulting set of metric nearest points of $d$, then
$[(a b c) d c]=(N, d, c) \subseteq(a b c, d, c)$.
In particular, $[(a b c) d c]$ is non-empty.
Proof: As the statement on inclusion in (1) is obvious, we concentrate on the equality. We first show that the left-hand side is contained in the right-hand side. Let $y$ be an element of the left-hand side in (1). That is (cf. Proposition 2.17),
$\rho(y, a b c)+\rho(y, c)+\rho(y, d)=1 / 2(\rho(a b c, c)+\rho(a b c, d)+\rho(c, d))$.
Let $x$ be a metric nearest poini of $y$ in $a b c$. Then using the previous equation,

$$
\rho(y, x)+\rho(y, c)+\rho(y, d)=1 / 2(\rho(a b c, c)+\rho(a b c, d)+\rho(c, d)),
$$

$$
\leq 1 / 2(\rho(x, c)+\rho(x, d)+\rho(c, d))
$$

In which the last inequality is by definition of distance to set. Using the triangle inequality three times we obtain

$$
\begin{aligned}
\rho(y, x)+\rho(y, c)+\rho(y, d) & \leq 1 / 2(\rho(x, y)+\rho(y, c)+\rho(x, y)+\rho(y, d)+\rho(c, y)+\rho(y, d)) \\
& =\rho(y, x)+\rho(y, c)+\rho(y, d)
\end{aligned}
$$

So all inequalities are in fact equalities. In particular $\rho(a b c, d)=\rho(x, d)$, that is: $x$ is a metric nearest point of $d$ in $a b c$, and

$$
\rho(y, x)+\rho(y, c)+\rho(y, d)=1 / 2(\rho(x, c)+\rho(x, d)+\rho(c, d))
$$

that is $y \in M(x, d, c)$ (Proposition 1.11(4)). We conclude that $y$ is contained in the right-hand side.
For a proof that the right-hand side of (1) is contained in the left-hand side, let $x$ be a metric nearest point of $d$ in $a b c$ and let $y \in x d c$. Then by Proposition 1.11(4)

$$
\rho(y, x)+\rho(y, d)+\rho(y, c)=1 / 2(\rho(x, d)+\rho(x, c)+\rho(d, c)) .
$$

Now $\rho(x, d)=\rho(a b c, d)$ by assumption and $\rho(x, c)=\rho(a b c, c)$ (as $x \in a b c)$. We obtain that

$$
\rho(y, x)+\rho(y, d)+\rho(y, c)=1 / 2(\rho(a b c, d)+\rho(a b c, c)+\rho(d, c))
$$

We arrive at

$$
\rho(y, a b c)+\rho(y, d)+\rho(y, c) \leq \rho(y, x)+\rho(y, d)+\rho(y, c)=1 / 2(\rho(a b c, d)+\rho(a b c, c)+\rho(d, c)) .
$$

By using (T1) we conclude that the inequality is an equality, that is: $y \in[a b c, d, c]$ by Proposition 2.17.

We remark that -under the conditions of the previous theorem- there is another description of $[(a b c) d c]$, namely as the points of $M(a b c, c, d)$ that realize the Hausdorff distance of $c$ to $M(a b c, c, d)$. Compare Lemma 2.5(1).
2.20 Example. Let $(X, \rho)$ be a modular space with multimedian $M$ and $a, b, c \in X$. In each of the following two cases, $M(a, b, c)$ admits metric nearest points.
(1) $M(a, b, c)$ is compact.
(2) $(X, \rho)$ has the $(4,2)-I P$.

We do not know "more reasonable" conditions, such as completeness of the metric, under which values of multimedians in modular metric space admit metric nearest points.

## § 3 The completion of modular metric spaces

Let $(X, \rho)$ be any metric space. We shall implicitly use the following property of the hyperspace $2_{b c}^{X}$. If $\left(B_{n}\right)_{n=1}^{\infty}$ is converging to $B$ in $2_{b c}^{X}$, then for every $b \in B$ there exists a sequence $\left(b_{n}\right)_{n=1}^{\infty}$, with $b_{n} \in B_{n}$ for all $n \in \mathbb{N}$, converging to $b$. In particular, if $\left(A_{n}\right)_{n=1}^{\infty}$ is converging to $A$ in $2_{b c}$ and $A_{n} \subseteq B_{n}$ for all $n \in \mathbb{N}$, then $A \subseteq B$.
3.1 Theorem. If $(X, \rho)$ is a modular space then so is its completion $(\tilde{X}, \tilde{\rho})$. Moreover, the multimedian of $\tilde{X}$ is the unique continuous extension of $\bar{M}: X^{3} \rightarrow 2{ }_{b c}^{\tilde{X}}$, given by the description

$$
(a, b, c) \rightarrow c l_{X}^{-}\left(M_{X}(a, b, c)\right)
$$

to the whole of $\tilde{X}^{3}$.
Proof: We consider $X$ as a dense subspace of $\tilde{X}$. We denote the Hausdorff metric on $2_{b c}^{\tilde{X}}$ by $\tilde{\rho}_{H}$. Let $M_{X}(\tilde{a}, \tilde{b}, \tilde{c})$ denote the mixing-operator of $(\tilde{X}, \tilde{\rho})$. By Theorem 2.12 the multimedian $M_{X}: X^{3} \rightarrow 2_{b c}^{X}$ is a Lipschitz map with Lipschitz factor 2, with respect to the Hausdorff metric on $2_{b c}^{X}$. Hence the same holds for $\bar{M}$, with respect to the Hausdorff metric on $2_{b c}^{\bar{X}}$. By [22, p. 298] ( $22_{b c}^{\dot{X}}, \rho_{H}$ ) is a complete metric space. As $X^{3}$ is a dense subset of $\tilde{X}^{3}$, we can (uniquely) extend $\bar{M}$ to a Lipschitz map (with Lipschitz factor 2) $\tilde{M}$ to the whole of $\tilde{X}^{3}$. Proposition 1.11 together with a continuity argument show that $\tilde{M}(a, b, c) \subseteq M_{X}(a, b, c)$, for $a, b, c \in \tilde{X}$. In particular, $\tilde{X}$ is modular. For the other inclusion, Lemma 2.5(4) together with a continuity argument show the following equality for $a, b, c, d \in \tilde{X}$ :

$$
\begin{equation*}
1 / 2(\tilde{\rho}(c, a)+\tilde{\rho}(c, b)+\tilde{\rho}(b, a))+\tilde{\rho}(d, \tilde{M}(a, b, c))=1 / 2(\tilde{\rho}(c, b)+\tilde{\rho}(c, d)+\tilde{\rho}(d, b))+\tilde{\rho}(a, \tilde{M}(b, c, d)) \text {. } \tag{1}
\end{equation*}
$$

Now let $m \in M_{\bar{X}}(a, b, c)$, that is $M_{\tilde{X}}(m, b, c)=M_{\bar{X}}(b, c, m)=\{m\}$. Now as $\tilde{M}(b, c, m)$ is contained in $M_{\bar{X}}(b, c, m)$ we must have $\tilde{M}(b, c, m)=\{m\}$. Hence from equality (1) with $d=m$ one deduces:

$$
1 / 2(\tilde{\rho}(c, a)+\tilde{\rho}(c, b)+\tilde{\rho}(b, a))+\tilde{\rho}(m, \tilde{M}(a, b, c))=1 / 2(\tilde{\rho}(c, b)+\tilde{\rho}(c, m)+\tilde{\rho}(m, b))+\tilde{\rho}(a, m), \text { or }
$$

$$
\tilde{\rho}(m, \tilde{M}(a, b, c))=1 / 2(\tilde{\rho}(c, b)+\tilde{\rho}(c, m)+\tilde{\rho}(m, b)+2 \cdot \tilde{\rho}(a, m))-1 / 2(\tilde{\rho}(c, a)+\tilde{\rho}(c, b)+\tilde{\rho}(b, a))
$$

Now as $m$ is a member of both $I_{\tilde{\rho}}(a, c)$ and $I_{\bar{\rho}}(a, b)$, we obtain the equality:

$$
\tilde{\rho}(m, \tilde{M}(a, b, c))=1 / 2(\tilde{\rho}(c, b)+\tilde{\rho}(c, a)+\tilde{\rho}(b, a))-1 / 2(\tilde{\rho}(c, a)+\tilde{\rho}(c, b)+\tilde{\rho}(b, a))=0 .
$$

By the closedness of $\tilde{M}(a, b, c)$, we conclude that $m \in \tilde{M}(a, b, c)$.
For any metric space $(X, \rho)$ the set $\{\{x\} \mid x \in X\}$ is a closed subset of $2_{b c}^{X}$. We obtain the following corollary from Theorem 3.1:

### 3.2 Corollary. The completion of a median metric space is a median metric space.

A more straightforward proof of the previous corollary goes as follows. As a metric median is uniformly continuous it extends to a uniformly continuous ternary operation $m^{\prime}$ of the completion $X^{\prime}$. By continuity $m^{\prime}$ is a median which selects from the multimedian of $X^{\prime}$. Hence by Corollary I: $4.7 \mathrm{~m}^{\prime}$ equals the multimedian, i.e. $X^{\prime}$ is a median metric space.

Aronszaijn and Panitchpakdi [4, p. 419] have shown that if $(X, \rho)$ has the ( $\mathrm{n}+1,2$ )-IP then its completion $(\tilde{X}, \tilde{\rho})$ has the $(\mathrm{n}, 2)$-IP. Whether $(\tilde{X}, \tilde{\rho})$ also has the $(\mathrm{n}+1,2)$-IP is an open problem. For normed spaces the problem was settled in the affirmative by Lindenstrauss [50]. We are now able to solve this problem for $n=2$ :
3.3 Corollary. If $(X, \rho)$ has the (3,2)-IP then so has its completion $(\tilde{X}, \tilde{\rho})$.

Proof: By Theorem $3.1(\tilde{X}, \tilde{\rho})$ is a modular space. By the quoted result in [4] $(\tilde{X}, \tilde{\rho})$ has the ( 2,2 )-IP, which means that $(X, \tilde{\rho})$ has a convex metric. The theorem now follows from Theorem 1.17.


Fig. 3.3: the (2,2)-IP is not inherited by the completion

As an illustration we show that the (2,2)-IP is not inherited by the completion. Consider the points

$$
s=(0,0), t=(1,0), s_{n}=\left(0,2^{1-n}\right), t_{n}=\left(1,2^{1-n}\right)(n \in \mathbb{N}) .
$$

Let $X=\left[s_{1},(0,0)\right) \cup\left[t_{1},(1,0)\right) \cup_{n \in \mathbb{N}}\left[s_{n}, t_{n}\right]$, see Figure 3.3. Then the geodesic metric $\rho$ on $X$ is convex, and the completion of $(X, \rho)$ equals $X \cup\{s, t\}$. One can easily verify that $I_{\rho}(s, t)=\{s, t\}$.

The following result describes the interval operator of the completion of a modular metric space.
3.4 Theorem. Let $(X, \rho)$ be a modular space with completion $(\tilde{X}, \tilde{\rho})$. Then,
(1) The (metric) interval function $I: X^{2} \rightarrow 2_{b c}^{X}$ of $X$ is contractive with regard to the sum metric on $X^{2}$.
(2) The interval function $I_{\bar{\rho}}$ of the (modular) space $(\tilde{X}, \tilde{\rho})$ is the unique extension of $\bar{I}: X^{2} \rightarrow 22_{b c}^{\bar{X}}$, given by the description
$(a, b) \rightarrow c l_{X}^{-}(I(a, b))$.
Proof: Let $M, \tilde{M}$ be the multimedians of $X$ and $\tilde{X}$ respectively. See Theorem 3.1. For a proof of part (1), take $a, a^{\prime}, b^{\prime} \in X$. By the triangle inequality of $\rho_{H}$ it suffices to show that

$$
\begin{equation*}
\rho_{H}\left(I(a, b), I\left(a^{\prime}, b\right)\right) \leq \rho\left(a, a^{\prime}\right) . \tag{3}
\end{equation*}
$$

To this end, take $x \in I(a, b)$, then

$$
\begin{aligned}
\rho\left(x, M\left(a^{\prime}, b, x\right)\right) & =1 / 2\left(\rho\left(x, a^{\prime}\right)+\rho(x, b)-\rho\left(a^{\prime}, b\right)\right) \\
& =1 / 2\left(\rho\left(x, a^{\prime}\right)+\rho(a, b)-\rho(x, a)-\rho\left(a^{\prime}, b\right)\right) \leq \rho\left(a, a^{\prime}\right) .
\end{aligned}
$$

As the set $M\left(a^{\prime}, b, x\right)$ is contained in $I\left(a^{\prime}, b\right)$ we have established that $\rho\left(x, I\left(a^{\prime}, b\right)\right) \leq \rho\left(a, a^{\prime}\right)$. By permuting the roles of $a$ and $a^{\prime}$ one arrives at (3). For a proof of part (2), we shall first show the following equality:

$$
\begin{equation*}
\bar{I}(a, b)=I_{\bar{\rho}}(a, b) \tag{4}
\end{equation*}
$$

for all $a, b \in X$. The inclusion from left to right follows for simple topological reasons. For a
proof of the inclusion from right to left, take $z \in I_{\bar{\rho}}(a, b)$. Let $\left(z_{n}\right)_{n=1}^{\infty}$ be a sequence in $X$ converging to $z$. Construct a sequence $\left(c_{n}\right)_{n=1}^{\infty}$ in $I(a, b)$ by choosing $c_{n} \in M\left(a, b, z_{n}\right)(n \in \mathbb{N})$. Then,

$$
\rho\left(c_{n}, z\right) \leq \rho_{H}\left(\tilde{M}\left(a, b, z_{n}\right), z\right)=\rho_{H}\left(\tilde{M}\left(a, b, z_{n}\right), \tilde{M}(a, b, z)\right) \leq 2 \cdot \rho\left(z_{n}, z\right) .
$$

The first inequality follows by definition of Hausdorff metric, the equality is evident, whereas the last inequality applies that $\tilde{M}$ is a Lipschitz map (with factor 2). Hence $c_{n} \in M\left(a, b, z_{n}\right)$ converges to $z$, and we have shown (4). To conclude the proof of part (2); as the space $(\tilde{X}, \tilde{\rho})$ is modular its interval function $I_{\bar{\rho}}^{-}$is continuous by part (1). In view of equality (4), $I_{\bar{\rho}}$ is the (unique) continuous extension of $\bar{I}$.
3.5 Corollary. Let $(X, \rho)$ be a modular space, with completion $\tilde{X}$. Suppose that $C$ is a subset of $X$ and $a \in C$. Then,
(1) If $C$ is $\rho$-convex (resp. star-shaped at a) in $X$ then so is its closure in $X$.
(2) If C is $\rho$-convex (resp. star-shaped at a) in $X$ then so is the completion $C l_{\tilde{X}}(\mathbb{C})$ of $C$ in $\tilde{X}$.
3.6 Corollary. Let $(X, \rho)$ be a modular space. Then the collection of $\rho$-convex subsets in $2_{b c}^{X}$ is closed.

We remark that the last three results do not hold in general metric spaces. To this end, let $T$ be the (closed) triangle in the plane spanned by the origin, $e_{1}=(1,0)$ and $e_{2}=(0,1)$, and let $X$ be $T \cup\{(1,1)\}$ minus the open convex segment $\left(0, e_{1}\right)$. We endow $X$ with the restriction of the sum-metric $\rho$. Then the following are easily verified. The interval $I_{\rho}\left(0, e_{1}\right)$ only consists of $0, e_{1}$, while the interval between those points in the completion of $X$ equals the segment $\left[0, e_{1}\right]$ (cf. Th. 3.4). $X$ minus the points $e_{1}, e_{2}$, and ( 1,1 ) is $\rho$-convex, but its closure is not (cf. Cor. 3.5). The set $X$ minus the point $(1,1)$ can be obtained as a limit of $\rho$-convex subsets in the hyperspace metric, but is not $\rho$-convex itself (cf. Cor. 3.6).
3.7 Decreasing and increasing sequences. We recall that a partially ordered set $D$ is downdirected provided for each $d_{1}, d_{2} \in D$ there exists $d \in D$ with $d \leq d_{1}$ and $d \leq d_{2}$. The concept of an updirected set is defined dually. A function of an updirected set $D$ to a set $X$ is usually called a net. We often use notation of type $\left(p_{i}\right)_{i \in D}$ for nets. If $X$ is also ordered, then a net that respects this order, i.e. $i \leq j$ implies $p_{i} \leq p_{j}$, is called increasing. The concept of a decreasing net is defined dually. If the partial order is a basepoint order with basepoint $b$, then a sequence or a net in $X$ which is decreasing (increasing) in $\leq_{b}$ will be called $b$-decreasing (b-increasing).

The following proposition is a simple generalization of [2, Lemma 2.8].
3.8 Proposition. Let $(X, \rho)$ be a metric space, and let $P=\left(p_{i}\right)_{i \in D}$ be a net in $X$. Then the following hold:
(1) In either of the following situations a net $P=\left(p_{i}\right)_{i \in D}$ is Cauchy:
(i) The net $P$ is decreasing in $\leq_{b}$.
(ii) The net $P$ is bounded and increasing in $\leq_{b}$.
(2) If $P$ as described in (i) (resp: (iii)) converges to $p \in X$, then $p=\inf (D)($ resp: $p=\sup (D)$ ).

Proof: For a proof of (i), let $\varepsilon>0$. Define $R=\inf \left\{\rho\left(b, p_{i}\right) \mid i \in D\right\}$. There exists. an $i \in D$ such that $\rho\left(b ; p_{i}\right)<R+1 / 2 \cdot \varepsilon$. Then for all $j \geq i$ we have $R \leq \rho\left(b, p_{j}\right) \leq \rho\left(b ; p_{i}\right)<R+1 / 2 \cdot \varepsilon$. Consequent-

> ly, $\rho\left(p_{i}, p_{j}\right)=\rho\left(b, p_{i}\right)-\rho\left(b, p_{j}\right)<1 / 2 \cdot \varepsilon$. Whence, for all $j, k \geq i$ $\rho\left(p_{j}, p_{k}\right) \leq \rho\left(p_{j}, p_{i}\right)+\rho\left(p_{i}, p_{k}\right)<1 / 2 \cdot \varepsilon+1 / 2 \cdot \varepsilon=\varepsilon$.

A similar argument works under the assumptions of (ii).
For a proof of (2), let $P$ be as described in (i). Clearly $p \in I\left(b, p_{i}\right)$ for all $i \in D$, i.e. $p$ is a lower bound of the $p_{i}$ in $\leq_{b}$. Suppose that $q \leq_{b} p_{i}$, i.e. $\rho\left(b, p_{i}\right)=\rho(b, q)+\rho\left(q, p_{i}\right)$, for all $i \in D$. Then by continuity $\rho(b, p)=\rho(b, p)+\rho(q, p)$. That is $q \leq_{b} p$. The proof of the remaining part of (2) is similar.

The converse of statement (2) in the previous proposition is in general not true: the subset $(1,2)$ of the metric space $\{0\} \cup(1,2) \cup\{3\}$ has the origin as infimum and 3 as supremum, however these points are not adherent to $(1,2)$. There is an affirmative result for normed spaces, see Proposition III: 2.5.

By the previous lemma we come to the following notion. A metric space $(X, \rho)$ is downconverging relative to $b$ (briefly, b-downconverging) provided each $b$-decreasing sequence in $X$ converges to a point of $X$. Similarly, $X$ is upconverging relative to $b$ (or, $b$-upconverging) provided each bounded, $b$-increasing sequence in $X$ converges to a point of $X$. If both conditions hold relative to the basepoint $b$, then we say that $X$ is converging relative to $b$ (or, $b$ converging).

It turns out that "monotone" sequences provide as much information as the more general decreasing or increasing nets.
3.9 Theorem. Let $(X, \rho)$ be a metric space and let $b \in X$. Then the following hold.
(1) If $X$ is $b$-downconverging, then any decreasing net in $\leq_{b}$ converges.
(2) If $X$ is b-upconverging, then any increasing bounded net in $\leq_{b}$ converges.

Proof: For a proof of (1), let $P=\left(p_{i}\right)_{i \in D}$ be a decreasing net in $\leq_{b}$, and let $R=\inf \left\{\rho\left(b, p_{i}\right) \mid i \in D\right\}$. Take any point $j(1) \in D$ such that $\rho\left(b, p_{j(1)}\right)<R+2^{-1}$. By induction, having constructed $j(1) \leq \cdots \leq j(n)$ in $D$ such that $p_{j(p)} \leq_{b} p_{j(q)}$ and $\rho\left(b, p_{j(p)}\right)<R+2^{-p}$ for $1 \leq p \leq q \leq n$, we take $j(n+1) \geq j(n)$ in $D$, such that $\rho\left(b, p_{j(n+1)}\right)<R+2^{-(n+1)}$. This gives a $b$-decreasing sequence $\left(p_{j(n)}\right)_{n=1}^{\infty}$, which by assumption converges to some point $p$. Evidently, $\rho(b, p)=R$.

Let $\varepsilon>0$ and fix $N \in \mathbb{N}$ such that $2^{-N}<\varepsilon$. Then for any $i \geq j(N)$ in $D$, we have that (cf. the proof of Proposition 3.8) $\rho\left(p, p_{i}\right)<2 \cdot \varepsilon$. Hence the net $P$ converges to $p$.

The proof of statement (2) is largely the same.
In a geometric interval space ( $X, I$ ), the following multivalued "cone" function can be defined on the collection of finite sequences of $X$.
(I1) cone $(a)=\{x\}$,
(I2) $\operatorname{cone}\left(a_{1}, a_{2}, \cdots, a_{n+1}\right)=\cup\left\{I\left(m, a_{n+1}\right) \mid m \in \operatorname{cone}\left(a_{1}, a_{2}, \cdots, a_{n}\right)\right\}(n \geq 1)$.
Observe that cone $(a, b)=I(a, b),(a, b \in X)$, and that cone $(a, b, c)=I(I(a, b), c)$-compare Theorem I: 4.18 .

In view of Theorem I: 4.24 the cone function is symmetric iff $X$ is median. Moreover, in a median algebra $(X, m)$, the set $\operatorname{cone}\left(a_{1}, a_{2}, \cdots, a_{n}\right)$ is gated, and the gate function $f_{n}$ takes the
following form:
(3.10) $\quad f_{2}(x)=m\left(a_{1}, a_{2}, x\right) ; f_{k+1}(x)=m\left(a_{k+1}, f_{k}(x), x\right) \quad(2 \leq k<n)$.

See [79]. For a direct proof proceed as in Theorem I: 4.18, where (3.10) is shown for $n=3$.
In particular, cone $\left(a_{1}, a_{2}, \cdots, a_{n}\right)$ is precisely the convex hull of the points $a_{1}, a_{2}, \cdots, a_{n}$ (i.e. a polytope). Although the cone function is not symmetric in a general interval spaces (see above), the following can be shown by means of induction.
(3.11) Let ( $X, I$ ) be a geometric interval space, and let $b \in X$. If $a_{1}, \cdots, a_{n}$ is a finite collection in $X$ that is totally ordered in $\leq_{b}$, then

$$
\operatorname{cone}\left(a_{1}, \cdots, a_{n}\right)=I\left(\min _{i=1}^{n} a_{i}, \max _{i=1}^{n} a_{i}\right)
$$

The following result describes the behavior of the cone operator with respect to the Hausdorff metric $\rho_{H}$ on (bounded) sets. This result is a generalization of Theorem 3.4(1).
3.12 Lemma. The following inequality holds for all finite sequences $\left(a_{i}\right)_{i=1}^{n},\left(b_{i}\right)_{i=1}^{n}$ in a modular metric space $(X, \rho)$ :

$$
\rho_{H}\left(\operatorname{cone}\left(a_{1}, \cdots, a_{n}\right), \operatorname{cone}\left(b_{1}, \cdots, b_{n}\right)\right) \leq \sum_{i=1}^{n} \rho\left(a_{i}, b_{i}\right) .
$$

Proof: By the triangle inequality of $\rho_{H}$ it suffices to prove that

$$
\rho_{H}\left(\operatorname{cone}\left(a_{1}, \cdots, a_{n}\right), \operatorname{cone}\left(a_{1}, \cdots, a_{n-1}, b_{n}\right)\right) \leq \rho\left(a_{n}, b_{n}\right)
$$

We must verify that for each $x \in \operatorname{cone}\left(a_{1}, \cdots, a_{n}\right)$,

$$
\rho\left(x, \text { cone }\left(a_{1}, \cdots, a_{n-1}, b_{n}\right)\right) \leq \rho\left(a_{n}, b_{n}\right) .
$$

By invoking the definition of cone, there is a $z \in \operatorname{cone}\left(a_{1}, \cdots, a_{n-1}\right)$ such that $x \in I\left(z, a_{n}\right)$. Consider $y=M\left(b_{n}, z, x\right)$. As

$$
M\left(b_{n}, z, x\right) \subseteq I\left(b_{n}, z\right) \subseteq \operatorname{cone}\left(a_{1}, \cdots, b_{n}\right)
$$

we find that $y \in \operatorname{cone}\left(a_{1}, \cdots, b_{n}\right)$. Consider the following (in)equalities:

$$
\begin{aligned}
\rho\left(x, \operatorname{cone}\left(a_{1}, \cdots, b_{n}\right)\right) & \leq \rho(x, y) \\
& =1 / 2\left(-\rho\left(b_{n}, z\right)+\rho\left(b_{n}, x\right)+\rho(z, x)\right) \\
& =1 / 2\left(-\rho\left(b_{n}, z\right)+\rho\left(b_{n}, x\right)+\rho\left(a_{n}, z\right)-\rho\left(a_{n}, x\right)\right. \\
& =1 / 2\left(\rho\left(a_{n}, z\right)-\rho\left(b_{n}, z\right)+\rho\left(b_{n}, x\right)-\rho\left(a_{n}, x\right)\right) \\
& \leq \rho\left(a_{n}, b_{n}\right) .
\end{aligned}
$$

The first equality only uses Proposition 1.11, and the last inequality involves $x \in I\left(a_{n}, z\right)$.
From this lemma, combined with the remarks prior to it, we obtain:
3.13 Corollary. Let $(X, \rho)$ be a median metric space, and let $(\tilde{X}, \tilde{\rho})$ be its completion. Then for each $\tilde{x} \in \tilde{X}$ and for each $\varepsilon>0$ there is a $\rho$-convex subset $C$ of the original space $X$ such that
$\tilde{x} \in C l_{\bar{x}}(C) ; \operatorname{diam}(C)<\varepsilon$.

A subset $C$ of a modular space $X$ is called multimedian at a point $0 \in X$ provided that $M\left(0, c_{1}, c_{2}\right) \subseteq C$ for all $c_{1}, c_{2} \in C$.

The following subsets of a modular metric space $X$ are multimedian at 0 : the whole $X$, any $\rho$-convex subset of $X$ and any star-shaped subset at 0 . In particular, any closed ball around 0 and any interval starting at 0 is multimedian at 0 .
The following simple fact is stated here for later reference (cf. Corollary 3.5).
(3.14) Let $(X, \rho)$ be a modular metric space, and let $(\tilde{X}, \tilde{\rho})$ denote its completion. If $C$ is multimedian at $b \in X$ then so are the closure in $X$ and in $\tilde{X}$.

Consider a fixed basepoint 0 of metric space ( $X, \rho$ ), and let $(\tilde{X}, \tilde{\rho})$ denote the completion of $X$. If $C$ is a non-empty subset of $X$, then $C_{0}$ (resp. $C^{0}$ ) will denote the subspace of $\tilde{X}$, consisting of all limits of 0 -decreasing (0-increasing) Cauchy sequences in $C$. We now come to one of the main results of this section.
3.15 Theorem. Let $(X, \rho)$ be a modular metric space, and let $C \subseteq X$ be multimedian at 0 . Then the completion of $C$ is given by $\left(C_{0}\right)^{0}$.

The proof of Theorem 3.14 requires a construction to transform sequences in a modular space into increasing and decreasing sequences. As this construction shall be of later use also, we formulate it as a lemma.
3.16 Lemma. Let $(X, I)$ be a modular space, and let $\left(x_{n}\right)_{n=1}^{\infty}$ be a sequence in $X$. Then there exist sequences $P^{k}=\left(p_{n}^{k}\right)_{n=k}^{\infty}$ in $X$ satisfying the following conditions.
( $1: k$ ) $p_{k}^{k}=x_{k}$.
(2:k) $p_{n}^{k} \in M\left(0, p_{n-1}^{k}, x_{n}\right)$ for $n>k$.
(3:k) $p_{n+1}^{k-1} \leq_{0} p_{n}^{k}$ for $n \geq k$.


Fig. 3.16: construction of the sequences $p_{n}^{k}$

Proof of Lemma 3.16: For $k=1$, we take $p_{1}^{1}=x_{1}$, and, recursively,

$$
p_{n}^{1} \in M\left(p_{n-1}^{1}, 0, x_{n}\right)
$$

See Figure 3.16. Next, let $l>1$ and suppose that sequences $P^{k}$ satisfying (1:k), (2:k), and (3:k) have been defined for $1 \leq k<l$. Take $p_{l}^{l}=x_{l}$, and, recursively,

$$
p_{n+1}^{l} \in M\left(p_{n+1}^{l-1}, p_{n}^{l}, x_{n+1}\right)
$$

By induction on $n$, we verify the following formula:

$$
\begin{equation*}
p_{n}^{l} \in M\left(0, p_{n-1}^{l}, x_{n}\right)(\text { for } n>l) \text { and } p_{n+1}^{l-1} \leq_{0} p_{n}^{l}(\text { for } n \geq l) \tag{}
\end{equation*}
$$

First, $p_{l+1}^{l-1} \leq_{0} p_{l}^{l-1} \leq_{0} x_{l}=p_{l}^{l}$, which settles the above formula in case $n=l$. Next, assume that formula $\left(^{*}\right)$ holds for some $n \geq l$. Then $p_{n+1}^{l-1} \leq_{0} x_{n+1}$ by (2:1-1), and $p_{n+1}^{l-1} \leq_{0} p_{n}^{l}$ by $\left(^{*}\right)$. Whence by the construction of $p_{n+1}^{l}$ and by Lemma I: 4.13, we obtain:

$$
p_{n+1}^{l} \in M\left(p_{n+1}^{l-1}, p_{n}^{l}, x_{n+1}\right) \subseteq M\left(0, p_{n}^{l}, x_{n+1}\right) ; p_{n+1}^{l-1} \leq_{0} p_{n+1}^{l}
$$

In particular, $p_{n+2}^{l-1} \leq_{0} p_{n+1}^{l-1} \leq_{0} p_{n+1}^{l}$, as required in $\left({ }^{*}\right)$ for $n+1$.
Proof of Theorem 3.14: Let $\tilde{C}$ be the closure of $C$ in the completion $\tilde{X}$ of $X$. Let $x \in \tilde{C}$ and fix a sequence $\left(x_{n}\right)_{n=1}^{\infty}$ in $C$ converging to $x$. Without loss of generality, $\rho\left(x, x_{n}\right) \leq 2^{-n}$. Let the sequences $P^{k}=\left(p_{n}^{k}\right)_{n=k}^{\infty}$ be as constructed in Lemma 3.16. As $C$ is multimedian at 0 , it follows from formulae ( $1: \mathrm{k}$ ), ( $2: \mathrm{k}$ ), (as stated in Lemma 3.16) that $p_{n}^{k} \in C(n \geq k)$. From formula ( $2: \mathrm{k}$ ) we conclude that each sequence $P^{k}=\left(p_{n}^{k}\right)_{n=k}^{\infty}$ is 0 -decreasing. Hence it converges to a point $p^{k}$ in $C_{0}$. By ( $1: \mathrm{k}$ ), $p_{k}^{k}=x_{k} \in \operatorname{cone}\left(x_{k}\right)$. If $n \geq k$ and $p_{n}^{k} \in \operatorname{cone}\left(x_{k}, \cdots, x_{n}\right)$, then, since $p_{n+1}^{k} \in I\left(p_{n}^{k}, x_{n+1}\right)$ by ( $2: \mathrm{k}$ ), we conclude by induction that

$$
p_{n+1}^{k} \in \operatorname{cone}_{\rho}\left(x_{k}, x_{k+1}, \cdots, x_{n+1}\right) \subseteq \operatorname{cone}_{\bar{\rho}}\left(x_{k}, x_{k+1}, \cdots, x_{n+1}\right)
$$

The completion of a modular metric space being modular (Theorem 3.1) we can apply Lemma 3.12 (with one sequence constant and equal to $x$ ) to the effect that

$$
\begin{aligned}
\tilde{\rho}_{H}\left(x, \text { cone }_{\bar{\rho}}\left(x_{k}, x_{k+1} \cdots, x_{n}\right)\right) & \leq \sum_{j=k}^{n} \rho\left(x, x_{j}\right) \\
& \leq \sum_{j=k}^{n} 2^{-j} \leq 2^{-(k-1)} .
\end{aligned}
$$

In particular, $\rho\left(x, p_{n}^{k}\right) \leq 2^{-(k-1)}$, for $n \geq k$. Hence, $\rho\left(x, p^{k}\right) \leq 2^{-(k-1)}$ and $\left(p^{k}\right)_{k=1}^{\infty}$ converges to $x$. From formula (3:k) we deduce that $p^{k-1} \leq_{0} p^{k}$. So, $\left(p^{k}\right)_{k=1}^{\infty}$ is a 0 -increasing sequence in $C_{0}$, which is bounded by the above result. Hence this sequence converges in $\left(C_{0}\right)^{0}$, showing that $x \in\left(C_{0}\right)^{0}$.
3.17 Corollary. Let $(X, \rho)$ be a modular space. Then a subset multimedian at $b$ is complete if and only if it is $b$-converging.
3.18 Corollary. The completion of a modular space $(X, \rho)$ is given by $\left(X_{0}\right)^{0}$.

From this corollary we obtain the following characterization of completeness of modular metric spaces.
3.19 Theorem. The following are equivalent for a modular metric space $X$.
(1) $X$ is converging in some basepoint order.
(3) $X$ is upconverging in all basepoint orders.
(2) $X$ is converging in all basepoint orders.
(4) $X$ is complete.
3.20 Corollary. Let $(X, \rho)$ be a modular space with completion ( $\tilde{X}, \tilde{\rho})$. Then the following formula holds for all $a, b \in X$ :
$\left.\left.\left(I_{\rho}(a, b)\right)_{a}\right)_{b}=\left(I_{\rho}(a, b)\right)_{a}\right)^{a}=C l_{\bar{X}}^{-}\left(I_{\rho}(a, b)\right)=I_{\rho}(a, b)$.
Proof: For a proof of the first equality: by the inversion axiom (G-2) any increasing sequence in ( $\left.\leq_{a}, I_{\rho}(a, b)\right)$ is decreasing in ( $\left.\leq_{b}, I_{\rho}(a, b)\right)$. The second equality follows from Theorem 3.15. Finally, the last equality is shown in Theorem 3.4(2).
3.21 Theorem. Let $(X, \rho)$ be a modular space, and let $(\tilde{X}, \tilde{\rho})$ denote its completion. Then the following are equivalent:
(1) $X$ is downconverging in each of its base-point orders.
(2) All intervals of $X$ are complete.
(3) $X$ is a metric-convex subset of $\tilde{X}$.

Proof: Implications (1) $\rightarrow(2) \rightarrow(3)$ follow from Corollary 3.20 and implications (3) $\rightarrow$ (2) $\rightarrow$ (1) are evident.

In contrast with Theorem 3.19, down(up-)convergence in one base-point order need not imply down(up-)convergence for other base-points. For a simple example, consider the following median subalgebra $X$ of the plane (coordinate-wise median)

$$
X=\left\{\left(x_{1}, x_{2}\right) \mid 0<x_{i}<1 \text { for } i=1,2 ; x_{1}+x_{2} \leq 1\right\} \cup\{(0,0)\} .
$$

This space is down-converging in the order of $(1 / 2,1 / 2)$, but not in the order of $(0,0)$. On the other hand, the space is up-converging from the viewpoint of ( 0,0 ), but not from the viewpoint of $(1 / 2,1 / 2)$. Moreover, $\left(X^{0}\right)_{0}$ is not complete as it does not contain the points $(1,0)$ and $(0,1)$. Compare with Corollary 3.18.

We mention an affirmative result: a normed space upconverging in one point is upconverging in all of its points. See Proposition III: 2.5 and Corollary III: 2.6.

## § 4 Gated sets in (modular) metric spaces

The following result summarizes some properties of gated sets in general metric spaces.
4.1 Proposition. Let $(X, \rho)$ be a metric space and let $(\tilde{X}, \tilde{\rho})$ denote its completion. Then the following hold for a gated set $C \subseteq X$.
(1) The gate function $p_{C}: X \rightarrow C$ is contractive.
(2) $C$ is closed and $\rho$-convex.
(3) The set $C l_{\bar{X}}(C)$ is gated in $\tilde{X}$; its gate function is the unique continuous extension of
$p_{C}: X \rightarrow \tilde{C}$ to the whole of $\tilde{X}$.
Proof: For a proof of (1), take $x, y \in X$. By definition of gate, $p(x) \in I(x, p(y))$, that is $\rho(x, p(x))+\rho(p(x), p(y))=\rho(x, p(y))$. Similarly we obtain, $\rho(y, p(y))+\rho(p(y), p(x))=\rho(y, p(x))$. Adding these equalities we obtain

$$
2 \cdot \rho(p(x), p(y))=\rho(x, p(y))-\rho(p(y), y)+\rho(y, p(x))-\rho(p(x), x) \leq 2 \cdot \rho(x, y),
$$

by the triangle inequality. That $C$ is $\rho$-convex is just (I: 3.4.2). As $C=\{x \in X \mid x=p(x)\}$, the rest of statement (2) follows from (1).

For a proof of (3), as $p_{C}: X \rightarrow C$ is contractive we can uniquely extend this function to a contractive map $\tilde{p}: \tilde{X} \rightarrow \tilde{C}$. A routine argument shows that $\tilde{p}$ is the gate function of $\tilde{C}$.

Part (1) of the previous proposition was first shown by A. Dress and R. Scharlau in [21]. From Proposition 4.1(3) we conclude that gated sets in arbitrary metric spaces behave well with respect to taking completions. This is contrary to the behavior of geodesically convex subsets (cf. Corollary 3.5, and the remarks prior to Paragraph 3.7).

In a general metric space a closed (or even complete) geodesically convex subset need not be gated. We work towards such a result for modular metric spaces.

Let $(X, \rho)$ be a metric space, and let $b \in X$. Any subset $C$ of $X$ downdirected in $\leq_{b}$ can be seen as a Cauchy net by Proposition 3.8. Hence under some form of completeness this net converges to the gate of $b$ in $C$. For instance if $C$ is $b$-downconverging, or if there exists a $c \in C$ such that $I(b, c) \cap C$ is complete. The above applies in particular if $X$ is a modular metric space, and if $C$ is multimedian at $b$. We conclude to the following.
4.2 Proposition. Let $(X, \rho)$ be a downconverging modular metric space. If a closed subset $C \subseteq X$ is multimedian at $b \in X$, then b has a gate in $C$. In particular, a subset of $X$ is gated if and only if it is $\rho$-convex and closed.

We remark that by Theorem 3.21 a modular metric space is downconverging iff all intervals of $X$ are (metrically) complete.

The following result compares metric nearest points with order nearest points (i.e., with gates) in a modular metric space.
4.3 Proposition. Let $(X, \rho)$ be a modular space and let $C$ be a subset of $X$ which is multimedian at $b \in X$. Then the following are equivalent for $p \in X$.
(1) $p$ is the gate of $b$ in $C$.
(2) $p$ is a metric nearest point of $b$ in $C$.

Proof: Implication (1) $\rightarrow(2)$ is evident. For a proof of the other implication let $p \in C$ be as described in (2). Let $c \in C$ and suppose $m \in M(b, p, c) \mid\{p\}$. Then evidently $\rho(b, m)<\rho(b, p)$. As $m \in C$, this contradicts (2). We conclude $M(b, p, c)=\{p\}$ for all $c \in C$, i.e. $p$ is the gate of $b$ in $C$.

In Proposition I: 3.5 it is shown that gated sets in a general geometric interval space have the ( $\mathrm{F}, 2$ )-IP. We now come to stronger intersection properties of gated sets in a metric space. The following notion is convenient. Let $B$ be a subset of a metric space ( $X, \rho$ ) and let $b \in X$. The subset $B$ is called $b$-upbounded, or upbounded at $b$ if any sequence $\left(b_{i}\right)_{i=1}^{\infty}$ in $B$ in-
creasing in the basepoint order $\leq_{b}$ is bounded.
One can easily verify that replacing "sequence" by "net" in the last definition yields an equivalent notion.
4.4 Remark. Each bounded subset of $X$ is evidently $b$-upbounded. The converse does not hold, not even for geodesically convex subsets. For $i \in \mathbb{N}$ we let $e_{i} \in l_{1}(\mathbb{N})$ denote the unit vector with the $i$-th coordinate one and all other coordinates zero. Then the (median stable) subset $C$ of $l_{1}(\mathbb{N})$, defined by

$$
C=\left\{\lambda \cdot e_{i} \mid i \in \mathbb{N},-i \leq \lambda \leq i\right\}
$$

is 0 -upbounded but not bounded. Note that $C$ is star-shaped at 0 and complete. There is an affirmative result for geodesically convex subsets in a modular normed space. For instance: in a modular Banach space a geodesically convex subset upbounded at one of its points is bounded. See Theorem III: 5.10.

The following lemma shall be used in different situations.
4.5 Lemma. Let $(X, \rho)$ be a metric space and $b \in X$. Let \& be a downdirected collection of closed subsets gated at b. If $C \subseteq X$ is a b-upbounded b-upconverging subset, star-shaped at b such that $C \cap G \neq \varnothing$ for all $G \in \notin$ then

$$
C \cap \cap \neq \varnothing .
$$

Proof: For $G \in \mathscr{Z}$ we let $n_{G}$ denote the gate of $b$ in $G$. By formula (I: 3.4.1) $n_{G} \in C$. One easily verifies that the net $\left\{n_{G} \mid G \in \mathcal{H}\right\}$ directed by $\mathcal{H}$, is increasing in $\leq_{b}$. As $\left\{n_{G} \mid G \in \mathcal{H}\right\}$ is contained in $C$ it is bounded. Hence this net converges, say to a point $p \in C$ by assumption. As all $G \in \mathscr{Z}$ are closed, $p$ is a member of every such $G$, i.e.
$p \in C \cap \cap$.
We now derive two results: one concerning general metric space, and one for modular metric space.
4.6 Theorem. Let $(X, \rho)$ be a metric space and $b \in X$. Let \& be a collection of gated subsets. If $C \subseteq X$ is a $b$-upbounded $b$-upconverging subset, star-shaped at $b$, and if $C$ meets $\cap \mathscr{F}$ for all finite subcollections of $\mathscr{H}$, then
$C \cap \cap シ ゙ \neq \varnothing$.
Proof: By formula (I: 3.4.4) the intersection of finite members of $\geqslant$ is gated, and by Proposition 4.1(2) gated sets are closed. Whence the collection
$\{\cap \mathcal{F} \mid \mathcal{F} \subseteq \mathscr{F}$ finite $\}$,
satisfies the assumption of Lemma 4.5.
For a downconverging modular metric space, gated sets are precisely the non-empty convex closed subsets by Proposition 4.2. For such spaces, Theorem 4.6 is a particular case of the following result.
4.7 Theorem. Let $(X, \rho)$ be a modular metric space and $b \in X$. Let \& be a collection of closed subsets multimedian at $b$. If $C \subseteq X$ is a complete $b$-upbounded subset, star-shaped at $b$ such that $C$ meets $\cap \mathcal{F}$ for each finite subcollection of $\mathscr{H}$, then
$C \cap \cap シ \neq \varnothing$.
Proof: As in the proof of the previous theorem we consider the collection

$$
\mathscr{I}_{\text {fn }}=\{\cap \mathcal{F} \mid \mathscr{F} \subseteq \mathscr{F} \text { finite }\} .
$$

This collection consists of closed subsets multimedian at $b$ meeting $C$. As $C$ is complete, any member of $\mathscr{\mathscr { f }}_{\text {in }}$ has a gate from $b$. Then we apply Lemma 4.5.

The proof of Theorem 4.7 only uses that $C$ is $b$-converging. However this property is equivalent with completeness of $C$ by Corollary 3.17. Theorem 4.7 applies in particular for a collection of closed $\rho$-convex subsets. In the next section we shall interpret Theorem 4.7 in terms of a "weak" topology.

In view of Proposition 4.2 a non-empty intersection of gated sets is gated. The question now arises whether this holds for arbitrary metric spaces, and what the gate function of the intersection looks like. For convenience we introduce the following. Let $X$ be a Hausdorff topological space, and let $\left(p_{i}\right)_{i \in I}$ be a collection of functions of $X$ into itself, such that their composition products commute two by two. Let $\mathcal{F}$ be the collection of finite subsets of $I$, direct $\mathcal{F}$ by inclusion. The collection $\left(p_{i}\right)_{i \in I}$ is called composable if for every $x \in X$ the net

$$
\left(\prod_{i \in F} p_{i}(x)\right)_{F \in \mathcal{F}}
$$

directed by $\mathcal{F}$, converges in $X$. The limit function is called the composition of the family $\left(p_{i}\right)_{i \in I}$.

We can now prove the following result.
4.8 Theorem. Let $(X, \rho)$ be a downconverging metric space, and let $\left(C_{i}\right)_{i \in I}$ be a collection of gated subsets of $X$ with a non-empty intersection. Then the associated gate functions $p_{i}$ ( $i \in I$ ) are composable, and their composition yields the gate function of $\cap_{i \in I} C_{i}$.

Proof: Let $x \in X$ and let $F \subseteq I$ be finite. By formula (I: 3.4.4) the functions $p_{i}$ commute pairwise, and the function $\prod_{i \in F} p_{i}$ is the gate function of the set $\cap_{i \in F} C_{i}$. Hence if $c \in \cap_{i \in I} C_{i}$ then the net

$$
\left(\prod_{i \in F} p_{i}(x)\right)_{F \in \mathcal{F}},
$$

is decreasing in $\left(I(x, c), \leq_{c}\right)$. By assumption it converges to say $q \in I(x, c)$. As $c \in \cap_{i \in I} C_{i}$ was arbitrary, we conclude that $q$ is the gate of $x$ in $\cap C_{i \in I}$.

The condition that $X$ be downconverging, cannot be removed from Theorem 4.8.
We end this section with some results concerning upbounded subsets. It is natural to ask whether a subset that is upbounded at one of its points is upbounded at all of it points.
4.9 Proposition. Let $(X, \rho)$ be a modular metric space and let $C \subseteq X$ be multimedian at both points $0, c$. If $C$ is 0 -upbounded and 0 -downconverging, then $C$ is $c$-upbounded.

Proof: Assume to the contrary that $\left(x_{n}\right)_{n=1}^{\infty}$ is a $c$-increasing sequence in $C$ that is unbounded. Let the sequences $P^{k}=\left(p_{n}^{k}\right)_{n=k}^{\infty}$ in $X$ be as constructed in Lemma 3.16. See Figure 3.16. We argue as in the proof of Theorem 3.15. As $C$ is multimedian at 0 , it follows from formulae ( $1: \mathrm{k}$ ), ( $2: \mathrm{k}$ ) (as stated in Lemma 3.16) that $p_{n}^{k} \in C(n \geq k)$. From formula ( $2: \mathrm{k}$ ) we conclude that each sequence $P^{k}=\left(p_{n}^{k}\right)_{n=k}^{\infty}$ is 0 -decreasing. Hence it converges to a point $p^{k}$ in $C$. By (3-k) we deduce that the sequence $\left(p^{k}\right)_{k=1}^{\infty}$ is 0 -increasing. By ( $1: \mathrm{k}$ ), $p_{k}^{k}=x_{k} \in \operatorname{cone}\left(x_{k}\right)$. If $n \geq k$ and $p_{n}^{k} \in \operatorname{cone}\left(x_{k}, \cdots, x_{n}\right)$, then, since $p_{n+1}^{k} \in I\left(p_{n}^{k}, x_{n+1}\right)$ by (2:k), we conclude by induction that

$$
\begin{equation*}
p_{n+1}^{k} \in \operatorname{cone}_{\rho}\left(x_{k}, x_{k+1}, \cdots, x_{n+1}\right) . \tag{1}
\end{equation*}
$$

The right-hand side of formula (1) equals $I_{\rho}\left(x_{k}, x_{n+1}\right)$ by (3.11). By Proposition 2.7 we obtain $\rho\left(c, p_{n+1}^{k}\right) \geq \rho\left(c, x_{k}\right)$, hence $\rho\left(c, p^{k}\right) \geq \rho\left(c, x_{k}\right)$. We conclude that the sequence $\left(p_{k}\right)_{k=1}^{\infty}$ is 0 increasing and unbounded. This contradicts the assumption that $C$ is 0 -upbounded.

From the previous result we conclude that in a downconverging modular metric space a geodesically convex subset that is upbounded at one point is upbounded at all points.

We next consider the question whether the closure of an upbounded subset is upbounded.
4.10 Proposition. Let $(X, \rho)$ be a downconverging modular metric space and let $C$ be a subset of $X$, star-shaped at the point $0 \in C$. If $C$ is 0 -upbounded, then the completion of $C$ is 0 upbounded. In particular the closure of $C$ in $X$ is 0 -upbounded.

Proof: Let $\tilde{C} \subseteq \tilde{X}$ denote the respective completions of $C$ and $X$. Assume to the contrary that $\left(x_{n}\right)_{n=1}^{\infty}$ is a 0 -increasing sequence in $\tilde{C}$ that is unbounded. We construct a sequence $\left(y_{n}\right)_{n=1}^{\infty}$ in $C$ with the following properties:
(i) $\rho\left(x_{n}, y_{n}\right) \leq 2^{-n}$,
(ii) $y_{n} \leq_{0} x_{n}$
(iii) $y_{1} \leq_{0} y_{2} \leq_{0} \cdots \leq_{0} y_{n}$
for all $n \in \mathbb{N}$. To this end, let $n \in \mathbb{N}$. By Theorem 3.15 there is a 0 -increasing sequence $\left(z_{k}^{n}\right)_{k=1}^{\infty}$ in $C$ converging to $x_{n}$. Let $k \in \mathbb{N}$ be such that $\rho\left(z_{k}^{1}, x_{1}\right) \leq 2^{-1}$ and let $y_{1}=z_{k}^{1}$. Suppose that $y_{1}, y_{2}, \cdots, y_{n}$ have been constructed such as in (i), (ii) and (iii) for some $n \geq 1$. As metric multimedians are Lipschitz (Theorem 2.12), there exists a $k \in \mathbb{N}$ such that

$$
\rho_{H}\left(x_{n+1}, M_{\rho}\left(y_{n}, x_{n+1}, z_{k}^{n+1}\right) \leq 2^{-(n+1)} .\right.
$$

Choose $y_{n+1} \in M_{\bar{\rho}}\left(y_{n}, x_{n+1}, z_{k}^{n+1}\right)$. Then $y_{n+1}$ satisfies (i), (ii) and (iii) by construction. As $\tilde{C}$ is star-shaped at 0 (Corollary 3.5) we have that $y_{n+1} \in \tilde{C}$. Also, $y_{n+1} \in I_{\tilde{\rho}}^{-}\left(y_{n}, z_{k}^{n+1}\right)$. In view of Theorem 3.21, the latter interval is contained in $X$. Whence, $y_{n+1} \in \tilde{C} \cap X=C$. This concludes the induction.

By properties (i) and (iii) we obtain that $\left(y_{n}\right)_{n=1}^{\infty}$ is an unbounded 0 -increasing sequence in $C$, contradicting the assumption that $C$ is 0 -upbounded.

## § 5 Weak topologies in modular metric spaces

5.1 Motivation. Let $(X, \rho)$ be a (modular) metric space. The weak( $\rho$ ) topology or, weak(metric) topology, is generated by the collection of closed $\rho$-convex subsets in $X$. We usually denote this topology by $\tau_{w}$.

The construction of the weak(metric) topology is similar to the construction of the standard weak topology in a locally convex topological vector space $V$. Indeed, the collection of closed (standard) convex subsets of $V$ yields a closed subbase for the standard weak topology.

In connection with the Alexander subbase lemma, see [22], Theorem 4.7 can be used to derive that a subset of a modular metric space that is complete and both star-shaped and upbounded at some point, e.g. a complete ball, is weakly(metric) compact. This result makes it interesting to work in modular metric spaces with a Hausdorff weak(metric) topology. The Hausdorff property of this topology requires the existence of many $\rho$-convex subsets. As, roughly speaking, modular (metric) spaces with an abundance of geodesically convex subsets correspond with median (metric) spaces (cf. Theorem I: 2.14, and I: 4.4(1)), the weak(metric) topology of properly multimedian spaces is usually not Hausdorff. Compare the situation in normed spaces: a modular normed space with a Hausdorff weak(norm) topology is median. See chapter IV.

We introduce a topology on a modular metric space that is less attached to geodesically convex subsets. Let $(X, \rho)$ be a modular metric space and let $b \in X$. The basepoint topology at $b$, briefly the b-topology, $\tau(b)$ is the topology generated by the collection of closed subsets in $X$ that are multimedian at $b$. Clearly, $\tau_{w} \subseteq \tau(b)$. Note that closed balls around $b$ and intervals which have $b$ as endpoint are subbase members of $\tau(b)$.
5.2 Completeness and weak(metric) compactness. The next two theorems (which are proved simultaneously) show the similarity between the basepoint topology of modular metric space and the weak(metric) topology of median metric space.
5.3 Theorem. Let $(X, \rho)$ be a modular metric space, and let $C \subseteq X$ be a subset starshaped at $b \in C$. Then the following are equivalent:
(1) $C$ is $b$-upbounded and complete.
(2) $C$ is $b$-compact.
5.4 Theorem. Let $(X, \rho)$ be a median metric space, and let $C \subseteq X$ be a subset starshaped at $b \in C$. Then the following are equivalent:
(1) $C$ is $b$-upbounded and complete.
(2) C is weakly $(\rho)$ compact.

Proof: We refer to the above two theorems as (A) and (B). Let $X$ and $C$ be as stated in either of the theorems. Implications $(1) \rightarrow(2)$ of $(A)$ and $(B)$ follow from the Alexander subbase lemma combined with Theorem 4.7. For a proof of the converse implications, let $\left(x_{i}\right)_{i=1}^{\infty}$ be a $b$-increasing sequence in $C$. In the situation (A) we let $A_{i}=\cup\left\{x_{j} \mid j \geq i\right\}$ and in the situation (B) we let $A_{i}=\cup\left\{I_{\mathrm{\rho}}\left(x_{i}, x_{j}\right) \mid j \geq i\right\}$ for $i \in \mathbb{N}$. Compare Figure 5.4.


Fig. 5.4: a $b$-increasing sequence
Situation (A): As a subset $A_{i}$ is evidently multimedian at $b$-compare (3.11)- so is its metric closure $c l_{X}\left(A_{i}\right)$ by (3.14). Whence, the latter set is $b$-closed in $X$, and consequently the intersection $C \cap A_{i}$ is $b$-compact in $X$.
Situation (B): Each subset $A_{i}$ is $\rho$-convex, see Theorem I: 4.24(5), therefore so is its metric closure $c l_{X}\left(A_{i}\right)$ by Corollary 3.5. Consequently, the latter set is weakly $(\rho)$-closed, and whence the intersection $C \cap c l_{X}\left(A_{i}\right)$ is weakly $(\rho)$ compact.

Now consider any of the situations (A), (B). As the sets $C \cap c l_{X}\left(A_{i}\right)$ have the finite intersection property, there exists a point $a \in \cap_{i=1}^{\infty} C \cap A_{i}$, by compactness. Then,

$$
\left.\rho\left(b, x_{i}\right)=\rho\left(b, A_{i}\right)=\rho\left(b, c l_{X}\left(A_{i}\right) \cap C\right)\right) \leq \rho(b, a) .
$$

In which the first equality holds by virtue of (3.11). Hence the sequence $\left(x_{i}\right)_{i=1}^{\infty}$ is bounded. Whence $C$ is 0 -upbounded.

For a proof of completeness of $C$, let $\left(x_{i}\right)_{i=1}^{\infty}$ be a bounded $b$-increasing sequence in $C$. As $\left(x_{i}\right)_{i=1}^{\infty}$ is a Cauchy sequence, it converges to a point $m$ of the completion $(\tilde{X}, \tilde{\rho})$ of $(X, \rho)$. Compare Figure 5.4. In the situation (A) we let $A_{i}=C l_{\bar{x}}\left(\left\{x_{j} \mid j \geq i\right\}\right)$ and in the situation (B) we let $A_{i}=I_{\bar{\rho}}\left(x_{i}, m\right)$.

More or less similar as above, we obtain that each set $X \cap A_{i}$ is $b$-closed in $X$ in situation (A), and weakly $(\rho)$ closed in situation (B). Whence in situation (A) the sets $C \cap A_{i}$ are $b$-compact subsets in $X$, and in situation (B) the sets $C \cap A_{i}$ are weakly $(\rho)$ compact.

Now consider any of the situations (A), (B). On one hand as the $C \cap A_{i}$ evidently have the finite intersection property we conclude that $\cap\left\{K_{i} \mid i \in \mathbb{N}\right\} \neq \varnothing$. On the other hand, we have that $\cap_{i \in \mathbb{N}} A_{i}=\{m\}$. Hence $\{m\}=\cap\left\{K_{i} \mid i \in \mathbb{N}\right\}$, and in particular $m \in C$.

We obtain that $C$ is $b$-upconverging. Similarly we obtain that $C$ is $b$-downconverging. Hence $C$ is $b$-converging, thus $C$ is complete by Corollary 3.17.

We remark that there exist geodesically convex, weakly(metric) compact subsets that are not bounded. See Remark 4.4. From Theorems 5.3, 5.4 we obtain the following corollaries.
5.5 Corollary. Let $(X, \rho)$ be a modular space. Then the following are equivalent:
(1) $X$ is complete.
(2) There exists a point $b \in X$ such that all closed balls at $b$ are $b$-compact.
(3) For all $b \in X$ closed balls with $b$ as a center are $b$-compact.
5.6 Corollary. Let $(X, \rho)$ be a median space. Then the following are equivalent:
(1) $X$ is complete.
(2) All closed balls of $X$ are weakly $(\rho)$ compact.

We now obtain two extensions of Theorem 3.21.
5.7 Theorem. Let $(X, \rho)$ be a modular space. Then the following are equivalent:
(1) $X$ is downconverging.
(2) For each $b \in X$ any closed subset of $X$ multimedian at a point b has a gate from $b$.
(3) For each $b \in X$ intervals having $b$ as an endpoint are $b$-compact.
5.8 Theorem. The following are equivalent for a median metric space $(X, \rho)$.
(1) $X$ is downconverging.
(2) Each closed geodesically convex subset of $X$ is gated.
(3) All intervals are weakly( $\rho$ )-compact.

Proof: We refer to the above two Theorems as (A) and (B). Implications (1) $\rightarrow$ (3) of (A) and (B) follow from Theorems 5.3 and 5.4. The converse implications follow by Theorem 3.21 combined with Theorems 5.3 and 5.4.

Implications (1) $\rightarrow(2)$ of Theorem (A) and (B) follow from Proposition 4.2. For a proof of the implications (2) $\rightarrow(1)$, let $b \in X$ and let $\left(x_{i}\right)_{i=1}^{\infty}$ be a $b$-decreasing sequence. In the situation (A) we let $K=\left\{x_{1}, x_{2}, \cdots\right\}$ and in the situation (B) we let $A$ be $K=\cup_{i=1}^{\infty} I\left(x_{1}, x_{i}\right)$.

Situation (A): The set $K$ is multimedian at $b$-compare (3.11)- hence so is its closure $c l_{X}(K)$ by (3.14). So by assumption $b$ has a gate $p$ in $c l_{X}(K)$.

Situation (B): As the set $K$ arises from an increasing union of intervals it is $\rho$-convex, hence so is its closure $c l_{X}(K)$ by (3.14). So by assumption $b$ has a gate $p$ in $c l_{X}(K)$.

Now consider any of the situations (A), (B). Let $D(p, r)$ be a closed ball around $p$. As $p \in c l_{X}(K)$ there exists a $k \in D(p, r) \cap K$, that is $k \in I\left(x_{n}, x_{1}\right)$ for some $n \in \mathbb{N}$. By the geometric properties of the metric intervals we obtain that $x_{m} \in I(p, k)$ for all $m \geq n$. As balls are star-shaped at their center, we have $x_{m} \in D(b, r)$. Whence $\left(x_{i}\right)_{i=1}^{\infty}$ converges to $p$.
5.9 Relative weak topologies. Let $(X, \rho)$ be a modular space. If $Y \subseteq X$ is a subset with $M_{I}\left(y_{1}, y_{2}, y_{3}\right) \subseteq Y$ for all $y_{1}, y_{2}, y_{3} \in Y$, then the two natural " $b$-topologies" on $Y$-the relative topology w.r.t. the $b$-topology of $X$, and (the coarser) intrinsic $b$-topology of $Y$ - coincide. Indeed, let $C$ be a subbase member of the intrinsic $b$-topology of $Y$, i.e. $C$ is closed and multimedian at $b$ in $Y$. As $C$ is multimedian at $b$ in $Y$, and as $M_{I}\left(Y^{3}\right) \subseteq Y$ one readily verifies that $C$ is multimedian at $b$ in $X$. By 3.14 the closure $C l_{X}(C)$ is multimedian at $b$ in $X$. Hence $C=C l_{X}(C) \cap Y$ is a relatively closed subset of $Y$ with respect to the $b$-topology of $X$.

A similar problem -and more relevant, see chapter IV- is whether the relative and the intrinsic weak(metric) topology of a median stable subset of a median metric space coincide. The answer is positive but requires some effort. It turns out the answer is positive even in a broader setting.

By a topological median algebra is meant a set $X$ with a Hausdorff topology and a median operator on $X$ which is continuous in this topology. See [79]. In these circumstances, the weak topology of $X$ is generated by the subbase consisting of all closed convex sets. This definition is in accordance with the metric situation. Analogous one defines the notion of a basepoint topology in $X$.

Finally, $X$ is locally star-shaped provided for each $p \in X$ and each neighborhood $U$ of $p$ there is a neighborhood $V$ of $p$ such that $I(p, x) \subseteq U$ whenever $x \in V$. For compact median algebras, this condition can easily be derived from the (assumed) continuity of the median operator. See van Mill and van de Vel [60]. If $X$ is a median metric space, then the median operator is continuous and each metric ball is star-shaped from its center. Observe that the proofs of Theorems 5.7 and 5.8 implicitly use that modular metric space is locally star-shaped.
5.10 Proposition. Let $X$ be a locally star-shaped median algebra and let $Y \subseteq X$ be a median stable subset. Then the weak topology of $Y$ equals the relative weak topology, derived from $X$.

Proof: By definition, a convex closed subset of $X$ has a relatively convex, relatively closed trace on $Y$. Conversely, let $C \subseteq Y$ be a relatively convex, relatively closed set. We verify that $C l_{X}(c o(C)) \cap Y=C$. Note that the closure of a convex set is convex. Next, let $y \in C l_{X}(c o(C)) \cap Y$ and fix a net $\left(d_{j}\right)_{j \in J}$ in $c o(C)$ converging to $y$. For each $j$ we fix a finite set $F_{j} \subseteq C$ with $d_{j} \in c o_{Y}\left(F_{j}\right)$. The polytope $c o_{X}\left(F_{j}\right)$ is gated; for a description of its gate function, see (3.10). In view of this description the gate $c_{j}$ of $y \in Y$ is in the relative polytope $c o_{Y}\left(F_{j}\right)$. In particular, $c_{j} \in C$.

Let $U \subseteq X$ be a neighborhood of $y$ and let $V \subseteq U$ be as in the definition of local starshapedness. For some $j_{0} \in J$ and all $j \geq j_{0}$ we find $d_{j} \in V$, whence $c_{j} \in I\left(y, d_{j}\right) \subseteq U$. So the net $\left(c_{j}\right)_{j \in J}$ converges to $y$, showing that $y \in C l_{\gamma}(C)=C$.

### 5.11 Separation properties of the weak(metric) topology.

5.12 Proposition. Let $(X, \rho)$ be a modular space such that the weak $(\rho)$ topology is Hausdorff. Then the following hold.
(1) If $X$ is downconverging, then the weak( $\rho$ ) topology is regular.
(2) If $X$ has complete balls, then the weak( $\rho$ ) topology is normal.

Proof: For a proof of statement (1), let $x \in X$ and let $B$ be a closed interval-convex subset of $X$. We conclude from Theorem 5.7 that $B$ is gated. Let $p$ be the gate of $x$ in $B$. By applying the Hausdorff property to the points $p, x$, we find closed interval-convex subsets $C_{1}, \cdots, C_{n}$, $D_{1}, \cdots, D_{m}$ of $X$ with
$p \notin \bigcup_{i=1}^{n} C_{i}, x \notin \bigcup_{i=1}^{m} D_{i}$ and $X=\bigcup_{i=1}^{n} C_{i} \cup \bigcup_{i=1}^{m} D_{i}$.
Now let $Q$ be the union of all sets $C_{i}$ or $D_{i}$ meeting $B$, and take $U=X \backslash Q$. Then $x \notin U$. Indeed, suppose that $x \in C_{i}$ and $C_{i} \cap B \neq \varnothing$. Then clearly the gate $p$ of $x$ in $B$ is in $C_{i}$, contradicting formula (3). The same formula states that $x$ is not a member of any $D_{i}$. As $U$ is a (base) open element of the weak $(\rho)$ topology, the proof is complete.

For a proof of statement (2), as observed at the beginning of this section, complete balls in modular metric space are weakly(metric) compact. We conclude that the weak( $\rho$ ) topology of $X$ is $\sigma$-compact Hausdorff, and hence that the weak $(\rho)$ topology is normal.
5.13 Proposition. Let $(X, \rho)$ be a median metric space with separable complete intervals. If for each countable set A the set $\overline{\operatorname{co}}(A)$ is weakly $(\rho)$ normal, then $X$ is weakly $(\rho)$ normal.

Proof: The continuity of the interval function (Theorem 3.4), together with join-hull commutativity of a median algebra (Theorem I: 4.18), imply that each polytope of $X$ is also separable. Now if $A \subseteq X$ is countable, then $c o(A)$ obtains as the union of countably many separable spaces of type $c o(F)$, with $F \subseteq A$ finite. It follows that $\overline{c o}(A)$ is also separable for countable sets $A$. We note that by the completeness of intervals, each non-empty convex closed set of $X$ has a gate function. See Proposition 4.2.

Let $A, B \subseteq X$ be two disjoint and weakly $(\rho)$ closed sets, let $A_{0} \subseteq A$, respectively $B_{0} \subseteq B$ be singletons, let $K_{0}=\overline{c o}\left(A_{0} \cup B_{0}\right)$, and let $p_{0}: X \rightarrow K_{0}$ be the gate function.

Assume that we have constructed sequences of countable sets $A_{0} \subseteq \cdots \subseteq A_{n} \subseteq A$, $B_{0} \subseteq \cdots \subseteq B_{n} \subseteq B$, together with convex closed sets $K_{i}=\overline{c o}\left(A_{i} \cup B_{i}\right)$ (where $0 \leq i \leq n$ ), such that if $p_{i}: X \rightarrow K_{i}$ denotes the gate mapping, then $p_{i}(A) \subseteq \overline{p_{i}\left(A_{i+1}\right)}$ and $p_{i}(B) \subseteq \overline{p_{i}\left(B_{i+1}\right)}$ for $i=0, \cdots, n-1$. Now $p_{n}(A)$ is a subset of the separable metric space $K_{n}$, and hence there is a countable set $A_{n+1} \subseteq A$ with $p_{n}(A) \subseteq \overline{p_{n}\left(A_{n+1}\right)}$. Similarly, there is a countable set $B_{n+1} \subseteq B$ with $p_{n}(B) \subseteq \overline{p_{n}\left(B_{n+1}\right)}$. We may assume that $A_{n} \subseteq A_{n+1}$ and $B_{n} \subseteq B_{n+1}$. Then put $K_{n+1}=\overline{c o}\left(A_{n+1} \cup B_{n+1}\right)$.

Having completed the inductive construction, we put $A_{\infty}=\cup_{n \in \mathbb{N}} A_{n}, B_{\infty}=\cup_{n \in \mathbb{N}} B_{n}$, and we let $p_{\infty}$ denote the gate map onto $K_{\infty}=\overline{c o}\left(A_{\infty} \cup B_{\infty}\right)$. Observe that $K_{\infty}=C l\left(\cup_{n=1}^{\infty} K_{n}\right)$, and that $p_{\infty}$ is the pointwise limit of the maps $p_{n}$.

Let $a \in A$ and consider a weak( $\rho$ ) neighborhood $U$ of $p_{\infty}(a)$. By passing to a smaller neighborhood if necessary, we may assume that $U$ is of type $X \mid\left(\cup_{i=1}^{m} C_{i}\right)$, where the sets $C_{i}$ are convex closed in $X$. Suppose $A_{\infty} \subseteq \cup_{i=1}^{m} C_{i}$. As $p_{n}(a)$ converges to $p_{\infty}(a)$ we have $p_{n}(a) \in U$ for large enough $n$. We may assume that each set $C_{i}$ which is met by $A_{\infty}$ is also met by each of the sets $A_{n}, A_{n+1}, \cdots$. We consider a point $a_{n+1} \in A_{n+1}$ such that $p_{n}\left(a_{n+1}\right) \in U$, say: $a_{n+1} \in C_{i}$. However, $A_{n} \subseteq K_{n}$ meets $C_{i}$ as well and hence $p_{n}\left(a_{n+1}\right)$ should be in $C_{i}$.

We have shown that $p_{\infty}(a)$ is weakly $(\rho)$ adherent to $A_{\infty}$. Note that $p_{\infty}\left(A_{\infty}\right)=A_{\infty}$, and hence that $p_{\infty}(A) \subseteq C l_{w}\left(p_{\infty}\left(A_{\infty}\right)\right)$. Here $C l_{w}$ stands for weak $(\rho)$ closure. We conclude that $p_{\infty}(A) \subseteq A$. In the same way, one can show that $p_{\infty}(B) \subseteq B$. It follows that $p_{\infty}(A)$ and $p_{\infty}(B)$ have a disjoint weak $(\rho)$ closure. By assumption, these sets can be separated with weakly $(\rho)$ open subsets of $K_{\infty}$.

The gate function $p_{\infty}$ is continuous (Proposition 4.1) and convexity preserving (see the remarks prior to Theorem I: 4.8). Hence taking inverse images under $p_{\infty}$ yields the desired separation of $A$ and $B$.
5.14 Corollary. If $(X, \rho)$ is a median-stable subset of $l_{1}(I)$ with complete relative intervals, then $X$ is weakly $(\mathrm{\rho})$ normal.

Proof: We first note that by the definition of weak(metric) topology, the original and weak(metric) closure of a convex set in a modular metric space are always the same. Let $A \subseteq X$ be a countable set. Since the weak(metric) convex closure of a countable subset of $l_{1}(I)$ is essentially a subset of $l_{1}(\mathbb{N})$, it follows that $\overline{c o}(A)$ (convex closure in $l_{1}(I)$ ) is a weakly(metric) metrizable set. See Theorem IV: 4.2. Now, the convex closure of $A$ relative to $X$ is a subset of the above one, and the choice between intrinsic weak(metric) or relative weak(metric) topology is indifferent by Proposition 5.10. Application of Proposition 5.13 gives the desired result.

Compare Proposition 5.12 with the above corollary. It is not known whether median metric spaces are isometrically embeddable in some $l_{1}(I)$ space under the assumption of being weakly(metric) Hausdorff. See Theorem IV: 2.9, for an affirmative result on median normed spaces. The complete median metric spaces that can be embedded in an $l_{1}(I)$ space evidently correspond with closed median stable subsets. The assumption in Corollary 5.14, on completeness of relative intervals, leads one to relatively convex subsets of closed median stable sets in $l_{1}(I)$, in regard of Theorem 3.21.
5.15 Comparing $b$-topologies and weak(metric) topologies. The following two results indicate that a $b$-topology only "looks" in one direction, whereas the weak(metric) topology "looks" in all directions.
5.16 Theorem. Let $X$ be a locally star-shaped median algebra. Then, the weak topology of $X$ is the largest topology on $X$ coarser than each b-topology, viz.,

$$
\tau_{w}=\cap \tau(x),
$$

Proof: The inclusion from left to right is evident. As for the reverse inclusion, let $C$ be a member of the right-hand side. Let $x \notin C$. By assumption $C$ is closed in $\tau_{x}$. Hence there exist closed subsets $D_{1}, D_{2}, \cdots, D_{n}$, multimedian at $x$ with

$$
x \notin \cup_{i=1}^{n} D_{i} ; C \subseteq \cup_{i=1}^{n} D_{i} .
$$

Let $U$ be a star-shaped neighborhood of $x$ avoiding $D_{1}, \cdots, D_{n}$. Suppose that $y \in U \cap \operatorname{co}\left(D_{i}\right)$. Then there exists a finite subset $F$ of $D_{i}$ with $y \in \operatorname{co}(F)$. As $D_{i}$ is downdirected in $\leq_{x}$, there exists a $d \in D_{i}$ with $d \leq_{x} f$ for all $f \in F$. As $y \in c o(F)$, we also have that $d \leq_{x} y$. But then $d \in I(x, y) \subseteq U$, a contradiction. We conclude that $x \notin \cup_{i=1}^{n} c l_{X}\left(c o\left(D_{i}\right)\right)$. In other words, $x$ is not weakly(metric) adherent to $C$. As $x \notin C$ was arbitrary we obtain $C \in \tau_{w}$.

One can also show:
5.17 Theorem. Let $(X, \rho)$ be a downconverging modular metric space. If the weak( $\rho$ ) topology is Hausdorff, then

$$
\tau_{w}=\cap \tau(x) .
$$

It is well-known that two topologies $\tau_{1} \subseteq \tau_{2}$ on a set $X$ with $\left(X, \tau_{1}\right)$ Hausdorff and $\left(X, \tau_{2}\right)$ compact, coincide. This leads to the following result.
5.18 Theorem. If $(X, \rho)$ is a complete bounded modular space with a Hausdorff weak $(\rho)$ topology, then $\tau_{w}=\tau(b)$ for all $b \in X$. If, in addition, $(X, \rho)$ is compact, then $\tau_{\rho}=\tau_{w}$ as well.

## § 6 All median operators are G-metric

Let $G$ be an Abelian lattice group $G$. One may think of a Riesz space. A $G$-metric on a set $X$ is a map $\rho: X^{2} \rightarrow G$ satisfying the following conditions:
(i) $\rho(a, b)>0$ if $a \neq b ; \rho(a, a)=0$,
(ii) $\rho(a, b)=\rho(b, a)$,
(iii) $\rho(a, b) \leq \rho(a, c)+\rho(c, b)$,
for all $a, b, c \in X$. See Hung [39]. The pair $(X, \rho)$ is called a $G$-metric space. In analogy to the situation in metric intervals one verifies that a G-metric interval operator-with its obvious meaning - is geometric. This finally leads us to the class of modular/median G-metric spaces.
By a similar replacement of the real numbers by $G$ in the definition of a valuation one obtains the concept of a $G$-valuation, and a $G$-metric lattice. In analogy to the situation in metric lattices one verifies that the formula

$$
\rho(x, y)=|x \vee y|-|x \wedge y|(x, y \in L),
$$

yields a G-metric if $v$ is a positive G-valuation -see [13, ex. 4 p. 234]).
Observe that the mapping $v: G \rightarrow G$ given by $v(x)=x$ yields a positive $G$-valuation. The induced G-metric is simply given by $\rho(x, y)=|x-y|$, where $\mid$. | denotes the modulus operator of $G$ (see I: 1.2).

The following is a modification of Lemma 1.6.
6.1 Lemma. A G-metric lattice $L$ is modular, and $G$-metric betweenness in $L$ is equivalent with lattice-betweenness.

Proof: We reason as in [13, p. 232], [16, p. 58 ]. If $L$ is non-modular, then it contains the lattice $N_{5}$ as a sublattice. In the notation of Figure I: 1.1B we then have

$$
v(x)+v(y)=v(x \wedge y)+v(x \vee y)=v(p)+v(q)=v\left(x \wedge y^{\prime}\right)+v\left(x \vee y^{\prime}\right)=v(x)+v\left(y^{\prime}\right) .
$$

That is, $v\left(y^{\prime}\right)=v(y)$. Whence $y=y^{\prime}$ as $v$ is positive, a contradiction.
Denote the G-metric intervals of $L$ by $I_{\rho}(.,$.$) . Next, let a, b \in L$ and $x \in I_{l}(a, b)$, that is $(a \wedge x) \vee(b \wedge x)=x=(a \vee x) \wedge(b \vee x)$.

$$
\begin{aligned}
\rho(a, x)+\rho(x, b) & =v(a \vee x)-v(a \wedge x)+v(b \vee x)-v(b \wedge x) \\
& =v(a \vee x)+v(b \vee x)-(v(a \wedge x)+v(b \wedge)) \\
& =v(a \vee b)+v(x)-(v(a \wedge b)+v(x))
\end{aligned}
$$

$$
=v(a \vee b)-v(a \wedge b)=\rho(a, b)
$$

The third equality uses $(a \vee x) \vee(b \vee x)=a \vee b$ and $(a \wedge x) \wedge(b \wedge x)=a \wedge b$, see Proposition I: 2.7(1).
We find that $I_{l}(a, b) \subseteq I_{\rho}(a, b)$ and by Theorem I: 4.5 this gives $I_{l}=I_{\rho}$.
From the previous result together with Theorem I: 4.2 we obtain:
6.2 Theorem. A G-normed lattice $L$ is a modular $G$-metric space, and the metric multimedian and the lattice multimedian coincide. The lattice $L$ is a median $G$-metric space if and only if $L$ is distributive.

As an (Abelian) lattice group is distributive [13], we conclude from Theorem 6.2 that the (standard) median operator of an Abelian lattice group $G$ is induced by the G-metric intervals. Whence, we can look upon Riesz spaces as (linear) G-normed median spaces. We shall show in chapter III, that (genuine) normed median spaces correspond with (subspaces of) $L_{1}(\mu)$ spaces. The following is a generalization of this.
6.3 Theorem. Each median space corresponds with a median stable subset of a Riesz space. In particular, all median operators are G-metric.

Proof: Let $(X, m)$ be a median algebra. Then $X$ can be seen as a median stable subset of a Boolean algebra $₫$, see Corollary I: 2.18. Now the collection of step-functions on $₫$, yields a Riesz space $L$ (see [52, p. 178]), in which $A$, and hence $X$, occurs as a median stable subset. In view of Theorem 6.2 the map $\rho: L^{2} \rightarrow L$ given by $\rho(r, s)=|r-s|$, yields a G-metric that generates the median of $L$. By taking the restriction of $\rho$ to $X$ we obtain a G-metric as desired.

In chapter V we shall show that median metric spaces correspond with median subsets of normed median spaces, the $L_{1}(\mu)$ spaces.

Let $m$ be the median of a median G-metric space ( $X, \rho$ ). Many of the results on metric medians derived in the present chapter extend to the G-metric situation. For instance, a G-median $m$ is contractive with respect to the sum-metric on $X^{3}$ - which evidently yields an Abelian lattice group. We also mention an extended version of Theorem 2.6(1) (writing $x y z$ for $m(x, y, z)$ ): $\rho(a, a b c)+\rho(b, a b c)+\rho(c, a b c)+\rho(d, a b c)=\rho(a, b c d)+\rho(b, b c d)+\rho(c, b c d)+\rho(d, b c d)$. for all $a, b, c, d \in X$.

If a lattice group $G$ is (conditionally) complete and totally ordered, then some of the results for metric multimedians extend to the G-metric situation. For instance, a G-metric multimedian is a Lipschitz map of factor 2 with respect to the "Hausdorff G-metric" and the sum-metric on $X^{3}$.

## CHAPTER III

## MODULAR NORMED SPACES

The present chapter is devoted to modular normed spaces. In chapter II (Theorem II: 1.8) an example of a median normed spaces appeared: an (abstract) L-space e.g. an $L_{1}(\mu)$ space. One of the aims of this chapter is to prove that all median Banach spaces are of the latter type. This is not only an interesting result in its own right but it also opens new perspectives in the study of $L_{1}(\mu)$ spaces: this result describes $L_{1}(\mu)$ spaces as Banach spaces with a special median convexity. Descriptions of $L_{1}(\mu)$ spaces in terms of metric betweenness have appeared earlier in literature. See [76, Theorem 3], where it shown that a Banach lattice is an $L_{1}(\mu)$ iff the "lattice betweenness" coincides with the metric betweenness.

In the process of showing this characterization, it turned out that there are many similarities between inner product (i. p.) spaces and median normed spaces. In fact, it is possible to use techniques from i. p. spaces to get elegant proofs and results in $L_{1}(\mu)$ spaces. An example of such a similarity is that both types of spaces are characterized by a "tri-spherical intersection property". See the paper of Comfort and Gordon [17], for such a result in i. p. space. The most striking similarity lies in the notion of "orthogonality".

In sections 3 and 4 we characterize modular normed spaces with additive orthogonality. In section 3 we do this for a distinct class of normed spaces, among which are the finite dimensional ones. Here the characterization is self-contained and uses techniques coming from Hilbert space. The general characterization appears in section 4, and involves the Kakutani representation theorem.

In section 5 we describe some of the rather peculiar properties of geodesically convex subsets in modular normed space. From these properties new characterizations of $L_{1}(\mu)$ spaces are obtained.

## § 1 Introduction and motivation

1.1 Orthogonality. By a modular normed space, we mean a normed vector space such that the induced metric space is modular. In other words, the mixing-operator of a modular normed space only takes non-empty values. By a median normed space, we mean a normed space such that the induced metric space is median. In this situation, the values of the mixingoperator are singletons, and the mixing operator is called a normed median. The term modular Banach space should speak for itself.

Metric intervals and geodesically convex subsets of a normed space are usually called norm intervals and norm-convex respectively. Note that a norm interval $I$ is invariant under translation and under multiplication with scalars, i.e.

$$
I(x+p, x+q)=x+I(p, q) ; \lambda \cdot I(p, q)=I(\lambda \cdot p, \lambda \cdot q),
$$

for all points $p, q, x$ and $\lambda \in \mathbb{R}$. The term "star-shaped" in normed space is always used with respect to the norm intervals, and not with respect to the standard convex intervals.

We first recall the following. Two points $x, y$ of a normed space $X$ are called orthogonal in the Pythagorean sense, briefly $x \perp_{P} y$, provided $\|x+y\|^{2}=\|x\|^{2}+\|y\|^{2}$. See [3], or [43]. Let us call a binary relation $R$ on $X$ additive if $x R z$ and $y R z$ implies $(x+y) R z$. The following result of James is well-known, see [43].

A normed space is linearly isometric with an i.p. space iff $\perp_{P}$ is additive.
Let us next consider two points $x, y$ in a normed $X$ that satisfy $\|x+y\|=\|x\|+\|y\|$. In view of the above, it might be natural to call such points "orthogonal", however it turns out that the name codirectional, as introduced in the paper of Alfsen and Effros [2], is more appropriate. In [2] the points $x, y$ are called antidirectional if $\|x-y\|=\|x\|+\|y\|$. Directionality gives rise to a notion of orthogonality as follows; the points $x, y$ are called median orthogonal, briefly $x \perp y$, provided $x, y$ are both codirectional and antidirectional. Further motivation of this definition shall arise later.

One can easily verify that two points $x, y$ in a normed space are orthogonal iff both values $M(0, x, y), M(0, x,-y)$ of the mixing operator equal zero (observe that the conditions $0 \in M(0, x, y)$ and $M(0, x, y)=\{0\}$ are equivalent). In an i. p. space the value $M(0, x, y)$ of the mixing operator is empty iff the points $x, y \in X$ are independent -in particular, i. p. spaces of dimension at least two are not modular. So in these circumstances the points $x, y$ are median orthogonal iff one of the points is the origin. Hence, in particular situations (e.g. in i. p. spaces) additivity of the median orthogonality does not provide any information, simply because all orthogonal points are trivial.

A modular normed space has an abundance of orthogonal points (cf. §4), and it turns out that in such spaces the additivity of $\perp$ characterizes median normed spaces. In particular it follows that $L_{1}(\mu)$ spaces correspond with modular Banach spaces with an additive orthogonality.
1.2 Riesz spaces. We compare our notion of "orthogonality" with a similar notion from the theory of Riesz spaces. As usual we let $|x|$ denote $x \vee 0-x \wedge 0(x \in L)$. Two points $x, y \in L$ are called Riesz-orthogonal provided $|x| \wedge|y|=0$. See [52], where it is shown that Rieszorthogonality of the points $x, y$ is equivalent with the property $|x+y|=|x-y|=|x|+|y|$. That is, the (L-metric) medians $m(0, x, y), m(0, x,-y)$ both equal zero (Theorem II: 6.2). Whence Riesz-orthogonality coincides with "median orthogonality". We remark that Rieszorthogonality is additive.

## § 2 Preliminaries

Let $X$ be a normed space with unit ball $B$. A convex subset $F$ of $B$ is called a face of $B$ whenever $p, q \in F$ if $\lambda \cdot p+(1-\lambda) \cdot q \in F$ for $p, q \in B$ and $\lambda \in(0,1)$. The face $F$ is called proper if $F \neq B$. A one-point set $\{p\}$ is a face iff $p$ is an extreme point of $B$. By Zorn's lemma there exist maximal proper faces of the unit ball. See [2], where it is also shown that these faces are closed. If $\|p\|=1$ then we define face $(p)=\cap\{F \mid F$ is a face containing $p\}$. We shall call these faces minimal.

A subset $C$ of $X$ is called a cone if $\lambda \cdot C \subseteq C$ for all non-negative $\lambda$. A cone $C$ is convex iff $C+C \subseteq C$. One calls a cone $C$ proper if $C \cap-C=(0)$. If $C-C=X$, then $C$ is called a generating cone. The linear span of a convex cone $C$ (i.e. the smallest linear subspace containing $C$ ) is given by the set $C-C$. If $A$ is any set in $X$ then the cone generated by $A$, cone $(A)$, is the smallest cone in $X$ containing $A$.

A cone $C$ in $X$ is called facial if $C$ is generated by a proper face $F$ of $B$ (i.e. $C=\operatorname{cone}(F)$ ). If $0 \neq p \in X$ then the cone generated by face $(p /\|p\|)$ is denoted by $C(p)$. If $p=0$ then we let $C(p)=\{0\}$. The cone $C(p)$ is the smallest facial cone containing $p$. Every facial cone is convex and proper. It shall be convenient to relate facial cones with norm-intervals. To this end, let us mention the following results of Alfsen and Effros [2].
2.1 Lemma. ([2, Lemma 2.7]). Let $C$ be a (standard) convex cone in a normed space $X$. The following are equivalent:
(1) $C$ is a facial cone.
(2) $C$ is star-shaped (w.r. $t$. the norm, see §1) at the origin and every pair $x, y \in C$ is codirectional.
2.2 Lemma. ([2, Lemma 2.6]). If $p$ is a point of a normed space $X$, then:
$C(p)=\underset{\lambda \geq 0}{\cup} I(0, \lambda \cdot p)=\underset{\lambda \geq 0}{\cup} \lambda \cdot I(0, p)$.
2.3 Lemma. ([2, Lemma 2.3]). The following are equivalent for points $x, y$ in a normed space $X$.
(1) There is a facial cone containing $x, y$.
(2) $x, y \in C(x+y)$.
(3) $\|x+y\|=\|x\|+\|y\|$.

For any proper, convex cone $C$ in a vector space, we let $\leq_{C}$ denote the vector order induced by $C$, i.e. $x \leq_{C} y$ iff $y-x \in C$. From Lemma 2.1 we conclude the following result, which shall be of later use.
(2.4) Let $C$ be a facial cone. Then the vector order $\leq_{C}$ on $C$ coincides with the basepoint order at zero.

From Lemma 2.3 we deduce also that if two points are codirectional then so are nonnegative multiples of these points. There is a similar result for antidirectional points. In particular, if two points are orthogonal then so are all multiples of these points. We shall use these properties without further reference.

The following result is a simple characterization of normed (linear) spaces that are upconverging. Its proof is a modification of [71, Ch. II, Proposition 8.2], which concerns completeness of L-spaces.
2.5 Proposition. The following are equivalent for a normed space $(X,\|\|$.$) .$
(1) There is a $b \in X$ such that every b-increasing sequence bounded in norm has a supremum in $\left(X, \leq_{b}\right)$.
(2) There is a $b \in X$ such that the basepoint order $\leq_{b}$ is upconverging.
(3) All basepoint orders are upconverging.

Proof: From the invariance of norm intervals under translation it simply follows that if (1) or (2) hold for some $b \in X$, then they hold for all $b \in X$. This implies in particular that statements (2) and (3) are equivalent. Implication (3) $\rightarrow(1)$ is Proposition II: 3.8. For a proof of implication (1) $\rightarrow$ (2), by the above remark we may assume that $b=0$. We first prove the following intermediate result.
(4) Let $\left(x_{n}\right)_{n=1}^{\infty}$ be a sequence of codirectional points in $X$ with $\left\|x_{n}\right\|<2^{-2 n}$, and let $s_{i}=\sum_{n=1}^{i} x_{n}$ for $i \in \mathbb{N}$. Then the sequence $\left(s_{i}\right)_{i=1}^{\infty}$ converges in $X$.
To this end, let $y_{n}=2^{n} \cdot x_{n}$ and $z_{i}=\sum_{n=1}^{i} y_{n}$ for $i \in \mathbb{N}$. Then the sequences $\left(s_{i}\right)_{i=1}^{\infty},\left(z_{i}\right)_{i=1}^{\infty}$ are clearly bounded, and increasing in $\leq_{0}$ by Lemma 2.3. We denote the suprema of these sequences by $s, z$ respectively. Then for all $k, n \in \mathbb{N}$ with $k>n$ we have $s_{k}-s_{n} \leq_{0} 2^{-(n+1)} y$-compare (2.4). Hence $s-s_{n} \leq_{0} 2^{-(n+1)} y$, and consequently $\left\|s-s_{n}\right\| \leq 2^{-(n+1)}\|y\|$. Whence $s_{n} \rightarrow s$, which concludes the proof of statement (4).

To obtain implication (4) $\rightarrow$ (2); given any bounded 0 -increasing sequence, it suffices to show that some subsequence converges. Let $\left(p_{n}\right)_{n=1}^{\infty}$ be a subsequence that satisfies $\left\|p_{n+1}-p_{n}\right\|<2^{-2 n}$. Let $x_{n}=p_{n+1}-p_{n}$ for $n \in \mathbb{N}$, then all $x_{n}$ are codirectional -compare Lemmas 2.1 and 2.1. Hence the sequence $\left(x_{n}\right)_{n=1}^{\infty}$ satisfies the assumptions of (4). From this statement it now follows that $s_{n}=p_{n}-p_{1}$ constitutes a converging sequence in $X$.

We do not know whether the dual version of Proposition 2.5 -concerning decreasing sequences and infima-holds.
A normed space that is upconverging at all of its points need not be complete. Indeed, as the norm intervals of an inner product space coincide with the (complete) convex segments, any non-complete inner product space yields a counterexample. By combining Proposition 2.5 and Theorem II: 3.19, we obtain the following affirmative result for modular normed spaces, which generalizes [71, Proposition 8.2].
2.6 Corollary. The following are equivalent for a modular normed space $X$.
(1) There is a $b \in X$ such that every b-increasing sequence bounded in norm has a supremum in $\left(X, \leq_{b}\right)$.
(2) There is a $b \in X$ such that the basepoint order $\leq_{b}$ is upconverging.
(3) $X$ is complete.

In contrast with Corollaries II: 3.18, and 2.6 the completion of a modular normed space $X$ is not given by $X^{0}$. See Remark III: 3.7.

The two notions of directionality can be formulated in terms of an "inner product" as follows: for $x, y \in X$ we define the median inner product by

$$
\langle x, y>=1 / 2(\|x\|+\|y\|-\|x-y\|)
$$

Then the points $x, y$ are codirectional iff $\langle x,-y\rangle=0$.
2.7 Proposition. (continuity of the inner product) Let $(X,\|\|$.$) be a normed space, then$ the following equality holds for all $x, y \in X$ :

$$
<x, y>\leq \operatorname{Max}(\|x\|,\|y\|)
$$

In particular, the inner product is a uniformly continuous function of $X^{2}$ into $\mathbb{R}$.
Proof: Let $x, y \in X$. By the triangle inequality we have $\|y\| \leq\|x\|+\|x-y\|$. This implies

$$
1 / 2(\|x\|+\|y\|-\|x-y\|) \leq\|x\| .
$$

The left-hand side is precisely $\langle x, y\rangle$. Permuting the role of $x$ and $y$ concludes the proof of the proposition.

If $m$ is a point in the value $M(x, y, 0)$ of the mixing operator, then the $\langle x, y\rangle=\|m\|$ (cf. Proposition II: 1.11). For convenience we write $\|M(x, y, 0)\|$ for $\|m\|$.

The following is a well-known description of when a convex subset in an i. p. space admits metric nearest points.
Let $C$ be a convex subset of an i. p. space ( $X,<, .,\rangle_{I}$ ), and let $x \in X, p \in C$. T.f.a.e.:
(1) $\left\langle x-p, c-p>_{1} \leq 0 \quad \forall c \in C\right.$.
(2) $p$ is a (unique) metric nearest point of $x$ in $C$.

We work towards such a description in modular normed space.
2.8 Proposition. Let $C$ be a subset of a normed space $(X,\|\|$.$) , and let x \in X, p \in C$. Then the following are equivalent.
(1) $\langle x-p, c-p\rangle=0 \quad \forall c \in C$.
(2) $p$ is the gate of $x$ in $C$.

If $X$ is modular and $C$ is norm-convex, then conditions (1), (2) are also equivalent with:
(3) $p$ is a metric nearest point of $x$ in $C$.

Proof: For a proof of the equivalence of statements (1) and (2), by the definition of (metric) mixing operator $M$, a point $p$ is the gate of $x$ in $C$ iff $M(x, c, p)=p$ for all $c \in C$. As the mixing operator is translation invariant, the last is equivalent with $M(x-p, c-p, 0)=0$ for all $c \in C$, that is $\langle x-p, c-p\rangle=0$ for all $c \in C$. The last statement is shown in Proposition II: 4.2.

Let $X$ be a normed space. For a subspace $N$ of $X$ we define the orthogonal complement by $N^{\perp}=\{x \in X \mid x \perp z \forall z \in N\}$. By the multiplicative stability of orthogonality, the line through a member of $N^{\perp}$ is contained in $N^{\perp}$. That is, $N^{\perp}$ is a (non-proper) cone. This cone is not necessarily a subspace of $X$. See Theorem 2.11 for a partial characterization.

We remark that the set $N^{\perp}$ is generally not comparable with the complementary cone $N^{\prime}$ of $N$ as introduced in [2]. However if $X$ is modular then $N^{\perp} \subseteq N^{\prime}$ and equality holds if $N$ is normconvex. In fact, for complete subspaces $N$ equality holds iff $N$ is norm-convex (compare Theorem 2.9 below with [2, Theorem 2.9 ]).

We recall the following concepts. Let $V$ be any vector space, and let $W_{1}$ and $W_{2}$ be cones in $V$. Then $V$ is called decomposable into $W_{1}$ and $W_{2}$ if every $x \in V$ can be written as $x=w_{1}+w_{2}$ for some $w_{1} \in W_{1}$ and $w_{2} \in W_{2}$. In this case $w_{i}$ is called the $W_{i}$ component $(i=1,2)$. If the points $w_{1}, w_{2}$ are uniquely determined by $x$, then we use the term unique decomposition. We now come to a decomposition theorem for norm-convex subspaces.
2.9 Theorem. The following are equivalent for a subspace $N$ of a normed space $X$ :
(1) $N$ has a gate function $p$.
(2) Every point $x \in X$ can be decomposed into a point of $N$ and of $N^{\perp}$.
(3) Every point $x \in X$ can be uniquely decomposed into a point of $N$ and of $N^{\perp}$.

For such a subspace $N$ and a point $x \in X$, the unique decomposition into $N, N^{\perp}$ is given by $x=p(x)+(x-p(x))$.
If $X$ is a modular space with complete intervals, then (1), (2), (3) are also equivalent with:
(4) $\quad N$ is closed and norm-convex.

Proof: We first show the following assertion:
$\left(^{*}\right)$ If $X$ can be decomposed in $N$ and $N^{\perp}$ then this decomposition is unique. Moreover, the function $p: X \rightarrow N$, assigning to $x \in X$ its $N$-component, is the gate function of $N$.
To this end, let $x=\tilde{x}+x^{\perp}$ be a decomposition of $x \in X$ in $N$ and $N^{\perp}$. Hence, $x-\tilde{x}=x^{\perp} \in N^{\perp}$, and thus by Proposition 2.8 the point $\tilde{x}$ is the gate of $x$ in $N$. As gates are unique, so is the decomposition of $X$ in $N$ and $N^{\perp}$. The rest of assertion (*) easily follows.

For a proof of implication (1) $\rightarrow$ (2), take $x \in X$. By Proposition 2.8, $x-p(x) \in N^{\perp}$. Therefore $x=p(x)+(x-p(x))$ is a decomposition of $x$ in $N$ and $N^{\perp}$. Implications (2) $\rightarrow(3)$ and (3) $\rightarrow(1)$ directly follow from assertion (*).

The last part of the lemma is shown in Proposition II: 4.2 for general modular metric spaces
As $N^{\perp}$ is a cone, the unicity part of Theorem 2.9 yields:
2.10 Corollary. A gate function $p$ on a subspace of a normed spaces satisfies: $p(\lambda \cdot x)=\lambda \cdot p(x)$ for every $x \in X$ and $\lambda \in \mathbb{R}$.

The following theorem characterizes when a subspace $N$ has a linear gate function.
2.11 Theorem. The following are equivalent for a subspace $N$ of a normed space $X$.
(1) $\quad N$ has a gate function and $N^{\perp}$ is a subspace.
(2) $\quad N$ has a linear gate function.
(3) There is a linear projection $p: X \rightarrow N$ satisfying $\|x\|=\|p(x)-x\|+\|p(x)\|$ for all $x \in X$. Moreover, in any of the above situations $N^{\perp}$ has a gate function given by $x \rightarrow x-p(x)$.

Proof: The proof of implication (1) $\rightarrow(2)$ immediately follows from the uniqueness of the decomposition of $X$ in $N$ and $N^{\perp}$. For a proof of implication (2) $\rightarrow(3)$, the norm condition occurring in (3) simply states that $p(x) \in I(x, 0)$, which is valid for every gate function on a sub-
space of $X$.
For a proof of implication (3) $\rightarrow$ (1), we first show that $p$ is the gate function of $N$. To this end, take $x \in X$ and $z \in N$. By assumption and by linearity of $p$, we have

$$
\|x-z\|=\|p(x-z)-(x-z)\|+\|p(x-z)\|=\|p(x)-p(z)-(x-z)\|+\|p(x)-p(z)\|,
$$

and as $p$ is a projection: $\|x-z\|=\|p(x)-x\|+\|p(x)-z\|$. Whence $p(x) \in I(x, z)$. As $z \in N$ was arbitrary we conclude that $p$ is the gate function on $N$. Next, we shall show that $N^{\perp}$ has also a gate function. Consider the map $p^{\prime}: X \rightarrow N^{\perp}: x \rightarrow x-p(x)$. By the assumption of (3) $\|x\|=\left\|p^{\prime}(x)-x\right\|+\left\|p^{\prime}(x)\right\|$ for all $x \in X$. Clearly, $p^{\prime}$ is a linear projection on $N^{\perp}$. The foregoing argument (applied to $p^{\prime}$ instead of $p$ ) yields that $p^{\prime}$ is the gate function of $N^{\perp}$. In particular, $N^{\perp}$ is norm-convex. Finally, as metric intervals are (standard) convex, $N^{\perp}$ is (standard) convex. As $N^{\perp}$ is a cone, $N^{\perp}$ is a subspace.

We remark that subspaces $N$ satisfying (3) were introduced by Cunningham [19], who calls these spaces $L$-summands; the associated projections are called $L$-projections. See also [2]. Let $\operatorname{Ext}(C)$ denote the set of extreme points of a convex subset $C$ in a linear space.
2.12 Corollary. Let $X$ be a normed space with unit ball $B$. If $N \subseteq X$ is a subspace, then:
(1) If $N$ has a gate function and $N$ is of codimension 1, then $N$ is an $L$-summand.
(2) If $N$ is a non-trivial $L$-summand in $X$, then the following equality holds:
$\operatorname{Ext}(B)=\operatorname{Ext}(B \cap N) \cup \operatorname{Ext}\left(B \cap N^{\perp}\right)$.
Proof: In view of Theorem 2.9, there exists a $0 \neq p \in N^{\perp}$. We show that $N^{\perp}$ equals the line through $p$. Assume to the contrary that $q \in N^{\perp}$, is not a member of this line, i.e. $p, q$ are independent points. As the codimension of $N$ is one, there exists a non-zero element $l \in N$, and a scalar $\lambda$ such that $q=\lambda \cdot p+l$. As $q \in N^{\perp}$ we have $M(0, \lambda \cdot p+l, l)=0$, that is $M(-l, \lambda \cdot p, 0)=-l$. However the last left-hand side is zero as $\lambda \cdot p \in N^{\perp}$, a contradiction. In particular we conclude that $N^{\perp}$ is linear. Whence $N$ is an L -summand by Theorem 2.11.

For a proof of (2), let $p$ be the L-projection of $N$. First, let $e$ be an extreme point of $B$, and let $s=\|p(e)\|, t=\|e-p(e)\|$. By Theorem 2.11(3) we have $s+t=1$. If both $s, t$ are non-zero, then the equality $e=s \cdot\left[p(e) s^{-1}\right]+t \cdot\left[(e-p(e)) t^{-1}\right]$ would contradict the assumption that $e$ is extreme. So one of $s, t$ is zero, whence $e$ is in the right-hand side of thc formula in (2). For a proof of the other inclusion, let $e$ be an extreme point of $B \cap N$. Assume to the contrary that $e=t \cdot a+(1-t) \cdot b$ for some $0<t<1$ and $a, b \neq e$ in the unit sphere. After taking images under the linear projection $p$, we obtain that $e$ is a convex combination of the points $p(a), p(b)$. As an Lprojection $p$ is non-expansive (in fact all gate functions are non-expansive) the points $p(a), p(b)$ are contained in the unit ball of $X$. Hence one of these points, say $p(a)$, equals $e$. So in particular $\left\|_{p(a)}\right\|=1$. So after evaluating the formula $\|a\|=\|p(a)-a\|+\|p(a)\|$, we conclude that $a=e$, a contradiction. We similarly obtain the other part of the inclusion.

The following result shows that many normed spaces have norm-convex subspaces.
2.13 Proposition. Let ( $X, \||.| |$ ) be a normed space with unit ball $B$.
(1) The following are equivalent for a unit vector $e \in X$ :
(i) $e$ is an extreme point of $B$.
(ii) $C(e)=\{\lambda \cdot e \mid \lambda \in \mathbb{R}\}$.
(iii) $I(0, e)=\{\lambda \cdot e \mid \lambda \in[0,1]\}$.

In particular, a line through an extreme point of the unit ball is a norm-convex subspace.
(2) If $X$ is modular, then non-antipodal extreme points are mutually orthogonal.

Proof: The proof of part (1) follows from Lemma 2.2.
For a proof of part (2), take different, non-antipodal extreme points $e_{1}, e_{2}$ of $B$. Clearly $e_{1}$ and $e_{2}$ are independent. To show the orthogonality of $e_{1}$ and $e_{2}$, it suffices to show that $M\left(0, e_{1}, e_{2}\right)=0$. To this end, take $m \in M\left(0, e_{1}, e_{2}\right) \neq \varnothing$. By the minimality of the intervals $I\left(0, e_{1}\right)$ and $I\left(0, e_{2}\right)$ and the definition of $M\left(0, e_{1}, e_{2}\right)$, we obtain that $m$ is a multiple of both $e_{1}$ and $e_{2}$. By the independence of $e_{1}$ and $e_{2}$ we conclude that $m$ equals zero.

We obtain a simple description of facial cones in modular normed space.
2.14 Corollary. Let X be a modular normed space with completion $\tilde{X}$. Then,
(1) A convex cone $C$ is facial iff it is star-shaped at the origin and proper.
(2) The completion of a facial cone in $X$ is a facial cone in $X$.

In particular, a point which is extreme in the unit ball of $X$ is extreme in the unit ball of $\tilde{X}$.
Proof: The "only if" part of (1) is Lemma 2.1. Conversely, let $C$ be a proper, convex cone, star-shaped at the origin. In view of Lemma 2.1 we only have to verify that all points in $C$ are codirectional. To this end, let $x, y \in C$. Consider the following inclusions:

$$
\begin{equation*}
M(0, x,-y) \subseteq I(0, x) \cap I(0,-y) \subseteq C \cap-C=\{0\} . \tag{3}
\end{equation*}
$$

The first inclusion only invokes the definition of the mixing operator, the second inclusion holds by star-shapedness at 0 of $C$, whereas the equality holds by properness of $C$. As the set $M(0, x,-y)$ is non-empty we conclude that $M(0, x,-y)=\{0\}$, that is $x, y$ are codirectional.
For a proof of the statement (2), let $C(F)$ be a facial cone in $X$. Let $C l_{\bar{X}}(C(F))$ be the completion of $C(F)$. We shall apply Lemma 2.1. It is shown in Corollary II: 3.5 , that if $C$ is a subset of a modular metric space $X$ star-shaped at a point $c$, then the completion of $C$ is star-shaped at $c$ in the completion of $X$. The cone $C(F)$ is star-shaped at the origin, whence so is the completion $C l_{\bar{X}}(C(F))$ of $C(F)$. As points in $C l_{\bar{X}}(C(F))$ are clearly codirectional, we can apply Lemma 2.1 to conclude that $C l_{\bar{X}}(C(F))$ is a facial cone.

The last statement follows directly from statement (2) and Proposition 2.13(1).
2.15 Problem. Is the completion of a maximal face of the unit ball in modular normed space maximal in the completion?

It is well-known that $L_{1}([0,1])$ has no extreme points in its unit ball. From the previous corollary we conclude that the L-space $R$ consisting of the Riemann integrable functions on $[0,1]$ can not have extreme points in its unit ball either.

## § 3 Characterizing a class of modular normed spaces

Note that if the codirectionality relation of a normed space $X$ is additive, then so is the antidirectionality relation (and vice versa). Let us say that $X$ has an additive directionality if either of the above conditions is satisfied.

Clearly, an additive directionality implies an additive orthogonality. In section 4 we shall show that for modular normed space the reverse implication also holds.

We start with a fundamental lemma.

### 3.1 Lemma. A median normed space has an additive directionality.

Proof: Let $x, y, z \in X$ be such that both pairs $x, z$ and $y, z$ are antidirectional, that is: $M(0, x, z)=M(0, y, z)=0$. Let $w=(x+y) / 2$, then by convexity $w \in I(x, y)$. Using the five-point transitive rule of medians (see I: 2.15) we obtain the following equalities:

$$
M(0, z, w)=M(0, z, M(x, y, w))=M(M(0, z, x), M(0, z, y), w)=M(0,0, z)=0
$$

So the points $w$ and $z$ are antidirectional, hence so are $2 \cdot w=x+y$ and $z$.
Let $(X,\|\|$.$) be a modular normed space. A collection \left\{a_{i} \mid i \in I\right\}$ in a normed space is called orthonormal if each $a_{i}$ is a unit vector and distinct $a_{i}, a_{j}$ are median orthogonal. The following is easily verified.
3.2 Proposition. Let $(X,\|\|$.$) be a modular normed space with an additive orthogonali-$ ty. Let $A$ be a subset of $X$, then
(1) $x \in(s p(A))^{\perp}$ iff $x \perp a \forall a \in A$.
(2) If $A$ is an orthonormal set then $A$ is independent.

If $f_{i}: X \rightarrow X$ for $i=1,2, \cdots, n$ are functions, then the composition $f_{1} \circ \cdots \circ f_{n}$ will be denoted by $\prod_{i=1}^{n} f_{i}$.
3.3 Lemma. Let $(X,\|\|$.$) be a modular normed space with an additive orthogonality,$ and let $a_{1}, \cdots, a_{n}$ be non-antipodal extreme points of the unit ball. If $p_{i}, p_{i}^{\perp}$ are the gate functions of $s p\left(a_{i}\right)$ and $s p\left(a_{i}\right)^{\perp}$ respectively $(i=1,2, \cdots, n)$, then
(1) The gate function of the subspace $\operatorname{sp}\left(a_{1}, \cdots, a_{n}\right)^{\perp}$ is given by the composition $\prod_{i=1}^{n} p_{i}^{\perp}$.
(2) For every $x \in X$ the following equality holds: $x=\sum_{i=1}^{n} p_{i}(x)+\left(\prod_{i=1}^{n} p_{i}^{\perp}\right)(x)$.
(3) The linear span $\operatorname{sp}\left(a_{1}, \cdots, a_{n}\right)$ is norm-convex and the gate function of this span is given by $\sum_{i=1}^{n} p_{i}$.
Proof: For a proof of part (1) of the lemma, by Proposition 3.2 we obtain the equality

$$
\begin{equation*}
s p\left(a_{1}, \cdots, a_{n}\right)^{\perp}=\cap_{i=1}^{n} s p\left(a_{i}\right)^{\perp} \tag{4}
\end{equation*}
$$

By the transitive rule of gate functions -(I: 3.4.4)- we obtain that the gate function of the subspace $s p\left(a_{1}, \cdots, a_{n}\right)^{\perp}$ equals $\prod_{i=1}^{n} p_{i}^{\perp}$, showing part (1).

For a proof of part (2) we shall show by induction on $k$ that the following equality holds for all $1 \leq k \leq n$

$$
\begin{equation*}
x=\sum_{i=1}^{k} p_{i}(x)+\left(\prod_{i=1}^{k} p_{i}^{\perp}\right)(x) . \tag{k}
\end{equation*}
$$

To this end, by Proposition 2.13(1), the subspace $s p\left(a_{1}\right)$ is norm-convex so $(\mathrm{Q}(1))$ obtains from Theorem 2.11. Assume $Q(k)$ for $1 \leq k \leq n-1$. Applying Theorem 2.11 with respect to the norm-convex set $s p\left(a_{k+1}\right)$ and the point $\left(\prod_{i=1}^{k} p_{i}^{\perp}\right)(x)$ yields:

$$
\begin{equation*}
\left.\left(\prod_{i=1}^{k} p_{i}^{\perp}\right)(x)\right)=p_{k+1}\left(\left(\prod_{i=1}^{k} p_{i}^{\perp}\right)(x)\right)+p_{k+1}^{\perp}\left(\left(\prod_{i=1}^{k} p_{i}^{\perp}\right)(x)\right) . \tag{5}
\end{equation*}
$$

By Proposition 3.2, the norm-convex line through $a_{k+1}$ is contained in the set $s p\left(a_{1}, \cdots, a_{k}\right)^{\perp}$. We have already shown that $\prod_{i=1}^{k} p_{i}^{\perp}$ is the gate function on this set. Now by the transitive rule of gate functions ( (I: 3.4.4)) we conclude that

$$
p_{k+1}\left(\prod_{i=1}^{k} p_{i}^{1}(x)\right)=p_{k+1}(x)
$$

Substituting this in (5) one can deduce $\mathrm{Q}(\mathrm{k}+1)$ from $\mathrm{Q}(\mathrm{k})$, completing the proof of part (2). Part (3) directly follows from Theorem 2.9.

As the span of a set is determined by its finite subcollections, we conclude:
3.4 Corollary. Let $(X,\|\|$.$) be a modular normed space with an additive orthogonality.$ Let $E$ be a collection of extreme points of the unit ball. Then the linear $\operatorname{span} \operatorname{sp}(E)$ of $E$ is a norm-convex subspace of $X$.

We need the following well-known lemma.
3.5 Lemma. Let $F: I \rightarrow[0, \infty)$ be a function such that $\sum_{i=1}^{\infty} F\left(i_{i}\right)<\infty$ for every countable subset $\left\{i_{1}, i_{2}, \cdots\right\}$ of $I$. Then there are at most countable $i \in I$ with $F(i)>0$.

A normed space $X$ (say, with unit ball $B$ ) is said to have the Krein-Milman property, briefly $(\mathrm{K}-\mathrm{M})$ property, if $\bar{p}(E x t(B))=X$. If we denote the antipodal relation by $A$, i.e. $x A y$ iff $x= \pm y$, then the cardinality of $\operatorname{Ext}(B) / A$ is called the extremity of $X$. Observe that the extremity of $l_{1}(I)$ is simply the cardinality of $I$.
3.6 Theorem. Let $X$ be a modular normed space with the ( $K-M$ ) property. Let $\tilde{X}$ denote the completion of $X$. If $\aleph$ is the extremity of $X$, then the following statements are equivalent:
(1) $\tilde{X}$ is linearly isometric with $l_{1}(\mathbb{\aleph})$.
(2) $X$ has a normed median.
(3) $X$ has an additive directionality.
(4) $X$ has an additive orthogonality.

Proof: Implications (1) $\rightarrow$ (2), (3) $\rightarrow$ (4) are directly verified, whereas implication (2) $\rightarrow$ (3) is Lemma 3.1. For a proof of implication (4) $\rightarrow(1)$, let $B$ denote the unit ball of $X$. Choose a complete representation set $R \subseteq E x t(B)$ of $\operatorname{Ext}(B) / A$. For each $e \in R$ we let $p_{e}$ denote its gate function. As the image of $p_{e}$ is one dimensional, we can find for every $x \in X$ a scalar $\lambda_{e}(x)$ such that the equality $p_{e}(x)=\lambda_{e}(x) \cdot e$ holds. Let $e_{1}, e_{2}, \cdots, e_{n}$ be a (finite) subset of $R$. By Lemma 3.3(2) the map $\sum_{i=1}^{n} p_{e_{i}}$ is the gate function of the subspace $\operatorname{sp}\left(e_{1}, e_{2}, \cdots, e_{n}\right)$. Now consider the following (in)equalities:

$$
\|x\|=\left\|\sum_{i=1}^{n} p_{e_{i}}(x)\right\|+\left\|x-\sum_{i=1}^{n} p_{e_{i}}(x)\right\| \geq\left\|\sum_{i=1}^{n} p_{e_{i}}(x)\right\|=\sum_{i=1}^{n}\left|\lambda_{e_{i}}(x)\right| .
$$

In which the first equality is Theorem 2.9 and the last equality follows by orthonormality of the
$e_{1}, \cdots e_{n}$. Whence, for a countable subset $\left\{e_{1}, e_{2}, \cdots\right\}$ of $R$ we have the inequality

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left|\lambda_{e_{i}}(x)\right| \leq\|x\|<\infty \tag{5}
\end{equation*}
$$

Now define the function $J: X \rightarrow l_{1}(R)$ by

$$
J(x)_{e}=\lambda_{e}(x) \quad(e \in R)
$$

Lemma 3.5 insures that $J$ takes it values in $l_{1}(R)$. Moreover, $J$ restricted to the linear span of $\operatorname{Ext}(B)$ yields a linear isometry. As the image of this map is dense in $X$, we obtain a linear isometry of $\tilde{X}$ onto $l_{1}(R)$.
3.7 Remark. Not every (dense) median stable subspace of an $l_{1}(I)$ space has the (K-M) property. To this end, let $v$ be the measure on the power set of $\mathbb{Z}$ which is induced by defining $\mu(\{x\})=2^{-|x|}(x \in \mathbb{Z})$ on the atoms. Also consider the following algebra of sets in $\mathbb{Z}$ :

$$
A=\left\{D \subseteq \mathbb{Z} \mid \exists m \in \mathbb{N}_{>1}: D+m=D\right\} .
$$

Compare [34, p. 10]. Then the Riesz space $Y$ consisting of step-functions on members of $A$ (see [52, p. 178]) can be considered as a dense median stable subspace of the Banach space $X=L_{1}\left(\mathbb{Z}, 2^{\mathbb{Z}}, \mu\right)$ (which is linearly isometric with $l_{1}(\mathbb{N})$ ). Then none of the extreme points in the unit ball of $X$-which correspond with the singletons of $\mathbb{Z}$ - lie in $Y$. Whence in view of Corollary 2.14 the unit ball of $Y$ possesses no extreme points.

Actually, by virtue of Lemma 2.13 none of the extreme points in the unit ball of $X$ can be approximated by an increasing sequence in the basepoint order $\left(Y, \leq_{0}\right)$. It even follows that these extreme points can not be approximated by an increasing sequence in the Riesz order of $Y$. Compare the remarks at the end of II: $\S 3$.

### 3.8 Corollary.

(1) A median Banach space is reflexive iff it is finite dimensional.
(2) Modulo linear isometries the only norm on $\mathbb{R}^{n}$ with a Banach median is the sum-norm (i.e. $\left.\left\|\left(x_{1}, \cdots, x_{n}\right)\right\|=\sum_{i=1}^{n}\left|x_{i}\right|\right)$.
(3) Let $X$ be a median Banach space. Then there is an index set I and a median Banach space $Y$ such that $X$ is linearly isometric with the product $Y \times l_{1}(I)$ equipped with the sum-norm, and where the unit ball of $Y$ has no extreme points (unless $Y$ is trivial). Modulo linear isometrics this decomposition is unique.

Proof: For a proof of (1), if a Banach space $X$ is reflexive then it has property (K-M). By Theorem 3.6 we conclude that a reflexive median normed space is an $l_{1}(\mathbb{\aleph})$ space. It is wellknown that $l_{1}(\mathbb{\aleph})$ is non-reflexive, if $\mathbb{N}$ is infinite. Part (2) follows as any finite dimensional Banach space has property (K-M).

For a proof of part (3), let $N$ be the linear span of $\operatorname{Ext}(B)$. By Corollary 3.4, $N$ is a normconvex subspace. By Corollary II: 3.5 the closure $\bar{N}$ is also norm-convex. Lemma 3.1 states that $N^{\perp}$ is a subspace. Hence taking $Y=N^{\perp}$ yields a decomposition of $X$ in $Y$ and $N$ as described in Theorem 2.11. By Corollary 2.12(2) we obtain that the unit ball of $Y$ has no extreme points. Clearly $N$ has the (K-M) property. Let $I$ be an index set of cardinality equal to the extremity of $N$. Then $N$ is linearly isometric with $l_{1}(I)$ by Theorem 3.6. For a proof of the unicity of such decompositions, let $Y^{\prime} \times l_{1}(J)$ be another decomposition as described in (3). The ex-
tremity of $Y^{\prime}$ is 0 , hence by Corollary $2.12(2)$ we conclude that the cardinality of $J$ equals the extremity of $X$. So the cardinalities of $J$ and $I$ are equal, showing that $l_{1}(I)$ and $l_{1}(J)$ are linearly isometric. This implies that $Y^{\prime}$ and $Y$ are also linearly isometric.

Corollary $3.8(3)$ is well-known for $L_{1}(\mu)$ spaces (which turn out to be precisely the median Banach spaces). In chapter IV we will show a generalization of Corollary 3.8(3): each modular Banach space can be (uniquely) decomposed into a "rigid" part and an $l_{1}(I)$ part.

## § 4 Characterizing modular spaces with additive orthogonality

4.1 A-spaces. Let $X$ be a normed space (say, with unit ball $B$ ). Then $X$ is called a $C L$ space if there is a maximal face $F$ of $B$ with $X=C(F)-C(F)$. The latter is implied by $B=c o(F \cup-F)$. The concept of a CL-space was introduced by Fullerton in [25] for Banach spaces. We shall say that $X$ is $C L$-generated by $C(F)$. The following (stronger) notion was introduced by Alfsen and Effros [2]. The space $X$ is called an $A$-space if there exists a proper, convex cone $C$ in $X$, such that
(1) $\forall x, y \in C:\|x+y\|=\|x\|+\|y\|$.
(2) For every $x \in X$ there are $c_{1}, c_{2} \in C$ with $x=c_{1}-c_{2}$ and $\|x\|=\left\|c_{1}\right\|+\left\|c_{2}\right\|$.

Observe that $c_{1}, c_{2}$ are orthogonal. If for all $x$ the corresponding $c_{1}, c_{2}$ are unique, then $X$ is called a uniquely generated $A$-space. We shall say that $X$ is (uniquely) $A$-generated by $C$. One can easily verify that if $X$ is an A-space then the corresponding (A-generating) cone must be (maximal) facial. See [2, Corollary 5.2].

It is shown by Lima that modular Banach spaces are A-spaces, see [48, Theorem 2.5]. We also mention that a modular normed space is CL-generated if and only if it is A-generated (Lemma 4.7). The next proposition -a modification of the result that positive operators between Banach lattices are continuous- gives a relation between norm-intervals and Banach A-spaces. This result shall be of particular use for modular Banach spaces. See IV: §2.
4.2 Proposition. Let $\left(X_{1},\|.\|_{1}\right)$ be a Banach A-space and let $\left(X_{2},\|.\|_{2}\right)$ be a normed space. Then each linear function $f: X_{1} \rightarrow X_{2}$ that preserves the norm-intervals is continuous.

Proof: Let $D_{1}$ be the unit ball of $X_{1}$ and let $X$ be A-generated by the cone $C$. One can easily verify that the norm of $f$ equals $\sup \left\{\|f(x)\|_{2} \mid x \in C \cap D_{1}\right\}$. Hence, if $f$ is not bounded, then there exists a sequence $x_{n} \in C$ with $\left\|x_{n}\right\|_{1} \rightarrow 0$, and $\left\|f\left(x_{n}\right)\right\|_{2} \rightarrow \infty$. By completeness the Cauchy sequence $\sum_{n=1}^{k} x_{n}(k \in \mathbb{N})$ converges to a point $p \in C$. For each $n \in \mathbb{N}$ we have $p-x_{n} \in C$, hence

$$
\left\|p-x_{n}\right\|_{1}+\left\|x_{n}\right\|_{1}=\|p\|_{1}
$$

That is $x_{n} \in I_{1}(0, p)$. So by assumption on $f$ we have $f\left(x_{n}\right) \in I_{2}(0, f(p))$. In particular we conclude $\left\|f\left(x_{n}\right)\right\|_{2} \leq\|f(p)\|_{2}$. We obtain a contradiction.

The completeness in Proposition 4.2 can not be omitted. See the remarks after Corollary IV: 2.7.
4.3 Corollary. Two complete $A$-spaces on a vector space that induce the same normintervals are equivalent.

The following relates decompositions in A-spaces with maximal and minimal points. We use the notation introduced in I: 4.20.
4.4 Proposition. Let $X$ be a normed space, A-generated by a convex cone $C$ and let $x=x^{+}-x^{-}$be an orthogonal decomposition with $x^{+}, x^{-} \in C$. Then with respect to the vector order $\leq_{C}$ we have $x^{+} \in x \sqcup 0, x^{-} \in x \sqcap 0$.

Proof: Suppose that $c \in C$ satisfies that $x \leq_{C} c \leq_{C} x^{+}$(see Figure 4.4), hence, $x^{+}-c \geq_{C} 0$ and $c \in I\left(x, x^{+}\right)$.


Fig. 4.4: an orthogonal decomposition
As $x^{+} \in I(0, x)$ we obtain from the geometric properties of metric intervals that $x^{+} \in I(0, c)$. Now we obtain

$$
\begin{aligned}
\left\|c-x^{+}\right\|+\left\|x^{-}+x^{+}\right\| & =\|c\|-\left\|x^{+}\right\|+\left\|x^{-}\right\|+\left\|x^{+}\right\| \\
& =\left\|x^{-}\right\|+\|c\|=\left\|x^{-}+c\right\|,
\end{aligned}
$$

in which the last equality follows as the points $x^{-}, c$ are codirectional. We conclude that $c-x^{+} \in I\left(0, x^{-}+c\right)$. As the cone $C$ is star-shaped at the origin, $c-x^{+} \in C$, whence $x^{+}-c \leq_{C} 0$. We conclude that $x^{+}=c$, and therefore $x^{+} \in x \sqcup 0$. The second part of the proposition follows from the formula $x-(x \sqcup 0)=x \sqcap 0$, or by symmetric reasoning.

We remark that the order $\leq_{C}$ in the previous proposition need not induce a multilattice structure on $X$.
4.5 Vector multilattices. A vector multilattice is a multilattice derived from a vector order. We observe that the many well-known formulae from the theory of Riesz space (such as $x+y-(x \wedge y)=x \vee y)$ are in fact valid for general vector orders with the obvious changes. The following is easily verified
4.6 Proposition. Let $\leq$ be a vector order on a vector space $X$ such that the positive cone $C$ generates $X$. Then, $\leq$ is a vector multilattice (resp. lattice) iff $(C, \leq)$ is a semi-multilattice (resp. semi-lattice).
4.7 Lemma. Let $C(F)$ be a facial cone in a modular normed space, and let $Y=C(F)-C(F)$. Then the following hold:
(1) The order $\leq_{C(F)}$ yields a vector multilattice on $Y$.
(2) $Y$ is $A$-generated by $C(F)$.

In particular, a modular normed space is CL-generated if and only if it is A-generated.
Proof: By Lemma 2.1, $C(F)$ is an updirected union of intervals of type $I(0, c)(c \in C)$. As the partial orders ( $I(0, c), \leq_{0}$ ) are semi-multilattices by ( $\mathrm{I}: 4.21$ ), so is the order ( $C(F), \leq_{0}$ ). The latter order coincides with $\left(C(F), \leq_{C}\right)$, by (2.4). Hence we can apply Proposition 4.6. For a proof of statement (2), let $x \in X$ and $m \in x \sqcup 0$. Hence, $x-m \in x \sqcap 0$. In particular the points $m, m-x$ are codirectional. We also have $0 \in x \sqcap(m-x)$. As the basepoint order and the vector order coincide on the positive cone (2.4), we obtain that $M(m, m-x, 0)=0-$ see (I: 4.21). So the points $m, m-x$ are also antidirectional.
4.8 Problem. Is the subspace Y of Lemma 4.7 modular? Compare Proposition 4.10.

The following lemma shows that under certain restrictions orthogonal decompositions are unique.
4.9 Lemma. Let $X$ be a modular normed space with an additive orthogonality. Let $F$ be a face of the unit ball, and let $c_{1}, c_{2}, d_{1}, d_{2} \in C(F)$ such that $c_{1} \perp c_{2}, d_{1} \perp d_{2}$. If $c_{1}-c_{2}=d_{1}-d_{2}$, then $c_{i}=d_{i}(i=1,2)$.

Proof: We derive the following formula, which takes the greatest part of the lemma's proof:

$$
\begin{equation*}
c_{1} \perp c_{2}+d_{2} . \tag{1}
\end{equation*}
$$

To this end, as $c_{1}, c_{2}+d_{2} \in C(F)$ we conclude from Lemma 2.1 that the points $c_{1}$ and $c_{2}+d_{2}$ are codirectional. We shall show that these points are also antidirectional, i.e. that

$$
\begin{equation*}
M\left(0, c_{1}, c_{2}+d_{2}\right)=0 \tag{2}
\end{equation*}
$$

Let $x$ denote $d_{1}-d_{2}\left(=c_{1}-c_{2}\right)$. By the assumption on orthogonality we obtain that $\|x\|=\left\|d_{1}\right\|+\left\|d_{2}\right\|=\left\|c_{1}\right\|+\left\|c_{2}\right\|$. First, consider the following sequence of triangle inequalities:

$$
\begin{aligned}
\left\|c_{1}+d_{1}\right\|+\left\|c_{2}+d_{2}\right\| & \leq\left\|c_{1}\right\|+\left\|d_{1}\right\|+\left\|c_{2}\right\|+\left\|d_{2}\right\| \\
& =\|x\|+\|x\|=\|2 \cdot x\|=\left\|c_{1}+d_{1}-\left(c_{2}+d_{2}\right)\right\| \\
& \leq\left\|c_{1}+d_{1}\right\|+\left\|c_{2}+d_{2}\right\| .
\end{aligned}
$$

We conclude that all inequalities are in fact equalities. Hence $0 \in I\left(c_{1}+d_{1}, c_{2}+d_{2}\right)$, that is:

$$
\begin{equation*}
0=M\left(0, c_{1}+d_{1}, c_{2}+d_{2}\right) . \tag{3}
\end{equation*}
$$

Next consider the following equalities:

$$
\begin{aligned}
\left\|d_{1}\right\|+\left\|c_{1}-\left(c_{2}+d_{2}\right)\right\| & =\left\|d_{1}\right\|+\left\|2 \cdot d_{2}-d_{1}\right\| \\
& =\left\|d_{1}\right\|+2 \cdot\left\|d_{2}\right\|+\left\|d_{1}\right\|=2 \cdot\left(\left\|d_{1}\right\|+\left\|d_{2}\right\|\right) \\
& =\|2 \cdot x\|=\left\|c_{1}+d_{1}-\left(c_{2}+d_{2}\right)\right\| .
\end{aligned}
$$

The second equality uses $d_{1} \perp d_{2}$. We conclude that $c_{1} \in I\left(c_{1}+d_{1}, c_{2}+d_{2}\right)$. As the interval $I\left(c_{1}+d_{1}, c_{2}+d_{2}\right)$ is star-shaped at its endpoint $c_{2}+d_{2}$, we obtain the following inclusion.

$$
\begin{equation*}
I\left(c_{1}, c_{2}+d_{2}\right) \subseteq I\left(c_{1}+d_{1}, c_{2}+d_{2}\right) . \tag{4}
\end{equation*}
$$

Finally, we assert the following:

$$
\begin{align*}
M\left(0, c_{1}, c_{2}+d_{2}\right) & =I\left(0, c_{1}\right) \cap I\left(0, c_{2}+d_{2}\right) \cap I\left(c_{1}, c_{2}+d_{2}\right) \\
& \subseteq I\left(0, c_{1}+d_{1}\right) \cap I\left(0, c_{2}+d_{2}\right) \cap I\left(c_{1}+d_{1}, c_{2}+d_{2}\right)=M\left(0, c_{1}+d_{1}, c_{2}+d_{2}\right)=0 . \tag{5}
\end{align*}
$$

The first and second equality of (5) only invoke the definition of $M$. The third equality of (5) is just assertion (3). We shall prove the inclusion in (5). As $c_{1}$ and $d_{1}$ are in a common facial cone (namely, $C(F)$ ), Lemma 2.3 states that $\left\|c_{1}\right\|+\left\|d_{1}\right\|=\left\|c_{1}+d_{1}\right\|$, i.e. $c_{1} \in:\left(0, c_{1}+d_{1}\right)$. By the star-shapedness of the interval $I\left(0, c_{1}+d_{1}\right)$ at the end point $c_{1}+d_{1}$, we obtain that $I\left(0, c_{1}\right) \subseteq I\left(0, c_{1}+d_{1}\right)$. This formula together with (4) shows the inclusion in (5). Assertion (5) yields equality (2), establishing formula (1).

By assumption, $c_{1} \perp c_{2}$, and by the multiplicative stability of orthogonality we also have $c_{1} \perp-2 \cdot c_{2}$. Now by additivity of orthogonality, together with formula (1), we conclude that $c_{1} \perp c_{2}-d_{2}$.
By permuting the role of the $c$ and $d$, we obtain

$$
\begin{equation*}
d_{1} \perp c_{2}-d_{2} \tag{7}
\end{equation*}
$$

By using the additivity once more on the formulae (6) and (7), we obtain that $c_{1}-d_{1} \perp c_{2}-d_{2}$. By assumption, the points $c_{1}-d_{1}$ and $c_{2}-d_{2}$ are equal. As the origin is the only point orthogonal to itself we conclude that $c_{1}-d_{1}=c_{2}-d_{2}=0$, which concludes the proof of this lemma.
4.10 Proposition. Let $C(F)$ be a facial cone in a modular normed space, and let $Y=C(F)-C(F)$. Then the following are equivalent.
(1) $Y$ has an additive orthogonality.
(2) $Y$ is uniquely $A$-generated by $C(F)$.
(3) For all $x, y \in C(F)$ the value $M(x, y, 0)$ of the multimedian is a singleton.
(4) $Y$ is an $L$-space.

Proof: Implication (4) $\rightarrow$ (1) follows from Lemma 3.1. Implication (1) $\rightarrow$ (2), follows from Lemmas 4.7 and 4.9. For a proof of implication (2) $\rightarrow(3)$, suppose that $m_{1}, m_{2} \in M(x, y, 0)$. Then the points $x-m_{i}, m_{i}-y$ are contained in opposite facial cones, hence they are antidirectional. Also as $\left\|x-m_{i}\right\|+\left\|m_{i}-y\right\|=\|x-y\|$ these points are codirectional. So the points $x-m_{i}, m_{i}-y$ are orthogonal $(i=1,2)$. We conclude that

$$
x-m_{1}=x-m_{2} ; m_{1}-y=m_{2}-y
$$

from the definition of uniquely A-generated space. Whence, $m_{1}=m_{2}$. If $C(F)$ satisfies property (3), then $\left(C(F), \leq_{0}\right)$ is a semi-lattice. Hence, from Proposition 4.6 we conclude that $Y$ is a vector lattice with an additive positive cone, i.e. $X$ is an L -space.

The equivalence of statements (2), (4) was first shown by Lima in [48, Corollary 3.8].

### 4.11 Theorem. The following are equivalent for a normed space $X$.

(1) $X$ is a modular CL-space with an additive orthogonality.
(2) $X$ is a modular $A$-space with an additive orthogonality.
(3) $X$ is a uniquely generated modular $A$-space space.
(4) $X$ is an $L$-space.

Before stating the main result of this section, let us discuss a description of additive orthogonality in terms of an additive property of the median inner product <.,.>. As a straightforward calculation shows that $\langle x, x+x\rangle=\langle x, x\rangle=\|x\|$ for all $x$ in a normed space $X$, we can not expect this inner product to obey the formula $\langle x+y, z\rangle=\langle x, z\rangle+\langle y, z\rangle$ for all $x, y, z \in X$. However, by considering a few cases one verifies that the (median) inner product of $\mathbb{R}$ satisfies

$$
\langle x+y, z\rangle \leq\langle x, z\rangle+\langle y, z\rangle
$$

for all $x, y, z \in \mathbb{R}$. Motivated by this we call the median inner product subadditive if the latter inequality holds. By using the subadditivity of $\mathbb{R}$ point-wisely we deduce the following:
4.12 Lemma. The median inner product of an $L_{1}(\mu)$ space is subadditive.
4.13 Theorem. The following are equivalent for a modular normed space $X$.
(1) The completion $\tilde{X}$ of $X$ is linearly isometric with an $L_{1}(\mu)$ space.
(2) $X$ is a median-stable subspace of an $L_{1}(\mu)$ space.
(3) $X$ has a normed median.
(4) The intervals of $X$ are norm-convex.
(5) $X$ has a subadditive inner product.
(6) The directionality of $X$ is additive.
(7) The orthogonality of $X$ is additive.
(8) Every subspace of $X$ of dimension at most three, has an additive orthogonality.

Proof: We derive the following sequences of implications:

$$
(1) \rightarrow(2) \rightarrow(5) \rightarrow(6) \rightarrow(7) \rightarrow(8) ;(3) \leftrightarrow(4) \rightarrow(7) \leftrightarrow(8):(7) \rightarrow(3) \rightarrow(1) .
$$

As spaces of type $L_{1}(\mu)$ are median (Theorem II: 1.8) implication (1) $\rightarrow(2)$ is clear. Implication (2) $\rightarrow(5)$ is Lemma 4.12, and implications $(5) \rightarrow(6) \rightarrow(7) \rightarrow(8)$ are evident. The equivalence of statements (3) and (4) is shown in Theorem I: 4.24, for general (metric) modular space. Implication (3) $\rightarrow(7)$ is Lemma 3.1, and the equivalence of statements (7) and (8) is a straightforward verification. For a proof of implication (7) $\rightarrow$ (3), let $x \in X$. By Proposition 4.10 the facial space $C(x)-C(x)$ is an L -space. As the metric interval $I(0, x)$ is contained in $C(x)$ by Lemma 2.2, the ordered set $\left(I(0, x), \leq_{0}\right)$ is a distributive lattice. By translation we conclude that all ordered sets of type $\left(I(a, b), \leq_{a}\right)$ with $a, b \in X$ are distributive lattices. Whence $X$ is a median normed space, see Theorem I: 4.24. For a proof of implication (3) $\rightarrow$ (1), as the completion of a median metric space is median (Corollary II: 3.2) $\tilde{X}$ is a median Banach space. As a modular median Banach space is a CL-space by [48, Theorem 2.5], we conclude that $X$ is a complete L-space. By the classical Kakutani representation theorem, see [49], $X$ is linearly isometric with an $L_{1}(\mu)$ space.

The previous result states that the $L_{1}(\mu)$ spaces are universal median normed spaces: each median normed space corresponds with a median-stable subspace of an $L_{1}(\mu)$ space. In chapter $V$ we will show that $L_{1}(\mu)$ spaces are universal median metric spaces: each median metric space corresponds with a median-stable subspace of an $L_{1}(\mu)$ space.
4.14 Problem. Does there exist a median normed space that is not an L-space?
4.15 Example. The L-space $B$ consisting of all essentially bounded Lebesgue integrable functions on the unit interval yields an example of a norm-convex, whence median-stable, subspace of $L_{1}([0,1])$. The space $R \subseteq B$ consisting of all Riemann integrable functions on the unit interval yields an example of a median-stable subspace of $L_{1}([0,1])$, which is not normconvex. Indeed, take a positive Lebesgue measurable function $f$ on the unit interval, that is (point-wise) below the function $c$ identically one, i.e. $[f] \in I(0,[c])$, and not Riemann integrable. Actually, the norm-convex hull of $R$, i.e. the smallest norm-convex set containing $R$, is $B$.

## § 5 Norm-convex subsets

The following is one of the main results of this section.
5.1 Theorem. Let $X$ be a modular normed space. Suppose that $C$ is a norm-convex proper cone in $X$. Let $Y$ be the subspace $C-C$. Then,
(1) The subspace $Y$ is an $L$-space that is norm-convex in $X$.
(2) $C$ is a gated subset of $Y$. Moreover, if $p^{\prime}: Y \rightarrow C$ is the gate function of $C$, then the unique orthogonal decomposition of a point $y \in Y$ is given by $y=p^{\prime}(y)-p^{\prime}(-y)$.
(3) If $C$ is gated in $X$, and if $p: X \rightarrow C$ is the corresponding gate function, then $Y$ is gated in $X$ and $X \rightarrow Y: x \rightarrow p(x)-p(-x)$ is the gate function of $Y$.
Proof: From Corollary 2.14 we conclude that $C$ is a facial cone. Evidently $Y$ is a normconvex subset of $X$. By Lemma 4.7, $Y$ is A-generated by $C$. Let $y \in Y$, and let $y=c^{+}-c^{-}$be an orthogonal decomposition with members of $C$. Proposition 4.4 states that the point $c^{+}$is maximal in the ordered set $\left(C \cap I(0, y), \leq_{0}\right)$. Whence by (I: 4.4.2) we conclude that $c^{+}$is the gate of $y$ in $C$. Similarly we obtain that $-c^{-}$is the gate of $y$ is $-C$. As gates are unique, we conclude from Proposition 4.10 that $Y$ is an L -space. At the same time, we have shown that $C$ is gated in $Y$ and that the gate map behaves as described in (2).

For a proof of statement (3), we shall first show that if $Y$ has a gate function, say $q$, then it has the form described in (3). Indeed, let $x \in X$. As the point $q(x)$ is a member of $Y$ we can use (2) to obtain $q(x)=p(q(x))-p(-q(x))$. Now consider the following equalities:

$$
q(x)=p(q(x))-p(q(-x))=q(p(x))-q(p(-x))=p(x)-p(-x)
$$

The first equality follows from Corollary 2.10 , where the equality $-q(x)=q(-x)$ is shown. The second equality follows the commutativity of gate functions on non-disjoint subsets, see (I: 3.4.4). The last equality is evident as $q$ is a projection. To prove the existence of gates in $Y$ we consider two cases:
(i) $C$ is complete. We shall show that $Y$ is complete, which immediately implies that $Y$ is gated. To this end, by Proposition II: 4.1, the gate function of $C, p$, is contractive. Hence the image under $p$ of a Cauchy sequence yields a Cauchy sequence. Using the decomposition as described in (2), we obtain that $Y$ is complete.
(ii) general case: As usual let $\tilde{X}, \tilde{C}$ denote the completions of $X$ and $C$ respectively, and let $\tilde{p}$ be the gate function of $\tilde{C}$. By the previous case we conclude that $\tilde{C}-\tilde{C}$ has a gate function $\tilde{q}$ of the right form, i.e. $\tilde{q}(x)=\tilde{p}(x)-\tilde{p}(-x)$ for all $x \in \tilde{X}$. So we are done if we show that $\tilde{p}(x)=p(x)$ for all $x \in X$. To this end, $\tilde{p}(x)$ is the unique metric point of $x$ in $\tilde{C}$. On the other hand $p(x)$ realizes the distance from $x$ to $C$. Hence, as $\rho(x, C)=\rho(x, \tilde{C})$ we are done.

The following corollary is geometrically obvious but a straightforward proof seems quite difficult.
5.2 Corollary. Let $X$ be a modular normed space. Then the following are equivalent for a facial cone $C(F)$.
(1) The intervals of type $I(0, p)$ with $p \in C(F)$ are norm-convex.
(2) The cone $C(F)$ is norm-convex.

Hence, for $p \in X: I(0, p)$ is norm-convex iff $C(p)$ is norm-convex.
Proof: For a proof of implication (1) $\rightarrow(2)$, let $x, y \in C(F)$. As $C(F)$ is a facial cone, $x, y \in I(0, x+y) \subseteq C(F)$. By assumption the interval $I(x, y)$ is contained in $I(0, x+y)$ and hence in $C(F)$. As the points $x, y$ were arbitrary we conclude that $C(F)$ is norm-convex.
For a proof of the other implication, assume that $C(F)$ is norm-convex. Let $p \in C(F)$. By the previous theorem the subspace $Y=C(F)-C(F)$ is an L-space. Hence, the (relative) interval $I(0, p) \cap Y$ is norm-convex in $Y$. As $Y$ is a norm-convex subspace of $X$, the interval $I(0, p)$ is norm-convex in $X$.

The following result is a nice characterization of $L_{1}(\mu)$ spaces.
5.3 Theorem. Let $X$ be a modular normed space. Then the following are equivalent:
(1) $X$ is linearly isometric with an $L_{1}(\mu)$ space.
(2) $X$ is complete and there is a maximal facial cone $C$ in $X$ that is norm-convex.
(3) There is a complete facial cone $C$ in $X$ that is norm-convex and satisfies $C-C=X$.

Proof: Implication (1) $\rightarrow(2)$ is obvious, whereas implication (2) $\rightarrow$ (3) follows as every complete modular normed space is A-generated by [48, Theorem 2.5]. For a proof of implication (3) $\rightarrow(1)$, as $C$ admits gates, we conclude from Theorem 5.1 that $C-C$ is an L-space. As remarked in the proof of Theorem 5.1 (case (i)) the space $C-C$ is complete.

We now arrive at a characterization of median normed spaces.
5.4 Theorem. Let $X$ be a modular normed space. Then the following are equivalent:
(1) $X$ is a median normed space.
(2) Every minimal facial cone of $X$ is norm-convex.
(3) Every facial cone of $X$ is norm-convex.
(4) Every point of $X$ is contained in a norm-convex facial cone.

Proof For a proof of implication (1) $\rightarrow(2)$, by Theorem 4.13 the intervals are normconvex. Hénce by Corollary 5.2 we conclude that every (minimal) facial cone is norm-convex. Implication (2) $\rightarrow$ (3) also follows from Corolfary 5.2. Implication (3) $\rightarrow$ (4) is evident. Hence we are left with the proof of implication (4) $\rightarrow$ (1). In view of Theorem 4.13 we have show that metric intervals are norm-convex. To this end, it suffices to show this for intervals of type. $I(0, p)$ with $p \in X$. By assumption there is a proper, norm-convex cone $C$ containing $p$. By Corollary 5.2 we deduce that the interval $I(0, p)$ is norm-convex.
5.5 Constructing proper, norm-convex cones. Suppose that $D$ is a norm-convex subset of a modular normed space which has the origin as an extreme point. Then one readily verifies that the cone $C(D)$ of $D$ is proper and norm-convex. So from Theorem 5.1(1) and Theorem I: 4.24(5) we obtain the following:
5.6 Proposition. Let D be a norm-convex subset in a modular normed space $X$ with at least one extreme point. Then
(1) The affine span of $D$ is a norm-convex affine space which, up to translation, is an $L$ space.
(2) Any interval of type $I(a, b)(a, b \in D)$, is norm-convex.

In particular, $D$ is a median metric space.
Clearly, we can not replace the existence of an extreme point by the condition $D \neq X$ in the above proposition. Indeed, consider the cone $X \times \mathbb{R}_{0}^{+}$in the space $X \times \mathbb{R}$. Where $X$ is a (nonmedian) modular normed space, and the product is equipped with the sum norm.

The following proposition gives a way to find extreme points in certain norm-convex subsets.
5.7 Proposition. Let $X$ be a modular normed space with completion $\tilde{X}$. Let $D$ be $a$ norm-convex subset of $X$ and $a, b \in D$. Then,
(1) If $b$ is maximal in the order $\left(C, \leq_{a}\right)$ then $b$ is an extreme point of $D$.
(2) Any extreme point of $D$ is an extreme point of $C l_{\bar{X}}(D)$.

Proof: For a proof of the first statement, without loss of generality we may assume that $a=0$. Assume to the contrary $b$ is not extreme, that is $b=1 / 2(x+y)$ for some $x, y \in D \backslash\{b\}$. We shall first verify the following formula:

$$
\begin{equation*}
M(y, b, x+y)=b . \tag{3}
\end{equation*}
$$

To this end, let $m \in M(y, b, x+y)$. By norm-convexity of $D$ we obtain that $m \in D$. Next, consider the following formula:

$$
\begin{equation*}
m \in I(b, x+y) \subseteq I(0, x+y) \tag{4}
\end{equation*}
$$

The inclusion follows as $b$ is in the standard interval between 0 , and $x+y$, and as normintervals are star-shaped at the endpoints. The geometric properties of metric intervals together with formula (4) yield $b \in I(0, m)$, hence $b=m$ by maximality of $b$. This shows formula (3) From (3) we deduce that $b \in I(y ; x+y)$, i.e.

$$
\|1 / 2(x-y)\|+\|1 / 2(x+y)\|=\|x\| .
$$

This formula also states that $b \in I(0, x)$, which implies $b=x$ by maximality of $b$. We arrive at a contradiction, hence $b$ is an extreme point of $D$.
For a proof of the second statement, let $e$ be an extreme point of $D$. By the use of a translation we may assume that $e$ equals the origin. In this case the cone $C(D)$ of $D$ is a proper, normconvex cone. Now by Corollary $2.14(1)$ we conclude that this cone is facial. By Corollaiy 2.14(2) we conclude that the cone $C l_{\bar{X}}(C(D))$ is a facial cone of $\tilde{X}$, and is hence proper. From this it follows that the origin is extreme in $\mathrm{Cl}_{\bar{\chi}}(D)$.
5.8 Remark. Suppose that $C$ is a norm-convex, complete subset of a modalar normed space $X$, and that $C$ is upbounded at a point $x_{1} \in C$. Using a maximal chain one can find a point $x_{2}$ which is maximal in the order ( $C, \leq_{x_{1}}$ ) (cf. the proof of [2, Theorem 2.9]). In the same fashion one can change $x_{1}$ into a point maximal in the order ( $C, \leq_{x_{2}}$ ). Such points are called mutually maximal in $C$.

We now arrive at a nice characterization of norm-convex intervals in terms of bounded, norm-convex subsets.
5.9 Theorem. The following are equivalent for points $x, y$ in a modular normed space $X$. (1) The interval $I(x, y)$ is norm-convex.
(2) There exists a bounded, norm-convex subset $B$ of $X$ containing $x, y$.
(3) There exists a norm-convex subset $B$ of $X$ containing $x, y$, together with an extreme point. Hence, $X$ is a median normed space iff every pair of points in $X$ is contained in some normconvex set as described in (2) or (3).

Proof: Implication (1) $\rightarrow \underset{\sim}{(2)}$ is evident. For a proof of implication (2) $\rightarrow(1)$, let $B$ be as described in (2). As usual let $\tilde{X}$ denote the completion of $X$. We shall show that the interval $I_{\bar{X}}(x, y)$ is norm-convex in $\tilde{X}$ This immediately implies that the interval $I(x, y)$ is norm-convex in $X$. To this end, by Corollary II: 3.5, $c l_{X}^{-}(B)$ is a (bounded, complete) norm-convex subset. Hence, by Proposition 5.7 (1) $B$ has an extreme point, say $e$. By Proposition 5.6 we conclude that the interval $I_{\bar{X}}(x-e, y-e)$ is norm-convex in $\tilde{X}$. Hence, so is the interval $I_{\bar{X}}(x, y)$, as desired.

Implication (1) $\rightarrow(3)$ follows from the fact that either endpoint $x, y$ is extreme in the interval $I(x, y)$. Finally, implication (3) $\rightarrow(1)$ follows from Proposition 5.6. The last statement follows directly from Theorem 4.13.

The following result shows an even stronger relation between bounded, norm-convex subsets and intervals.
5.10 Theorem. The following are equivalent for a subset $D$ in a modular normed space $X$.
(1) $D$ is gated and there are mutually maximal points in $D$.
(2) $D$ is a norm-convex interval.

In particular, a complete, norm-convex subset of $X$ that is upbounded at one of its points is an interval.

Proof: Implication (2) $\rightarrow(1)$ is evident. For a proof of implication (1) $\rightarrow(2)$, let $x_{1}, x_{2}$ be mutually maximal points in $D$. Denote the gate function of $D$ by $p$. We may assume that $x_{1}$ equals the origin. The cone $C(D)$ is norm-convex and proper in $X$. Let $z \in D \subseteq C(D)$, then the points $x_{2}, z$ are codirectional, that is $x_{2}, z \in I\left(0, x_{2}+z\right)$. We verify that

$$
\begin{equation*}
x_{2}, z \in I\left(0, p\left(x_{2}+z\right)\right) \tag{3}
\end{equation*}
$$

To this end, let $n$ denote either of $x_{2}, z$. By definition of a gate we have $p\left(x_{2}+z\right) \in I\left(n, x_{2}+z\right)$. By the geometric properties of metric intervals we obtain that $n \in I\left(0, p\left(x_{2}+z\right)\right)$, i.e. formula (3). Hence by maximality of $x_{2}$ in $\left(D, \leq_{0}\right), x_{2}=p\left(x_{2}+z\right)$. Now formula (4) states that $z \in I\left(0, x_{2}\right)$, as desired.

The last statement of the theorem follows from Remark 5.8 and the equivalence of statements (1) and (2).
5.11 Corollary. Let $(X,\|\|$.$) be a downconverging modular normed space. Then any$ norm-convex subset $C$ upbounded at one of its points is bounded.

Proof: By Proposition II: 4.10 the completion $\tilde{C}$ of $C$ is a complete, norm-convex subset of the completion $\tilde{X}$ of $X$ that is upbounded at one of its points (actually, $C$ and $\tilde{C}$ are upbounded at all points by Proposition II: 4.9). Hence $\tilde{C}$ is a (bounded) interval by Theorem 5.10.

As a consequence of Theorem 5.10 we conclude that if $C$ is a bounded, closed, normconvex subset of an $L_{1}(\mu)$ space, then there exist integrable functions $f, g$ such that
$C=\{[h] \mid h(x)$ is in between $f(x)$ and $g(x)$ almost everywhere $\}$.
5.12 Remarks. The equivalence of statements (1) and (2) in Theorem 5.9, as well as Theorem 5.10, are not true in a general modular metric space. As a counterexample to the first assertion just consider the (bounded) unit ball of $\left(\mathbb{R}^{3},\|.\|_{\max }\right)$. For a counterexample to the second assertion, consider the following (median-stable) subset $T$ of $\left(\mathbb{R}^{2},\|.\|_{s}\right)$ :

$$
T=\left\{x \in \mathbb{R}^{2} \mid-1 \leq x_{1} \leq 1 \wedge x_{2}=0\right\} \cup\left\{x \in \mathbb{R}^{2} \mid x_{1}=0 \wedge-1 \leq x_{2} \leq 1\right\} .
$$

Let $C$ be an arbitrary subset of a modular normed space. The following is an iterative process to obtain the norm-convex hull of $C$. Define

$$
C_{1}=C \quad ; \quad C_{n+1}=\cup_{x, y \in C_{n}} I(x, y) \quad(n \in \mathbb{N})
$$

Then the norm-convex hull of $C$ is given by $\cup_{n \in \mathbb{N}} C_{n}$. One can easily verify that $\operatorname{diam}\left(C_{n}\right) \leq 3^{n} \operatorname{diam}(C)$, hence the $C_{n}$ are bounded iff $C$ is bounded.

Starting with a two point set $C=\{x, y\}$, Theorem 5.9 gives the following equivalences:

- The interval $I(x, y)$ is not norm-convex.
- diam $\left(C_{n}\right)$ tends to infinity,
- the $C_{n}$ do not stabilize after finite steps.

Soltan showed in [77] that if an interval $I(x, y)$ in the space $\left(\mathbb{R}^{3},\|.\|_{\text {max }}\right)$ is not normconvex, then its convex hull is the whole of $\mathbb{R}^{3}$. See also chapter IV.

## CHAPTER IV

## DECOMPOSING MODULAR BANACH SPACES


#### Abstract

The result of Soltan [77], that $\mathbb{R}^{3}$ with the "max" norm has no norm-convex bodies except for $\mathbb{R}^{3}$ itself, is particularly motivating for our approach below. Let us say that a normed space is rigid if it has no norm-convex bodies except for itself. This condition is shown to be equivalent with the non-existence of functionals which preserve the metric convexity. This may also motivate the use of the term "rigid". See section 1, where we develop some general results concerning (non-)rigidity for so-called "vector convexities" in linear spaces. These results are applied in the following sections to the norm-convexity of a modular normed space.


Spaces of type $l_{1}(I)$ are opposed to rigid ones, in the sense that they are characterized among modular Banach spaces by the existence of a separating collection of functionals that "preserve" the metric convexity. The abundance of such functionals in a normed space $X$ corresponds with the Hausdorff property of the weak(norm) topology of $X$. See section 2.

In section 3, we characterize $l_{1}(I)$ spaces in terms of the existence of metrics that "preserve" the norm convexity.

The main result of this chapter appears in section 4. This states that each modular Banach space can be decomposed into a rigid space and an $l_{1}(I)$ space. The decomposition involves the "sum" norm on a product of two factors, and is a generalization of the decomposition of an $L_{1}(\mu)$ space into an atom free part and an $l_{1}(I)$ part - compare Corollary III: 3.8 (3). ${ }^{(1)}$

## § 1 Vector convexities

For non-defined terms see [45]. Let $X$ be a vector space. A convexity $\mathcal{C}$ on $X$ is called a vector convexity if
(V-1) $\mathcal{C}$ consists of (standard) convex subsets.
$(V-2) C$ is stable under translations.
(V-3) $\mathcal{C}$ is stable under homotheties with positive coefficients, i.e. if $C \in \mathcal{C}$ and $x \in X, \lambda>0$ then $x+\lambda \cdot(C-x) \in C$.

[^9]Note that by axiom (V-2) it suffices to check axiom (V-3) for points $x \in C$. The convexity $\mathcal{C}$ is called symmetric if $U \in C$ implies $-U \in C$. Evidently, a halfspace in $C$ is a (standard) halfspace in $X$. A (linear) functional on $X$ is called a $C$-functional, if the preimage of each halfspace in $\mathbb{R}$ is a halfspace of $C$. If the convexity $C$ is induced by an interval operator then $\varrho$-functionals correspond with the interval-preserving functionals (cf. Corollary I: 4.10). Two sets $A, B$ in $X$ are $C$-separated (resp. strongly $C$-separated) if there exists a continuous $C$ functional that separates (resp. strongly separates) the subsets $A$ and $B$.

As an example of a convexity (resp. vector convexity) we mention the geodesic convexity of a metric (resp. normed) space. Recall that geodesically convex subsets in normed space are usually called norm-convex. In any vector space, the collection of all affine subsets is a vector convexity.
1.1 Topological vector spaces. We are interested in vector convexities on topological vector spaces. We remark that any vector space $X$ can be endowed with a Hausdorff, locally convex vector topology. To this end, a point $x$ in a subset $A \subseteq X$ is called a core point, if each line through $x$ meets $A$ in a (line-) open set. See the book of Kelley and Namioka, [45], who use the term "radial at $x$ ". The collection of all symmetric, convex subsets in $X$ in which the origin occurs as a core point, forms a local base for a Hausdorff, locally convex topology, known as the core topology. See [45, exercise 6I].

Let $X$ be a topological vector space, and let $C$ be a convex body in $X$, i.e., a convex subset with non-empty interior. If $c \in \operatorname{int}(C)$, then the following hold (see [45, ch. 4]):

$$
\begin{align*}
& \operatorname{int}(C)=c+\underset{0 \leq \lambda<1}{\cup} \lambda \cdot(C-c) .  \tag{1.1.1}\\
& \operatorname{cl}(C)=c+\underbrace{\cap \lambda \cdot(C-c) .}_{\lambda>1} \tag{1.1.2}
\end{align*}
$$

In particular we conclude that $\operatorname{int}(C)=\operatorname{int}(\bar{C})$. One can apply the above equalities to obtain the well-known fact that a half-line starting in an interior point of a convex set intersects the boundary of $C$ in at most one point. Throughout, the origin of a vector space is denoted by 0 .
1.2 Lemma. Let $X$ be a topological vector space, and let $C$ be a convex, open subset of $X$. Then $C$ is a halfspace, iff the boundary of $C$ is convex, iff the boundary of $C$ is a closed hyperplane.

This well-known result follows from the fact that two disjoint convex subsets $A, B$ with $A$ open can be separated by a (continuous) functional. See [70, Theorem 3.4].
1.3 Proposition. Let $X$ be a topological vector space, and let $\subset$ be a vector convexity on $X$. Then the following hold for each $U \in \mathcal{C}$ with non-empty interior.
(1) int $(U)$ and $c l(U)$ are members of $C$.
(2) If $U$ is open, and if $u \in c l(U), \lambda>0$, then $\lambda(U-u) \in C$
(3) If $\subset$ is symmetric, and if $U$ is an open halfspace then the hyperplane $c l(U) \cap X \backslash U$ and the halfspaces int $(X \backslash U), c l(U), X \backslash U$ are also members of $C$.

Proof: Statement (1) directly follows from formulae (1.1.1) and (1.1.2) (observe that the union in (1.1.1) involves a totally ordered collection of sets). For a proof of statement (2) consider the following calculation:

$$
\lambda(U-u)=\operatorname{int}(c l(\lambda(U-u)))=\operatorname{int}(\lambda \cdot(c l(U-u)))=\operatorname{int}(\lambda \cdot(c l(U)-u))
$$

By using axioms (V-2) and (V-3) of a vector convexity and statement (1), we obtain that int $(\lambda \cdot(c l(U)-u))$ is a member of $\mathcal{C}$, hence so is $\lambda(U-u)$. Statement (3) is an immediate consequence of (1).

The following result is of crucial importance. Throughout, $\partial(U)$ denotes the boundary of a set $U$.
1.4 Lemma. Let $X$ be a topological vector space, and let $\mathcal{C}$ be a vector convexity on $X$. If $U \in \mathcal{C}$ is an open set and if $C \subseteq \partial(U)$ is convex, then there exists a (standard) open halfspace $H$ of $X$ including $U$, disjoint with $C$, and such that $H \in C$.

Proof: The collection $Q$ of all $O \in \mathcal{C}$, which are open and disjoint with $C$, is partially ordered by inclusion. As every chain in $\theta$ evidently has an upper bound, we can apply Zorn's lemma to obtain a maximal element $H$ in $Q$. We claim the following equality for any $d \in \partial(H)$ :

$$
\begin{equation*}
H=d+\underset{\lambda>0}{\cup} \lambda \cdot(H-d) \tag{1}
\end{equation*}
$$

To this end, denote the right-hand side of (1) by $H(d)$. Clearly, $H(d)$ is an open set including $H$, and $\lambda \cdot(H-d) \in \mathcal{C}$ for all $\lambda>0$ by Proposition 1.3(2). As the sets appearing in the union (1) constitute a chain, this shows that $H(d) \in C$. For a point $c \in C(I N \partial(H))$ it is evident that $C \cap H(c)=\varnothing$. Hence $H(c) \in Q$, and by the maximality of $H$ we obtain that $H(c)=H$. Suppose that $a \in H(b)$ for two points $a \neq b$ of $\partial H$. Then there exist $\lambda>0$ and $x \in H$ such that $a=b+\lambda(x-b)$. If $\lambda \leq 1$ then $a \in(b, x]$, which implies that $a \in H$, a contradiction. We conclude that $\lambda>1$. Hence

$$
b=a+\frac{\lambda}{\lambda-1}(x-a) \in H(a) .
$$

In other words: $a \in H(b)$ implies $b \in H(a)$. This allows to conclude that $C \cap H(d)=\varnothing$ for any $d \in \partial(H)$ and in particular, that $H(d)=H$ as required in (1). For, if $c$ is in the intersection, then $d \in H(c)=H$, a contradiction.

We use formula (1) to show that the boundary of $H$ is convex. Suppose that there exist $d_{1}, d_{2} \in \partial H$ such that $\left(d_{1}, d_{2}\right) \cap H \neq \varnothing$. Fix $e \in H$ and $t \in(0,1)$ such that $e=t \cdot d_{1}+(1-t) \cdot d_{2}$. Then $d_{1}=d_{2}+t^{-1}\left(e-d_{2}\right)$. In view of (1) this means that $d_{1} \in H$, a contradiction. Now apply Lemma 1.2 to conclude that $H$ is an open halfspace. Clearly this set is as desired.
1.5 Theorem. Let $X$ be a topological vector space, let $\subset$ be a symmetric vector convexity on $X$, and let $U \in \mathcal{C}$ be a body. Then the following hold.
(1) If $C \subseteq \partial U$ is non-empty and convex, then $C$ and $U$ can be $C$-separated. In particular, each $u \in U$ can be strongly separated from $C$.
(2) If $c \notin c l(U)$, then $c$ and $U$ can be strongly $\mathcal{C}$-separated.

Proof: For a proof of statement (1), by applying Lemma 1.4 and Proposition 1.3(3) we obtain an open halfspace $H$ which contains the interior of $U$ and includes $C$ in its boundary. Clearly $H$ corresponds with a continuous $C$-functional separating between $C$ and $U$. As $f$ cannot be constant on $U$, the second part of (1) follows at once.

For a proof of statement (2), let $u$ be any point in $\operatorname{int}(U)$. The ray through $c$ starting at $u$ intersects the boundary of $U$ in precisely one point, and we may assume that this point is the origin. Now we can use (1) to separate the origin and $U$. Suppose that $c$ lies in the closed halfspace $H$ containing $U$. Then the segment $[u, c)$ lies in the interior of $H$. Hence the origin lies in the interior of $H$, a contradiction.

The above result does not hold if the point $x \notin \partial(U)$ is replaced by a $\mathcal{C}$-convex set disjoint with $\bar{U}$. A simple counter-example can be constructed as follows. If $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are (symmetric) vector convexities on $X$, then so is the collection of all sets of type

$$
C_{1} \cap C_{2},\left(C_{1} \in C_{1}, C_{2} \in \mathcal{C}_{2}\right)
$$

Consider the convexity which results in this way from the "rectangular" convexity of $\mathbb{R}^{2}$ and the affine convexity of $\mathbb{R}^{2}$ consisting of all lines parallel to the line $x+y=0$. Then no rectangular body can be separated from a "special" line.

A vector convexity on a topological vector space is said to be rigid provided it contains no non-trivial convex body. The following characterization of rigidity is a direct consequence of Theorem 1.5
1.6 Corollary. Let $X$ be a topological vector space with a symmetric vector convexity C. Then the following are equivalent:
(1) $X$ does not admit non-trivial continuous $\mathcal{C}^{-}$-functionals.
(2) $X$ is rigid.

In a topological vector space with a symmetric vector convexity $C$, the weak( $\mathcal{C}$ ) topology is defined to be generated by the closed subbase consisting of all convex sets which are closed in the original topology. If $X$ is a normed space and if $C$ is the collection of all norm-convex sets in $X$, then this topology is precisely the "weak(norm) topology", introduced in II: §5. If $\mathcal{C}$ consists of all (standard) convex subsets of $X$, and if $X$ is a locally convex topological vector space, then the above topology is a standard weak topology, i.e., a topology on $X$ generated by a collection of continuous functionals (see [70, § 3.8]). We note that, in general, a weak(C) topology need not be a standard weak topology. See Theorem 1.8.

The weak $(\mathcal{C})$ topology of a vector space $X$ is $T_{1}$ precisely if $\mathcal{C}$ contains all singletons of $X$. The next proposition describes when this topology is Hausdorff.

We introduce two notions of boundedness, the first of which is well-known. A (convex) subset $C$ of a topological vector space is called bounded if for every neighborhood $U$ of the origin there exists a real number $s>0$ such that $C \subseteq s \cdot U$. See [45, p. 44]. A (convex) set $C$ of a (general) vector space is called line-bounded if the intersection of $C$ with any line in $X$ is a bounded subset of the line.
1.7 Proposition. Let $X$ be a topological vector space, and let $\mathcal{C}$ be a symmetric vector convexity. Then the following are equivalent:
(1) The weak(C) topology of $X$ is Hausdorff.
(2) Every pair of distinct points in $X$ can be strongly $C$-separated.

If, in addition, $X$ has a bounded (standard) convex body, then statements (1) and (2) are also equivalent with:

## (3) The C-convex hull of a bounded set is line-bounded.

Proof: Implication (2) $\rightarrow(1)$ is evident. For a proof of implication (1) $\rightarrow(2)$, let $x, y$ be two distinct points in $X$. Then there are two disjoint neighborhoods of $x$ and $y$ in the weak(C) topology of $X$. This implies that there exist closed sets $C_{1}, \cdots, C_{n}, D_{1}, \cdots, D_{m} \in \mathcal{C}$ with $y \notin \cup_{i=1}^{n} C_{i}, x \notin \cup_{i=1}^{m} D_{i}$ and $X=\cup_{i=1}^{n} C_{i} \cup \cup_{i=1}^{m} D_{i}$.
We may assume that this covering of $X$ is irreducible. Then each of the sets $C_{1}, \cdots, C_{n}, D_{1}, \cdots, D_{m}$ must have a non-empty interior. We may assume that $x \in C_{i}$. Then the point $y$ and the set $C_{i}$ satisfy the conditions of Theorem 1.5. Consequently, we can strongly separate $C_{i}$ (a fortiori $x$ ) and $y$.

Next we derive the implication (3) $\rightarrow$ (2). To this end, let $x, y \in X$. By (3) we obtain a $C$ convex, line-bounded convex body $B$ in $X$. We may assume that $0 \in B$. As $B$ is line-bounded, there exists a $\lambda$ such that $x+\lambda \cdot B$ avoids $y$. Hence by Theorem 1.5 (applied to $y$ and $x+\lambda \cdot B$ ) we can strongly $\mathcal{C}$-separate $x$ and $y$.

Finally, we establish the implication (2) $\rightarrow$ (3). Let $B$ be a bounded set and consider the collection $\left(f_{i}\right)_{i \in I}$ of all continuous $\mathcal{C}$-functionals. As the $f_{i}$ are bounded on $B$ there exists an $i \in I$ such that $f(B) \subseteq\left[-\gamma_{i}, \gamma_{i}\right]\left(\gamma_{i} \in \mathbb{R}\right)$. Now the subset

$$
\cap_{i \in I} f_{i}^{-1}\left(\left[-\gamma_{i}, \gamma_{i}\right]\right)
$$

is a $\mathcal{C}$-convex line-bounded set containing $B$, which gives (3).
For a normed space $(X,\|\|$.$) , let \beta(X,\|\|$.$) be the diameter of the smallest norm-convex$ set including the unit ball $B$ of $X$. Soltan [77], showed that $\beta\left(\mathbb{R}^{n},\|\|.\right)<\infty$ (where $\|$.$\| is any$ norm on $\mathbb{R}^{n}$ ) if and only if there exists a point-separating collection of norm-functionals $f_{1}, \cdots, f_{n}$ on $\left(\mathbb{R}^{n},\|\|.\right)$. See [77]. Proposition 1.7 leads to the following generalization of this result: the norm-convex hull of $B$ is line-bounded if and only if there exists a point-separating collection of continuous norm-functionals on $X$.

From the previous proposition we deduce that if a weak( $\mathcal{C}$ ) topology is Hausdorff, then the collection of continuous $\mathcal{C}$-functionals $\mathcal{F}$ is point separating. Hence this collection of functionals determines a standard weak topology, coarser than the original weak( $(\mathcal{C})$ topology. The question arises whether these topologies coincide. The next result gives a simple characterization. If $X$ is a vector space, and if $C$ is a vector convexity on $X$, then a topology on $X$ (not necessarily a vector topology) is locally $\mathcal{C}$-convex provided each point has a neighborhood base of $\mathcal{C}$-convex sets. See [79].
1.8 Theorem. Let $X$ be a topological vector space, and let $C$ be a symmetric vector convexity that contains all singletons of $X$. Then the following are equivalent:
(1) The weak(C) topology is a vector topology.
(2) The weak(C) topology is regular.
(3) The weak(C) topology is locally C-convex.
(4) The weak( $(\bigcirc)$ topology is generated by the collection of continuous $C$-functionals of $X$.

Proof: We first establish the following intermediate statement.
(5) Let $N$ be a weakly $(C)$ closed neighborhood of $q \in X$. Then there exists a finite number of continuous $\mathcal{C}$-functionals $\left(f_{i}\right)_{i=1}^{n}$, together with real numbers $\left(\lambda_{i}\right)_{i=1}^{n}$, such that

$$
q \in \cap_{i=1}^{n} f_{i}^{-1}\left(\left(-\infty, \lambda_{i}\right]\right) \subseteq N
$$

We may assume that $N \neq X$. By the definition of weak( $(\mathcal{C})$ topology, there exist $\mathcal{C}$-convex closed subsets $C_{1}, \cdots, C_{n}$ of $X$ such that
$q \notin \cup_{i=1}^{n} C_{i} ; N \cup\left(\cup_{i=1}^{n} C_{i}\right)=X$.
As all sets appearing in the last equation are closed, we may assume that all $C_{i}$ have a nonempty interior. By Theorem 1.5, there is a continuous $\mathcal{C}$-functional $f_{i}$ such that

$$
\begin{equation*}
f_{i}(q)<\inf \left\{f_{i}(x) \mid x \in C_{i}\right\} . \tag{7}
\end{equation*}
$$

Denote the right-hand side of (7) by $\lambda_{i}(i=1,2, \cdots, n)$. Then by (6) we obtain that the set $\cap\left\{f_{i}^{-1}\left(\left(-\infty, \lambda_{i}\right)\right) \mid i=1,2, \cdots, n\right\}$ is as desired.

Having established (5), we proceed as follows. A $T_{1}$ vector topology is regular, showing implication (1) $\rightarrow(2)$. The intermediate statement directly gives the implications (2) $\rightarrow$ (3) and $(2) \rightarrow(4)$, whereas the implication $(4) \rightarrow(1)$ is trivial.

We are left with a proof of $(3) \rightarrow(2)$. Let $C$ be a weakly $(C)$ closed set in $X$ and let $q \notin C$. Then $C$ can be covered with a finite number of $\mathcal{C}$-convex closed sets not containing $q$. To produce a $C$-closed neighborhood of $q$ disjoint with $C$, it is therefore sufficient to consider $C$ to be a $C$-convex closed set itself. Let $N$ be a convex neighborhood of $q$ disjoint with $C$. If $\bar{N} \cap C=\varnothing$, then we are done. If, on the other hand, the convex set $C_{0}=\bar{N} \cap C$ is non-empty, then by Theorem 1.5(1), there is a continuous $C$-functional $f$ such that $f(q)<\inf \left(f\left(C_{0}\right)\right)$. For $\varepsilon>0$ sufficiently small, the set $U=N \cap f^{-1}((\infty, f(q)+\varepsilon))$ is a convex weak( $(\mathcal{C})$ neighborhood of $q$ and $\bar{U} \cap C_{0}=\varnothing$. Evidently, $\bar{U} \cap C=\varnothing$.

The argument in (5) above shows that in a vector convexity $C$ with singletons and with a regular weak( () -topology, each convex closed set of $C$ can be separated from a point outside by a finite collection of continuous $\mathcal{C}$-functionals. The example mentioned after Theorem 1.5 also shows that, for general vector convexities, this cannot be improved to a situation where only one ( ${ }^{2}$ ) C-functional is needed. For modular normed spaces, however, it is possible to derive such a result. See Theorem 2.9.
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## § 2 Weak(norm) topology in modular normed spaces

The norm-convexity of a modular normed space has somewhat stronger properties than a general vector convexity. See Lemma 2.2 below, and the remarks after Theorem 2.9.

From Theorem I: 2.14 and Proposition 1.7 we obtain the following.
2.1 Theorem. If the weak(norm) topology of a modular normed space $X$ is Hausdorff, then $X$ is median.

In the next results we study the weak(norm) topology of a modular normed space more extensively. It turns out that dense median stable subspaces of $l_{1}(I)$ spaces are precisely the modular normed spaces with a regular weak(norm) topology.

We start with three lemmas. The second lemma concerns continuous norm-functionals, and the first lemma states that in Banach spaces continuity of such functionals is self-provided.
2.2 Lemma. Any norm-functional on a modular Banach space is continuous.

Proof: As each norm-functional is norm-interval preserving (cf. Coroliary I: 4.10(3)), the theorem follows from Proposition III: 4.2.
2.3 Corollary. The following are equivalent for a modular Banach space.
(1) $X$ is rigid.
(2) No norm-convex, proper subset of $X$ has a core point.

Proof: Implication (2) $\rightarrow$ (1) is evident. For a proof of the converse implication, assume to the contrary that $C \neq X$ is a norm-convex subset in $X$ with a core point. If we endow $X$ with the core topology, then $C$ becomes a norm-convex body. Whence by Theorem 1.5 there exists a non-trivial norm-functional $f$ on $X$. By Lemma 2.2 the functional $f$ is continuous in the norm-topology. We conclude that $X$ is not rigid, a contradiction.
2.4 Lemma. Let $X$ be a modular normed space with completion $\tilde{X}$, and let $H$ be a norm-convex closed hyperplane of $X$ through the origin. Then,
(1) The completion $\tilde{H}$ of $H$ in $\tilde{X}$ is the kernel of a continuous norm-functional of $\tilde{X}$.
(2) The median orthogonal complement $\tilde{H}^{\perp}$ of $\tilde{H}$ in $\tilde{X}$ is the span of an extreme point in the unit ball of $\tilde{X}$.

Proof: For a proof of statement (1), it is well-known that $H$ is the kernel of a continuous functional $f$ on $X$. Let $\tilde{f}: \tilde{X} \rightarrow \mathbb{R}$ be the (unique) continuous extension of $f$. We first show that $\tilde{H}$ is the kernel of $\tilde{f}$.
Obviously, $\tilde{H} \subseteq \tilde{f}^{-1}(0)$. As for the reverse inclusion, let $x \in \tilde{f}^{-1}(0)$, and pick a point $e \in X$ with $f(e)=1$. As $X$ is dense in $\tilde{X}$, there is a sequence $\left(x_{n}\right)_{n=1}^{\infty}$ in $X$ converging to $x$. Let $k_{n}=x_{n}-f\left(x_{n}\right) \cdot e$ $(n \in \mathbb{N})$. Then $k_{n} \in H$ and

$$
\left\|f\left(x_{n}\right) \cdot e\right\|=\left\|\left(k_{n}+f\left(x_{n}\right) \cdot e\right)-k_{n}\right\| \geq \rho\left(x_{n}, H\right) .
$$

Hence, as $f\left(x_{n}\right) \rightarrow \tilde{f}(x)=0$ we conclude that the $\rho(x, H)=0$, i.e. $x \in \tilde{H}$.

Our proof of statement (1) is complete if we show that $\tilde{f}^{-1}([0, \infty))$ is norm-convex in $\tilde{X}$. For convenience let $C_{+}=\{x \in \tilde{X} \mid \tilde{f}(x)>0\}$, and $C_{-}=-C_{+}$. First, in Theorem II: 3.1 it is shown that the completion of a modular metric space $Y$ is modular, and in Corollary II: 3.5 it is shown that the completion of a norm-convex subset of $Y$ is norm-convex in the completion. Therefore, $\tilde{X}$ is a modular Banach space, and $\tilde{H}$ is norm-convex in $\tilde{X}$. Next, let $a, b \in \tilde{f}^{-1}([0, \infty))$ (see Figure 2.4).


Fig. 2.4: the kernel of a norm-functional

Striving for a contradiction, suppose that $c \in I(a, b)$ with $c \in C_{-}$. As $\tilde{H}=\tilde{f}^{-1}(0)$ is norm-convex, we may assume that $a \in C_{+}$. Then the interval $I(a, c)$ meets the open sets $C_{+}, C_{-}$. As intervals are connected (they are even convex), the interval $I(a, c)$ meets $\tilde{H}$ in say $a^{\prime}$. Hence, $a^{\prime} \in I(a, c) \subseteq I(a, b)$. By star-shapedness of intervals at either endpoint, $c \in I\left(a^{\prime}, b\right)$. By applying the same method to $b$ if $b \notin \tilde{H}$ we conclude that $c$ is metrically between two points $a^{\prime}, b^{\prime}$ in $\tilde{H}$. However as $\tilde{H}$ is norm-convex we conclude that $c \in \tilde{H}$, contradicting the assumption that $c \in C_{-}$.

For a proof of statement (2), as $\tilde{H}$ is norm-convex and complete this hyperplane is gated. By virtue of Corollary III: $2.12(1), \quad \tilde{X}$ is linearly isometric with $\tilde{H} \times \tilde{H}^{\perp}$. Clearly $\tilde{H}^{\perp}$ is of dimension 1. Hence any point $e$ in $\tilde{H}^{\perp}$ of norm 1, is extreme in the unit ball of $\tilde{H}^{\perp}$ and spans the whole of $\tilde{H}^{\perp}$. By Corollary III: 2.12(2) any such point is also extreme in the unit ball of $\tilde{X}$.
2.5 Remarks. It is not true that a hyperplane, which occurs as a convex set of a symmetric vector convexity $C$, corresponds with a $C$-functional: just consider the "affine" convexity of a vector space. For general normed spaces, each hyperplane of the metric convexity induces a norm-functional (cf. the proof of Lemma 2.4). The following is not known:
2.6 Problem. Does the canonical extension of a continuous norm-functional to the metric completion preserve the metric convexity?

Lemma 2.4 states that the answer to the above is affirmative for modular normed spaces.
It is well-known, and easy to show, that the extreme points of the unit ball in an $L_{1}(\mu)$ space correspond with characteristic functions on atoms of the ambient $\sigma$-algebra. Hence from Lemma 2.4(2) one can deduce that the (continuous) norm-functionals on $X$ are precisely the evaluation mapping on atoms. We obtain the following corollary.
2.7 Corollary. Let $X=L_{1}(N, A, \mu)$ be an $L_{1}(\mu)$ space. Then the following are equivalent:
(1) The unit ball of $X$ has no extreme points.
(2) There is no norm-convex subset $C \neq X$ with a core point.
(3) The measure space $(N, \notin, \mu)$ is atom free.

From the previous result we conclude that the space $L_{1}([0,1])$ has no (non-trivial) normfunctionals. We are now able to give an example of a discontinuous norm-functional on a (non-complete) median normed space. Indeed, let $R, B$ be the subspaces of $L_{1}([0,1])$ consisting of the collections of Riemann integrable functions and essentially bounded integrable functions respectively. Then $R$ is median stable and $B$ is norm-convex in $L_{1}([0,1])$ (see Example III: 4.15). If we endow these spaces with the core topology, then the characteristic function of the unit interval is a core point of the positive cones of $R$ and $B$. Hence by Theorem 1.5 there exist non-trivial norm-functionals on $R$ and $B$. By Lemma 2.4 these functionals cannot be norm-continuous.
2.8 Lemma. Let $X$ be a normed space. If $x \in X$ has a gate $c$ in a subset $C$ of $X$, and if a norm-functional $f$ strongly separates $x$ and $c$, then $f$ also strongly separates $x$ and $C$.

Proof: Straightforward.
The following result is a strengthening of Theorem 1.8.
2.9 Theorem. For a modular normed space $X$ the following are equivalent.
(1) Relative to the weak(norm) topology, $X$ is a topological vector space.
(2) Each norm-convex closed subset $A$ of $X$ can be strongly norm-separated from points $q \notin A$.
(3) The weak(norm) topology of $X$ is generated by a collection of continuous normfunctionals that separates any norm-convex closed set A from points $q \notin A$.
(4) The completion of $X$ is linearly isometric with $l_{1}(I)$ for some index set $I$.

Proof: We shall show the following sequence of implications:
$(1) \rightarrow(2) \rightarrow(4) \rightarrow(3) \rightarrow(1)$.
For a proof of implication (1) $\rightarrow(2)$, let $A$ be a norm-convex closed subset of $X$, and let $q \notin A$. By Theorem 1.8(4), there exist continuous norm-functionals $f_{1}, \cdots, f_{n}$ and scalars $\lambda_{1}, \cdots, \lambda_{n}$ such that

$$
\begin{equation*}
f_{i}(q)<\lambda_{i} \text { for } i=1,2, \cdots, n ; A \subseteq \cup_{i=1}^{n} f_{i}^{-1}\left(\left[\lambda_{i}, \infty\right) .\right. \tag{5}
\end{equation*}
$$

If none of the functionals $f_{1}, \cdots, f_{n}$ strongly separate $A$ from $q$, then the convex sets

$$
A, \text { and } f^{-1}\left(-\infty, \lambda_{i}\right) \text { for } i=1,2, \cdots, n,
$$

meet two by two (each halfspace meets $A$ by assumption, whereas the halfspaces meet in $q$ ). The convexity of a modular (metric) space has the (F,2)-IP, see (I: 4.4.1). In our situation, this conflicts with (5).

For a proof of implication (2) $\rightarrow$ (4), let $\tilde{X}$ denote the completion of $X$. From Theorem 2.1 we conclude that $X$ is at least a median space, hence by Corollary II: 3.2 so is $\tilde{X}$. Let $\operatorname{Ext}(\tilde{B})$ be the set of extreme points in the unit ball $B$ of $X$. We shall now show that $X$ has the (K-M) property,
i.e., the convex closure of $\operatorname{Ext}(\tilde{B})$ in $\tilde{X}$ equals $\tilde{B}$. To this end, if $\tilde{X}$ fails to have the (K-M) property then the linear closure $N=\overline{s p}(\operatorname{Ext}(B))$ is not the whole of $\tilde{X}$. As $X$ is dense in $\tilde{X}$ there exists an $x \in X \backslash N$. In Corollary III: 3.4 it is shown that $N$ is a norm-convex subspace of $\tilde{X}$. Hence as $N$ is complete, it is gated. Let $n$ be the gate of $x$ in $N$.

We claim that $n$ and $x$ can be strongly norm-separated in $\tilde{X} .\left({ }^{3}\right)$ By Corollary II: 3.13, we can find a (small) norm-convex closed convex set $U$ in $X$ that avoids $x$, and such that $n \in C l_{\bar{X}}(U)$. By assumption on $X$ there exists a continuous norm-functional $f$ strongly separating $U$ and $x$. The extension $\tilde{f}$ of $f$ to $\tilde{X}$ is a norm-functional by Lemma 2.4. Clearly $\tilde{f}$ strongly separates $C l_{\bar{X}}(U)$ and $x$, and a fortiori, $\bar{f}$ strongly separates $n$ and $x$.

Invoking the definition of the gate $n$ we conclude that $\bar{f}$ strongly separates $x$ and $N$ as well, i.e. $N \subseteq \operatorname{ker}(\tilde{f})$. By Lemma 2.4(2) there exists a point $e \in \operatorname{Ext}(B)$ spanning $\tilde{f}^{-1}(0)^{\perp}$. Clearly $e \notin N$, contradicting the definition of $N$.

We have shown that $\tilde{X}$ is a median Banach space with the (K-M) property. In Theorem III: 3.6 it is shown that such a space is linearly isometric with $l_{1}(I)$ for some index set $I$.

For a proof of implication (4) $\rightarrow$ (3), let $X$ be a dense median stable subspace of $l_{1}(I)$ for some index set $I$. We shall show that the collection of coordinate functions of $l_{1}(I)$, restricted to $X$, is as described in (3). To this end, as these functionals are clearly continuous normfunctionals the topology $\tau$ generated by them is coarser than the weak(norm) topology of $X$. We shall show that $\tau$ contains a subbase of the weak(norm) topology, namely the closed normconvex subsets of $l_{1}(I)$. Suppose that $C$ is a closed and norm-convex subset of $X$. Take $x \notin C$. By Corollary II: 3.5 the completion $\tilde{C}$ of $C$ is a gated set of the completion $l_{1}(I)$ of $X$. Let $y$ be the gate of $x$ in $\tilde{C}$. As $x \neq y$ we can find a coordinate function $p$ strongly separating $x$ and $y$. Hence by Lemma 2.8, $p$ strongly separates $\tilde{C}$ and $y$. In particular the restriction of $p$ to $X$ strongly separates $C$ and $x$. This shows that $C$ is closed in $\tau$, i.e. $C \in \tau$. Finally, implication (3) $\rightarrow$ (1) is standard.

The previous result asserts that $l_{1}(I)$ as well as its dense median stable subsets have a regular weak(norm) topology. By Corollary II: 5.14 this topology appears to be even normal on norm-convex subsets.

A difference between Theorems 1.8 and 2.9 is that the latter requires only one functional for separating a point from a convex set. This type of extension cannot be obtained in the general setting of Theorem 1.8.

The next two corollaries (which are proved simultaneously) provide some additional information on isometric embedding in $l_{1}(I)$ spaces.
2.10 Corollary. If a modular normed space $X$ can be isometrically embedded in an $l_{1}(I)$ space, then $X$ is median and its weak(norm) topology is regular. Conversely, if $X$ is a median normed space with a Hausdorff weak(norm) topology, and if all metric intervals of $X$ are complete, then $X$ embeds isometrically in an $l_{1}(I)$ space.

[^11]2.11 Corollary. The only $L_{1}(\mu)$ spaces allowing for an isometric embedding in an $l_{1}(I)$ space are the $l_{1}(J)$ spaces with $|J| \leq|I|$.

Proof: First, let $X$ be a modular normed space which is isometrically embedded in an $l_{1}(I)$ space. In particular, $X$ is a median stable set in $l_{1}(I)$. In Proposition II: 5.10 it is shown that the weak(metric) topology of a median stable subset of a median metric space is the relative topology derived from the weak(metric) topology of the ambient space. Now $l_{1}(I)$ has a regular weak(norm) topology by Theorem 2.9 and hence the weak(norm) topology of $X$ is regular as well. Similarly, the median subspace $\bar{X}$ has a regular weak(norm) topology. Hence by Theorems 1.82 .9 the Banach space $\bar{X}$ is an isometric $l_{1}(J)$ space where, evidently, $|J| \leq|I|$. By Theorem III: 4.13 the class of median Banach spaces consists exactly of the $L_{1}(\mu)$ spaces, and we obtain Corollary 2.11 in this way.

On the other hand, it follows from Proposition II: 5.12 that if a median metric space with complete intervals has a Hausdorff weak(metric) topology, then this topology is even regular. Another application of Theorems 1.8 and 2.9 gives the result.
2.12 Problem. Is each modular normed space with a Hausdorff weak(norm) topology isometrically embeddable in an $l_{1}(I)$ space? Or, equivalently, is the Hausdorff property of the weak(norm) topology inherited by the completion?

Observe that above mentioned spaces are at least median (Theorem 2.1). We can also deduce the following.
2.13 Proposition. Let $X$ be a normed space with a Hausdorff weak(norm) topology. Then either the completion $\tilde{X}$ of $X$ has infinitely many extreme points in its unit ball, or $X$ is finite dimensional.

Proof: Let $\tilde{B}$ denote the unit ball of $\tilde{X}$. By Proposition 1.7 there at least exists a closed norm-hyperplane $H_{1}$. Without loss of generality $0 \in H_{1}$. In view of Lemma 2.4(2) there is an extreme point of $\tilde{B}$ not in the closure $\tilde{H}_{1}$ of $H_{1}$. As $H_{1}$ is norm-convex it is also a modular normed space. By the earlier cited Proposition II: 5.12 the weak(norm) topology of $H_{1}$ is the relative topology derived from the weak(norm) topology of the whole $X$. In particular the weak(norm) topology of $H_{1}$ is Hausdorff. Hence, we can apply the above to $H_{1}$, to conclude that there exists a closed norm-hyperplane $H_{2}$ in $H_{1}$ and an extreme point $e_{1}$ in the unit ball of the completion $\tilde{H}_{1}$ that is not in $\tilde{H}_{2}$. By Corollary III: 2.12(2), $e_{2}$ is also an extreme point of $\tilde{B}$. If $X$ is not finite dimensional, then we can continue this argument to obtain infinitely many extreme points in $\tilde{B}$.

## § 3 Adapted metrics

A metric $d$ on $X$ is called compatible with a geometric interval space $(X, I)$ provided the following holds:

If $C$ is I-convex then so is the closed ball $D_{d}(C, r)$ around $C$.
It is possible to give an equivalent definition in terms of open balls. Note that the discrete metric on $X$ is compatible with ( $X, I$ ). As every convex set is an updirected union of polytopes we obtain:
(3.1) A metric $d$ is compatible with a geometric interval space ( $X, I$ ) provided closed balls around polytopes are convex.

The following is easily verified.
(3.2) A compatible metric respects basepoint orders in the following sense: if $x \leq_{b} y$ then $d(b, x) \leq d(b, y)$.

Let $X$ be a topological space. Equip $\mathbb{R}^{X}$ with the product interval operator $I_{\pi}$. Then the subspace $B_{\tau}(X)$ is $I_{\pi}$-convex, hence $I_{m}$ restricted to $B_{\tau}(X)$ yields a median interval space.
3.3 Example. The supremum-norm of $B_{\tau}(X)$ is compatible with the median convexity of this space.

Proof: Let $\leq$ be the product order of $\mathbb{R}^{X}$, i.e. $f \leq g$ iff $f(x) \leq g(x)$ for all $x \in X$. Let $F=\left\{f_{1}, \cdots, f_{n}\right\}$ be a finite subset of $\mathbb{R}^{X}$, and let $p, q$ respectively denote the point-wise minimum and maximum of these functions. It is well-known and easy to prove that the median convex hull of $F$ consists of the order segment $[p, q]$. Hence polytopes of $\mathbb{R}^{X}$ correspond with order intervals of type $[p, q]$. As $B_{\tau}(X)$ is an $I_{\pi}$-convex subset of $\mathbb{R}^{X}$, the same holds for $B_{\tau}(X)$ with the additional property that the functions $p$ and $q$ are bounded. One can easily verify that a closed (norm-)ball of radius $r \geq 0$, around such a segment $[p, q]$ equals the order segment $[p-r, q+r]$-note that the median of the points $p, q, f \in \% B_{\tau}(X)$ yields a metric nearest point of $f$ in $[p, q]$. Whence closed ball around polytopes are convex. By (3.1) we conclude that the supremum norm is as desired.

In view of (I: 4.4.1) a convex metric compatible with a convexity with the (F,2)-IP has the ( $\mathrm{F}, 2$ )-IP of balls. This partially motivates our interest in compatible metrics. The following result summarizes some of the properties of such metrics.
3.4 Lemma. Let $(X, I)$ be a geometric interval space and let $d$ be compatible with $I$. Then the following hold for $B \subseteq X$ gated and $C \subseteq X$ convex:
(1) If $c \in C$, then $d\left(p_{B}(c), C\right)=d(B, C)$. In particular, $p_{B}$ is a metric nearest point function and $B$ is closed in $(X, d)$.
(2) If $C$ is gated, then any pair of mutual gates b,c of $B, C$ realize the distance between $B$ and $C$, i.e. $d(B, C)=d(b, c)$.
(3) If $(X, I)$ is median, then $p_{B}$ is contractive w.r.t. $(X, d)$.

Proof: For a proof of (1), denote $r=d(B, C)$. If $\varepsilon>0$, then the ball $D(C, r+\varepsilon)$ meets $B$. As $C$ is convex so is this ball, and consequently $p_{B}(c)$ is a member of it ( (I: 3.4.1)). Whence $d\left(p_{B}(c), C\right) \leq r+\varepsilon$. As $\varepsilon>0$ was arbitrary, we obtain statement (1). Statement (2) follows from statement (1).

For a proof of statement (3), let $x, y \in X$. If $a \in I\left(x, p_{B}(x)\right)$ then by definition of gate $a \leq_{x} p_{B}(x) \leq_{x} p_{B}(y)$. Hence by (3.2) $d\left(p_{B}(x), p_{B}(y)\right) \leq d\left(a, p_{B}(y)\right)$. Whence

$$
\begin{equation*}
d\left(I\left(x, p_{B}(x)\right), p_{B}(y)\right)=d\left(p_{B}(x), p_{B}(y)\right) . \tag{*}
\end{equation*}
$$

Now the ball $D\left(I\left(x, p_{B}(x)\right), d(x, y)\right)$ contains $y$ and meets $B$ (in $p_{B}(x)$ ). From (I: 3.4.1) we conclude that $p_{B}(y) \in D\left(I\left(x, p_{B}(x)\right), d(x, y)\right)$, i.e. $d\left(I\left(x, p_{B}(x)\right), p_{B}(y)\right) \leq d(x, y)$. By formula (*) this amounts to $d\left(p_{B}(x), p_{B}(y)\right) \leq d(x, y)$, as desired.
3.5 Proposition. Let $(X, m)$ be a median algebra, and let $d$ be a compatible metric. Then the restriction of $d$ to a median stable subset $Y$ of $X$ yields a compatible metric on $Y$. If moreover $d$ is a convex metric and $Y$ is m-convex then the restriction of $d$ to $Y$ is also a convex metric.

Proof: Let $d^{\prime}$ denote the restriction of $d$ to $Y$. We aim at the use of (3.1). Let $F$ be a finite subset of $Y$, and let $r>0$. Consider the following equality:

$$
\begin{equation*}
D_{d^{\prime}}\left(c o_{Y}(F), r\right)=D_{d}\left(c o_{X}(F), r\right) \cap Y . \tag{1}
\end{equation*}
$$

To this end, the inclusion from left to right in (1) is evident. Let $y$ be a member of the righthand side in (1). The polytope $\operatorname{co}_{X}(F)$ is gated, see (II: 3.10). By Lemma 3.4 the gate $p$ of $y$ in $c o_{X}(F)$ is a metric nearest point in $c o_{X}(F)$ with respect to $d$, i.e. $d(y, p) \leq r$. By the description of the gate $p$ in (II: 3.10), if follows that $p$ is also the gate of $y$ in $\operatorname{co}_{Y}(F)$. Whence, $y$ is a member of the right-hand side of (1).

For a proof of the last statement of the proposition, let $a, b \in Y$ and $0 \leq s \leq d(a, b)$. Then the closed balls in $D(a, s), D(b, d(a, b)-s)$ and the convex set $Y$ meet two by two. Hence these sets meet altogether, which implies that the restriction of $d$ to $Y$ is convex.

We now come to a topological version of compatibility. Let $(X, I)$ be a geometric interval space, and let $\tau$ be a topology on $X$. Let $\tau_{w}$ be the weak topology of $\tau$, i.e. the topology generated by the collection of closed I-convex subsets of $X$. The metric $d$ is said to be adapted to the triple $(X, I, \tau)$ if:
(i) $d$ is compatible with $(X, I)$,
(ii) The topology $\tau_{d}$ on $X$ induced by $d$ satisfies: $\tau_{w} \subseteq \tau_{d} \subseteq \tau$.

The notion of adapted metric was introduced by van Mill and van de Vel in [61] for compact topological median algebras.

Metrics adapted to the triple $\left(X, I_{\rho}, \tau_{\rho}\right)$ derived from a metric space $(X, \rho)$, shall be of special interest. The next result follows from Propositions II: 5.10 and 3.5.
3.6 Proposition. Let $X$ be a locally star-shaped median algebra, and let $d$ be an adapted metric. Then the restriction of $d$ to a median stable subset $Y$ of $X$ yields an adapted metric on $Y$.
3.7 Corollary. Let Y be a median stable subset of a space of type $l_{1}(I)$. Then the supremum norm of $B(I)$ restricted to $Y$ yields a metric adapted to the sum-norm of $l_{1}(I)$.

Proof: Observe that for each topological space $(X, \tau)$, the topological median algebra $\left(B_{\tau}(X), I_{\pi}, \tau_{\|.\|}\right)$is locally star-shaped (even "locally convex"). The space $l_{1}(I)$ is an $I_{\pi}$-convex subspace of $B(I)$. Hence by Example 3.3 and Proposition 3.6, the sup-norm restricted to $l_{1}(I)$ yields an adapted norm onto $l_{1}(I)$ endowed with the relative sup-norm topology. The latter topology is evidently coarser than the topology induced by the sum-norm of $l_{1}(I)$. Also, by virtue of Theorem 2.9 the weak(sum-norm) of $l_{1}(I)$ is generated by the coordinate projections $p_{i}: l_{1}(I) \rightarrow \mathbb{R}(i \in I)$. Hence the weak(sum-norm) topology of $l_{1}(I)$ is coarser than the relative sup-norm topology on $l_{1}(I)$. This shows that the sup-norm restricted to $l_{1}(I)$ is adapted to the sum-norm. Applying Proposition 3.6 concludes the proof.

It is possible to weaken the notions of a compatible or an adapted metric for a geometric interval space ( $X, I$ ) by requiring that closed balls around singletons are I-convex. In this situation we say that a metric $\rho$ is point-compatible with ( $X, I$ ) (or: point-adapted to a triple ( $X, I, \tau)$ ).
We remark -we shall not use this- that in Propositions 3.5 and 3.6, "compatible", resp. "adapted" can be replaced by "point-compatible", resp. "point-adapted". We now come to the main theorem.
3.8 Theorem. For a modular normed space the following are equivalent:
(1) $X$ has an adapted metric.
(2) $X$ has a point-adapted metric.
(3) For each norm-convex closed subset $A$ of $X$ and each point $q \notin A$ there is a norm-convex norm-neighborhood of $q$ disjoint with $A$.
(4) The completion of $X$ is linearly isometric with $l_{1}(I)$ for some index set $I$.

Proof: Implication (1) $\rightarrow$ (2) is trivial. For a proof of implication (2) $\rightarrow$ (3), let $d$ be a point-adapted metric on $X$. Let $A$ and $q$ be as prescribed in (3). As the weak topology is coarser than the topology of $(X, d)$ there exists a closed ball $D(q, r)$ with $r>0$ avoiding $A$. As the topology of $d$ is coarser than the norm topology of $l_{1}(I)$ we conclude that $D(q, r)$ is a norm-convex norm-neighborhood of $q$. For a proof of implication (3) $\rightarrow$ (4), let $A$ be a norm-convex closed subset of $X$, and let $q \notin A$. By assumption there exists a norm-convex (norm-)neighborhood $U$ of $q$ avoiding $A$. Let $\tilde{X}$ denote the completion of $X$ and let $\tilde{U}$ and $\tilde{A}$ be the closure in $\tilde{X}$ of $U$ and $A$, respectively. By a simple topological argument we obtain that int $(\tilde{U}) \cap X$ equals the $X$-interior of the $X$-closure of $U$, which in turn equals the $X$-interior of $U$ ( $U$ is a convex body of $X$ ). Whence, $\operatorname{int}(\tilde{U})$ avoids $A$ and so

$$
\begin{equation*}
\operatorname{int}(\tilde{U}) \cap \tilde{A}=\varnothing \tag{5}
\end{equation*}
$$

By Corollary II: 3.5 the sets $\tilde{A}, \tilde{U}$ are complete, norm-convex subset of the completion of $X$. In particular, the set $\tilde{A}$ is gated. Let $p \in \tilde{A}$ be the gate of $q$ in $\tilde{A}$. As int $(\tilde{U})$ is norm-convex by Proposition 1.3, we deduce from formula (5) that $p \notin \operatorname{int}(\tilde{U})$. Hence by Theorem 1.5 we can find a continuous norm-functional $f$ separating $U$ and $p$. Hence $f$ strongly separates $q$ and $p$ and in view of Lemma 2.8, $f$ also strongly separates $a$ and $\tilde{A}$. In particular the restriction of $f$ to $X$ strongly separates $q$ and $A$. By Theorem 2.9 we obtain that the completion of $X$ is a space of
type $l_{1}(I)$.
The proof of implication (4) $\rightarrow(1)$ is Corollary 3.7.

## § 4 The decomposition theorem

4.1 Theorem. Let $X$ be a modular normed space with complete intervals. Then there exist an index set $I$, a subspace $Z$ of $l_{1}(I)$, and a rigid modular normed space $Y$ such that $X$ is isometric with the product $Y \times Z$, equipped with the sum norm. In particular, the spaces $Y$ and $Z$ have complete intervals. The decomposition is unique up to isometry.

Proof: Let $\left(H_{i}\right)_{i \in S}$ be the collection of all norm-convex closed hyperplanes through the origin, and let $Y=\cap\left\{H_{i} \mid i \in S\right\}$. By Corollary III: 2.12 any $H_{i}(i \in S)$ is an L-summand. Let $p_{i}$ denote the L-projection of $H_{i}$.

It follows from Theorem II: 4.8 that $Y$ is gated, and that the gate function $p_{Y}$ of $Y$ is the pointwise limit of linear functions - namely, finite compositions of the $p_{i}$ - and is hence linear. We conclude that $Y$ is an L-summand. Hence, $X$ decomposes into linear orthogonal complements $Y$ and $Y^{\perp}$ : each $x \in X$ decomposes as

$$
x=y+y^{\perp},\left(y \in Y, y^{\perp} \in Y^{\perp}\right)
$$

By definition of (median) orthogonality, $\|x\|=\|y\|+\left\|y^{\perp}\right\|$ holds, and hence $X$ is linearly isometric with $Y \times Y^{\perp}$, equipped with the sum-norm. Observe that both $Y$ and $Y^{\perp}$ are closed subspaces of $X$, hence they have complete intervals.

First, we show that $Y$ is rigid. Suppose that $f$ is a non-trivial continuous norm-functional on $Y$. Then $H=f^{-1}(0)$ is a non-trivial closed norm-hyperplane of $Y$. One can easily verify that the subspace $H^{\prime}=H+Y^{\perp}$ is a norm-hyperplane in $X$ containing the origin, conflicting with the construction of $Y$.

Next we shall show that each pair of distinct points $x, y \in Y^{\perp}$ can be strongly separated by a continuous norm-functional on $X$. Indeed, as $Y \cap Y^{\perp}=\{0\}$ the point $x-y$ can not be a member of $Y$. Hence there exists an $i \in S$ such that the norm-hyperplane $H_{i}$ misses $x-y$. Clearly this implies that $x$ and $y$ can be strongly separated by the corresponding norm-functional on $X$.

From Theorem 2.9 we conclude that the subspace $Z=Y^{\perp}$ is linearly isometric with a dense subspace of $l_{1}(I)$ for some index set $I$. Moreover, as $Z$ has complete intervals, it follows from Theorem II: 3.21 that $Z$ is norm-convex in $l_{1}(I)$. Hence, decompositions as stated in the theorem at least exist.

For a proof of unicity of such a decomposition under linear isometries, we shall show the following, even stronger, result. Let $V$ be an L-summand of $X$. If $V$ is rigid and if distinct points of $V^{\perp}$ can be strongly separated by norm-functionals of $V^{\perp}$, then $V=Y$. To this end, as continuous norm-functionals on $X$ must be trivial on $V$, we have $V \subseteq Y$. For a proof of the other inclusion, suppose to the contrary that $y \in Y \mid V$. As $X$ decomposes into $V$ and $V^{\perp}$, we can write $y=d+d^{\perp}$ for some $d \in V$ and $d^{\perp} \in V^{\perp}$. Clearly, $d^{\perp} \neq 0$. By assumption we can find a continuous norm-functional $f$ on $V^{\perp}$, that strongly separates $d^{\perp}$ from the origin. By taking $\bar{f}\left(v+v^{\perp}\right)=f\left(v^{\perp}\right)$ for all $v \in V, v^{\perp} \in V^{\perp}$, we extend $f$ to a continuous norm-functional $\bar{f}$ on the whole of $X$. Howev-
er, $\bar{f}(y)=f\left(d^{\perp}\right) \neq 0$, which is impossible by the construction of $Y$.
As a simple application of Theorem 4.1, one can verify that
(i) A modular space of type $\left(\mathbb{R}^{2},\|\|.\right)$ is linearly isometric with $l_{1}(2)$;
(ii) A modular space of type $\left(\mathbb{R}^{3},\|\|.\right)$ is either rigid, or linearly isometric with $l_{1}(3)$.

These results also follow from the work of Hanner [36], where it is shown that, modulo linear isometries, there are but finitely many modular norms on $\mathbb{R}^{n}(n \in \mathbb{N})$. If $n=2$ then there is only one such norm, and for $n=3$ there are exactly two of them: the sum- and maximum-norm.

From Corollary 2.7 we conclude that for $L_{1}(\mu)$ spaces Theorem 4.1 yields the wellknown result that an $L_{1}(\mu)$ space is decomposable in a product of an atom free $L_{1}(\mu)$ space and an $l_{1}(I)$ space (cf. Corollary III: 3.8(3)).

Application: characterization of $l_{1}(I)$ spaces among modular Banach spaces in terms of properties of the weak(norm) topology.

Let $X=l_{1}(I)$ for some index set. By virtue of Theorem 2.9, the weak(norm) topology is generated by the coordinate functions $p_{i}: l_{1}(I) \rightarrow \mathbb{R}(i \in I)$. That is, the weak(norm) topology is a standard weak topology. Depending on the cardinality of $I$, one of the following three situations occurs.

CASE I: The index set $I$ is uncountable. Evidently, no point in $l_{1}(I)$ has a countable weak(norm) neighborhood base. Hence, the weak(norm) topology of $l_{1}(I)$ is not metrizable. Also, by Proposition II: 5.12 the completeness of $X$, together with the Hausdorff property of its weak(norm) topology, imply the regularity of this topology.

CASE II: The cardinality of the index set $I$ is countably infinite. Clearly $l_{1}(\mathbb{N})$ with the weak(norm) topology is a topological subspace of $\mathbb{R}^{\mathbb{N}}$ with the product topology. In particular the weak(norm) topology is metrizable. On the other hand, it is well-known that a weak topology is normable if and only if the ambient vector space is finitely dimensional (cf. ([70, § 3.8]). Therefore, the weak(norm) topology of $l_{1}(\mathbb{N})$ is not normable (for a direct proof of this see e.g. [59, Lemma 1.2.1]).

CASE III: The cardinality of the index set $I$ is finite, say $|I|=n$. The weak(norm) topology of $l_{1}(n)$ is normable.

Combining these cases with Theorem 2.9 we have shown the following result:
4.2 Theorem. Let $X$ be a modular Banach space.
(1) The weak(norm) topology of $X$ is Hausdorff if and only if $X$ is linearly isometric with $l_{1}(I)$ for some index set $I$.
(2) The weak(norm) topology of $X$ is metrizable if and only if $X$ is linearly isometric with $l_{1}(I)$ for some countable set $I$.
(3) The weak(norm) topology of $X$ is normable if and only if $X$ is linearly isometric with $l_{1}(I)$ for some finite set $I$.
By Proposition 1.7 and Corollary 2.10 the modular Banach spaces in which the unit ball has a line-bounded norm-hull are precisely the $l_{1}(I)$ spaces. The following is a characterization of modular normed spaces in which the latter hull is genuinely bounded.
4.3 Theorem. Let $X$ be a modular normed space. Then the following conditions are equivalent:
(1) $X$ is linearly isometric with an $l_{1}(n)$ space for some $n \in \mathbb{N}$.
(2) $X$ contains a bounded norm-convex body.
(3) $X$ contains a norm-convex body with an extreme point.

Proof: Let $\tilde{X}$ be the completion of $X$. Then $\tilde{X}$ is also a modular normed space by Theorem II: 3.1. Consider the following additional statement:
(4) $\tilde{X}$ contains a norm-convex body with an extreme point.

We shall show the following implications:


Note that the implications (1) $\rightarrow(2),(3)$ are evident. For a proof of implication (2) $\rightarrow(4)$, let $C$ be a bounded norm-convex body in $X$. By Corollary II: $3.5(2)$ the completion $\tilde{C}$ of $C$ in $\tilde{X}$ is a norm-convex subset of $\tilde{X}$. Obviously, $\tilde{C}$ has a non-empty interior and is bounded. By virtue of Remark III: 5.8 and Proposition III: 5.7(1), a complete bounded norm-convex subset has an extreme point. Therefore $\tilde{C}$ has an extreme point.

Next, for a proof of implication (3) $\rightarrow(4)$, let $C$ be a norm-convex subset of $X$ with an extreme point $e$. In Proposition III: $5.7(2)$ it is shown that under these conditions the point $e$ remains extreme in the completion $\tilde{C}$ of $C$ in $\tilde{X}$. By Corollary II: 3.5(2) once again, $\tilde{C}$ is a norm-convex subset of $\tilde{X}$.

Finally, for a proof of implication (4) $\rightarrow$ (1), let $C$ be a norm-convex body with an extreme point $e$ of $\tilde{X}$. We may assume that $e$ equals the origin. By Theorem 4.1 we can regard $\tilde{X}$ as a product $Y \times l_{1}(I)$ (equipped with the sum-norm) of modular Banach spaces, in which the space $Y$ is rigid. Let us assume that $Y$ is non-trivial. As the origin is an extreme point of $C$, the subset $C \cap Y$ cannot contain non-trivial antipodal points, hence $C \cap Y$ is a proper norm-convex body of $Y$. This is impossible as $Y$ is rigid. We conclude that $Y=\{0\}$, that is, $\tilde{X}$ is linearly isometric with $l_{1}(I)$. Assume that the cardinality of $I$ is infinite. Let $x \neq 0$ be a member of $C$. Observe that if $x_{i}>0$ then, as $C$ is norm-convex, all members of $C$ have a non-negative i-th coordinate. As $I$ is infinite, every (non-trivial) ball contains two points $x, y$ such that $0 \neq x_{i}=-y_{i}$ for some $i \in I$. But then $C$ cannot have interior points. We conclude that $\tilde{X}$ is linearly isometric with $l_{1}(n)$ for some $n \in \mathbb{N}$. In particular $\tilde{X}$ is finite dimensional, whence $X=\tilde{X}$.

We remark that condition (3) is equivalent with the existence of a bounded, normconvex subset of $X$ containing the unit ball. Another equivalent condition is, that the normconvex hull of a bounded set $B$ (i.e. the smallest norm-convex set containing $B$ ) is bounded.

## ISOMETRIC EMBEDDINGS OF MEDIAN SPACES


#### Abstract

In the first section of this chapter we discuss two techniques which are of particular interest to us.

The paper [7] written by P. Assuoad and M. Deza contains two chapters of a projected (but not achieved) book on metric subspaces of $L_{1}(\mu)$ spaces. Among other things, they show that a metric space is isometrically embeddable in an $L_{1}(\mu)$ space, whenever its finite subsets are. As [7] is rather obscure we give full proofs of these results here.

Superextensions were introduced by de Groot in [32] in a topological setting. A fundamental property of the superextension of a space $X$ is that it behaves as a free algebra with members of $X$ as generators: any function of the original set to a median algebra extends to a median preserving function, defined over the superextension.

In section 2 we apply these techniques to show that median metric spaces correspond with metric subspaces of $L_{1}(\mu)$ and $K_{1}(\mu)$ spaces.

In section 3 we use completely different techniques to show that a median metric space embeds isometrically in an $l_{1}(n)$ iff it embeds as a median subalgebra. ( ${ }^{( }$)


## § 1 Preliminaries

1.1 Finite subspaces of $\mathbf{L}_{1}(\mu)$. We shall prove the following theorem.
1.2 Theorem. A metric space $(X, \rho)$ is isometrically embeddable in an $L_{1}(\mu)$ space iff the metric subspace ( $F, \rho_{\mid F}$ ) is isometrically embeddable in an $L_{1}(\mu)$ space for all finite subsets $F$ of $X$.

For a proof of this theorem we descend to the (larger) class of pseudo-metric spaces. A pseudo-metric space $(X, \rho)$ is $L$-embeddable if it is isometrically embeddable in an $L_{1}(\mu)$ space. First we introduce a special kind of $L$-embeddable spaces. A pseudo-metric space is called $K$ embeddable if it isometrically embeddable in the pseudo-metric space $K(X, \notin, \mu)$ for some measure space $(X, \&, \mu)$.
1.3 Lemma. ([7, Proposition 1.11]) A pseudo-metric space ( $X, \rho$ ) is L-embeddable iff it is $K$-embeddable.

[^12]Proof: All we need to verify is that $L_{1}(\mu)$ spaces themselves are $K$-embeddable. To this end, let $(N, \notin, \mu)$ be a measure space. Consider the product measure space:

$$
\left.\left(N \times \mathbb{R}, \notin \otimes A_{L}, \mu \otimes \mu_{L}\right) .{ }^{2}\right)
$$

We denote $\mu \otimes \mu_{L}$ by $v$. For $\bar{f} \in L_{1}(N ; \star \in, \mu)$ we define

$$
E(\bar{f})=\{(x, t) \in N \times \mathbb{R} \mid t>f(x)\} .
$$

Now we verify the following formulae:
(1) $E(\bar{f}) \Delta E(\overline{0}) \in \notin \otimes \otimes_{L}$
(2) $\int|\bar{f}| d \mu=v(E(\bar{f}) \Delta E(\overline{0}))$.

To this end, formulae (1) and (2) are evident for step functions of $(N, \bowtie, \mu)$; the general case easily follows from this.
Hence, the function $\bar{f} \rightarrow E(\bar{f}) \Delta E(\overline{0})$ is an isometry of $L_{1}(N, \notin, \mu)$ into $K\left(N \times \mathbb{R}, \notin \otimes \otimes_{L}, \mu \otimes \mu_{L}\right)$.
Let $X$ be a set. Define $J_{X}: X \rightarrow 2^{2^{X}}$ by
$J_{X}(x)=\{S \mid x \in S \subseteq X\}$.
Let $\sigma(X)$ denote the $\sigma$-algebra on $2^{X}$ generated by the sets $\left(J_{X}(x)\right)_{x \in X}$.
1.4 Lemma. If a pseudo-metric space ( $X, \rho$ ) is $K$-embeddable, then there is a measure $\mu$ on $\sigma(X)$ such that $(X, \rho)$ is isometrically embeddable in $K\left(2^{X}, \sigma(X), \mu\right)$.

Proof: Let $f: X \rightarrow K(N, A, \mu)$ be an isometric embedding. The function $f^{*}:(N, \mathbb{A}) \rightarrow\left(2^{X}, \sigma(X)\right)$ defined by $f^{*}(n)=\{x \in X \mid n \in f(x)\}$, is measurable as (we write $J$ for $J_{X}$ )

$$
\begin{equation*}
f^{*-1}(J(x))=f(x) . \tag{1}
\end{equation*}
$$

This allows us to define a measure $\mu_{f}$. by taking

$$
\mu_{f .}(U)=\mu\left(f^{*-1}(U)\right),
$$

for $V \in \sigma(X)$. By virtue of equality (1) we find that $J$ takes values in $K\left(2^{X}, \sigma(X), \mu_{f .}\right)$. We show that $J$ is in fact an isometrical embedding of $X$ into $K\left(2^{X}, \sigma(X), \mu_{f}\right.$.). To this end, let $x, y \in X$. Consider the following equalities:

$$
f^{*-1}(J(x) \Delta J(y))=f^{*-1}(J(x)) \Delta f^{*-1}(J(y))=f(x) \Delta f(y) .
$$

By assumption, the $\mu$-measure of this set equals $\rho(x, y)$.
Surprisingly, the following corollary is not stated in [7].
1.5 Corollary. If a finite metric space $(X, \rho)$ is isometrically embeddable in an $L_{1}(\mu)$ space, then it is isometrically embeddable in $\left(\mathbb{R}^{2^{|x|}},\| \| . \|_{s}\right)$.

Proof: If $(X, \rho)$ is isometrically embeddable in an $L_{1}(\mu)$ space, then it is isometrically embeddable in $K\left(2^{X}, \sigma(X), \mu\right)$ for some measure $\mu$. Let $N$ be the number of atoms in $\sigma(X)$, then clearly $N \leq 2^{|X|}$. One can easily verify that $K\left(2^{2^{x}}, \sigma(X), \mu\right)$ isometrically embeds in $\mathbb{R}^{N}$.

[^13]In section 2 we shall show that a finite metric median space $X$ can be embedded in $\mathbb{R}^{|X|-1}$.
1.6 Lemma. Let $\left(d_{i}\right)_{i \in D}$ be a net of pseudo-metrics on a (fixed) set $X$ converging pointwisely to a pseudo-metric d. Then, if $\left(X, \rho_{i}\right)$ is $K$-embeddable for each $i \in D$ then so is $(X, d)$.

Proof: By Lemma 1.4, for each $i \in D$ there exists a measure $\mu_{i}$ on $\sigma(X)$ such that $J_{X}$ is an isometric embedding of $\left(X, d_{i}\right)$ in $K\left(2^{2^{X}}, \sigma(X), \mu_{d_{i}}\right)$. As $[0, \infty]^{\sigma(X)}$, endowed with the topology of pointwise convergence, is compact, the net $\left(\mu_{d_{i}}\right)_{i \in D}$ has a converging subnet. Let $\mu$ be the limit of this subnet. Then $\mu$ is a finitely-additive measure, and $J_{X}$ is an isometric embedding of $(X, \rho)$ into $K\left(2^{2^{x}}, \sigma(X), \mu\right)$. Observe that the measure $\mu$ need not be countable additive. However, by Theorem I: 1.8 we can isometrically embed $K\left(2^{2^{2}}, \sigma(X), \mu\right)$, in $K_{1}\left(X^{\prime}, \notin, \mu^{\prime}\right)$ for some measure space $\left(X^{\prime}, \star, \mu^{\prime}\right)$. Whence, $(X, \rho)$ is $K$-embeddable.

Proof of Theorem 1.2: The "only if" part of the theorem is evident. For a proof of the "if" part: fix $b \in X$. Let $F$ be a finite subset of $X$. By $r_{F}: X \rightarrow F \cup\{b\}$ we denote the following retraction:

$$
r_{F}(x)= \begin{cases}x & \text { if } x \in F \\ b & \text { elsewhere }\end{cases}
$$

Now define the pseudo-metric $d_{F}$ on $X$ by $d_{F}(x, y)=\rho\left(r_{F}(x), r_{F}(y)\right)$.
By assumption, the space ( $X, d_{F}$ ) is $L$-embeddable, and whence (by Lemma 1.3) it is $K$ embeddable. Let $\mathcal{F}$ be the set of all finite subsets of $X$. Clearly $\rho$ is the pointwise limit of the net $\left(d_{Y}\right)_{Y \in \mathcal{F}}$ where $\mathscr{F}$ is directed by inclusion. Hence by Lemma $1.4 \rho$ is $K$-embeddable, whence $L$-embeddable.
1.7 Remark. By Corollary 1.5 we can reformulate Theorem 1.2 as:

A metric space $(X, \rho)$ is isometrically embeddable in an $L_{1}(\mu)$ space iff the metric subspace $\left(F, \rho_{\mid F}\right)$ is isometrically embeddable in $\left(\mathbb{R}^{2^{\left|\left.\right|^{F}\right|}},\| \| . \|_{s}\right)$ for all finite subsets $F$ of $X$.
1.8 Superextensions. Let $X$ be a set. A linked system in $2^{X}$ is a (non-empty) subcollection of $2^{X}$ consisting of pairwise intersecting sets. See [84]. The set of all maximal linked systems ( $m l s$ 's) in $2^{X}$, denoted by $\lambda(X)$, is called the superextension of $X .\left({ }^{3}\right)$ The superextension $\lambda(\{1, \cdots, n\})$ is simply denoted by $\lambda(n)$. For instance one can easily verify that for each $x \in X$ the collection of type $\{S \mid x \in S \subseteq X\}$, is a maximal linked system. Whence, the mapping $J_{X}: X \rightarrow \lambda(X)$ is a (set-theoretic) embedding. If $X=\{1, \cdots, n\}$ for some $n \in \mathbb{N}$, then this embedding is simply denoted by $J_{n}$.

Let $l \in \lambda(X)$. The following observations are easily verified.
(1) If $A \subseteq X$, then either $A \in l$ or $X \backslash A \in l$, but not both.
(2) If $A \in l$ and $B \supseteq A$, then $B \in l$.

[^14]Denote the median of the (distributive) lattice $2^{2^{x}}$ by $m_{*}$. The following is implicitly shown in [84, p. 4].
1.9 Lemma. $\lambda(X)$ is a median stable subset of $2^{2^{x}}$.

Proof: We have to verify that $m_{*}\left(l_{1}, l_{2}, l_{3}\right)$ is an mls for each $l_{1}, l_{2}, l_{3} \in \lambda(X)$. By definition we have $m_{*}\left(l_{1}, l_{2}, l_{3}\right)=\left(l_{1} \cap l_{2}\right) \cup\left(l_{1} \cap l_{3}\right) \cup\left(l_{2} \cap l_{3}\right)$. Hence the collection $m_{*}\left(l_{1}, l_{2}, l_{3}\right)$ is at least a linked system. Suppose that $A \subseteq X$ meets every element of $m_{*}\left(l_{1}, l_{2}, l_{3}\right)$, then at least two of the following formulae hold:

$$
A \in l_{1} ; A \in l_{2} ; A \in l_{3} .
$$

Indeed, if for instance $A \notin l_{1}$ and $A \notin l_{2}$, then $X \backslash A \in l_{1}$ and $X \mid A \in l_{2}$. Hence, $X \backslash A \in m_{*}\left(l_{1}, l_{2}, l_{3}\right)$, contradicting the assumption on $A$. From this observation we deduce that $A \in m_{*}\left(l_{1}, l_{2}, l_{3}\right)$.

In general the median subspaces $\lambda(X), \sigma(X)$ of $2^{2^{X}}$ are not comparable. It follows from [84], that the superextension of a finite set $X$, is the median stabilization of $\left\{J_{X}(x) \mid x \in X\right\}$. Whence in this situation $\lambda(X) \subseteq \sigma(X)$.

The following result is due to Verbeek [84]. We give an alternative proof.
1.10 Theorem. Let $X$ be a median space. Each function $f:\{1,2, ., n\} \rightarrow F$ can be extended (with respect to the standard embedding $J_{n}$ ) to a unique median preserving mapping $f^{\prime}: \lambda(n) \rightarrow X$.

Proof: The unicity of such an extension follows as $\lambda(n)$ is the median stabilization of $l_{n}(1), \cdots, l_{n}(n)$.

For $m \in \lambda(n)$ we take:

$$
f^{\prime}(m)=\underset{M \in m}{\cap} \operatorname{co}(f(M))
$$

The proof that $f^{\prime}$ is as desired goes in three steps.
First for $m \in \lambda(n)$, and for $M_{1}, M_{2} \in m$ we have that $f\left(M_{1}\right) \cap f\left(M_{2}\right) \neq \varnothing$. Hence, the convex sets appearing in the right-hand side of formula (1) meet two by two. As the cardinality of $m$ is finite, the right-hand side of (1) is at least non-empty.

Next, suppose that $x, y \in f^{\prime}(m)$. There exists a halfspace $H$ with $x \in H$ and $y \notin H$. Precisely one of the formulae $f^{-1}(H) \in m, f^{-1}(X \backslash H) \in m$ holds, say the first one. But then $\operatorname{co}\left(f\left(f^{-1}(H)\right)\right)$ misses $y$, contradicting the assumption that $y \in f^{\prime}(m)$. This shows that $f^{\prime}$ determines a function $\lambda(n) \rightarrow X$, as desired. That $f^{\prime}$ extends the standard embedding $J_{n}$ is evident.

Finally, we verify that $f^{\prime}$ is median preserving. To this end, let $l_{1}, l_{2}, l_{2} \in \lambda(X)$. Striving for a contradiction we suppose that

$$
a=m\left(f^{\prime}\left(l_{1}\right), f^{\prime}\left(l_{2}\right), f^{\prime}\left(l_{3}\right)\right) ; b=f^{\prime}\left(m_{*}\left(l_{1}, l_{2}, l_{3}\right)\right) ; a \neq b
$$

Let $H$ be a halfspace in $X$ with $a \in H$ and $b \notin H$. Clearly at least two of $f^{\prime}\left(l_{1}\right), f^{\prime}\left(l_{2}\right), f^{\prime}\left(l_{3}\right)$ must lie in $H$, say $f^{\prime}\left(l_{1}\right), f^{\prime}\left(l_{2}\right)$. Hence there are $M_{i} \in l_{i}(i=1,2)$, with $\operatorname{co}\left(f\left(M_{i}\right)\right) \subseteq H$. But now we have $M_{1} \cup M_{2} \in m_{*}\left(l_{1}, l_{2}, l_{3}\right)$, and therefore $b=f^{\prime}\left(m_{*}\left(l_{1}, l_{2}, l_{3}\right)\right) \in \operatorname{co}\left(f\left(M_{1} \cup M_{2}\right)\right) \subseteq H$, a contradiction.

The following result shall be of crucial importance.
1.11 Corollary. Let $(X, m)$ be a median space, and let $F \subseteq X$ be a finite set. Then the median stabilization med $(F)$ consists of at most $2^{2^{1+1}}$ points.

Proof: By Theorem 1.10 there exists a median preserving function $f^{\prime}: \lambda(\{1,2, \ldots, n\}) \rightarrow X$, that contains $F$ in its image. Clearly $\operatorname{Im}\left(f^{\prime}\right)$ is a median stable subset of $F$, i.e. $\operatorname{med}(F) \subseteq \operatorname{Im}\left(f^{\prime}\right)$. Also as $2^{2^{|f|}}$ consists of $2^{2^{|F|}}$ points, the cardinality of the subset $\lambda(\{1,2, \ldots, n\})$ is majorized by that number. Hence so is the set $\operatorname{Im}(f)$.

## § 2 Isometric embedding in $\mathbf{L}_{1}(\mu)$ spaces

2.1 Lemma. Let $(X, m)$ be a median algebra, and let $C$ be a subset with a gate function $p_{C}$. Then the set

$$
\text { cone }(C, a)=\left\{b \in X \mid b \in I\left(a, p_{C}(b)\right)\right\}
$$

is the smallest convex subset of $X$ including $C$ and $a$.
Proof: The only problem is to see that the right-hand side of the above formula is m convex. This can be obtained by "halfspace reasoning", see I: 2.15.

We will refer to cone $(C, a)$ as the cone with basis $C$ with apex $a$. Note that cone $(C, a)=c o(C \cup\{a\})$.
2.2 Lemma. Let $(X, \rho)$ be a median metric space, and let $C$ be a subset with gate function $p_{C}$. If $C \times \mathbb{R}$ is equipped with the sum metric $\rho_{s}$ then the function
$f_{C}:$ cone $(C, a) \rightarrow C \times \mathbb{R}, \quad x \rightarrow(p(x), \rho(x, p(x))$,
satisfies the following equality for all $x \in \operatorname{cone}(C, a)$ :
$\rho_{s}\left(f_{C}(x), f_{C}(a)\right)=\rho(a, x)$.
Proof: Let $x \in$ cone $(C, a)$. By Lemma 2.1, we have $x \in I\left(a, p_{C}(x)\right)$ and hence that $\rho(a, x)+\rho(x, p(x))=\rho(a, p(x))$.
Now consider the following equalities:

$$
\rho(p(x), p(a))+\rho(p(a), a)-\rho(p(x), x)=\rho(a, p(x))-\rho(p(x), x)=\rho(a, x) .
$$

The first equality follows by definition of the gate $p(a)$. The second equality is just property $\left.{ }^{*}\right)$. From ( ${ }^{* *}$ ) we conclude that

$$
\rho(p(a), a)-\rho(p(x), x)=\rho(a, x)-\rho(p(a), p(x)) .
$$

As $p$ is contractive (Proposition II: 4.1), the right-hand side of the equality is non-negative. Therefore, $\left({ }^{* *}\right)$ can be rewritten as

$$
\rho(p(x), p(a))+|\rho(p(a), a)-\rho(p(x), x)|=\rho(a, x)
$$

which gives the result.
2.3 Theorem. A median metric space $(X, \rho)$ with $n$ points is isometrically embeddable in $l_{1}(n-1)$.

Proof: We establish the theorem by induction on $n$. For $n=1$, the situation is clear. Suppose the result holds for median metric spaces with at most $n$ points, and suppose that $X$ has $n+1$ points. Let $\left(C_{i}\right)_{i=1}^{m}$ be a maximal chain of non-empty convex sets in $X$. We consider $C=C_{m-1}$. By virtue of the maximality of the chain, there is a point $a \in X$ such that $X=c o(C \cup\{a\})$. We shall show that the map $f_{C}: X \rightarrow C \times \mathbb{R}$, considered in the previous lemma, is an isometry.

To this end take $x, y \in \operatorname{cone}(C, a)$. If both $x, y$ are members of $C$ then, evidently, $\rho_{s}\left(f_{C}(x), f_{C}(y)\right)=\rho(x, y)$. If $x \in \operatorname{cone}(C, a) \mid C$, then cone $(C, x)=\operatorname{cone}(C, a)$ (otherwise we could insert an extra term cone $(C, x)$ in the above chain). By Lemma 2.2 we conclude that $\rho_{s}\left(f_{C}(x), f_{C}(y)\right)=\rho(x, y)$. Therefore $f_{C}$ is an isometry. Now $C$ has at most $n$ points and by inductive assumption, it embeds isometrically in $l_{1}(n-1)$. This yields an isometric embedding of $X$ in $l_{1}(n-1) \times \mathbb{R}$ (sum norm), which in turn is isometric with $l_{1}(n)$.
2.4 Theorem. For a metric space $(X, \rho)$, the following conditions are equivalent.
(1) $(X, \rho)$ is a median metric space.
(2) $(X, \rho)$ is a median stable subspace of an $L_{1}(\mu)$-space.
(3) $\quad(X, \rho)$ is a median stable subspace of a $K_{1}(\mu)$-space.

Proof: The implications (3),(2) $\rightarrow$ (1) are obvious. For a proof of implication (1) $\rightarrow(2)$, take any finite set $F$ in $X$. By Corollary 1.11 the median stabilization $\operatorname{med}(F)$ of $F$ is finite. Hence the metric space $\left(\operatorname{med}(F), \rho_{\mid \operatorname{med}(F)}\right)$ is median. By Theorem 2.3, we conclude that $\left(\operatorname{med}(F), \rho_{\mid \operatorname{med}(F)}\right)$ is isometrically embeddable in a (finite dimensional) $L_{1}(\mu)$ space. In particular, its metric subspace $\left(F, \rho_{F}\right) \subset\left(\operatorname{med}(F), \rho_{\mid \operatorname{med}(F)}\right)$ is isometrically embeddable in an $L_{1}(\mu)$ space. Now Theorem 1.2 and Lemma 1.3 finish the proof of the theorem.

## § 3 Congruences and optimality

We recall the following results. Let $(X, m)$ be a median algebra. If $f: X \rightarrow Y$ is a surjective, median preserving function, then $f$ maps convex sets onto convex sets (Theorem I: 4.8). Moreover, if the convex set $C \subseteq X$ is gated, then so is $f(C)$, and the respective gate functions commute with $f$-see Corollary I: 4.11. We finally remark that a gate function preserves the median, as one can verify by "halfspace reasoning" (see I: 2.15).

For each pair of disjoint convex sets $C, D$ in a median algebra $X$ there is a homomorphism $X \rightarrow\{0,1\}$ mapping $C$ to 0 and $D$ to 1 -see Theorem I: 4.19. This result is frequently applied in case $C=\{a\}, D=\{b\}$. In a situation where $I(a, b)=\{a, b\}$, the commuting of homomorphisms with gate maps implies that, up to interchanging 0,1 , there can be only one homomorphism separating such a pair of points.

By a congruence relation on $X$ is meant an equivalence relation $\equiv$ such that $m\left(a_{1}, b, c\right) \equiv m\left(a_{2}, b, c\right)$ whenever $a_{1} \equiv a_{2}$. For a congruence " $\equiv$ " on $X$, consider the quotient $q: X \rightarrow X / \equiv$. An induced median $\tilde{m}$ can be defined on $X / \equiv$ as follows:
$\tilde{m}(q(a), q(b), q(c))=q m(a, b, c)$.
By definition, $q$ is a median-preserving function. Conversely, every median-preserving function of median algebras induces a congruence relation on its domain in the obvious way.
3.1 Lemma. ([8]) Each congruence relation on a product $X_{1} \times X_{2}$ of two median algebras $X_{1}, X_{2}$ is the product of a congruence on $X_{1}$ with a congruence on $X_{2}$.

Proof: Let $X=X_{1} \times X_{2}$ and fix a point of reference $c=\left(c_{1}, c_{2}\right) \in X$. The following two sets are gated:

$$
C_{1}=\left\{c_{1}\right\} \times X_{2} ; C_{2}=X_{1} \times\left\{c_{2}\right\}
$$

Let $q: X \rightarrow \bar{X}$ be the quotient function, associated with the given congruence on $X$. We obtain convex sets $q\left(C_{i}\right)=\bar{C}_{i} \subseteq \tilde{X}$ which are gated. Let $p_{i}: X \rightarrow C_{i}$ and $\tilde{p}_{i}: \tilde{X} \rightarrow \tilde{C}_{i}$ denote the gate functions ( $i=1,2$ ). This gives a median preserving function

$$
\tilde{p}=\left(\tilde{p}_{1}, \tilde{p}_{2}\right): \tilde{X} \rightarrow \tilde{C}_{1} \times \tilde{C}_{2}
$$

which we show to be an isomorphism.
As homomorphisms commute with gate functions, we have equalities $\tilde{p}_{i} \circ q=q \circ p_{i}$ for $i=1,2$. It follows that $\tilde{p}$ is surjective. Let $b=\left(b_{1}, b_{2}\right) \in X$. By using the idempotent law of the constituting factor medians, we see that $m\left(\left(c_{1}, b_{2}\right), c,\left(b_{1}, c_{2}\right)\right)=c$. Hence $c$ is the infimum in $\left(X, \leq_{c}\right)$ of ( $c_{1}, b_{2}$ ) and ( $b_{1}, c_{2}$ ). Similarly, $b$ is the infimum in $\left(X, \leq_{b}\right)$ of $\left(b_{1}, c_{2}\right)$ and $\left(c_{1}, b_{2}\right)$. As median preserving functions also preserve basepoint orders, we find that the point $q(b)$ is the infimum in $\left(\bar{X}, \leq_{q(b)}\right)$ of $u=q\left(c_{1}, b_{2}\right)$ and $v=q\left(b_{1}, c_{2}\right)$. Hence $q(b)$ is the supremum of $u, v$ in the basepoint order of $q(c)$. Now $u=\tilde{p}_{1} q(b)$ and $v=\tilde{p}_{2} q(b)$, and injectivity easily follows.

If each non-trivial congruence relation on a median algebra $X$ identifies some points of the subset $Y$, then $Y$ is said to be optimal in $X$.
3.2 Proposition. Let $Y$ be a subset of a product $X_{1} \times X_{2}$ of two median algebras. Then there exist median-preserving quotients

$$
q_{i}: X_{i} \rightarrow \tilde{X}_{i}
$$

of $X_{i}(i=1,2)$ such that $q_{1} \times q_{2}$ is injective on $Y$ and $q(Y)$ is optimal in $\tilde{X}_{1} \times \tilde{X}_{2}$.
Proof: Evidently, if a nest of congruence relations is given on a median algebra $X$, then its union is again a congruence relation. A simple application of Zorn's lemma yields a congruence relation $\equiv$ on $X_{1} \times X_{2}$, maximal with the property that no two distinct points of $Y$ are related. By Lemma 3.1, the relation $\equiv$ splits over the factors, yielding the desired quotients.

In the next results we operate on product sets $X_{h} \times X_{v}$. The labels " h " and " v " refer to the viewpoint of a "horizontal" resp. "vertical" factor. The coordinate projections are denoted by

$$
\pi_{h}: X_{h} \times X_{v} \rightarrow X_{h} ; \pi_{v}: X_{h} \times X_{v} \rightarrow X_{v} .
$$

A pair of points $a \neq b$ in $X_{h} \times X_{v}$ is called horizontal (vertical) provided the vertical (horizontal) projection $\pi_{v}\left(\pi_{h}\right)$ identifies the pair. A pair which is neither horizontal nor vertical is called skew. A few lemmas are required.
3.3 Lemma. Let $a, b, c, d$ be four points in a product of two median algebras, and let

$$
c=m(c, d, a) ; d=m(c, d, b) .
$$

If $a, b$ is $a$ horizontal (vertical) pair, then so is $c, d$.
Proof: Just use that the product's median commutes with both factor projections.
The diagonal of $[0,1]^{2}$ is a typical example of a non-optimally embedded algebra. The (subalgebra) interval between $(0,0)$ and $(1,1)$ allows no horizontal pair, and yet the pair of endpoints is not a vertical one. In contrast we have:
3.4 Lemma. Let $X$ be a median algebra which is optimally embedded in $X_{h} \times X_{v}$, and let $a, b \in X$. If $I_{X}(a, b)$ includes no horizontal pair, then $a, b$ is $a$ vertical pair.

Proof: Assume to the contrary that

$$
a_{h}=\pi_{h}(a) \neq b_{h}=\pi_{h}(b)
$$

and consider the smallest congruence relation $\equiv$ on the product space which identifies the convex set $C=I_{h}\left(a_{h}, b_{h}\right) \times\left\{b_{v}\right\}$, viz.,

$$
\begin{equation*}
u \equiv v \Leftrightarrow \exists u^{\prime}, v^{\prime} \in C: u=m\left(u^{\prime}, u, v\right) ; v=m\left(v^{\prime}, u, v\right) \tag{*}
\end{equation*}
$$

(cf. Bandelt and Hedlikova [8]). Suppose $u \neq v$ in $X$ are congruent under $\equiv$, and let $u^{\prime}, v^{\prime} \in C$ be corresponding points as in (*). Being in $C$, these points constitute a horizontal pair. By Lemma 3.3, $u, v$ are horizontal, and so are the projections

$$
\bar{u}=m(a, b, u) ; \bar{v}=m(a, b, v)
$$

onto the interval $I(a, b)$. These points are in $I_{X}(a, b)$ since $X$ is median stable, so by assumption, $\bar{u}=\bar{v}$. The definition of gate gives that

$$
\bar{u} \in I_{X}\left(u, u^{\prime}\right)
$$

whereas the intersection of the intervals $I_{X}(u, v)$ and $o_{X}\left(u, u^{\prime}\right)$ consists of $u$ only. Hence, $u$ is the gate of $\bar{u}$ in $I_{X}(u, v)$. Similarly, $v$ is the gate of $\bar{v}$ in $I_{X}(u, v)$. As $\bar{u}=\bar{v}$, this is a contradiction. We conclude that some further identification can be performed on $X_{h} \times X_{v}$ without touching at $X$, and the embedding is not optimal.
3.5 Construction. Let $(X, \rho)$ be a median metric space which is embedded as a subalgebra of $X_{h} \times X_{v}$, and let $a, b \in X$. We construct three real numbers

$$
\rho_{h}(a, b), \rho_{v}(a, b), \rho_{s}(a, b) \geq 0
$$

as follows. Let $F \subseteq I_{X}(a, b)$ be a finite median-stable set including $a, b$, and let $K \subseteq F$ be a maximal totally ordered set (a maximal chain) in the basepoint order $\leq_{a}$ joining $a, b$. We let $\rho_{h, K}$ (resp. $\rho_{v, K}, \rho_{s, K}$ ) be the sum of all distances between successive points of $K$ which constitute a horizontal (resp., vertical, skew) pair. Note that

$$
\rho_{h, K}+\rho_{v, K}+\rho_{s, K}=\rho(a, b),
$$

since each point other than $a$ is taken from the metric interval between its predecessor and $b$.
We first verify that these numbers do not depend on the particular choice of $K$. Suppose $K^{\prime} \subseteq F$ is another maximal chain joining $a, b$. In the finite median algebra $F$, each "atomic pair" (i.e., a pair of type $x, y$ such that $I_{F}(x, y)=\{x, y\}$ ) can be separated by exactly one homomorphism $X \rightarrow\{0,1\}$. If we pick one atomic pair of successors in $K$, then the corresponding map separates between $a, b$, and hence it somewhere cuts an atomic pair of $K^{\prime}$. As this chain is increasing, only one such pair is cut. This establishes a bijective correspondence ( ${ }^{4}$ ) between successor pairs of $K$ and of $K^{\prime}$. Two corresponding pairs - say: $u<v$ in $K$ and $u^{\prime}<v^{\prime}$ in $K^{\prime}$ - yield mutual gates $u, u^{\prime}$ and $v, v^{\prime}$, and hence they are of the same type and at the same distance.

So we arrive at three numbers $\rho_{h}(F), \rho_{v}(F), \rho_{s}(F) \geq 0$, the sum of which equals $\rho(a, b)$. If $G \supseteq F$ is another finite median-stable subset of $I_{X}(a, b)$, then each maximal chain $K$ in $F$ extends to a maximal chain $L$ in $G$. Evidently, a horizontal (resp. vertical) atomic pair of $K$ subdivides into atomic pairs of $L$ which are exclusively horizontal (resp. vertical). A skew atomic pair of $K$ may subdivide into a mixture of all three types. In each case, the distances sum up to the distance of the original atomic pair of $K$. We conclude that

$$
\rho_{h}(F) \leq \rho_{h}(G), \rho_{\nu}(F) \leq \rho_{v}(G), \rho_{s}(F) \geq \rho_{s}(G)
$$

Now the collection of all finite median-stable subsets of $I_{X}(a, b)$ is updirected under inclusion. The previous observations yield three numbers

$$
\rho_{h}(a, b)=\sup _{F} \rho_{h}(F) ; \rho_{v}(a, b)=\sup _{F} \rho_{v}(F) ; \rho_{s}(a, b)=\inf _{F} \rho_{s}(F)
$$

such that

$$
\rho(a, b)=\rho_{h}(a, b)+\rho_{v}(a, b)+\rho_{s}(a, b)
$$

3.6 Proposition. Let $(X, \rho)$ be a metric median space which is optimally (algebraically) embedded into a product $X_{h} \times X_{v}$ of median algebras. Then:
(1) Each of the functions $\rho_{h}, \rho_{v}, \rho_{s}$ is a pseudo-metric on $X$.
(2) A pair of points $a, b \in X$ is horizontal (vertical) iff $\rho_{\nu}(a, b)=0\left(\rho_{h}(a, b)=0\right)$. In either case, $\rho_{s}(a, b)=0$.
(3) If $a, a^{\prime}$ and $b, b^{\prime}$ are horizontal pairs, then $\rho_{s}(a, b)=\rho_{s}\left(a^{\prime}, b^{\prime}\right)$ and $\rho_{v}(a, b)=\rho_{v}\left(a^{\prime}, b^{\prime}\right)$. A similar statement holds for vertical pairs.
(4) If $c \in I_{X}(a, b)$ then $\rho_{*}(a, b)=\rho_{*}(a, c)+\rho_{*}(c, b)$, where the subscript "*" denotes any of $h, v, s$.
(5) If $c \in X$ and $\pi_{h}(c) \notin \pi_{h} I_{X}(a, b)$, then $\rho_{h}(a, b)<\rho_{h}(a, c)+\rho_{h}(c, b)$. A similar formula works for the projection $\pi_{\nu}$.
Proof: (1): The properties $\rho_{*}(a, b)=0$ if $a=b$, and

- This argument also shows that maximal chains between two points are of equal length. Compare Theorem I: 4.26.

$$
\rho_{*}(a, b)=\rho_{*}(b, a),
$$

are straightforward for all three functions. As for the triangle inequality, consider $a, b, c \in X$. It suffices to verify the property on a collection of finite median stable subsets of $X$ including $a, b, c$ and inducing a cofinal collection of subsets on each of the intervals $I_{X}(a, b), I_{X}(a, c), I_{X}(c, b)$.

To this end, consider three finite median stable subsets $F_{a b}, F_{a c}, F_{c b}$ of the respective intervals and let $F$ be the (finite) median stabilization of $F_{a b} \cup F_{a c} \cup F_{c b}$. Consider maximal chains $K_{a c}, K_{c b} \subseteq F$ joining the points referred to by the label. We project the points of $K_{a c} \cup K_{c b}$ into $I_{X}(a, b)$ by the map $m(a, b, \cdots)$. The images are in $F \cap I_{X}(a, b)$ by median stability. An atomic pair is either identified, or it maps to another atomic pair of $F$, in which case the corresponding endpoints form mutual gates and the image pair is of the same type. Finally, pairs which correspond under mutual gate mappings are isometric (since gate projections are non-expansive).
(2): If $a, b \in X$ is a vertical pair of points then evidently each discrete chain in $I_{X}(a, b)$ is built with vertical pairs. Hence there is no contribution to $\rho_{h}$ or to $\rho_{s}$. The converse follows from Lemma 3.4
(3): Think of two horizontal pairs. By the triangle inequality we have

$$
\rho_{s}(a, b) \leq \rho_{s}\left(a, a^{\prime}\right)+\rho_{s}\left(a^{\prime}, b^{\prime}\right)+\rho_{s}\left(b^{\prime}, b\right)
$$

The first and third term are zero by (2). The opposite equality obtains similarly. The same kind of argument works with $\rho_{s}$ replaced by $\rho_{v}$.
(4): The argument is a simplification of the one given in (1): consider all finite median stable subsets of $I_{X}(a, b)$ which contain $a, b, c$. As the choice of a maximal chain in a given median stable subset is irrelevant, we need only consider chains through $c$. The result follows easily.
(5): Let $d=m(a, b, c)$. Then $d$ is in each of the intervals $I_{X}(a, b), I_{X}(a, c), I_{X}(c, b)$, and three applications of (4) give

$$
\rho_{h}(a, c)+\rho_{h}(c, b)-2 \cdot \rho_{h}(c, d)=\rho_{h}(a, b) .
$$

Now the pair of points $c, d$ is not vertical, since $\pi_{h}(d)$ is in $I_{X}\left(\pi_{h}(a), \pi_{h}(b)\right)$ and $\pi_{h}(c)$ is not. Hence, by (2), $\rho_{h}(c, d)>0$.
3.7 Corollary. Let the median metric space $(X, \rho)$ be optimally embedded as a subalgebra of $X_{h} \times X_{v}$, and suppose that the coordinate projections map $X$ surjectively onto each of the factors. Then there exists a metric $\rho_{h}$ on $X_{h}$ and a metric $\rho_{v}$ on $X_{v}$ with the following properties.
(1) $\rho_{h}$ generates the median of $X_{h}$ and $\rho_{\nu}$ generates the median of $X_{\nu}$.
(2) $\rho=\rho_{h}+\rho_{v}$.

Proof: Given two points $a_{h}, b_{h} \in X_{h}$, choose pre-images $a, b \in X$. With the above notation, we put

$$
\begin{equation*}
\rho_{h}\left(a_{h}, b_{h}\right)=\rho_{h}(a, b)+1 / 2 \rho_{s}(a, b) \tag{*}
\end{equation*}
$$

Note that if different representatives $a^{\prime}, b^{\prime}$ are taken in $X$, then $a, a^{\prime}$ and $b, b^{\prime}$ are vertical pairs and by Proposition 3.6(3), the terms at the right-hand side of $\left(^{*}\right)$ remain unchanged. This defines a metric by Proposition $3.6(1)$ and (2), which is compatible with the median of $X_{h}$ by Proposition 3.6(4) and (5). After defining a metric $\rho_{v}$ on $X_{v}$ in the same way, we obtain that the metric $\rho$ of $X$ satisfies $\rho=\rho_{h}+\rho_{\nu}$, as required.
3.8 Proposition. Let $(X, \rho)$ be a median metric space which embeds algebraically into a totally ordered set. Then there is an isometric embedding of $(X, \rho)$ into the real line.

Proof: $X$ is assumed to be a median stable subset of a totally ordered set $L$. This yields that the median convexity of $X$ is the relative convexity, induced from the (standard) order convexity of $L$. In particular, the interval function of $X$ is derived from the relative total order induced on $X$. In the sequel we consider $X=L$.

Define a function $f: X \rightarrow \mathbb{R}$ as follows. Fix $0 \in X$ and put
$f(x)=\left\{\begin{array}{rll}\rho(0, x) & \text { if } & x>0 \\ -\rho(0, x) & \text { if } & x \leq 0 .\end{array}\right.$
To see that $f$ is an isometric embedding into $\mathbb{R}$, let $a, b \in X$. For reasons of symmetry we need only consider the following two possibilities.

CASE I: $0<a<b$. Following the order-theoretic definition of $I(a, b)$, we have $a \in I(0, b)$. Following the metric definition of $I(a, b)$, we find $\rho(0, a)+\rho(a, b)=\rho(0, b)$. Hence $f(b)-f(a)=\rho(a, b)$.

CASE II: $a<0<b$. This time, we have $\rho(a, 0)+\rho(0, b)=\rho(a, b)$, and hence $-f(a)+f(b)=\rho(a, b)$.

Combining the previous results leads us to the following.
3.9 Theorem. Let $(X, \rho)$ be a median metric space which embeds algebraically into a product of $n$ totally ordered sets. Then there is an isometric embedding of $(X, \rho)$ into $l_{1}(n)$.

Proof: We proceed by induction on the number $n$ of factors. For $n=1$ this is the previous result. Let $X$ be algebraically embedded into $\prod_{i=1}^{n+1} L_{i}$. By Proposition 3.2, we obtain an optimal embedding of $X$ into a product of a quotient of $\prod_{i=1}^{n} L_{i}$ with a quotient of $L_{n+1}$. As median-preserving functions also preserve intervals and basepoint orders, it is evident that the quotient of a totally ordered median algebra is totally ordered. By (inductive) application of Lemma 3.1, we see that the former quotient is again a product of $n$ totally ordered sets. Let $X_{h}$ be the projection image of $X$ into this product, and let $X_{\nu}$ denote the other projection image of $X$. By Corollary 3.7, we obtain median metrics on each of the spaces $X_{h}, X_{v}$, such that the corresponding "sum metric" on $X_{h} \times X_{\nu}$ agrees with the given metric of $X$. By the induction hypothesis, these metric factor spaces can be isometrically re-embedded in, respectively, $l_{1}(n)$, and $\mathbb{R}$. The sum-metric on the product of these two spaces corresponds exactly with the sumnorm of $l_{1}(n+1)$.

We remark that the restriction to finitely many factors is essential: there exists a median metric space which is algebraically embeddable in $\mathbb{R}^{\mathbb{N}}$ but can not be isometrically embedded in $l_{1}(\mathbb{N})$. Indeed, consider the following dense subspace of $L_{1}([0,1])$
$W=\{f ; \mathbb{Q} \rightarrow \mathbb{R} \mid f$ is continuous $\}$.
In view of Corollary IV: $2.11, W$ cannot be isometrically embedded in any $l_{1}(I)$ space.
The application of Theorem 3.9 requires a method of verifying whether a median (metric) space is algebraically in a product of totally ordered sets. The following result was found by E. Evans [23].
3.10 Theorem. The following are equivalent for a median algebra $(X, m)$.
(1) $m(a, b, c) \in\{a, b, c\} \quad \forall a, b, c \in X$.
(2) Either, $X$ is embeddable in a totally ordered set (as a subalgebra), or it is a graphic square.
Combining the previous theorem with Proposition 3.8 we obtain:
3.11 Corollary. A median metric space $X$ satisfying formula $3.10(1)$ is either a metric subspace of $\mathbb{R}$ or a graphic square.

## AMALGAMATING SPACES


#### Abstract

Suppose we have two geometric interval spaces $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ such that $X_{1} \cap X_{2}$ is gated in both spaces. In section 1 we shall show that the interval operators $I_{1}, I_{2}$ can be extended in a canonical way to the whole of $X=X_{1} \cup X_{2}$. This yields an interval operator $I$ on $X$, which is the unique geometric extension to $X$ of $I_{1}, I_{2}$, such that the sets $X_{1}, X_{2}$ are gated. Uniqueness of such extensions is relevant as this enables us to recover a geometric interval space from a cover of (two) convex sets.

In section 2 we obtain a construction to extend compatible metrics on ( $X_{1}, I_{1}$ ) and $\left(X_{2}, I_{2}\right)$ to the whole of $(X, I)$. As compatible metrics on median spaces have the (F,2)-IP, we this yields a method to construct such metrics on certain median interval spaces. This construction is applied in section 3 to create median and hyperconvex metrics on collapsible polyhedra.


## § 1 The amalgamation of geometric interval spaces

For convenience we introduce the following convention. Let $X_{1}, X_{2}, \cdots, X_{n}, Y$ be sets. A set of functions $f_{i}: X_{i}^{2} \rightarrow Y(i=1,2, \cdots, n)$ is said to be matching if for all $1 \leq i, j \leq n$ the mappings $f_{i}, f_{j}$ coincide on $\left(X_{i} \cap X_{j}\right)^{2}$ (this set may be empty). Subsets of type $X_{i} \cap X_{j}$ with $i \neq j$ are called connectors.

We now come to an extension theorem for geometric interval operators. This result was inspired by a result of van de Vel [80, Theorem 3.1], where an extension theorem for (topological) median convexities is shown (cf. Theorem 1.4 below).
1.1 Theorem. Suppose that $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ are matching geometric interval spaces, with a commonly gated connector. Let $p_{i}: X_{i} \rightarrow X_{1} \cap X_{2}$ be the gate function ( $i=1,2$ ). Then there is one and only one geometric interval operator $I$ on $X_{1} \cup X_{2}$ that extends $I_{1}$ and $I_{2}$ with the property that an I-interval that meets $X_{1}$ and $X_{2}$ also meets $X_{1} \cap X_{2}$. If $a \in X_{1}$ and $b \in X_{2}$, then I is given by

$$
\begin{equation*}
I(a, b)=I_{1}\left(a, p_{2}(b)\right) \cup I_{2}\left(p_{1}(a), b\right) . \tag{1.1.1}
\end{equation*}
$$

Proof: Let $l$ be the extension of $I_{1}, I_{2}$ satisfying formula (1.1.1). Then $I$ is at least a (well-defined) interval operator on $X_{1} \cup X_{2}$. Let $x_{i} \in X_{i}$ and let $\leq_{x_{i}}^{i}$ denote the (original) basepoint order of $\left(X_{i}, I_{i}\right)(i=1,2)$. The basepoint relation of $I$ shall be denoted by $\leq_{x}$
( $x \in X_{1} \cup X_{2}$ ). The following formula describes the compatibility of $\leq$ and $\leq^{i}$. If $a \in X_{1}, b \in X_{2}$ and $x \in X_{1}$, then

$$
\begin{equation*}
x \leq_{a} b \Leftrightarrow x \leq_{a}^{1} p_{2}(b) \tag{2}
\end{equation*}
$$

A similar formula holds for $x \in X_{2}$. The implication from right to left in (2) is evident. Let $x \leq_{a} b$. In view of the definition of $I$ we only have to consider the situation that $x \in I_{2}\left(p_{1}(a), b\right)$ (see Figure 1.1).


Fig. 1.1: extending matching interval spaces

As $x$ is a member of the connector we have $p_{2}(b) \leq_{b}^{2} x$ by definition of a gate. By the geometric property of $I_{2}$ we conclude $x \in I_{2}\left(p_{1}(a), p_{2}(b)\right)$, i.e. $x \in I_{1}\left(p_{1}(a), p_{2}(b)\right)$. By the geometric property of $I_{1}$ the last set is contained in $I_{1}\left(a, p_{2}(b)\right)$.

For a proof that $I$ is geometric we use (I: 3.2). To this end, let $a, b, x, y \in X_{1} \cup X_{2}$ and $y \leq_{a} b$ and $x \leq_{a} y$. We have to show that

$$
\begin{equation*}
x \leq_{b} a, y \leq_{b} x \tag{4}
\end{equation*}
$$

We may assume that $a, x \in X_{1}$ and $b, y \in X_{2}$, since by formula (2) other situations reduce to the original interval spaces. With the aid of formula (2) and the definition of gate we obtain the following implications:

$$
x \leq_{a} y \Rightarrow\left\{\begin{array}{l}
x \leq_{a}^{1} p_{1}(x) \leq_{a}^{1} p_{2}(y)\left({ }^{*}\right) \\
p_{1}(x) \in I_{1}\left(p_{1}(a), p_{2}(y)\right)\left({ }^{* *}\right)
\end{array} ; y \leq_{a} b \Rightarrow\left\{\begin{array}{l}
y \leq_{b}^{2} p_{2}(y) \leq_{b}^{2} p_{1}(a)(+) \\
p_{2}(y) \in I_{2}\left(p_{2}(b), p_{1}(a)\right)
\end{array}\right.\right.
$$

Combining $\left({ }^{* *}\right)$ and $(+)$ yields $y \leq_{b}^{2} p_{1}(x)$, i.e. $y \leq_{b} x$ by formula (2). We obtain $p_{2}(y) \leq_{a}^{1} p_{2}(b)$ by using the definition of the gate $p_{1}(a)$ on (++). Combining this with formula (*) yields $x \leq_{a}^{1} p_{2}(b)$, i.e. $x \leq_{a} b$ by formula (2). This completes the proof of (4), showing that $I$ is geometric.

One can readily verify that an interval $I(a, b)$ meeting $X_{1}$ and $X_{2}$ will meet $X_{1} \cap X_{2}$ in the gate of $a$ (or $b$ ) in $X_{1} \cap X_{2}$.

For a proof of unicity, suppose that $\bar{I}$ is another geometric extension of $I_{1}, I_{2}$ onto $X_{1} \cup X_{2}$ as described. Let $a \in X_{1}$ and $b \in X_{2}$, and let $z \in \bar{I}(a, b) \cap X_{1} \cap X_{2}$. Then

$$
p_{1}(a) \in I_{1}(a, z)=\bar{I}(a, z) \subseteq \bar{I}(a, b)
$$

Hence the point $p_{1}(a)$ is the gate of $a$ in $X_{2}$. Similarly the point $p_{2}(b)$ is the gate of $b$ in $X_{1}$. By the assumed geometrical property of $\bar{I}$ we obtain that the sets $I\left(a, p_{2}(b)\right)$ and $I_{2}\left(p_{1}(a), b\right)$ are
subsets of $\bar{I}(a, b)$, i.e. $I(a, b)$ is contained in $\bar{I}(a, b)$. Let $x \in \bar{I}(a, b)$, say $x \in X_{1}$. We established earlier that $p_{2}(b)$ is the gate of $b$ in $X_{1}$, so in particular $p_{2}(b) \in \bar{I}(b, x)$. By the assumed geometric property of $\bar{I}$ we deduce that $x \in \bar{I}\left(p_{2}(b), a\right)$, that is $x \in I(a, b)$. As $a \in X_{1}$ and $b \in X_{2}$ were arbitrary we conclude that $\bar{I}=I$.

The geometric interval space $\left(X_{1} \cup X_{2}, I\right)$ described in the previous theorem, is called the (geometric) amalgamation of $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$. We remark that if we do not require the intersection-property of intervals appearing in the previous theorem, then there may be more than one extension on $X_{1} \cup X_{2}$. See Theorem 1.4 below for an affirmative result on modular spaces.

The following result, which is easily verified, provides us with a different description of the geometric amalgamation.
1.2 Proposition. Let $(X, I)$ be a geometric interval space and let $X_{1}, X_{2}$ be subsets of $X$ such that $X_{1} \cup X_{2}=X$ and $X_{1} \cap X_{2}$ is gated in $X$. Then following are equivalent.
(1) Every I-interval meeting $X_{1}$ and $X_{2}$ also meets $X_{1} \cap X_{2}$.
(2) The subsets $X_{1}, X_{2}$ are gated in $X$.

In the above situation, the gate maps $X \rightarrow X_{1}$ and $X_{2} \rightarrow X_{1} \cap X_{2}$ coincide on $X_{2}$.
1.3 Matching modular spaces. For modular interval spaces there is a simpler description of the geometric amalgamation.
1.4 Theorem. Suppose that $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ are matching modular interval spaces with a commonly gated connector. Then,
(1) The amalgamation interval operator I of $X_{1}, X_{2}$ is the unique modular interval operator on $X_{1} \cup X_{2}$ that extends $I_{1}$ and $I_{2}$.
(2) If $a \in X_{1}$ and $b, c \in X_{2}$ then,
$M(a, b, c)=M_{2}\left(p_{1}(a), b, c\right)$.
In particular, if $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ are median then so is the amalgamation.
Proof: The validity of statement (2) follows from the description of the amalgamation interval operator (Formula 1.1.1) and Formula (2) appearing ${ }^{\prime} \mathrm{n}$ the proof of Theorem 1.1.

It immediately follows from (2) that the geometric amalgamation of $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ is modular. We are left with the unicity part of (2). To this end, let $\bar{I}$ be another interval operator as described in the theorem. Aiming at the use of Theorem 1.1, Let $a \in X_{1}$ and $b \in X_{2}$. Let $p_{1}(a)$ be the gate of $a$ in $X_{1} \cap X_{2}$. By assumption there is a point

$$
x \in \bar{I}\left(a, p_{1}(a)\right) \cap \bar{I}(a, b) \cap \bar{I}\left(b, p_{1}(a)\right)
$$

As $\bar{I}$ extends $I_{1}, I_{2}$ we conclude that $x \in I_{1}\left(a, p_{1}(a)\right) \cap I_{2}\left(b, p_{1}(a)\right)$, i.e. $x \in X_{1} \cap X_{2}$. Hence, $\bar{I}(a, b)$ meets $X_{1} \cap X_{2}$. We can now apply Theorem 1.1 to obtain $\bar{I}=I$.
1.5 Matching metric interval spaces. A collection $\left\{\left(X_{i}, \rho_{i}\right) \mid i=1,2, \cdots, n\right\}$ of metric spaces is said to be matching provided the metric functions are matching, and all connectors $X_{i} \cap X_{j}$ are closed in $X_{i}(1 \leq i \neq j \leq n)$.

Let $\left(X_{1}, \rho_{1}\right)$ and $\left(X_{2}, \rho_{2}\right)$ be two matching metric spaces with a non-empty connector. We construct an extension $\rho$ of $\rho_{1}, \rho_{2}$ on $X_{1} \cup X_{2}$ as follows.

$$
\rho\left(x_{1}, x_{2}\right)=\inf _{c \in X_{1} \cap X_{2}} \rho_{1}\left(x_{1}, c\right)+\rho_{2}\left(c, x_{2}\right) \quad\left(x_{1} \in X_{1}, x_{2} \in X_{2}\right) .
$$

It is easy to see that $\rho$ is a metric on $X \cup X_{2}$. This metric is called the path-metric with respect to $\rho_{1}, \rho_{2}$. In general the path-metric is not the only extension of $\rho_{1}$ and $\rho_{2}$, but it is the largest metric extension on $X_{1} \cup X_{2}$. The induced topology on $X \cup X_{2}$ is independent of the extension and equals the "Whitehead topology", see below.
1.6 Theorem. Let $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ be matching interval spaces with a commonly gated connector. Suppose that $I_{1}, I_{2}$ are derived from matching metrics $\rho_{1}$ and $\rho_{2}$ on $X_{1}$ and $X_{2}$ respectively. Then the following hold.
(1) The path-metric $\rho$ w.r.t. $\rho_{1}, \rho_{2}$ is the unique metric on $X_{1} \cup X_{2}$ extending $\rho_{1}$ and $\rho_{2}$ and inducing the amalgamation interval operator $I$.
(2) For $a \in X_{1}$ and $b \in X_{2}$ we have:

$$
\rho(a, b)=\rho_{1}\left(a, p_{1}(a)\right)+\rho_{2}\left(p_{1}(a), b\right)
$$

Moreover, if the metrics $\rho_{1}, \rho_{2}$ are convex then so is $\rho$.
Proof: First, we will show equality (2). To this end, let $a \in X_{1}$ and $b \in X_{2}$. For each $c \in X_{1} \cap X_{2}$,
$\rho_{1}\left(a, p_{1}(a)\right)+\rho_{2}\left(p_{1}(a), b\right) \leq \rho_{1}\left(a, p_{1}(a)\right)+\rho_{2}\left(p_{1}(a), c\right)+\rho_{2}(c, b)$ $=\rho_{1}\left(a, p_{1}(a)\right)+\rho_{1}\left(p_{1}(a), c\right)+\rho_{2}(c, b)=\rho_{1}(a, c)+\rho_{2}(c, b)$.
The inequality is the triangle inequality of $\rho_{2}$. The first equality is due to compatibility of the metrics $\rho_{1}, \rho_{2}$ on $X_{1} \cap X_{2}$, and the second equality only invokes the definition of the gate $p_{1}(a)$. By virtue of the definition of a path-metric we conclude to equality (2).

Secondly, from the equality in (2) it follows that the metric interval operator of $\rho$ equals $I$. Finally, for a proof of the unicity part of statement (1), note that a metric extending $\rho_{1}$ and $\rho_{2}$ and inducing I must have the form as described in (2).
1.7 Repeated matchings; topological properties. The following result describes the convex and gated sets of the geometric amalgamation.
1.8 Proposition. A non-empty subset $C$ of a geometric amalgamation $\left(X_{1} \cup X_{2}, I\right)$ is convex (resp. gated) if and only if
(i) $C \cap X_{i}$ is convex (resp. gated or empty) in $\left(X_{i}, I_{i}\right)$.
(ii) If C meets $X_{1}$ and $X_{2}$ then it meets $X_{1} \cap X_{2}$.

Proof: By Proposition $1.2 X_{i}$ is a gated subset of the amalgamation $(i=1,2)$. If $C$ is a convex subset of the amalgamation meeting $X_{1}$ (say in $x_{1}$ ) and $X_{2}$ (say in $x_{2}$ ), then the gate of $x_{1}$ onto $X_{2}$ is a member of $I\left(x_{1}, x_{2}\right) \subseteq C$. The subset $C \cap X_{i}$ is evidently convex in $\left(X_{i}, I_{i}\right)$ ( $i=1,2$ ). If $C$ is gated in the amalgamation, then the intersection of gated sets $C \cap X_{i}$ is either empty or gated by (I: 3.4.4).

Conversely, let $C$ be a subset as deseribed in (i), (ii) with respect to "convex". If $C$ is contained in either $X_{1}$ or $X_{2}$, then $C$ is evidently convex in the amalgamation. Otherwise $C$ meets $X_{1} \cap X_{2}$, say in $z$. For any $x_{1} \in X_{1}$ and $x_{2} \in X_{2}$ we have

$$
I_{1}\left(x_{1}, p_{2}\left(x_{2}\right)\right) \subseteq I_{1}\left(x_{1}, z\right) \subseteq C ; I_{2}\left(x_{2}, p_{1}\left(x_{1}\right)\right) \subseteq I_{2}\left(x_{2}, z\right) \subseteq C
$$

Hence in view of Theorem $1.1 I\left(x_{1}, x_{2}\right) \subseteq C$. Whence $C$ is a convex subset of the amalgamation.
Suppose $C$ is as described in (i), (ii) with respect to "gated". If $C$ meets $X_{1} \cap X_{2}$, then the gate of $x_{i} \in X_{i}$ in $C \cap X_{i}$ is the gate of $x_{i}$ in the whole of $C(i=1,2)$. Indeed, assume $i=1$, and let $z \in C \cap X_{2}$. Then $p_{2}(z) \in C \cap X_{2}$. Hence the gate of $x_{1}$ in $C \cap X_{1}$ is contained in $I\left(x_{1}, p_{2}(z)\right)$ which is a subset of $I\left(x_{1}, z\right)$. If $C$ is contained in $X_{1}$ or $X_{2}$, then we can apply (I: 3.4.3) to obtain that $C$ is gated in the amalgamation.

We are interested in topologies on geometric interval space such that convex sets are connected and gated sets are closed. Such topologies arise frequently, cf. Theorem II: 2.14 and Proposition II: 4.1. These topologies enable us to formulate condition (ii) of Proposition 1.8 in terms of (topological) closure and connectedness. We work towards such a description for convex and gated subsets for an arbitrary finite sequence of matchings.

First we introduce some notions. A collection of topological spaces $\left(X_{i}, \tau_{i}\right)_{i=1}^{n}$ is said to be matching provided for all $1 \leq i, j \leq n$ the relative topologies induced on the connector $X_{i} \cap X_{j}$ by $X_{i}$ and $X_{j}$ coincide and the subset $X_{i} \cap X_{j}$ is closed in $X_{i}$. The Whitehead topology on $\cup\left\{X_{i} \mid i=1,2, \cdots, n\right\}$ is defined as follows. A subset $F$ of the union is closed if and only if $A \cap X_{i}$ is closed in $\left(X_{i}, \tau_{i}\right)$ for all $i$. There is a similar description for open sets.
(1.9) The Whitehead topology is the unique topology on $\cup\left\{X_{i} \mid i=1,2, \cdots, n\right\}$ such that the spaces $\left(X_{i}, \tau_{i}\right)$ occur as closed subspaces $(i=1,2, \cdots, n)$.

From (1.9) it follows that any extension of two matching metric spaces with a nonempty closed connector induces the Whitehead topology. Unless stated to the contrary we take the Whitehead topology on the union of matching topological spaces.
1.10 Lemma. Let $\left(X_{1}, I_{1}\right)$ and $\left(X_{2}, I_{2}\right)$ be matching geometric interval spaces. Let $\mathscr{H}_{i}$ $(i=1,2)$ be a cover of $X_{i}$ consisting of gated sets endowed with a topology such that $\mathscr{H}_{i}$ is matching and
(i) A subset $C \subseteq X_{i}$ is convex iff $C$ is connected and for each $G \in \mathscr{y}_{i}$ the set $C \cap G$ is convex.
(ii) A non-empty subset $C \subseteq X_{i}$ is gated iff $C$ is connected and for each $G \in \mathscr{F}_{i}$ the set $C \cap G$ is gated or empty.
Then with respect to the Whitehead topology on the geometric amalgamation,
(iii) A subset $C \subseteq X_{1} \cup X_{2}$ is convex iff $C$ is connected and for each $G \in ฆ_{1} \cup ฆ_{2}$ the set $C \cap G$ is convex.
(iv) A non-empty subset $C \subseteq X_{1} \cup X_{2}$ is gated iff $C$ is connected and for each $G \in \mathscr{I}_{1} \cup \mathscr{I}_{2}$ the set $C \cap G$ is gated or empty.
Proof: Note that the cover $\mathscr{H}_{1} \cup \mathscr{H}_{2}$ is matching. Let $C \subseteq X_{1} \cup X_{2}$ be a convex subset of the amalgamation, meeting both $X_{1}$ and $X_{2}$. Then $C$ meets $X_{1} \cap X_{2}$ by Proposition 1.8. Hence $C=\left(C \cap X_{1}\right) \cup\left(C \cap X_{2}\right)$ is a connected subset of $X_{1} \cup X_{2}$. Next let $C \subseteq X_{1} \cup X_{2}$ be connected
and for all $G \in \mathscr{Z}_{1} \cup \mathscr{I}_{2}$ the set $C \cap G$ is convex. Let $i=1,2$. As all intersections of type $C \cap G$ with $G \in \mathscr{I}_{i}$ are connected by assumption, the subset $C \cap X_{i}$ splits into a finite number of components, which by virtue of (i) are convex in $X_{i}$. Let $C_{i}$ denote the collection of such components.

Assume that $K, L$ are distinct components in $C_{1}$. As $C$ is connected in $X_{1} \cup X_{2}$ there exists a sequence of successively intersecting members $C_{1} \cup C_{2}$, starting with $K$ and ending with $L$. Note that the members of this chain must alternate between $\mathcal{C}_{1}$ and $C_{2}$. In particular, there exists a member $L^{\prime} \in \mathcal{C}_{1}$ different from $K$, and a member $M \in \mathcal{C}_{2}$, that meets both $K$ and $L^{\prime}$. But then $M \cap X_{1} \cap X_{2}$ is a convex set, hence connected, subset in $C \cap X_{1}$ meeting $K$ and $L^{\prime}$. That is $K=L^{\prime}$, a contradiction.

We conclude that the set $C \cap X_{1}(i=1,2)$ is connected and hence convex in $\left(X_{1}, I_{1}\right)$ by assumption (i). Similarly we obtain that the set $C \cap X_{2}$ is convex in ( $X_{2}, I_{2}$ ). As $C$ meets the connector by connectivity, we obtain that $C$ is convex in the amalgamation by Proposition 1.8. We have shown statement (iii). The proof of statement (iv) is similar.

Let $\left\{\left(X_{i}, I_{i}, \tau_{i}\right) \mid i=1,2, \cdots, n\right\}$ be a finite collection of geometric interval spaces and topologies such that for all $i=1,2, \cdots, n$, convex subsets in $X_{i}$ are connected, and gated subsets in $X_{i}$ are closed. From the previous lemma we conclude that if there is a matching procedure yielding a geometric interval operator on the union $\cup\left\{\left(X_{i}, I_{i}, \tau_{i}\right) \mid i=1,2, \cdots, n\right\}$, then:
a non-empty subset of the union is convex (gated) iff it is connected and intersects each $X_{i}$ in a convex (gated or empty) part.

In particular, the convexity on the union is independent of the matching procedure. If all $\left(X_{i}, I_{i}\right)$ are modular, then so is the interval operator on the union obtained by matching (use induction and Theorem 1.4). As a median interval between two points equals the convex hull of these points, we deduce that the median interval operator is independent of the matching procedure. We don't know whether this holds for general modular spaces.

There is a special type of space where the matching techniques are applicable, the connected cubical polyhedra. See section 3. Van de Vel has shown that if there is a median convexity on a cubical polyhedron (which need not come from a matching procedure!) that extends the interval operators on the cubes, then the convexity must be of type ( ${ }^{*}$ ).

If ( $X_{i}, I_{i}, \tau_{i}$ ) are as above, and if the $I_{i}$ are derived from matching (convex) metrics $\rho_{i}$ that induce the topology $\tau_{i}(i=1,2, \cdots, n)$, then an interval operator on $\cup\left\{\left(X_{i}, I_{i}, \tau_{i}\right) \mid i=1,2, \cdots, n\right\}$ obtained by a matching procedure is also induced by a (convex) metric. This follows by induction and Theorem 1.6. Somewhat surprisingly it turns out that this metric is independent of the matching procedure. In fact something stronger holds.

The following notions are well-known. Let $A \subseteq X$ be sets and let $\Omega$ be a cover of $X$. A chain of $\Omega$ on $A$ is a finite sequence $U_{1}, \cdots, U_{n} \in \Omega$ such that $U_{i} \cap U_{i+1} \cap A \neq \varnothing$ for all $i=1,2, \cdots, n-1$. Two points $a, b \in A$ are connected on $A$ by a chain of $\Omega$ if there is a chain of $\Omega$ on $A$ such that $a \in U_{1}$ and $b \in U_{n}$.
1.11 Lemma. Let $n \in \mathbb{N}$ and let $\Omega=\left\{\left(X_{i}, \rho_{i}\right) \mid i=1, \cdots, n\right\}$ be a collection of matching metric spaces. There is at most one metric $\rho$ on $X=\cup_{i=1}^{n} X_{i}$ such that
(i) $\rho$ extends $\rho_{i}$ for each $i=1,2, \cdots, n$.
(ii) Each $a, b \in X$ can be connected by a chain of $\Omega$ on $I_{\rho}(a, b)$.

Proof: Suppose that $d$ is another metric on $\cup_{i=1}^{n} X_{i}$ with properties (i) and (ii). We verify the following statement by induction on $k \geq 1$ :
If $a, b \in X$ are connected by a chain $\left(X_{i,}\right)_{j=1}^{k}$ on $I_{\rho}(a, b)$, then $\rho(a, b) \geq d(a, b)$.
Formula ( ${ }^{*}$ ) trivially holds for $k=1$. Assume that ( ${ }^{*}$ ) holds for some $k \in \mathbb{N}$. Let $a, b \in X$ and let $\left(X_{i},\right)_{j=1}^{k+1}$ be a chain of $\Omega$ on $I_{\rho}(a, b)$. Fix $x \in I_{\rho}(a, b) \cap X_{i_{k}} \cap X_{i_{t+1}}$. Then $\rho(a, x)=d(a, x)$ and $\rho(x, b) \geq d(x, b)$ by the induction hypotheses. As $x \in I_{\rho}(a, b)$ we obtain

$$
\rho(a, b)=\rho(a, x)+\rho(x, b) \geq d(a, x)+d(x, b) \geq d(a, b) .
$$

This concludes the induction. By permuting the roles of $\rho$ and $d$ we obtain $d(a, b) \geq \rho(a, b)$. Whence $d(a, b)=\rho(a, b)$.
1.12 Corollary. If $\left(X_{i}, \mathrm{\rho}_{i}\right)_{i=1}^{n}$ are matching metric spaces $(n \in \mathbb{N})$, then there is at most one metric $\rho$ on $\cup\left\{X_{i} \mid i=1,2, \cdots, n\right\}$ with connected intervals and extending all $\rho_{i}$.
1.13 Corollary. Let $\left(X_{i}, \rho_{i}\right)_{i=1}^{n}$ be a finite collection of matching modular metric spaces.
(1) If for all $i \leq n$ the metric $\rho_{i}$ is convex, then there is at most one convex modular metric $\rho$ on $\cup\left\{X_{i} \mid i=1,2, \cdots, n\right\}$ extending all $\rho_{i}$.
(2) If the set $\cup\left\{X_{i} \mid i=1,2, \cdots, n\right\}$ is connected, then there is at most one modular metric $\rho$ on this union extending all $\rho_{i}$.
Proof: If all $\left(X_{i}, \rho_{i}\right)$ are complete, then so is the metric $\rho$ on the union. By Theorem II: $2.14 \rho$ has connected intervals in both circumstances (1) and (2). Hence we can apply Corollary 1.12 . The proof of the general case follows by taking completions (by Theorem II: 3.1 the completion of a modular metric space is modular).
1.14 Problem. Does there exist a metric as in 1.11 or 1.12 or 1.13?

## § 2 Matching adapted metrics

The following theorem, which is formulated in a general setting, states that two compatible metrics on the summands of a geometric amalgation can be extended to the amalgamation.
2.1 Theorem. Let $\left(X_{1}, I_{1}\right)$, and ( $X_{2}, I_{2}$ ) be matching geometric interval spaces with a commonly gated connector, and let $d_{1}, d_{2}$ be convex compatible metrics on $\left(X_{1}, I_{1}\right),\left(X_{2}, I_{2}\right)$ respectively, that match. If all balls of type

$$
D_{d_{i}}\left(x_{i}, d_{i}\left(x_{i}, X_{1} \cap X_{2}\right)\right)
$$

for $i=1,2$ and $x_{i} \in X_{i}$ are gated, then there is one and only one convex metric don $X_{1} \cup X_{2}$ extending $d_{1}, d_{2}$ that is compatible with $\left(X_{1} \cup X_{2}, I\right)$. The metric $d$ equals the path-metric w.r.t.
$d_{1}, d_{2}$.
Proof: Let $d$ denote the path-metric w.r.t. $d_{1}, d_{2}$. The closed balls of $d_{1}, d_{2}, d$ are denoted by, respectively $D_{1}, D_{2}, D$. By $p_{i}(i=1,2)$ we denote the gate function $X_{i} \rightarrow X_{1} \cap X_{2}$.

Assertion: Let $a \in X_{1}, b \in X_{2}$ and $t=d_{1}\left(a, X_{1} \cap X_{2}\right)$. Then there exists a $c \in X_{1} \cap X_{2}$ with

$$
\begin{equation*}
d(a, b)=d_{1}(a, c)+d_{2}(c, b) ; d_{1}(a, c)=t \tag{1}
\end{equation*}
$$

In particular, $c$ realizes the infimum appearing in the definition of path-metric.
To this end, by Lemma IV: 3.4(1) the convex set $D_{1}(a, t)$ meets $X_{1} \cap X_{2}$ (e.g. in $p_{1}(a)$ ).
Hence, the subset $D_{1}(a, t) \cap X_{1} \cap X_{2}$ is gated in $X_{1} \cap X_{2}$. Let $c$ be the gate of $b$ in $D_{1}(a, t) \cap X_{1} \cap X_{2}$. We claim that $c$ satisfies (1). See the figure below.


By Lemma IV: 3.4(1), $c$ realizes the distance of $b$ to $D_{1}(a, t) \cap X_{1} \cap X_{2}$. Now let $m \in X_{1} \cap X_{2}$. As $d_{1}$ is convex we can find $m^{\prime} \in X_{1}$ with

$$
d_{1}(a, m)=d_{1}\left(a, m^{\prime}\right)+d_{1}\left(m^{\prime}, m\right), \text { and } d_{1}\left(a, m^{\prime}\right)=t .
$$

That is,

$$
\begin{equation*}
m^{\prime} \in D_{1}(a, t), m^{\prime} \in D_{1}(m, d(a, m)-t) . \tag{2}
\end{equation*}
$$

Let $m^{\prime \prime}$ be the gate of $m^{\prime}$ in $X_{1} \cap X_{2}$. Then by virtue of formula (2) and (I: 3.4.1):

$$
\begin{equation*}
m^{\prime \prime} \in D_{1}(a, t) \cap X_{1} \cap X_{2}, m^{\prime \prime} \in D_{1}(m, d(a, m)-t) \tag{3}
\end{equation*}
$$

Note that $m^{\prime}$ and $m^{\prime \prime}$ lie in the boundaries of the balls that occur in (2), (3). In particular, we have $d_{1}\left(a, m^{\prime \prime}\right)=t=d_{1}(a, c)$. Hence we have the following inequality:

$$
\begin{equation*}
d_{1}(a, c)+d_{2}(c, b) \leq d_{1}\left(a, m^{\prime \prime}\right)+d_{2}\left(m^{\prime \prime}, b\right) \tag{4}
\end{equation*}
$$

From (3) we also obtain the following equalities:

$$
d_{1}(a, m)=d_{1}\left(a, m^{\prime}\right)+d_{1}\left(m^{\prime}, m\right)=d_{1}\left(a, m^{\prime \prime}\right)+d_{1}\left(m^{\prime \prime}, m\right) .
$$

That is

$$
\begin{equation*}
d\left(a, m^{\prime \prime}\right)=d(a, m)-d\left(m^{\prime \prime}, m\right) \tag{5}
\end{equation*}
$$

Now, the triangle inequality of $d$ and formula (5) give

$$
d_{1}\left(a, m^{\prime \prime}\right)+d_{2}\left(m^{\prime \prime}, b\right) \leq d_{1}\left(a, m^{\prime \prime}\right)+d_{2}\left(m^{\prime \prime}, m\right)+d_{2}(m, b) \leq d_{1}(a, m)+d_{2}(m, b)
$$

Whence, $d_{1}(a, c)+d_{2}(c, b) \leq d_{1}(a, m)+d_{2}(m, b)$, by formula (4). As $m \in X_{1} \cap X_{2}$ was arbitrary we
conclude to formula (1) by invoking the definition of $d$.
From formula (1) one can easily deduce that $d$ is convex. Next, let $C$ be a convex subset of the amalgamation and $r>0$. We consider two cases.
Case (i): $C \cap X_{1} \cap X_{2} \neq \varnothing$. In this situation we claim that the following formula holds for $i=1,2$ :

$$
\begin{equation*}
D(C, r) \cap X_{i}=D_{i}\left(C \cap X_{i}, r\right) \tag{6}
\end{equation*}
$$

We may assume that $i=1$. The inclusion from right to left is evident. For a proof of the other inclusion, let $y$ be a member of the left-hand side of (6). We shall show the following:

$$
\begin{equation*}
\text { For all } \varepsilon>0 \text { there exists a } c \in C \cap X_{1} \text { such that } d_{1}(y, c)<r+\varepsilon . \tag{7}
\end{equation*}
$$

Take $\varepsilon>0$. By definition of distance to the subset $C$, there exists a $c \in C$ such that $d(y, c)<r+\varepsilon$. If $c \in X_{1}$ we are done. Otherwise, by the Assertion there exists an $m \in X_{1} \cap X_{2}$ such that

$$
d_{1}(y, m)+d_{2}(m, c)=d(y, c)<r+\varepsilon
$$

Now let $s=d_{2}(m, c)$. Then the ball $D_{2}(m, s)$ contains $c$ and, being convex, it also contains the gate $p_{2}(c)$ of $c$. Hence we have $d_{1}(y, m)+d_{2}\left(m, p_{2}(c)<r+\varepsilon\right.$, so $d\left(y, p_{2}(c)<r+\varepsilon\right.$. This finishes the proof of (7). From (7) we conclude that $d_{1}\left(y, C \cap X_{1}\right) \leq r$, i.e. $y$ is a member of the right-hand side in (6).

By applying Proposition 1.8 to formula (1) we conclude that $D(C, r)$ is convex in the amalgamation.
Case (ii): $C \cap X_{1} \cap X_{2}=\varnothing$. By Proposition 1.8 this means that the subset $C$ is exclusively contained in $X_{1}$ or $X_{2}$. We may assume that $C \subseteq X_{1}$. Let $t=d_{1}\left(C, X_{2} \cap X_{1}\right)$. Then,

$$
\begin{equation*}
D(C, s)=D_{1}(C, s) \quad(0 \leq s \leq t) \tag{8}
\end{equation*}
$$

To this end, as the inclusion from right to left in (8) is evident, let $x$ be a member of the lefthand side of (8). Suppose that $x \notin X_{1}$. As $X_{1}$ is $d$-closed there exists an $\varepsilon>0$ such that $D(x, \varepsilon)$ avoids $X_{1}$. Also there is a $c \in C$ with $d(c, x)<s+\varepsilon$. Now by the Assertion there is a point $y \in X_{1} \cap X_{2}$, with $d(c, x)=d(c, y)+d(y, x)$. Whence $d(c, y)<s$, a contradiction.

From formula (8) we conclude that $D(C, s)$ is convex for each $s \leq t$. As $d$ is a convex metric, we have the following equality for $s>t$,

$$
\begin{equation*}
D(C, s)=D(D(C, t), s-t) \tag{9}
\end{equation*}
$$

By (8) we have $D(C, t)=D_{1}(C, t) \subseteq X_{1}$, whereas Lemma IV: 3.4(1) implies that $D_{1}(C, t) \cap X_{1} \cap X_{2} \neq \varnothing$. Hence, we can apply case (i) to the right-hand side of (9), which yields that $D(C, r)$ is convex in the amalgamation.

Finally, let $d^{\prime}$ be another metric as described, and let the closed balls of $d^{\prime}$ be denoted by $D^{\prime}$. As $d^{\prime}$ extends $d_{1}, d_{2}$ we have $d^{\prime} \leq d$. Let $a \in X_{1}, b \in X_{2}$ and let $t=d_{1}\left(a, X_{1} \cap X_{2}\right)$. Then,

$$
\begin{equation*}
D_{1}(a, t)=D^{\prime}(a, t) \tag{10}
\end{equation*}
$$

As the inclusion from left to right in (10) is evident, let $y$ be a member of the right-hand side of (10). By Proposition 1.2 the gate $p_{1}(a)$ of $a$ in $X_{2} \cap X_{2}$ is also the gate of $a$ in the whole of $X_{2}$. So we obtain from Lemma IV: 3.4(1) that

$$
\begin{equation*}
d^{\prime}\left(a, X_{2}\right)=d^{\prime}\left(a, X_{1} \cap X_{2}\right)=d^{\prime}\left(a, p_{1}(a)\right)=t \tag{11}
\end{equation*}
$$

Now observe that each point different from $y$ in the $d^{\prime}$-interval $I_{d^{\prime}}(a, y)$ must lie in $X_{1}$, and that $y$
is the limit of such points by the metrical convexity of $d^{\prime}$. As the gated set $X_{1}$ is $d^{\prime}$-closed (Lemma IV: 3.4(1)), we obtain that $y \in X_{1}$. Whence $y$ is contained in the left-hand side of (10).

We also conclude from formula (11) that $d^{\prime}(a, b) \geq t$. As the metric $d^{\prime}$ is convex we can find $m \in X_{1} \cup X_{2}$ with

$$
d^{\prime}(a, m)+d^{\prime}(m, b)=d^{\prime}(a, b) ; d^{\prime}(a, m)=t .
$$

In view of formula (10), $m \in D_{1}(a, t) \subseteq X_{1}$, hence the gate $m^{\prime}$ of $m$ in $X_{1} \cap X_{2}$ is also contained in $D_{1}(a, t)$. Similarly, $m^{\prime} \in D^{\prime}\left(b, d^{\prime}(a, b)-t\right)$ as $m \in D^{\prime}\left(b, d^{\prime}(a, b)-t\right)$. Whence,

$$
d_{1}\left(a, m^{\prime}\right)+d_{2}\left(m^{\prime}, b\right) \leq t+d^{\prime}(a, b)-t=d^{\prime}(a, b) .
$$

By invoking the definition of the path-metric $d$, we conclude $d(a, b) \leq d^{\prime}(a, b)$. As $a \in X_{1}$ and $b \in X_{2}$ were arbitrary we have shown $d=d^{\prime}$.
2.2 Theorem. Let $\left(X_{i}, \rho_{i}\right)$ and $\left(X_{2}, \rho_{2}\right)$ be complete modular metric spaces such that the connector is gated in both spaces and let $d_{i}(i=1,2)$ be convex adapted metrics on $X_{i}$ that match. Then the path-metric of $d_{1}, d_{2}$ is the unique convex metric on the union of $X_{1}, X_{2}$ that is adapted to the path-metric of $\rho_{1}, \rho_{2}$.

Proof: Closed balls around points in $\left(X_{i}, d_{i}\right)$ are $\rho_{i}$-convex and closed, hence they are gated by virtue of Theorem II: 5.7. Hence by Theorem 2.1 the path-metric $d$ of $d_{1}, d_{2}$ is the unique convex compatible metric on the geometric amalgamation of the $X_{1}$ and $X_{2}$. Using Theorem 1.6 we obtain that $d$ is adapted to the path-metric of $\rho_{1}, \rho_{2}$.

## § 3 Application: special metrics on collapsible polyhedra

We recall the following definitions of Mai and Tang [53]. Let $K$ be a cubical complex. A subset $Y$ of $|K|$ is called a generalized cuboid, abbreviated $G C$, if $Y$ is connected and for every cube $I^{k}$ the subset $Y \cap I^{k}$ is either empty or takes the form

$$
\begin{equation*}
\left\{\left(y_{1}, \cdots, y_{k}\right) \mid s_{i} \leq y_{i} \leq t_{i}, i=1,2, \cdots, k\right\} \tag{3.1}
\end{equation*}
$$

for certain $s_{i} \leq t_{i}(i=1,2, \cdots, k)$ in $I$. Alternatively, if we equip all cubes of $K$ with the summetric then $Y$ is connected and meets every cube in a gated subset.
$K$ is called collapsible if there is a sequence of subcomplexes $K_{0}, K_{1}, \cdots, K_{n}$ of $K$, and non-empty subcomplexes $L_{i}$ of $K_{i}(i=1,2, \cdots, n)$, such that $K_{0}$ is a point, $K_{n}=K$, and $K_{i+1}=K_{i} \cup L_{i} \times I$, where
$L_{i} \times I=\left\{c \times\{0\}, c \times I, c \times\{1\} \mid c \in L_{i}\right\}(i=0,1, \cdots, n-1)$.
$K$ is called regular if each $L_{i}$ is a GC of $K_{i}$
The following is easily verified.
3.2 Lemma. Let $\left(X_{1}, I_{1}\right),\left(X_{2}, I_{2}\right)$ be geometric interval spaces with compatible metrics $d_{1}, d_{2}$ respectively. Then the max-metric $d_{m}$ on $X_{1} \times X_{2}$ given by
$d_{m}\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=\max \left(d_{1}\left(x_{1}, y_{1}\right), d_{2}\left(y_{1}, y_{2}\right)\right)$,
for $x_{1}, y_{1} \in X_{1}$ and $x_{2}, y_{2} \in X_{2}$ is compatible with $\left(X_{1} \times X_{2}, I_{1} \times I_{2}\right)$. Moreover, $d_{m}$ is convex if $d_{1}$ and $d_{2}$ are.
3.3 Theorem. Let $K$ be a regular collapsible cubical polyhedron. Then the following hold.
(1) There exists a unique convex median metric $\rho$ on $K$ such that the restriction of $\rho$ to each cube of $K$ is the sum-metric. Moreover, a subset $C$ of $K$ is gated precisely if $C$ is a GC.
(2) There exists a unique convex metric d adapted to $\rho$ such that d restricted to each cube of $K$ yields the max-metric.

Proof: The unicity of statements (1) and (2) follow from Corollary 1.13. For a proof of existence of these metrics, let $K_{i}, L_{i}$ be as in the definition of collapsible cubical polyhedron. We shall show that (1) and (2) hold for $K_{i}$ with induction on $i$. For $i=0$ this is obvious. Let $i>0$, and let $d_{i}, \rho_{i}$ be metrics satisfying (1) and (2) for $K_{i}$. By the induction hypotheses, $L_{i}$ is a gated subset of $K_{i}$. Hence the restriction of $\rho_{i}$ to $L_{i}$ yields a convex, median metric. So the sum-metric $\rho_{s}$ on $L_{i} \times I$ is also a convex median metric. Moreover the subset $L_{i}$ occurs as a gated subset of $L_{i} \times I$. Hence we can apply Theorem 1.6 to obtain a convex median metric $\rho_{i+1}$ on $K_{i} \cup L_{i} \times I=K_{i+1}$. First, the restriction of $\rho_{i+1}$ to cubes of $K_{i+1}$ is the sum-metric. Next, the description of gated sets of $K_{i+1}$ is as desired by Lemma 1.10. This concludes the induction step for statement (1).

By the induction hypotheses $\left(K_{i}, d_{i}\right)$ is a convex metric adapted to $\rho_{i}$. Using Proposition IV: 3.6 we obtain that the restriction of $d_{i}$ to $L_{i}$ is a convex metric, adapted to the restriction of $\rho_{i}$ to $L_{i}$. Hence the max-metric $d_{m}$ on $L_{i} \times I$ yields a convex metric adapted to $d_{s}$-see Lemma 3.2. We can now apply Theorem 2.2 to obtain an adapted metric of $\rho_{i+1}$ that extends $d_{i}$ and $d_{m}$. This adapted metric evidently satisfies (2). This concludes the induction step for statements (1), (2).

In [53, Lemma 1] it is shown that a collapsible polyhedron $S$ (see [78]) can be subdivided to a regular collapsible cubical complex $K$ such that the polyhedron of any subcomplex of $S$ is exactly the polyhedron of the corresponding subcomplex of $K$. Hence, from Theorem 3.3 we obtain the following.
3.4 Theorem. If $S$ is a collapsible polyhedron, then there are metrically-convex metrics $\rho, d$ on $S$, such that $(S, \rho)$ is a median metric space, and d is adapted to $\rho$.
3.5 Corollary. ([53, p. 336]) A collapsible polyhedron admits a hyperconvex metric.

It is an open problem whether the converses of Theorem 3.4 or Corollary 3.5 , hold.

## CHAPTER VII

## MEDIANS VERSUS STEINER TREES


#### Abstract

The theory of Steiner trees deals with the following type of problem. How can you design a network connecting all consumers and minimizing the quantity of material used? This type of problem arises in the design of telephone networks, oil pipelines, and electrical circuitry. The main result of this chapter is that in general median metric space such trees exist and can be found in a finite number of steps. This generalizes and strengthens a result of M. Hanan [35] in the plane. The method employed by Hanan is rather technical and ad-hoc as it involves highly specific constructions in the plane. In contrast, we have based our methods on a fairly well developed geometry of median metric spaces. In particular, there is no need to restrict to two dimensions. ( ${ }^{( }$)


## § 1 Introduction

Let $(X, \rho)$ be a metric space. Let $G=(V, E)$ be a graph in $X$, i.e. $V \subseteq X$. The length of an edge is the distance between its vertices and the length of $G$ is the sum of all edge lengths.

Let $C=\left\{c_{1}, \cdots, c_{n}\right\}$ be a subset of $X$. The graph $G$ is connecting $C$ if $G$ is connected and $C \subseteq V \subseteq X$. In this circumstance vertices in $V \backslash C$ are called additional. Suppose that we have a graph of minimal length connecting $C$. By minimality, removing an edge must result in a disconnected graph. Hence the connecting graph must be a tree (see for instance [24, Theorem 2.1]). From now on, a graph connecting $C$ of minimal length will be called a Steiner tree of $C$, after J. Steiner who considered the case $n=3$. In this case at most one additional point is required (see below), i.e. the Steiner point as encountered in section 4 of Chapter I.

In general a Steiner tree will contain several additional points, however the number of such points can be restricted. To show this we recall the following (well-known) formula for a tree ( $T, E$ ) (cf. [24, pp. 22-24]):

$$
\begin{equation*}
\# E n d(T)-2=\sum_{\operatorname{deg}(p) \geq 3} \operatorname{deg}(p)-2 \tag{*}
\end{equation*}
$$

in which the degree, $\operatorname{deg}(p)$, of a point $p \in T$ is the number of neighbors of $p$, and $\operatorname{End}(T)$ denotes the endpoints of $T$, i.e. the points of degree 1.

Now consider a tree $(T, E)$ connecting $C$. We can discard any additional point of degree $<3$ to obtain a Steiner tree connecting $C$ where all additional vertices have degree $\geq 3$. In particu-

[^15]lar, endpoints of the tree must be members of $C$. It then follows from formula $\left(^{*}\right)$ that the number of additional vertices does not exceed \#C-2. Hence without loss of generality we may assume that any tree connecting $C$ is a tree with at most \#C-2 additional points: This observation implies the existence of a Steiner tree in situations where the set of (potential) additional points can be taken compact, e.g. when closed balls are compact.

Most research on Steiner trees is done in the context of the Euclidean plane. For a survey see [29], a less technical survey can be found in the January 1989 edition of Scientific American [14].

In a 1961 paper Z.A. Melzak [54] gave a finite algorithm for finding Steiner trees in the Euclidean plane - see also the book of Melzak [55]. Fifteen years later it was shown by Garey, Graham and Johnson [27] that the computation of Steiner trees in the Euclidean plane is "NP-hard". The NP-hard problems - NP stands for Non-deterministic Polynomial - are a wide class of problems with the following important property:

- No NP-hard problem is known to be solvable by a polynomial time-bounded algorithm. If any NP-hard problem can be solved in such a fashion then all NP-hard problems can be solved in such a fashion.

In contrast, finding a tree of minimal length without introducing extra points can be solved in polynomial time, see [24, p. 26]. The class of NP-hard problems includes many problems notorious for their computational difficulty, such as the traveling salesman problem, the graph chromatic number problem, tautology testing, and clique finding. It is widely believed (though not yet proved) that no NP-hard problem can be solved in polynomial time. Hence, NP-hardness is a very strong indication for inherent intractability.

As an example of this, calculating a Steiner tree in the Euclidean plane on 29 points was close to the limit of computing capabilities in 1989 ([14]). The following is quoted from [68]. When the Long Lines Department of the Telephone Company establishes a communications hookup for a customer, federal tariffs require that the billing rate is proportional to the length of a Steiner tree connecting the customers termini. In light of the previous this kind of billing is not attainable.

Sometimes other metrics than the Euclidean are considered. Most notably is the Steiner tree problem for points in the plane endowed with sum metric, which has an important application in printed circuitry. Here $n$ points on an insulated plate are to be electrically connected. For important technical reasons the nozzle that sprays the thin metal lines onto the plate can only move vertically or horizontally.

It was shown by M. Hanan in 1966 [35] that in these circumstances a Steiner tree can be found in the lattice generated by the original points. Hence, such trees can be found in a finite number of steps. Unfortunately, just as in the Euclidean case the complexity of the problem is NP-hard, as is shown by Garey and Johnson [26].

As medians are Steiner peints (Corollary II: 1.12), and as the sum metric on the plane is one of the most prominent examples of a median metric, the question arises whether there are general results on Steiner trees for median metric spaces. The answer, which: is affirmative, shall be the topic of the next section.

## § 2 The main result

In this section we will prove that in general median metric space a Steiner tree exists and can be found in the (finite!) median stabilization of the original points. Hence, also these trees can be found in a finite number of steps. We mention that two methods to compute the median stabilization were described at the end of section 2 in Chapter I.

From now on we let $(X, \rho)$ be a median metric space and $C \subseteq X$.
2.1 Lemma. Let $G \subseteq X$ be gated with gate function $p$, and let $x \in X$. If $y \in c o(G \cup\{x\})$ then $\rho(G, y) \leq \rho(G, x)$.

Proof: By JHC there exists a $c \in G$ with $y \in I(x, c)$. On the one hand $\rho(x, c)$ equals $\rho(x, y)+\rho(y, c)=\rho(x, y)+\rho(y, p(y))+\rho(p(y), c)$.
On the other hand $\rho(x, c)$ equals
$\rho(x, p(x))+\rho(p(x), c)=\rho(x, p(x))+\rho(p(x), p(y))+\rho(p(y), c)$.
Comparing these expressions yields
$\rho(y, p(y))=\rho(x, p(x))+\rho(p(x), p(y))-\rho(x, y) \leq \rho(x, p(x))$.
The latter inequality holds by contractivity of $p$.
The following result is fundamental.
2.2 Theorem. There exist Steiner trees connecting C. In fact, there is a Steiner tree with vertices in the median stabilization of $C$.

Proof: It suffices to prove the result for finite median metric spaces $X$. Indeed, start with any tree connecting $C$, say with vertices in $V$. Then the median stabilization of $V$ is a finite median metric space, hence by assumption there exists a tree in med $(C)$ whose length does not exceed the original one. This then shows the theorem for general $X$.

If $X$ is finite then the first statement is evident. For a proof of the second; let $S=(T, E)$ be a Steiner tree connecting $C$ such that the number points in $\operatorname{med}(T)$ is minimal. Suppose that $\operatorname{med}(T) \neq \operatorname{med}(C)$. From now on, we consider med $(T)$ as the ambient median metric space. By Theorem I: 2.19 there exist halfspaces $H_{1}, H_{2}$ in med $(T)$ such that

$$
H_{1} \cap H_{2} \neq \varnothing ; H_{1} \cap H_{2} \cap C=\varnothing
$$

We may assume that $H_{1}$ and $H_{2}$ are minimal with this property. The convex hull of any point in $H_{i}(i=1,2)$ and the whole of $\left(H_{i}\right)^{\prime}$ equals med $(T)$, as otherwise we could contradict the minimality of $H_{i}$. So by Lemma 2.1 the distance $\rho\left(s,\left(H_{i}\right)^{\prime}\right)$ for $s \in H_{1} \cap H_{2}$ and $i=1,2$ only depends on $i$. We will denote these distances by $\rho_{i}$. For $i=1,2$ we let $p_{i}$ denote the gate function $X \rightarrow\left(H_{i}\right)^{\prime}$.

By adding extra points if necessary we may assume that if a point $s \in H_{1} \cap H_{2}$ has a neighbor in $\left(H_{i}\right)^{\prime}$ then this neighbor equals the gate of $s$ in $\left(H_{i}\right)^{\prime}$. Let $n_{1}$ be the number of points in $H_{1} \cap H_{2}$ which have a neighbor in $\left(H_{1}\right)^{\prime}$, but not in $\left(H_{2}\right)^{\prime}$. Define $n_{2}$ analogously.

For $i=1,2$, let $F_{i}: T \rightarrow\left(H_{1} \cap H_{2}\right)^{\prime}$ be the identity on points of $\left(H_{1} \cap H_{2}\right)^{\prime}$ and $F_{i}(s)=p_{i}(s)$ for points of $H_{1} \cap H_{2}$. Consider the graph $G_{i}(i=1,2)$ with vertex set equal to the image of $F_{i}$; two vertices $F_{i}(u), F_{i}(v)$ are neighbors iff $u$ and $v$ are.

One can easily show the following estimations:

$$
\text { length }\left(G_{1}\right) \leq \text { length }(S)+\left(n_{1}-n_{2}\right) \rho_{1} ; \text { length }\left(G_{2}\right) \leq \text { length }(S)+\left(n_{2}-n_{1}\right) \rho_{2}
$$

Hence $n_{1}$ must equal $n_{2}$ and both $G_{1}, G_{2}$ must be Steiner trees connecting $C$ in $\left(H_{1} \cap H_{2}\right)^{\prime}$.
Being the union of two convex sets, the set $\left(H_{1} \cap H_{2}\right)^{\prime}$ is median stable. Moreover it is a genuine subset of $\operatorname{med}(\mathrm{T})$, thus contradicting the minimality assumption on $T$. Hence $T \subseteq \operatorname{med}(C)$.

The lattice generated by a set of points in the plane yields a median stable set, which is generally larger than the median stabilization. Hence Theorem 2.2 is a strengthing of the result of Hanan in the plane. Our result is moreover applicable to other spaces such as $\mathbb{R}^{n}$ with the sum metric ( $n \in \mathbb{N}$ ), or more general spaces of type $L_{1}(\mu)$ or $K_{1}(\mu)$ (e.g. probabilistic spaces).

With the use of the amalgamation technique we developed in Chapter VI, we can construct "tailor-made" median metric spaces. As an illustration of this, one could say that Hanan was designing a telephone network for Manhattan without taking the heights of the buildings in account - the consumers of the network are all supposed to be located on the ground floor. There is a natural concept of distance between points of Manhattan. Inside a building the distance involved is the sum metric; the distance between points in different buildings is the distance between the projections on the ground floor plus the respective heights. This metric space can be constructed by "repeated amalgamation of buildings with the plane". In view of Theorem VI: 1.6 this metric is median, hence Theorem 2.2 is applicable.

We observe that not every Steiner tree connecting $C$ lies in the median stabilization as simple examples in the plane show. However each Steiner system lies in the (median) convex hull of $C$. This result is similar to the situation in the Euclidean plane. Each Steiner tree in the Euclidean plane lies in the convex hull of the original points ([29, 3.5 ]). We need the following result.
2.3 Lemma. Let $G \subseteq X$ be gated with gate function $p$, and let $x_{1}, \cdots, x_{n} \in X$ such that $x_{1} \in G$. Then
$\sum_{i=1}^{n-1} \rho\left(x_{i}, x_{i+1}\right) \geq \rho\left(p\left(x_{n}\right), x_{n}\right)+\sum_{i=1}^{n-1} \rho\left(p\left(x_{i}\right), p\left(x_{i+1}\right)\right)$.
Proof: By induction on $n$. For $n=2$ the result follows directly from definition of gate. As to the step $n \rightarrow n+1$, use that
$\rho\left(x_{n}, p\left(x_{n}\right)\right)+\rho\left(x_{n}, x_{n+1}\right) \geq \rho\left(x_{n+1}, p\left(x_{n}\right)\right)=\rho\left(x_{n+1}, p\left(x_{n+1}\right)\right)+\rho\left(p\left(x_{n}\right), p\left(x_{n+1}\right)\right)$.
2.4 Proposition. Let $G=(V, E)$ be a connecting graph of $C \subseteq X$ let $c_{0} \in C$ and let $p: X \rightarrow c o\left(C \backslash\left\{c_{0}\right\}\right)$ be the gate map. Then the graph $\left.G^{\prime}=p(G) \cup\left\{p\left(c_{0}\right)\right\}, E^{\prime}\right)$ with

$$
E^{\prime}=\{p(u) p(v) \mid u v \in E\} \cup\left\{c_{0} p\left(c_{0}\right)\right\}
$$

connects $C$ and its length does not exceed that of $G$.

Proof: Consider a path $\gamma$ from $c_{0}$ into $\operatorname{co}\left(C \backslash\left\{c_{0}\right\}\right)$. Then, by Lemma 2.3 and the contractivity of $p$ we obtain:

$$
\begin{aligned}
\Sigma_{u v \in E} \rho(u, v) & =\sum_{u v \in \gamma} \rho(u, v)+\sum_{u v \boxminus \gamma} \rho(u, v) \\
& \leq \rho\left(p\left(c_{0}\right), c_{0}\right)+\sum_{u v \in \gamma} \rho(p(u), p(v))+\sum_{u v \boxminus \gamma} \rho(p(u), p(v)) .
\end{aligned}
$$

2.5 Theorem. The vertices of a Steiner tree connecting C are contained in the convex hull of $C$.

Proof: Suppose that $T=(V, E)$ is a Steiner tree connecting $C$ and that $m$ is an additional vertex. $T$ is evidently also a Steiner tree of $C \cup\{m\}$. Consider the graph as constructed in Proposition 2.4 with respect to $m$. Suppose that $m \notin c o(C)$. Let $p$ be the gate of $m$ in $c o(C)$. By removing the vertex $m$ and vertex $m p(m)$ we obtain a graph connecting $C$ of smaller length, a contradiction. Hence $m \in \operatorname{co}(C)$.
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## INDEX

## A

A-space, -see normed space adapted, to interval space, 97

- to metric, $97,98,123$
amalgamation of geometric spaces, 116, 117, 128
atom, $2,40,71,92,93$


## B

$B_{\tau}(X), B(I), 30$
b-topology, -see topology w.r.t. basepoint basepoint order

- distributivity of, 23
basepoint relation, 12
betweenness, 6
body, 86
Boolean algebra, 2
Boolean homomorphism, 2
bounded,
- function, 30
- w.r.t. increasing sequences, $52,55,83,84$
- w.r.t. lines, 88
- w.r.t. metric, 83, 84
- w.r.t. neighborhoods, 88


## C

Caratheodory extension theorem, 3
characteristic function, 3
CL-space, -see normed space
co(A), 4
co ${ }_{I}, 5$
compact, in basepoint topology, 56, 57, 58

- weakly(metric), 56, 58
compatible, with interval space, 96,120
composition, of arbitrary collection functions, 54
cone, 66
- facial, 66, 81
- generating, 66, 76
- in general modular space, 47, 106
- norm-convex, 81
- proper, 66
congruence relation, 108
connectivity, 39, 118
connector, 114
converging, up/down, 47, 51, 58
convex, 4
- hull, 4, 129
- metric, 30, 32, 34, 39
- structure, 4
convex preserving, 7
convexity, 4
- induced by interval operator, 5
core point, 86
core topology, -see topology


## D

decomposable, 69, 99
directed, up/down, 46
directionality, 65

- additivity of, 72, 79


## F

face, 66
C-functional, 86

## G

gate, $13,52,58$

- function, 13, 51, 127, 128
- mutual, 14
gated set, $13,51,58,117,127,128$
geodesically convex, 5, 46
- bounded, $82,83,84$
- completion of, 46
geometric interval space, 12
- discrete, 26
- graphic, 26

G-metric, 62
graph,

- connecting, 125
- length, 125

G-valuation, $62^{-}$

## H

halfspace, 4, 10
Hausdorff metric, 35, 36, 38, 44, 45
homomorphism, 1, 9
horizontal, 109
hyperconvex, 30

## I

I-convex, 5, 117
interval, 5

- convexity of
- neighbors, 26
- of a geometric amalgamation, 114
- of a lattice, 5,13
- of a median, 8,13
- of a metric, 5,13
- of a product, $7,12,34$
- relative, 7
interval preserving function, $7,75,86$
interval space, 5
$\left(^{*}, 2\right)$-IP, $8,14,17,30,32,33,35,43,45$, 96, 124
IP, -see interval preserving function


## J

$J_{X}, 103$
join-hull commutativity, 21

## K

$K_{1}(\mu)$ space, $3,29,40,107$
$K$-embeddable, 102
Kakutani separating property, 5
Krein-Milman property, 73

## L

$L_{1}(\mu)$ space, $4,29,33,81,93,103,107$
$L$-embeddable, 102
$l(X)$, -see superextension
$l_{1}(I)$-space, 4, 73, 93, 98, 99, 100, 101
lattice, 1

- Banach, 28
- complemented, 2
- distributive, 1, 23, 29, 63
- metric, 27, 28, 29, 62, 63
- modular, 1, 28, 29, 62, 63
- pseudo-metric, 27
linked-system, 104
Lipschitz, 38
locally C -convex, 89
L-projection, 70
L-space, 28, 80
L-summands, 70


## M

$M_{I}, M_{X}, 6$
matching, functions, 114

- topologies, 118
measure, 3
- counting, 3, 73
- space, 3
$\operatorname{med}(Z), 10$
median (operator), 7
- algebra, 7, 14
- characterization of, $8,18,20,23$
- contractivity of, 38
- convexity, 8
- homomorphism, 9
- metric
- normed, 64
- of a product, 9
- preserving function, 9
- space, 14, 116
- stabilization degree, 11
- stabilization, 10, 106, 127
- stable, 10, 127
- transitive rules of a, 7, 9
median inner product, 68
- subadditive, 79
median metric space, 16
- completion of, 44
median orthogonality, -see orthogonality
meltzer, Jacqueline, iii
metric nearest point, $37,42,43,52,96$
mixing operator, 6
mixing operator, relative , 7
mixing operator, standard, 6
mls, 104
modular, graph, 17
- isomorphism, 18
- space, 14, 116
modular metric space, $16,32,35$
- completion of, 44, 45, 49, 50

MP ,-see median preserving function
multilattice, 22

- distributive, 22, 23
- modular, 22
- vector, 76
multimedian, 14, 29
- Lipschitz factor of, 38
- at a point, $49,50,52$
- stable, 18
multimedian preserving function, 19
multimedian, transitive rule of, 21, 41
multiplicative stability, 66
mutually maximal points, 83


## N

nets, in- decreasing, 46
norm-convex, 65
normed space,

- A-generated, 75, 76, 77, 78, 79
- CL-generated, 75, 79
- extremity of, 73
- median, 64
- modular, 64
norm-interval, 65


## 0

optimal embedding, 108
orthogonal complement, 68,69
orthogonality, additivity of, $65,73,77,78$, 79

- Riesz, 65
- median, $65,75,77,78,79,80$
orthonormal collection, 72


## $\mathbf{P}$

path-metric, 117
pointed product, 34,35
polytope, 4
Pompéiu metric, 35
poset, 1
problems, $71,77,80,92,95,120$

## R

$\rho$-convex, -see geodesically convex Riemann integrable functions, 28, 71, 80 Riesz space, 2, 28
rigid, 85,88

## S

segment, 4
semi-lattice, 1
semi-multilattice, 22
sharp radii, 29, 31

- extended, 41
skew, 109
standard median operator of $\mathbb{R}, \mathbb{R}^{n}, 10$
star-shaped, 5
- completion of, 46

Steiner,

- point, 15, 30
- tree, 125

Stone representation theorem, 3
sum-norm, 4
superextension, 104
swapping rule (=transitive rule), 7

## T

topology, induced by core points, 86

- relative weak, 59
- w.r.t. basepoint, 56
- weak separation, 59, 60, 61
- weak, 56

U
upbounded, -see bounded

## V

vertical, 109

## W

weak topology, -see topology
Whithead topology, 118
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[^0]:    1.The use of a script character refers to an algebra of sets, as opposed to an abstract Boolean algebra.

[^1]:    ${ }^{2}$ One should better skip this proof at first reading.

[^2]:    3 Many authors -e.g. Birkhoff [13], and Sholander [72], [73], [74]- define median operators by (M-1), ( $\mathrm{M}-2$ ) and ( $\mathrm{M}-3^{\prime}$ ).

[^3]:    4 The results of this section were obtained by H.-J. Bandelt, M. van de Vel and the author. See [11].

[^4]:    s. See the convention of p. 20.

[^5]:    6 See the convention of p. 20.

[^6]:    , The length is understood to be the number of steps in the chain, in other words: the number of elements minus one.

[^7]:    1 Sections 1,2 and 4 as well as the first half of section 3 (until paragraph 3.8) are taken from [85]. The results of the second half of section 3 and the whole of section 5 were obtained by M. van de Vel and the author. See [83].

[^8]:    2 We use rectangular brackets [, ] to avoid ambiguity with the earlier introduced notation $I(x, A), M(A, b, c)$ etc.

[^9]:    1 The results of this chapter, except the results appearing in §3, were obtained by van de Vel and the author. See [81].

[^10]:    $2 \quad$ It is not difficult to verify that if $f_{1}, \cdots, f_{n}$ are (continuous) linear functionals separating a point $p$ from a convex closed set $C$, then there is a linear combination $\sum_{i=1}^{n} c_{i} f_{i}$ which separates $p$ from $C$. In circumstances as above, such combinations need not be $\mathcal{C}$-functionals.

[^11]:    3 At this stage of the proof we could not decide whether $\bar{X}$ has a regular or even a Hausdorff weak(norm) topology. Otherwise, Proposition 1.7 would have done the job.

[^12]:    1 The results of this chapter were obtained by van de Vel and the author. See [82].

[^13]:    2 Some textbooks on measure theory, e.g. [33], define the notion "product measure space" only for $\sigma$-finite measure spaces. However this restriction is not essential; there is a canonic way to define the product measure space for arbitrary measure spaces. See for instance [69, p. 304].

[^14]:    3 Observe that this definition uses Zorn's lemma.

[^15]:    1 The results of this chapter were obtained by van de Vel and the author.

