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FOREWORD 

For me one of the highlights of highschool-mathematics was the introduction of the concept 
inner product. Problems that in earlier schoolyears could only be handled with geometric 
methods, were now be poured in an algebraic form and were then easily solved with a combi­
nation of algebraic manipulation and geometric insight. The strength of this combination has 
made a tremendous impression on me. 

During my later study of mathematics this feeling became even stronger, when it turned out 
that this combination was also fruitful in the more general context of inner product spaces. 
Apart from their beautiful structure, inner product spaces have been studied extensively for the 
many applications they produced, e.g. in Fourier-analysis. 

In the winter of 1987 I was introduced to the subject of median algebras by Dr. Marcel van 
de Vel - they play an important role in his monograph "Theory of Convex Structures". When 
it appeared to me that the combination of algebraic manipulation and geometric insight was vi­
tal in this area too I became very interested. Median algebras have - sometimes implicitly­
appeared in rather different disciplines of mathematics such as discrete mathematics, lattice 
theory and topology, each of which use their own language. This makes it rather difficult to 
get an overall view of the subject. When, with the help of Marcel, I obtained that view, it 
seemed to me that one of the reasons median algebras were not that popular was the seeming 
lack of applications. Furthermore it surprised me that the highly natural class of median alge­
bras arising from metric spaces and normed spaces, was hardly studied. 

With this moRograph, based on my dissertation, I therefore hope to achieve the follow­
ing things: 
- Giving an introduction to the subject of median algebras. 
- Presenting a theory of median algebras arising from metric and normed spaces. 
- Connecting the theory of median algebras to the real world by means of applications. 
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IN= {1,2, .. }, 

'1'.,(ll,IR, 

AM, 

A', 

IA I, #(A), 

A, cl(A), 

A O , int (A), 

an b, 

llAh, 

a lJ b, 

avb, 

inf (A), 

min(A), 

sup(A), 

max(A), 

D(b,r), 

diam(A), 

p(A,B), 

PH, 

co(A), 

ro(A), 

sp(A), 

sp(A ), 

ker (!), 

[!], 

iff, 

■, 

SYMBOLS 

set of natural numbers 

set of integers, rationals and reals respectively 

symmetric difference of A and B 

complement of A 

power set of X 

Cartesian product of sets (X;);ei 

cardinality of A 

(topological) closure of A 

interior of A 

collection of maximal lowerbounds of points a,b in a partial order 

infimum (meet) of points a,b in a lattice 

collection of minimal upperbounds of points a,b in a partial order 

supremum (join) of points a,b in a lattice 

infimum of A 

minimum of A 

supremum of A 

maximum of A 

closed ball at a point b of radius r in metric space 

diameter of A, i.e. sup {p(a,b) I a,beA} 

distance between A and B, i.e. inf{p(a,b) I aeA ; beB} 

Hausdorff metric 

convex hull of A 

convex closure of A, i.e. the closure of co (A) 

linear span of A 

linear closure of A, i.e. the closure of sp (A) 

kernel of a linear function f 
equivalence class of integrable functions 

if and only if 

end of proof 
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INTRODUCTION 

-das mittelding- das wahre in alien sachen, 

kennt und schiitzt man izt nimmer. 

(W .A. Mozart) 

A point p in a metric space (X, p) is (metrically) between a, b E X provided that 
p(a,b) = p(a,p) + p(p,b ). This definition was first formulated by Menger in 1928 (see [56]). 
The (metric) interval joining two points a, b of X is the set I p(a,b) consisting of all points 
between a and b. 

In this thesis we consider modular metric spaces (X, p), which have the property that all 
sets of type 

Mx(a,b,c) = I p(a,b) n / p(b,c) n / p(c,a) 

are nonempty. For example, if X is the real line IR with its natural metric, then MIR(a,b,c) con­
sists of one point only, namely the middle one of a, b, c. More generally, the operator Mx is 
single-valued if X equals IR" with the "sum-norm". It is properly multivalued if X equals IR" 
with the "max-norm". These states of the values of Mx (singlevalued/multivalued) correspond 
with rather opposite situations. 

In 194 7, Birkhoff and Kiss [ 15] considered a ternary ( so-called median) operator on a 
distributive lattice, and discussed its properties. One year later, Avann [5] formulated a gen­
eral concept of a median algebra. This is a set with a ternary operation possessing a few natur­
al properties, which are fulfilled, for instance, by the single-valued operator of IR" with the 
sum-norm. The Birkhoff-Kiss operator is a metric-free example. The subsequent papers [72], 
[73], [74], of Sholander provide some characterizations of median algebras appealing to the 
intuitive meaning of the word "median". Some of his results were used later by Avann [6] to 
conclude that if the operator Mx of a modular metric space X is single-valued, then it gives a 
median operator. To emphasize that the set Mx(a,b,c) can have more than one point, the opera­
tor Mx is called a multimedian operator. In the fortuitous situation that Mx is single-valued, the 
space (X, p) is a median metric space. 

More recently, median algebras have been studied from the viewpoint of convexity. 
Sholander's concept of median betweenness gives rise to an interval operator which, in turn, 
leads to a natural description of convex sets. A convexity arising from a median algebra has a 
number of properties reminding of traditional convexity in vector spaces, specifically in inner 
product spaces. For instance, disjoint convex sets can be separated with complementary half­
spaces, and certain convex sets (such as polytopes) allow for a natural projection similar to 
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INTRODUCTION ix 

metric nearest point projections. In fact, an important part of this thesis deals with a combina­
tion of traditional convexity and median convexity: a study of modular normed spaces. 

As can be seen from the 1983 survey paper of Bandelt and Hedlikova [8] median alge­
bras were not widely known outside of lattice theory or graph theory, until recently. Nonethe­
less, median spaces have occurred in a somewhat disguised form in topology (normally super­
compact spaces and superextensions -see van Mill's dissertation [58]). Here, the idea is to 
use a closed subbase with the following intersection property: any collection of subbase 
members that meet two by two meet altogether. Formally replacing the closed subbase by the 
collection of closed balls in a metric space leads to a description of hyperconvex metrics, the 
study of which goes back to Nachbin [63] and to Aronszaijn and Panitchpakdi [4]. Hypercon­
vex metric spaces, and more general spaces with the "(3,2) Intersection Property of balls" yield 
another type of example of modular spaces. In these spaces the values of the operator Mx are 
usually genuinely multivalued. 

In this dissertation we present a study of modular metric spaces -in which the median 
metric spaces play a prominent role- thereby combining viewpoints from median convexity 
and that of intersection properties of balls. This study, which is mainly set in the disciplines of 
metric geometry and analysis, is applicable in rather various situations, such as modular lat­
tices, graphs and Banach spaces. In this fashion, we obtain new examples of spaces with the 
"(3,2) Intersection Property of balls" and we are able to solve a problem of Aronszaijn and 
Panitchpakdi on the completion of these spaces in the affirmative. We also give an application 
of the developed theory in chapter VII, where results on shortest network of line segments in­
terconnecting an arbitrary set (Steiner trees) are presented. 

Organization 

Some basic information on partial orders, (multi-)lattices, and convexity is presented in 
Chapter I, culminating in a general (metric-free) theory of modular spaces. Some standard 
results have been provided with a proof in order to make our treatment somewhat self­
contained. Among other things, it is shown that median spaces are modular spaces with an 
abundance of convex sets. 

Chapter II specializes to modular metric spaces (as described above). Here it is shown 
that the modularity condition corresponds with the "(3,2) Intersection Property of balls". 
Apart from the early work of Nachbin and of Aronszaijn and Panitchpakdi, this topic received 
attention from Isbell [40], [41], Lima [48], en Lindenstrauss [50], [51]. Prominent exam­
ples are: L 1 (µ)-spaces, K 1 (µ)-spaces, and metric ("valuated") lattices. Particular attention is 
given to extension properties of contractive maps, completeness, and weak topology (that is, 
the topology generated by the convex closed sets). Also an explicit description of the comple­
tion of a modular metric space is given. This description, which consists of adding conver­
gence points of "decreasing" or "increasing" sequences, resembles the classical Caratheodory 
extension theorem for measures to cr-algebras. This is the starting point for a "Heine-Borel" 
type theorem, characterizing weak compactness in modular metric spaces. 
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Chapter Ill further specializes to modular normed spaces. Among the important results 
are: a characterization of L 1 (µ)-spaces as median Banach spaces, or, as Banach spaces with an 
additive orthogonality. The latter justifies the above claim of analogy with inner product 
spaces. As a consequence, each median normed space embeds (linearly) isometrically into an 
L 1 (µ) space. 

Chapter IV provides characterizations of spaces of type 11 (/) in terms of the Hausdorff 
property of the weak topology (in the sense of Chapter II). These results are used in a decom­
position of modular Banach spaces into two modular ones. One factor has no linear function­
als compatible with the metric (sub)convexity (equivalently, it has no non-trivial metrically 
convex bodies), whereas the other has a point-separating collection of such functionals. Medi­
an Banach spaces of the first type correspond with atom-free L 1 (µ) spaces, whereas spaces of 
the second type correspond with l 1 (/) spaces. 

Some questions on isometric embedding of median metric spaces into L 1 (µ) spaces are 
considered in Chapter V. We use results of Assouad and Deza [7] to show that L 1 (µ) spaces 
are not only universal median normed spaces but in fact are universal median metric spaces: 
each median metric space embeds isometrically into an L 1 (µ) space. Completely different 
techniques have been used to show that a median metric space embeds isometrically into I 1 (n) 
iff it can be embedded as a median subalgebra. 

Chapter VI deals with the amalgamation of modular (metric) spaces. This construction 
results into a unique modular space extending the original ones, and which is median if the ori­
ginal spaces both are. Particular attention goes to the extension of metrics which are "adapted" 
to an interval operator in the sense that balls around convex sets are convex. The results are 
applied to construct median or hyperconvex metrics on collapsible polyhedra in an elegant and 
natural way. This construction generalizes and simplifies that of Mai and Tang [53]. 

Finally, an application of median geometry is given Chapter VII. Here the topic is the 
theory of Steiner trees, which deals with the following type of problem. How can you design a 
network connecting all consumers that minimizes the quantity of material used? This type of 
problem arises in the design of telephone networks, oil pipelines, and electrical circuitry. The 
main result of this chapter is that in general median metric space such trees exist and can be 
found in a finite number of steps. This generalizes and strengthens a result of M. Hanan [35] in 
the plane. The method employed by Hanan is rather technical and ad hoe as it involves highly 
specific constructions in the plane. In contrast, we have based our methods on a fairly well 
developed geometry of median metric spaces. In particular, there is no need to restrict to two 
dimensions. 

Somewhat more detailed summaries can be found at the beginning of 
each chapter, with the exception of chapter I. 

Note on notation: when referring to a result within this dissertation, we 
only specify its chapter number if it differs from the current one. 



CHAPTER I 

PRELIMINARIES 

§ 1 Partial orders 
1.1 Lattices. Let (P,:,;) be a poset (partially ordered set). If x,yEP have an infimum 

(resp. supremum) then it will be denoted by x"y (resp. xvy). A semi-lattice is a pose! S in 
which each pair of points x,y has an infimum. A lattice is a partially ordered set in which each 
pair of points has an infimum and a supremum. If K,L are lattices, then f:K ➔Lis called a (lat­
tice) homomorphism provided 

f (x Ay)= f (x) Af (y) ; f (xv y)= f (x) v f (y), 

for all x,yEK. Note that a homomorphism is order preserving. A bijective homomorphism is 
called an isomorphism. A least (resp. greatest) element of a lattice -if any- is called a unit, 
and will be denoted by O (resp. 1). 

A lattice L is called distributive provided that 

'<lx,y,zE L : xv(y AZ) = (xvy )"(xvz), 

or equivalently, 

'<lx,y,zEL :xA(yvz)=(x"y)v(xAZ). 

A lattice L is called modular provided that 

a S:c implies av(b"c)=(avb)"c (a,b,cEL). 

Modularity is considerably more general than distributivity. For instance, nearly all lattices 
arising from algebraic considerations are modular, but usually not distributive. 

y◊x y' 

p 

Fig. l .JA: The lattice K 2,3 . Fig. 1.18: The lattice N 5 
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Figure 1.IA depicts the non-distributive lattice K2,3 , and Figure 1.IB depicts the norr­
modular lattice. N 5 • In fact the following hold. A lattice is modular if and only if it does not 
contain the lattice N 5 as a subiattice,. and a. modular· lattice i& distributive if and oniy if it does­
not contain the lattice K z.3 • See [13) or [28). 

1.2 Lattice groups. A partial order ::; on an Abeiian group G with zero element O is 
called a group order, provided that 0Sx implies a ::,x+a for all a,xeG. In. this situation, the 
pair (G,::,) is called an Abelian ordered group. Observe that a (non-trivial) ordered group can 
not have units. If::; constitutes a lattice, then (G,::,) is called an Abelian lattice (ordered) group. 
See [13), where it is also shown that a lattice group is a distributive lattice, and that any Abeli­
an torsion free group can be made into an Abelian lattice group. 

The most prominent example arises from vector spaces. A group order :g;. on a, real ve.ctor 
space V with the property that O::,x implies 0SAx for all AEIRi}, is- called. a vector order. The 
pair (V,::,) is called an ordered vector space in this situation. If::; constitutes- a lattice, then (V,::,) 
is called a vector lattice, or a Riesz space. See the book of Luxemburg and Zaanen [52). 

For a point x in an Abelian lattice group G, we define the positive part by x+ =xvO, the nega· 
tive part by x- =-(x"O), and the modulus by Ix I =x+ +x-. We remark that Birkhoff [13] 
defines the negative part of x differently by taking x- =x"0. Our notation is most common in 
the theory of Riesz spaces. 

1.3 Boolean algebras. Let L be distributive lattice with units 0, 1. A point a eL is called 
an atom if for beL with O::,b ::,a either b =0 or b =a. Two points x,x'eL are complementary 
provided that 

xAX'=0 ; xvx'=l. 

In these circumstances x' is a complement of x. A point xeL can have at most one comple­
ment. The lattice L is called complemented if every xeL has a complement. 

A Boolean algebra (A, v , ") is a complemented, distributive lattice. As a (classical) ex­
ample of Boolean algebras we have the following. A collection- of subsets ..i of a set X is called 
an algebra of sets if 
(1) 0,Xe..J., 
(2) A,Be..J. then A "Be..J., 
(3) A,Be..J. thenAMe..J.. 
One can easily verify that the triple (..J., u, ") yields a Boolean algebra. (1) In fact by. the 
"Stone representation theorem" (Theorem 1.5) each Boolean. algebra. can be seen as an, algebra 
of sets. An algebra of sets closed under taking countable unions is called a a-algebra. 

A homomorphism between Boolean algebras, is a lattice homomorphism with the additional 
property that p(O)=O.and p(l)= 1. Hence, there is no such thing as a trivial Boolean homomor-­
phism. 

The following is a well-known connection between ultra-filters- and (Boolean), homomor:­
phisms with values in {O, 1}. Let;X be a.set. Then Y is an. ultra-filter on X iff Y =p-1(1),for some 
homomorphismofthe·powerset2! into {0,1}. In a.naturaJ:fasliion one can define a.notimrrof 

The use of a script-character refers- to an algebra of sets, as opposed'to arr abstract B'ooleamalgebra, 
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filter on a Boolean algebra. By using maximal filters one obtains: 

1.4 Lemma. (e.g. [1, p. 197-1991) Let (A, v, A) be a Boolean algebra and 0;taeX, 

then there exists a homomorphism h :A ➔ {0, I} with p(a)= I. ■ 

We remark that there is a correspondence between the power set iJ{ and the function 
space {0, 1t: a set A r;;;,X corresponds with the characteristic function XA on A, defined by 
X,t(x)= I iff xeA. It is well-known that {O, l}x endowed with the topology of pointwise conver­
gence, yields a compact Hausdorff space. 

Let (A, v, "') be a Boolean algebra. Then B(A) denotes the subset of {0,t}A consisting of 
all homomorphisms between A and {0,1}. Endow B(A) with the relative topology of {0,lt. 
The following is a rather straightforward consequence of Lemma 1.4. 

1.5 Theorem. (Stone representation theorem) Let (A, v , A ) be a Boolean algebra. 
Then, 
(l) The function space B (A) is a compact Hausdorff topological space. 
(2) The function j:(A, v, A ) ➔ 2B(A):j(a)={peB(A) lp(a)=l}, is a homomorphism. The 

values of j are closed and open in B (A). ■ 

1.6 Measures on Boolean algebras; Measure spaces. Let (A, v , A ) be a Boolean 
algebra. A function µ: A ➔ (0, 00 ] is called a (finitely-additive) measure on A provided 
(1) µ(0)=0, 
(2) µ is finitely additive, i.e. if a 1, ···,a. are pairwise disjoint elements of A, i.e. a;Aai=0 

for distinct i,j, then 

µ(l:,7=1 a;)= l:7=1 µ(a;), 

The binary function Pµ(a,b)=µ(avb)-µ(aAb) yields a pseudo-metric on 
A fin= {aeA I µ(a)< co}. This pseudo-metric space will be denoted by K(A, µ). The quotient of 
A fin obtained by dividing out zero sets will be denoted by K 1 (A,µ). 

If (-4, v , A ) is an algebra of sets with unit X, then a measure µ on ,4 is called a-additive if 
for each sequence (A;)i=t of pairwise disjoint sets in ,4 whose union is also in ,4 the following 
equality holds 

µ( U1=1A;)= l:,~=l µ(A;). 

If .4 is a cr-algebra, then the triple (X,-4,µ) is called a measure space. For general reference see 
the book of Royden [69]. A prominent type of example is given by the counting measure µ on 
the cr-algebra zt for some index set/, which is given by: 

{ 
#(_ F) if F is finite 

µ(F)= 00 otherwise. (F <;;;,/) 

The following result is classical. 

1.7 Theorem. (Caratheodory extension theorem) A a-additive measureµ on an algebra 
of sets (..4, v , A ) with unit X can be extended to a a-additive measure on the smallest cr­
algebra ,4' in X containing ,4. If X is the union of countable many elements of ,4 of finite meas-
ure, then this extension is unique. ■ 



4 I: PRELIMINARIES 

In a measure space one can define the "integral" ff dµ for a measurable function 
X 

f:X ➔[- 00,oo]. lff If Idµ is finite, then /is called absolutely integrable. The collection of in-

tegrable functions in X is a pseudo-normed space with pseudo-norm 11 JI I = J I/ Idµ. If f is an 
X 

integrable function, then [/] denotes the class of measurable functions g that equal f "almost 
everywhere" (i.e. µ( { x I / (x) ;tc g (x)}) = 0). One then defines 

L 1 (X,A,µ) = {[/] I / is absolutely integrable}. 

In literature these Banach spaces are commonly called L 1 (µ) spaces. Ifµ is the counting meas­
ure on an index set / then the associated Banach space is usually denoted by l 1 (/). For I finite, 
say I I I = n, the space / 1 (/) is just (IR", 11.11 s) where 11. 11 s denotes the sum norm, which is 
defined by 

11 (x I , · · · ,Xn) 11, = IX I I + · · · + I Xn I-
The space K 1 (A,µ) (which is usually denoted by K 1 (X,,4,µ)) corresponds with the closed sub­

set {[Xu] I U E ,4 ; µ(U) < 00 } of L 1 (X,A, µ). Hence, K 1 (X, A,µ) is a complete metric space. 

We obtain a nice application of the theorems of Caratheodory and Stone. See [64]. 

1.8 Theorem. Let (A, v , A ) be a Boolean algebra, and let µ be a measure on A. Then 
there is a a-algebra ,4' with a a-additive measure µ', such that A is (isomorphic with) a 

subalgebra of A, and µ' extends µ. 

Proof: By the Stone representation theorem we can look upon A as an algebra ,4 consist­
ing of clopen sets in B (A), and we can regard µ as being defined on A. Suppose that A 1 ,A 2, · · · 

is a sequence of pairwise disjoint members of ,4 such that their union is in ,4. As elements of ,4 

are clopen sets of B (A), we see that An= 0 for large enough n. Hence µ is trivially a-additive. 
Applying the Caratheodory extension theorem toµ and ,4 concludes the proof of the theorem. ■ 

§ 2 Convex structures 
2.1 Convexities. The following notions are taken from the monograph of van de Ve! 

(79). A family C of subsets of a set X is called a convexity on X if 
(C-1)0,XareinC. 
(C-2) C is stable for intersections. 
(C-3) C is stable for updirected unions, i.e. if .G s:;; C is non-empty and updirected then u.G is 

in C. 
'fhe pair (X, C) is called a convex structure, and members of C are called (C-)convex. Each 

A s:;;X is contained in a smallest convex set, the convex hull of A or co (A). for short. The convex 
hull of a finite set is called a polytope. A polytope spanned by two points is called a. segment. 

A subset Hof X is called a (C-)halfspace provided both H,X \ H are members of C .. Let' us say 
that two disjoint subsets A,B in X are separated by a C-halfspace ff provided A' s:;;H and 
B nH=0. This notion gives rise to the following separation axioms S 1, S 2 , S 3 , S 3 on C as.ful­
lows: 



§2: Convex structures 

S 1: Points in X are C-convex. 
S2 : distinct points in X can be separated by C-halfspaces. 
S3 : Each C-convex subset C in X can be separated by C-halfspaces from points q~C. 

S 4 : Each pair of disjoint convex subsets in X can be separated by C-halfspaces. 

5 

Axiom S 4 is usually called the Kakutani separating property. Clearly, S2 implies S 1 , and 
under assumption of S 1, S 4 ➔S3 ➔ Sz. 

2.2 Interval operators. An operator I : X 2 ➔ zX is called an interval operator if it has 
the following properties for all a,b eX: 
(1-1) Convexity of points: l(a,a)={a}. 
(1-2) Extensiveness: a,be I (a,b ). 
(1-3) Symmetry: l(a,b)=l(b,a). 
The pair (X,/) is called an interval space. A subset C of X is called star-shaped at a point c 0e C 

provided that 

VceC : /(co,c)s:;;C. 

The subset C is called I-convex, if C is star-shaped at all of its points. One can easily verify 
that the collection of all /-convex subsets yields a convexity (the /-convexity). The hull opera­
tor of this convexity will be denoted by co1• We give some examples. 

2.3 Segment operator of convexity. Let (X, C) be an S 1 -convexity. Then the segment 
operator, i.e. the operator assigning to each pair of points the segment between those points, is 
an interval operator. 

2.4 Standard interval operator. Let V be a real vector space. The standard interval 
operator co is given by 

co(a,b)= {t·a +(1-t)·b I 0:S:t :S: 1}, 

for all a,b e V. The induced convexity is called standard. 

2.5 Metric interval operator. Let (X, p) be a metric space. The metric interval operator 
/ P is defined by 

fp(a,b)={xeX I p(a,x)+p(x,b)=p(a,b)}, 

for all a,b eX. The / P-convex subsets are called p-convex, geodesically convex, or simply 
metric-convex. The concept of metric intervals originates from Menger [56]. 

As an illustration we mention that the metric intervals of an inner product space coincide 
with the standard intervals. 

2.6 Lattice interval operator. Let (L, v,"-) be a lattice. The lattice interval operator !1 is 
defined by 

f1(a,b)={xel I (aAX)v(bAX)=x=(avx)"(bvx)}, 

for all a,bel. This lattice interval operator was introduced by Glivenko [30]. See also the 
book of Blumenthal and Menger, [16], where other interval operators on lattices are con­
sidered as well. The /1-convex subsets are also called [-convex. 
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The, following'.result summarizes·some,of the propf;lrties of lattice. interval operators, In .the 
sequel, [a,b·J will denote,the order.interval between .. two points as.bin a.lattice. 

2.'77Proposittom, Let l· be .a lattice. Then thefollowing:.are truef or. all il;b;xe L: 

(1) xel,(a,b) implies a"b S.x S.avb, 
(2) a"be11(a,b); avbe11(a,b). 
(3) If a,S.b theni1(a,b) is exactly the order interval betweena,bi 
( 4) The- convexity induced by ft consists of all order-convex. sub lattices of L. 

Proof: For a proof of (1), consider the following (in)equalities: 

x S.xv(a."b) S. (avx ),-(xvb) =x, 

in which the·equality is by assumption. Hence equality holds throughout, showing,thatoAb·S.·x., 
The other inequality is derived simifady. For a proof of (2),. for. x =aAb; we, find that 
(aAX)v(x"b)=xvx=x and (avx)"(xvb)=a"b=x. Hence xel1(a,b).· Similar computations yield, 
avbe/1(a,b). For a proof of (3), suppose·that a.S.b. If a S.x S.b; then (avx),-(xvb)=x. Consider­
ing tne dual formula as well, we find th'atxe/1(a,b). The opposite implication follows from thee 
first part of the lemma. For a proof of ( 4), to find the convex hull co (a,b) of two points a,b,eL, 
one should start with J1(a,b). Then take all pairs a'.,b'el1(a,b) and add I1(a',b'). Then repeat-the 
process until the set stabilizes. By combining parts (2) and (3) we see thatthe convex htdLof, 
a,b, must include the entire order-interval [a"b,avb ]. By using part (1), it can· be. seen that,no 
other points are obtained during the stabilization process. ■., 

Let us introduce .some further terminology. A point c of an interval .space·(X;l) is safoH0: · 
be in between•a andb if and only if.ce/(a,b). These so-called ''betweenness" rehitions·ar~-:SW~ 
died by several authors, among which are Pitcher and Smiley [66], and.Shohinder [72],: [73},; 
[72]. 

2.8 An alternative way of describing.interval spaces. LetX be a set. An operator· 
M :X3 ➔ '2! is called a mixing-operator provided the following.conditions-are fulfilled: 
(M-1) Absorption or majority rule: M(a,a,b)={a.t. 
(M-2) Symmetry : ifcr is any permutation of a,. b, c then M(cr(a),cr(b),cr(c))=M (a,b;c)., 

By · the standard mixing-operator of an interval . space (X,/) , is meant· the. operator,: M 
defined by the formulaM(a,b,c)=/(a,b)n/(a,c)n/(b,c). Sometimes we.shall:use thenotation,, 
M1 or Mx for this operator. 

Starting with a mixing-operator one can construct three interval operators Jl, r;;;;,I'i,,'r;;;;,Jl,,: on,,X\ 

by taldng: 

(i) Jl,(a,,b)= {xeX I.{~} =M(a,b,x)}; 
(ii) It(a,b)={xeX I xeM(a;b;x)}, 
(iii) J;/.,(a,"b)==u{M(a,b,x➔ I xeX}, for a,beX, 

Iii: ,general themixing,,operatoi:s indireed 'by/~ (i = 1, 2;3) do are motteqira} lt(i).ML Toofoh10w-­
ing resu,lt :is,stra:ightforward; 



§2: Convex structures 7 

2.9 Proposition. The following formulae hold for a mixing operator M of an interval 
operator I on X: 

lx,(a,b )=lt(a,b )=l(a,b) (a,beX). ■ 

2.10 Morphisms, subspaces and products of interval spaces. Let (X;,/;) (i = 1, 2) be in­
terval spaces, and let f :X1 ➔X 2 • A function f is called interval preserving, or IP provided 

f (I 1 (a,b )) !;; I 2<f (a ),f (b )), 

for all a,beX 1• One can verify that f also "preserves" the induced convexities on X I and X 2 in 
the sense that preimages under f of I 2-convex sets are I 1 -convex sets. As an example of IP­
functionals we offer the following. Consider the convexity on {O, l} consisting of all subsets of 
{O, I}. Let H be a C-halfspace, then the functional f :X ➔ {O, 1} that is 1 on Hand O elsewhere is 
an IP-functional. 

Let (X,/) be an interval space, and let Y !;;X. Then the operator ly : Y2 ➔ zY defined by 
ly(yi,y 2)=1(yi,y 2)nYis an interval operator on Y. The operator ly is called the relative inter­
val operator. The mixing operator My of Y induced by this operator, i.e. My =M1 n Y, equals the 
relative mixing operator. 

Let (X;,I;) for ie/ be a collection of interval spaces .. On the Cartesian product II- Y; the ,er· 
product interval operator In is defined by 

I n((a;);e1,(b;);e1)) = TI;e/;(a;,b;), 

for all (a;);e1,(b;);e1E TI;e~i· 

A straightforward verification shows that In is indeed an interval operator on the product. 
The mixing operator Mn of TI;eiX; takes the form TI;e 1M;, where M; denotes the mixing opera­

tor of X;. 

2.11 Median operators. A median (operator) m on a set X is a function m :X3 ➔X with 
the following properties: 

(M-1) Absorption or majority rule: m(a,a,b)=a. 
(M-2) Symmetry: if a is any permutation of a, b, c then m(a(a),a(b),a(c))=m(a,b,c). 
(M-3) Transitive rule : m (m (a,b,c ),d,c) = m (a,m (b,c,d),c ). 

The pair (X,m) is called a median algebra. By virtue of the symmetry one can look upon 
the transitive rule of medians as a "swapping" rule (which might be easier to remember): in the 
expression m(m(a,b,c),d,c) -in which the point c occurs at two levels- one may exchange 
the point d with either of a,b. 

A median can be seen as a (singlevalued) mixing operator. Sholander [72], [73], [74], 
presented several axiom systems for median algebras. The most prominent type of example is 
that of a distributive lattice (e.g. a Boolean algebra) with 

m (a,b,c )=(aAb )v(aAC )v(bAC ). 

Note that by distributivity the right-hand side is not changed if we permute the roles of A and v. 

This example first appeared in a 194 7 paper [15] of Birkhoff and Kiss. 



8 

The,median•m-of a totally ordered lattice, e.g.IR, is given-by 

m (a,b,c) == the middle one of a,b,c. 

I: PRELIMINARIES 

2;12 Median interval operator. One can readily verify that for a median operator the 
interval operations /~, Ii and I! coincide. This yields a canonical median interval operator, 
which is denoted by/;,,. The Im-convex subsets are called median-convex, or simply m-convex. 
We remark that median intervals are m-convex. See (73], or Theorem 4.24. 

We mention the following characterization of median interval space, which shall be par­
ticularly motivating. We refer to (73] or (79}. 

2.13 Theorem. The following are equivalent for an interval space (XJ). 
(1) (X,l) is derived from a median. 
(2) (X,l) has the following properties for all x,y,z eX 

(i) If ze/(x,y) then /(x,z)~/(x,y) .. 
(ii) I /(x,y)n/(x,z)n/(y,z) I =1. 

Moreover, the expression between the bars in (ii) defines the ambient median. 

Proof: For a self-contained proof (2): implication (1) ➔ (2) is Example (iv) of Para-
graph 3.1, and implication (2) ➔ (1) is Proposition 4.1 combined with Corollary 4.17. ■ 

We now introduce a particular intersection property of sets. Consider any cardinal 
number N ~2. A collection C of subsets of a set X has the (M;2) Intersection Property (briefly 
(M,2)-IP) provided every subcollection of cardinality ~ N consisting of sets meeting. two by 
two has a non-empty intersection. We shall be mainly. interested in the case that N is a finite 
cardinal. The collection C has the finite intersecting property (briefly (F,2)-IP) if it has the 
(n,2)-IP for all finite cardinal numbers n. The collection C has the arbitrary intersecting pro­
perty (briefly (A,2)-IP) if it has the ( M ,2)-IP for all cardinal numbers N. 

The (F,2)-IP can be used to characterize median convexity as follows. See also (79]. 

2.14 Theorem. The following are equivalent for an S 1 convexity C. 
(1) The convexity C is derived from a median. 
(2) C is S 2 and has the (F,2)-IP. 
(3) CisS 4 andhasthe(F,2)-IP. 

Proof: For a self-contained proof (2), Implication (3) ➔ (2) ,is evident. As to impli0ation 
(2) ➔ (1 ), according to Theorem 2.13 it suffices·to show that the mixing operator M induced by 
the segment operator co(-,-) of C is single-valued (it is non-empty by the (F;2)~IP). To this 
end,: let x;y be two distinctpoints in'•acvatoe M(a,IY,c) of:the mixiffg•operat01;,. Sepa11ate,x}y1by a 
halfspaceH: We rnay- assume th:at'a,be H. Th•is ·implffi; -that the whole:set M(u,'b;ec,) !;;i;CO(@lb') is 
contained in H, a contradiction. Implication (1) ➔ (3),: is Theorem 4:19. ■, 

Flrom,:(2),we. conclude in·partieular• th'at distinct points in,a medial>l,algebra oafl!,be 

se)llltated Hy,nalfspaces: Applyi~itlilis result to the hittiee coiwexity-· ofia,:Bdl0Jean:,alg~a:•we 
obtatni .IJemma :1 t4J 

Orie· should better skip this proof al first read·ing, 
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2.15 Halfspace reasoning. In median convexity there is a particular form of calculus 
involving convex sets and separating halfspaces that can be used in several situations. The fol­
lowing example might be illustrative: A median algebra (X,m) satisfies (we write xyz for 
m (x,y,z)): 

(M-3') 5--point transitive rule: ((abu)(abv)w)=(ab(uvw)). (3) 

For a proof, let a,b,u,v,wEX and suppose that (M-3') does not hold. Then by the Kaku­
tani separation property there exists an m-halfspace H that contains the point ab (uvw) and 
misses the point (abu )(abv )w (see Figure 2.15). 

ab(uvw). 

a • 
u. 

H 
• (abu )(abv )w 

b • 
V • 

Fig. 2. 15: halfspace reasoning 

We repeatedly use the following consequence of Theorem 2.13: the point (xyz) is the only 
point in the intersection lm(x,y)nlm(x,z)nlm(y,z). If both points a, bare members of H, then 
(abu),(abv)Elm(a,b),;;;,H and hence (abu)(abv)wEH, a contradiction. Assuming a,bEX \H yields 
a similar contradiction. We may assume that a EH and bEX \H. With this configuration of the 
points a,b it is impossible that either u, vEH or u, vEX \ H holds. Hence without loss of generali­
ty we may assume that uEH and vEX\H. Now all points except w have been placed. ifwEH, 

then (abu)(abv)wEH, a contradiction. If wEX \H, then ab(uvw)EX \H, another contradiction. 

Under assumptiom of (M-1) en (M-2) one can deduce (M-3) from (M-3') by simple 
algebraic manupilation. To prove the reverse implicaton in an algebraic fashion seems not not 
easy-see [47]. 

2.16 Morphisms, subspaces and products of median algebras. Let (X;,m;) (i = 1,2) be 
median algebras, and let f: X 1 ➔ X 2 • Then the function fis called median preserving (MP), or a 
homomorphism provided 

f (m 1 (a,b,c )) = m 2(/ (a ),f (b ),f (c )), 

for all a,b,cEX 1• One can verify that a MP function also preserves median intervals. Let A be 
a Boolean algebra, and let f be a function A ➔ {O, 1} with f (0) = O and f (1) = 1. Then f is a 
median homomorphism iff f is a Boolean homomorphism. 

Let (X;,m;) for iE/ be a collection of median algebras. On the Cartesian product f]. X; 
IE(-

the product median m n is defined by 

Many authors -e.g. Birkhoff [13], and Sholander [72], [73], [74]- define median operators by (M-1), 
(M-2) and (M-3'). 
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m ,.((a;);e1,(b;);e/ ),(c;);e/) = fl;e/m;(a;,b;,c;), 

for all (a;);e 1,(b;);e1,(c;);e,e flX;e/• A straightforward verification shows that m,. is a median 
operator. The interval operation on the product induced by m,. is precisely the product of the 
interval operators lm,. This leads to the standard median operator oflR". 

If all (X;,l;) are equal to IR with the standard interval operator, then the (standard) median 
operator of the Riesz space JR1 equals the product median. 

The following is a generalization of the "Stone representation theorem". 

2.17 Theorem. let (X,m) be a median algebra and let beX. Then 
(]) The function space Bb(X)= {f-.X ➔ {O, 1} I/ is a homomorphism with f (b)=O} is a compact 

Hausdorff topological space. 
(2) The function j :(X,m) ➔ 28'(X) :j(a)={peBh(X) I p(a)= l} is a homomorphism. The values 

of j are closed and open in B (X). ■ 

2.18 Corollary. (cf. [8, Theorem 1.5]) Each median algebra is isomorphic with a 
median stable subset of a power set. Moreover, each finite median algebra embeds in a finite 
Boolean algebra, and hence in a Euclidean space·equipped with the product median. ■ 

A subset Yof a median algebra (X,m) is median stable provided m (Y3)!;;; Y. In particular, 
the restricted map m I Y' yields a median algebra. The median stabilization of a subset Z, 
med (Z) for short, is the smallest median stable subset including Z. 

One of the remarkable properties of median stabilization, though rather difficult to find in 
literature, is that the stabilization of a finite set is finite. A proof of this appears in Chapter V. 

2.19 Theorem. Let (X,m) be a median algebra, and let Z !;;;X. A point peX is not con­
tained in the median stabilization of Z, if and only if then there exist halfspaces G,H such that 

peGnH; GnHnZ=0. 

Proof: The "if' part of the theorem is evident. First we shall prove the "only if' part of 
the theorem for finite Z. To this end, as med(Z) is finite and pemed(Z) the S3 property of the 
(median) convexity of X gives rise to a finite number of halfspaces H 1, • • • ,H. such that: 

pe n 1=1H 1 ; med(Z) n n 1=1H;=0. 

G 

•P 

H 

med(Z) 

Fig. 2.19: separating a point from a median stable set 
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Observe that the sets med (Z) n H; (i = 1,2 · · · n) are relatively convex in the median alge­
bra (med (Z),m ). Hence by the finite intersection property of median convexity (Theorem 2.14) 

there must be halfspaces G,H among H 1, · · · ,Hn such that G nH nmed(Z)=0. 

The proof that the "only if' part of the theorem holds for arbitrary Z uses the following 
compactness argument. For V ,;;;Z finite Jet B (V) be the collection of pairs (g,h), where g,h are 
median preserving functions X ➔ {O, I } with g(p)=h (p)= 0 and (g(v),h (v)) ;,e (0,0) for all vE V. 

One can easily verify that the sets B (V) are compact subsets of Bp(X) xBp(X)- see Theorem 
2.17. Moreover, the sets B (V) have the finite intersection property by the first part of the 
proof. Hence by compactness there exists a pair (g,h) that is contained in B (V) for every finite 
set V ,;;;Z. One can easily see that the associated halfspaces G =g-1(0), H =h-1(0) are as desired . 

• 
We end this section with some remarks on computing the median stabilization of a finite 

subset Z in a median algebra (X,m ). An iterative process is as follows; define Z 1 =Zand 

Zn+I =m (Zn,Zn,Zn) (nEIN) ; Z~ =UnelNZn. 

Then med(Z)=Zw As mentioned earlier the median stabilization of a finite subset is finite, 
hence from certain n on the z. equal med (Z). Information on this n is useful for computational 
purpose. To this end, define the median stabilization degree (msd) of a median algebra X as the 
smallest n EINu{ 00 } such that med (Z)=Z. for all Z ,;;;X, see [10]. For instance, the msd of IR is 
zero (evident) and the msd of IR xlR is one. We outline a proof of the latter statement. Let 
Z ,;;;IR xlR be finite and p E med (Z). By the use of a translation we may assume that p equals the 

origin. As the lattice of points generated by Z is median stable, there exist points a =(0,a 2), 

b = (b 1 ,0) in Z. If either a 2 ,b 1 is zero then we are done. Otherwise, by Theorem 2.19 there ex­
ists a point c = (c 1 ,c 2) such that (c 1 ,c 2) and (b 1 ,a 2) are in opposite quadrants. Hence, the medi­
an of a,b,c equals p, i.e. pEZ 1 • 

In a similar fashion one can show that msd (IR"):::; n-1. See [10], where it is actually shown 
that msd(IR") grows like logu(n). 

In many situations - for instance in IR" - it is possible to obtain a finite median stable 
subset X containing Z at forehand. The following is then an alternative method to compute 
med (Z). Find all halfspaces in X and intersect them, then throw away all points in X that are 
seperated - in the sense of the previous theorem - from Z by these sets. 

For example, let Z be a subset of IR2 with the product median, and let X be the lattice of 
points generated by Z. Then the halfspaces are the intersections of X of halfspaces parallel to 
x-axis or y-axis. Hence the number of intersections involved is in the order of #Zx#Z. 



12 I: PRELIMINARIES 

§ 3 Geometric interval operators 
In the study of interval spaces induced by metrics and medians, many proofs and 
definitions involve only a few general properties. These properties are used as an axiom 
system for geometric interval operators. The resulting theory can be applied in other situa­
tions as well, e.g. (modular) lattices, and it provides us with convenient terminology. 

3.1 Basepoint orders. Let (X,l) be an interval space and let bEX. The following defines 
a reflexive relation on X: 

X s; bY ~ XEI (b,y ). 

The relation s; h is called the basepoint relation at b. The following questions are natural. 
(i) Are basepoint relations transitive? That is, are intervals star-shaped at their endpoints, 

viz. does cEl(a,b) imply l(a,c)c;;;;,I(a,b)? 

(ii) Are basepoint relations anti-symmetric? Viz. if I(a,b)=l(a,b') then b=b' 

(iii) Are the relations (I(a,b),S:a) and (I(b,a),S:b) mutually inverse for all a,bEX? Viz. if 
a,b,x,y EX satisfy x,yEI (a,b) and xEl(a,y), then yE/ (x,b ). See Figure 3.1. 

b 

y 

X 

a 

Fig. 3.1: the inversion law 

For a counterexample to (i), consider the set X = {1,2,3,4}, and define an interval opera­
tor /onXby /(i,j)={i,j} for {i,j};t{l,3},{1,4} and/(1,3)={1,2,3} ;/(1,4)={1,3,4}. 
For a counterexample to (ii), (iii), take the indiscrete interval operator of a set with at least 
three points. We now come to the following definition. An interval operator I on a set X is 
called geometric if it satisfies: 
(G-1)star-shapedness: If cEl(a,b), then l(a,c)c;;;;,I(a,b). 

(G-2)inversion law: If a,b,x,y EX satisfy x,yEI (a,b) and xEl(a,y), then yE/ (x,b ). 

The above examples show that the axioms (G-1) and (G-2) are independent. Axioms (G-1) 
and (G-2) can also be formulated in the following way: 

(3.2) For all a,b,x,yEX the statements yE / (a,b ), xE I (a,y) imply xE I (a,b ), yE I (x,b ). 

Axioms (G-1) and (G-2) are considered by several authors, e.g. Blumenthal & Menger, 
Hedlfkova, and Sholander. Hedlikova [37] uses the term "ternary space" for geometric inter­
val space. 

Note that the product of geometric interval spaces is geometric. As further examples of 
geometric interval operators we have the following: 
(i) the (standard) segment operator of a linear vector space (evident), 
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(ii) the metric interval operator of a metric space (straightforward), 
(iii) the lattice interval operator of a modular lattice (see Theorem 4.2 below), 
(iv) the median interval operator of a median algebra (X,m) ([37], [73]). 

For a proof of the last statement, let y e lm(a,b) and x e Im(a,y). Then, 

m (a,x,b) = m (a,m (a,x,y),b) = m (a,m (a,b,y),x) = m (a,y,x) = x, 

showing thatx e Im(a,b). On the other hand, 

m (x,y,b) = m (m (a,x,y),y,b) = m (m (a,b,y),y,x) = m (y,y,x) = y, 

showing that y e lm(x,b ). Whence lm is geometric by (3.2). Let us show how the formula 
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m (a,b,c) =lm(a,b) nlm(a,c) nlm(b,c) (a,b,ceX), (*) 

which is mentioned in Theorem 2.13, can be deduced from the geometric properties. First, it 
is clear that the point m (a,b,c) is at least contained in the right-hand set of(*). Next, let z be 
another point in this set. Then 

z =m (z,a,b) = m (m (z,a,c ),a,b) = m (m (a,b,c ),a,z). 

Whence, zelm(a,m (a,b,c )). Similarly we obtain zelm(b,m (a,b,c )). Hence z =m (a,b,c ). 

The following result summarizes some of the properties of geometric interval operators. 

3.3 Proposition. Let (X,I) be a geometric interval space and let a,b,ceX. Then, 

(]) Every basepoint relation of X is a partial order. 

In particular the interval operators !l, and i1,t coincide . 

. (2) The mixing operator M has the following property: 

'c/a,b,ceX ceM(a,b,c)<=>M(a,b,c)={c}. (3.3.3) 

Proof: For a proof of the non-trivial part of statement (2): Jet xeM(a,b,c). That is, 
xel(b,c). By assumption we have ce/(b,a) so (G-1) yields l(b,c)<;;;J(b,a). We can now apply 
(G-2) to the points b,a,x,c which yields cel(x,a). As the last set is contained in /(a,c) we can 
apply (G-2) to the points a,c,c,x which yields xe/(c,c)= {c}. Statement (1) follows from (2). 1111 

3.4 Gates. Let (X,/) be a geometric interval space and let C be a subset. A gate of x in C 

is a point cxEC such that cxel(x,c) for all ceC. See [21], [37], [42]. 

Clearly, ex is the smallest element of C in the basepoint order with basepoint x. As :<;;x is 
a partial order by Proposition 3.3, the point x can have at most one gate in C. The subset C is 
called gated, provided every xeX admits a gate in C. Hedlfkova [37] and Isbell [42], use the 
name "Chebyshev sets" for gated sets. The induced gate function x ➔ ex is denoted by Pc. For 
example, if (X,m) is a median algebra, then any interval lm(a,b) is gated. The induced gate 
function is given by x ➔ m (a,b,x). (See [79], or Corollary 4.15). 

We mention some properties of gates in a geometric interval space (X,/). 

(3.4.1) Let x have a gate p in C s:;;;X. If D is a subset of X which is star-shaped at x and meets C, 
thenpeC nD. 

(3.4.2) Any gated subset of X is convex. See [42]. 
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For a proof of statement (3.4.2), let C be a gated imbset of (X,/). Consider a,bE-C, and 
c El (a,b). Let c' be the gate of c in C. Then by definition we. have c'EJ(c,a), and c'El(c,b); By 
axiom. (G,1) the last formula, yields c'EJ{c,b) r;;;J(a,b). Hence we can.apply (G-2) to the points 
a,b,c',c which yields cE/(c',b). By axiom (G-2) that is l(c,b)r;;;J(c',b), i.e. l(c,b)=l(c',b). By 
Proposition 3.3(1) we conclude c=c'EC, as·desired. 

Let e be a gated subset of X. 

(3.4.3) If D r;;;;C is gated in(C,/c), thenD is gated in (X,/). See [42]. 

(3.4.4) (transitive rule) If D is a gated subset of X not disjoint from C, then C nD is also gated 
inXandpc,-,n=Pc·Pn (composition product). See [42]. 

(3.4.5) If Dis any gated subset ofX, then the composition P=pc•Pn is idempotent, i.e. P 2 =P. 

In particular, for any element c I EC the points n 1 =pD(c 1), n 2 =pc(n 1) are mutual gates, i.e. n 2 

is the gate of n 1 in D and vice versa. 

3.5 Proposition. The collection of gated subsets of a geometric interv.al space has the 
(F,2)-IP. 

Proof: Let (X,/) be a geometric interval space. First, the proposition is trivially true for 
collections consisting of two members. Next, assume that the proposition is true for collec0 

tions of cardinality less than n > 2 and suppose that D 1, • · • ,Dn is a collection of gated· sets in X 

that meet two by two. Then by the inductive hypotheses there is a point 

xEn?=2D; .. 

If x' is the gate of x in D 1, then by (3.4.1 ), x'ED 1 nD; (for i =2,3, · · · ,n), and x' is a point as 
desired. 

§ 4 Modular spaces 
As stated earlier, the interval operator of a median algebra is geometric. (,i) Whence in view of 
Theorem 2.13 median algebras correspond with geometric interval spaces with a single 0 valued 
mixing operator (see also Corollary 4.17). So it is natural to call such interval spaces median; 
A modular space is defined to be a geometric interval space such that the mixing operator 
M1 :(a,b,c) ➔ l(a,b)nl(a,c)nl(b,c) takes non-empty values. In this situation the mixing 
operator is called the multimedian. 

From Theorem 2.13 one deduces that an interval space satisfying the star-shapedness axiom 
(G-1) with a singlevalued mixing operator is median -hence the remaining axiom (G-2) folc 
lows automatically. This phenomenon can be explained by the following -alternative- ax­
iom system for modular spaces. 

The results of this section were obtained by H.-J. Bandelt, Mc van de Vel and the autl\or. See (11 ]. 
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4.1 Proposition. Let (X,!) be an interval space that satisfies axiom (G-1) and such that 
the mixing operator only takes non-empty values. Then (X,l) is modular if! the mixing operator 
M has property (3.3.3). 

Proof: The "only if part" is Proposition 3.3. Conversely, let a,b,x,yEX such that 
x,yEl(a,b) and xE/(a,y). By star-shapedness we obtain that M(x,y,b)~M(a,y,b)={y}. As by 
assumption the value M(x,y,b) is non-empty, we conclude that this set equals {y}, that is 
ye/(y,b) as desired. ■ 

One can find simple examples of interval spaces, which do not satisfy the star­
shapedness axiom (G-1), but do have a non-empty mixing operator. Whence axiom (G-1) can 
not be omitted in Proposition 4.1. The following example, which was first mentioned by Sho­
lander (73), is rather interesting. 

We first introduce some concepts. A Steiner point of three points a,b,c in a metric space 
(X, p) is a point in X that minimalizes the expression 

p(a,s)+p(b,s)+p(c,s) (sEX). 

We mention that in modular metric space (see below) a point in the multimedia□ is a Steiner 
point of the ambient three points (Corollary II: 1.12). In Chapter VII will investigate the rela­
tion between Steiner points and medians in greater depth. For an inner product space 
(X, <.,.>)we define the Steiner intervals by 

fs(a,b)={zEX I <a-z,b-z>:s;-½•lla-zll·llb-zll}, 

· for all a,bEX. Geometrically this means that z is in between a and b iff the angle between the 
vectors a-z,b-z is more than 120 degrees. Then the value M(a,b,c) of the mixing operator 
consists of one point, namely the (unique!) Steiner point of the triple a,b,c. See for instance 
(18). That the Steiner intervals do not satisfy axiom (G-1) is a direct verification. In particu­
lar, these intervals are not Steiner-convex either -actually, it follows from the results in 
chapter IV that the Steiner convexity only consists of the singletons, the empty set and the 
wholeX. 

Many examples of modular space arise from lattice theory. 

4.2 Theorem. Let L be a lattice, and let M1 be the mixing operator of L (induced by the 
lattice intervals). Then the following are equivalent: 
(1) L is modular. 
(2) The interval operator /1 satisfies axiom (G-1). 
(3) M1 only takes non-empty values. 
(4) (L,11) is a modular space. 
In any of the above situations the value M1(a,b,c) contains the point (a"b)v(a"c)v(b"c). More­
over, M1 is single-valued if! L is distributive. 

Proof: For a proof of implications (2),(3)---t(l), suppose that Lis not modular. Then it 
contains the lattice N 5 , (see Fig. 1.1 B for notation), as a sub lattice. 

A straightforward verification shows that pE 1(x,y) and y'El(p,y). Hence, if /1 satisfies the 
star-shapedness axiom (G-1) then y 'E / (x,y ). That is y '= (xvy ')"(y 'vy) = y. This settles implica-
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tion (2) ➔{1 ), 
For a proof of implication (3) ➔ (1), let zEM(x,y',y) then (cf. Proposition 2.7) y's;zs;y, 

hence y=y/\q=(yvz)/\(zvx)=z. Similarly we have y'=y'vp=(y'AZ)v(zAX).""z. Whence y=y', a 
contradiction. Implication (4) ➔ (1) now trivially follows. 

For (1) ➔ (2): Let bEl1(a,c) and dEl1(a,b). Hence (Proposition 2.7), a/\c$b and a/\b$d. 

These inequalities are used in the following calculations: 

d=(a/\d)v(d/\b)=(a/\d)v{ (d/\((a/\b)v(b/\c)) }=(a/\d)v{ ((aAb)v(d,,b/\c)} 

= (aAd)v(aAb )v(dAb/\c) $ (aAd)v(dAc) $ d. 

The third equality is modularity. Hence d =(aAd)v(dAc). Dually d =(avd}A(dvc). That is, 
dEl1(a,c) as desired. 

For (1) ➔ (3): Let a,b,cEL, and consider the point m=(avb )/\(bvc)A(cva). By using the modu­
lar law we find 

avm = av{ (bvc)A{ (cva)A(avb)}} = { av(bvc) }A{ (cva)A(avb)} = (cva)"(avb). 

Similar equalities hold for bvm and cvm. If follows that (avm)A(mvb)=m, with similar formulas 
for all other combinations. For a dual formula consider the following computation: 

(aAm)v(bAm)= {(aAm)vb }Am= {(aA(avm)A(mvb))vb }Am 

= {(aA(mvb ))vb },-m = {(avb)A(mvb )},-m =m. 

The first and fourth equality are applications of modularity, whereas the second equality fol­
lows from substituting m = (avm )"(mvb ). Similar formulas hold for other combinations. 
Therefore, mEl1(a,b)nl1(b,c)nl1(c,a). We remark that by duality the point (aAb)v(bAc)v(cAa) 

is also contained in the value M (a,b,c) of the mixing operator. 
In view of implications (I) ➔ (2),(3), all that needs to be verified for implication (1) ➔ (4) is 

that 11 satisfies the inversion axiom (G-2). To this end, let a,bEL and yEl1(a,b), xEl1(a,y). By 
Proposition 2.7(2), the latter condition implies aAy $x, hence a/\y $x/\y. We conclude, 

(aAy )v(y Ah)$ (xAy)v(y Ab ). 

Now the left hand side equals y by assumption, whereas the right hand side is less or equal toy. 

Whence equality holds troughout, that is (x/\y)v(yAb)=y. Similarly we obtain (xvy)A(yvb)=y. 

We conclude that yEl1(x,b). Observe that modularity is not required in this part of the proof. 
Whence the lattice interval operator of any lattice satisfies the inversion axiom (G-2). This was 
earlier observed by Blumenthal and Menger [16, ex. I p. 67). 

For a proof of the last statement, if the mixing operator of L is single-valued, then in view of 
an earlier remark (aAb)v(b"c)v(cAa)=(avb)A(bvc)A(cva) for all a,b,cEL. It is well-known that 
the latter property is equivalent with distribut.ivity of L. See [13]'. ■ 

The equivalence of statements (1) and (2) are taken from E. Pitcher and F. Smil'ey in 
[66). The equivalence of statements (1) and (3) and the concluding statements are taken from 
H. Draskovicova [20j. From the proof of implication (l) ➔ (4) one can also deduce 

4.3 Metric interval spaces, Fn' this thesis we are mainly interested: in metrk intei:va,l 
spaces; by abuse of language a metric space is called modular (resp: median) if the uncl'erl)'ing 
metric interval space is modular (resp. median). 
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~ b 

Fig. 4.3A: K 2.3 Fig. 4.3B: K 3,3 minus edge 

For example, the standard median of IR, induced by the order, is also the metric median in­
duced by the standard metric on IR. Similarly, the standard median of IR" is derived from the 
sum-norm (see II: § 1 ). 

Modular (metric) space was first studied in the context of graphs. These so-called modular 
graphs (compare II: 1.1), where introduced by Howorka [38]. See also the paper of Bandel! 
and Mulder [9]. The modular graphs depicted in Figures 4.3A, 4.3B, shall be of particular 
interest. 

As further examples of modular metric spaces we mention the metric spaces of type K i (µ), 
l i (µ). (see Theorems II: 1.8 and II: 1.9). 

4.4 Some general results. 

(4.4.1) The convexity of a modular space has the (F,2)-IP. 
In view of Theorem 2.14 the previous result states that we can look upon median spaces as 
modular spaces with an abundance of convex subsets. 

( 4.4.2) Let C be a convex subset of a modular space and let be C. Then any minimal element in 
(C,::,h) is a minimum, i.e. a gate. 

From the following result we obtain a method of verifying whether a multimedian is a 
median. 

4.5 Theorem. Let Ii,/ 2 be two modular interval operators on a set X with respective 
multimedians Mi,M 2• If Mi(a,b,c)nM 2(a,b,c)#0 for all a,b,ceX, then Ii =1 2 and mi =M 2• 

In particular, if Ii (a,b) <;;;J 2(a,b) for all a,b eX then Ii =I 2• 

Proof: Let a,beX, and let xeli(a,b), i.e. Mi(a,b,x)={x} by Proposition 3.3. By as­
sumption the sets M 1 (a,b,x), M 2(a,b,x) meet, whence xeM 2 (a,b,x), i.e. xel 2(a,b) by using Pro­
position 3.3 once more. We have shown that/ 1 (a,b) is contained in/ 2(a,b ). Similarly we ob­
tain the other inclusion, hence/ 1 (a,b) =I 2(a,b ). ■ 

This result has several interesting consequences. 

4.6 Corollary. (cf. Th. 4.24) The segment operator of a modular space is geometric iff 
all intervals are convex. 

Proof: Segments being convex, the segment operator clearly satisfies axiom (G-1). 
Also, as the multimedian of (X,/) is contained in the mixing operator of the segment operator 
the mixing operator of (X,co1) only takes non-empty values. From the previous theorem we 
conclude that the segment operator of a modular space satisfies axiom (G-2) if and only if the 
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interval operator equals the segment operator, i.e. if the intervals l are /-convex. ■ 

4.7 Corollary. Let (X,l) be the a modular space. If there exists a median m on X such 

that m (a,b,c)E M (a,b,c)for all a,b,cEX, then m and M coincide. ■ 

A function f: X 1 ➔X 2 between modular spaces (X 1 ,l 1) and (X 2,/z) is called multimedian 

preserving, if the sets f(M 1(a,b,c)), M 2(f(a),f (b),f(c)) meet for all a,b,cEX (in fact, it follows 
that the first set is always included in the second). Two modular spaces are called isomorphic 
if there exists a bijective multimedian preserving map. 

A subset Y of a modular space is called multimedian stable provided that the value 
M (y 1 ,Y2,y3) of the multimedian meets Y for ally 1 ,Y2,YJE Y. We remark that for median spaces 
these notions coincide with the earlier introduced notions "median preserving" and "median 
stable". 

Observe that the image of a multimedian preserving function is multimedian stable. With 
"halfspace reasoning" (see 2.15) one can verify that gate functions in median space preserve 
the median. A similar property for gate functions in mu/timedian space does not hold. 

It is not difficult to show that a multimedian preserving function is interval preserving 
(and vice versa). The following result is somewhat stronger. 

4.8 Theorem. Let (X 1 ,l i) and (X 2,Iz) be modular spaces, and let f: X 1 ➔ X 2 be a sur­
jective multimedian preserving map. Then, 

f (l 1 (x 1 ,x2)) = l 2 (f (x 1 ),f (x2)) and f (M 1 (x 1 ,XZ.xJ)) =M z(f (x 1 ),f (x2),! (x3)). 

for all x 1 ,x 2 ,x3 EX 1• In particular, f maps l 1 -convex subsets onto l 2 -convex subsets. 

Proof: Leta,bEX2 and a'E/1(a), b'E(1(b). We take i(a,b)=f(l 1(a',b')). 

First, we shall verify that the definition of l(a,b) does not depend on the choice of a ',b '. To 
this end, suppose a"Ej1(a), b"Ej1(b). Let zE/([ 1(a',b')), say z=f(z') with z'El 1(a',b'). On 
the one hand, 

{z} = {f (z')} = f (M 1 (a ',b ',z')), 

and on the other hand, 

M z(a,b,z) =M z(f (a '),f (b '),f (z')). 

(1) 

(2) 

As the sets on the right-hand side of (1) and (2) meet, we conclude from Proposition 3.3 that 
{z}=Mz(f(a'),f(b'),f(z')). Now as the setsf(M 1(a",b",z')) andMz(f(a"),f(b"),f(z')) (={z}) 
meet we obtain that the set f(M 1 (a ",b ",z')) contains the point z. Whence there exists a 
z"EM 1(a",b",z')r;;;;J 1(a",b") with f(z")=z. We have shown that f(l 1(a',b'))r;;J(l 1(a",b")). 
The other inclusion is similar. From the above we also conclude that 

-
l(a,b)i;;;;;Jz(a,b) (3) 

- - -
for all a,bEX 2 • Secondly, we show that l is geometric. To this end, let yEl(a,b) and xEl(a,y). 
!"fence there are preimages y',a',b' of y,a,b respectively such that y'El 1(a',b'). As 
l(a,y) = f(l 1 (a ',y')) there exists a pre image x' of x such that x'E l 1 (a ',y'). By the geometric pro­
perties of / 1 we have x'El 1(a',b') and y'El 1(x',b'). By definition xEi(a,b) and yEi(x,b). 
Therefore i is geometric by (3.2). Finally, a simple set-theoretic argument shows that (M 
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denotes the mixing operator of/) 

f(M 1 (a ',b ',c')) c;;;;M(a,b,c) 

for all a,b,cEX2 anda=f(a'), b=f(b'), c=f(c'). 

19 

(4) 

From formulae (3), (4) it follow~ that (X_2,i) is a modular space comparable with (X 2,/z). So 

from Theorem 4.5 we deduce that M =M 2 , I =I 2 , and the theorem follows. ■ 

We remark that the surjectivity in the previous result is not essential. If f:X 1 ➔X2 is 
multimedian preserving, then Im (f) equipped with the relative interval operator is also modular 
(its multimedian equals the relative multimedian). 

We obtain two corollaries about a (not necessarily surjective) function f:X 1 ➔X 2 

between modular spaces (X 1,/ 1) and (X 2 ,/ 2 ). 

4.9 Corollary. If f is a multimedian preserving Junction, then 

f (M 1 (a,b,c )) c;;;;M 2(f(a ),f (b ),f (c )). 

4.10 Corollary. The following are equivalent. 
(1) f is multimedian preserving. 
(2) f is interval preserving. 
If (X 2 ,I 2 ) is median then properties (1),(2) are also equivalent with 
(3) f inverts I 2-convex subsets into 1 1 -convex subsets. 

■ 

Proof: The equivalence of properties (1) and (2) follows from Theorem 4.8 and the re­
marks after this lemma. Implication (2) ➔ (3) holds for all geometric interval spaces. For a 
proof of implication (3) ➔ (2), let a,bEX 1 • As median intervals are m-convex we have the fol­
lowing formula 

f (co 1 (a,b )) <;;;; co 2<f (a ),f (b )) =/ 2<f (a ),f (b )). ( 4) 

Hence we have 

f (I 1 (a,b )) <;;;;f (co 1 (a,b )) <;;;;/ 2<f (a ),f (b )), 

as desired. ■ 

4.11 Corollary. Let (X 1 ,/ 1) and (X 2 Ji) be modular spaces, and let f: X 1 ➔ X 2 be a sur­
jective multimedian preserving map. If G c;;;;X I is gated then so is f (G), and the following 
equality holds. 

Pf(G) 0 f=f 0 PG· ■ 

4.12 Modular space and (multi)lattices. The following lemma summarizes some of 
the properties of basepoint orders in modular space. 

4.13 Lemma. Let (X,I) be a modular space, and let z,a,bEX. 

(]) If m S, a,b, then M(m,a,b) <;;;; M(z,a,b), and for any m'EM(m,a,b) we have m S,m'. 
(2) The value M(z,a,b) of the multimedian equals the set of maximal lower bounds of the 

points a,b in S,. 

(3) If nEl(a,b) then there exists an n'EM(z,a,b) with n'S,n. 
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Proof: The proof of statement (1) is straightforward. 

a□ .n 

zab b 

me 

.z 

Fig. 4.13: basepoint orders in modular space 

For a proof of (2), let m ::,, a,b. By (1) we obtain an element m 'EM (z,a,b) with m $,m '::,, a,b. 
Next, suppose that nEX satisfies m '$,n $,a,b. By the above reasoning we may assume that 
nE M (z,a,b ). Using the geometric properties of the intervals one can verify that 

nE I (m ',a) n/ (m ',b) n/ (a,b) =M (m ',a,b ). 

The latter right-hand side equals {m'} by Proposition 3.3. For a proofof(3), letm 1EM(z,a,w) 
and m2EM(z,b,w). By the inclusion /(m 1,m 2)<;;;;/(mi,b)<;;;;/(a,b), we obtain 
M(z,m 1,m 2)<;;;;M(z,a,b). Hence any pointn'EM(z,mi,m 2) is as desired. ■ 

As a consequence of Lemma 4.13(3) we obtain the following. 

4.14 Corollary. Let (X,/) be a multimedian space. Then the following are equivalent 
for a,b,cEX: 
(I) M(a,b,c) is a singleton. 
(2) M(a,b,c) is I-convex. 

Proof: Implication (1) ➔ (2) is trivial. Conversely, let the set M(a,b,c) be I-convex, and 
let m 1 ,m 2EM(a,b,c). Then the subset M(c,m 1 ,m 2) is contained in M (a,b,c). Hence by Lemma 
4.13(2) any mEM(c,m 1,m 2) is a maximal lower bound of the points b,c in $c. However 
m $cm 1,m 2$ca,b, whence m =m 1 =m 2 • ■ 

4.15 Corollary. Let I (a,b) be an interval in a modular space (X,/). Then a point zEX 
has a gate in I (a,b) if! M (z,a,b) is a singleton. Moreover, in this situation the unique member 
of M (z,a,b) is the gate of z in I (a,b ). ■ 

Let X, Y be sets and let F : X ➔ 2Y be a multivalued function. For A <;;;;X there is a natural 
definition of F (A) as 

F(A)= u F(a). 
aeA 

This convention enables us to use notation of type M(A,b,c), M(a,B,c) in modular space. 
Sometimes -when no ambiguity arises- we shall write xyz instead of M(x,y,z) and (xyz)bc in­
stead of M(M(x,y,z),b,c) etc .. 
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The following is a "four-point transitive rule" for modular space. 

4.16 Theorem. Let (X,I) be a modular space, and let a,b,e,dEX. Then the following 
hold: 
(]) v'xE(abe)de 3yEa(bed)e :xE/(c,y). 

(2) If abe is a singleton then (abe )de s;; a (bed)e. 

Proof: For a proof of statement (1), let mEabe, and xEmde. Hence we have xScd and 
xScmSca,b. By Lemma 4.13 we obtain an nE bed with xScn. Using this result once more yields 
a yE ane s;;a (bed)e with n ScY· The point y is clearly as desired. For a proof of (2), let 
xE (abe)de. By using statement (1) twice we obtain yE a(bed)e and x'E (abe)de with x S,y Sex'. 

Hence x = y =x' by Lemma 4.13(2). ■ 

Repeated application of (1) leads to a chain in Sc of points which alternate between the 
sets M(M(a,b,e),d,e), M(M(d,b,e),a,e) and M(M(a,d,e),b,e). In modular graphs, all bounded 
chains of all basepoint orders are finite, and it follows that the three composed multimedians 
must have a point in common. 

We do not know whether sets of type M(M(a,b,e),d,e) are always closed -they probably 
are not. (see also the remarks prior to Example II: 2.20). Hence the above result can not be 
directly extended to general (complete) modular metric spaces. 

4.17 Corollary. (= Th. 2.13) A singlevalued multimedian is a median operator. ■ 

We now derive two classical results on median convexity. See also [79]. 

4.18 Theorem. Let (X,I) be a median interval space. 
(1) If a,b,eEX then the set I(a,l(b,e)) (5) is gated. Moreover, I(a,I(b,e)) =l(l(a,b),e). 
(2) If C s;;X is convex, and xEX then the convex hull of {x} u C is given by I (x,C). 

Proof: Let xEX and let p =m (a,m (b,e,x),x). First, the point p is contained in the set 
I (a,/ (b,e )). Next, let rE I (a,/ (b,e )), that is rEI (a,s) for some sE / (b,e ). Asp Sx b,e we conclude 
that p Sxs, by virtue of Lemma 4.13. Alsop Sx a, hence by a similar use of Lemma 4.13 we ob­
tain that p Sx r. Whence p is the gate of x in / (a,/ (b, e )). 

In particular, we obtain that the set /(a,/(b,e)) is convex. Evidently, the convex hull of the 
points a.b,e contains the set /(a,/(b,e)). Whence eo(a,b,e)=l(a,I(b,e)), and the last statement of 
(1) easily follows. 

Statement (2) simply follows from (1). ■ 

Property (2) of Theorem 4.18 is known as Join-hull commutativity, see [79]. 

4.19 Theorem. (=Th. 2.14) The convexity of a median interval space has the Kaku­
tani separation property. 

Proof: Let A, B be disjoint convex subsets of a median interval space (X,/). By using 
Zorn's Lemma we first find a convex set G;;,A maximal with the property that it avoids B, and 
then a convex set H;;,B maximal with the property that it misses G. Suppose that pEX \(Gu H). 

See the convention of p. 20. 
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By Join-hull commutativity the sets I (p,G), I (p,H) are convex. Hence by maximality of G and 
H there exist gE G, and hE H such that/ (p,g) meets H (in say h '), and/ (p,h) meets G (in say g '). 

As G,H are down-directed in sP we may assume that g' sPg and h' sPh. See Figure 4.19 below. 

h 

CJ 
G H 

p 
Fig. 4.19: Separating disjoint convex subsets 

Hence, g' sµg,h and h 'sµg,h. In ~iew of Lemma 4.13 the point M (p,g,h) lies in both intervals 
/(g',g) and I(h',h). That is, M(p,g,h)EHnG=0, a contradiction. We conclude that G and H 

are complementary halfspaces. Ill 

4.20 Multilattices. The following notion provides us with a different viewpoint of 
basepoints orders in modular space. Let (P,s) be a partial order and a,bEP. The collection of 
maximal lowerbounds (resp. minimal upperbounds) will be denoted by an b (resp. a lJ b). P is 
called a multilattice if for each a,bE P the following hold: 
(1) 
(2) 

the set a n bis non-empty, and if u sa,b then there exists a u'E a I n b I with u su', 

the set a lJ b is non-empty, and if a, b s u then there exists a u 'Ea I lJ b I with u 's u. 

The collection of all such u as described in (1) (resp. (2)) will be denoted by (a n b )u 

(resp. (an b)u). See the paper of Benado, [12]. If P (only) satisfies condition (1), then P is 
called a semi-multilattice. From parts (1) and (2) of Lemma 4.13 we conclude the following. 

(4.21) Partial orders of type (s0 ,/ (a,b )) in modular space are multilattices. Moreover, 
(x n Y)u =M(u,x,y) and (x lJ Y)u =M(b,x,y) (for us,,x,y). 

In [12] an extended version of modularity and distributivity for multilattices is intro­
duced. A multilattice L is modular provided the following holds. If p sq E L and p sx, y sq are 
such that ( cf. Figure 1.18) 

p EX n y; q EX lJ y, 

and if y' is such that p sy' sy (in particular, p Ex n y ') and q E x lJ y ', then y = y '. A multilat­
tice L is distributive provided the above conclusion holds with the hypothesis "p sy' sy" re­
placed by "p Ex n y"'. See [12]. 

4.22 Proposition. Let (X,I) be a modular space, then all multilattices of type (sa,I (a,b )) 
are modular. 

Proof: Let x,y,p,qE I (a,b) satisfy 

p Sax,y Saq; M(x,y,p)=p; M(x,y,q)=q, 

and let y' be such that psay'say and M(x,y',q)=q. We have y'El(p,y) and hence yEl(y',q). 
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As qel(x,y') we see thatye/(y',q)~/(y',x) Buty'e/(p,y)~/(x,y), whence y'=y. • 
Somewhat confusingly, modular MULTllattices need not be modular interval spaces (cf. 

Th. 4.25), even when they occur as an interval of a modular space. 

4.23 Example. A modular graph with an interval that is not a modular graph. 

u 

w 

X 

Fig. 4.23: non-modular interval in a modular graph. 

Figure 4.23 indicates a modular graph G, in which the interval uv = G \ { w} is not a 
modular graph (use the points t; for i = 1, 2, 3). 

It is a natural question whether the intervals of a modular space are distributive multilat­
tices. The following result gives a characterization. 

4.24 Theorem. The following are equivalent for a modular space X: 

(1) Partial orders of type (Sa,l (a,b )) are distributive lattices. 
(2) Partial orders of type (Sa,I(a,b)) are distributive multilattices. 
(3) The "join" operation is associative, i.e. l(a,I(b,c))=l(l(a,b),c) 

(4) X does not contain K 2,3 as a multimedian stable subspace. 
(5) All intervals of X are convex. 
(6) X is median. 

Proof: Let {u,v,x 1 ,x 2 ,x 3 } be a multimedian stable subset of X isomorphic with K 2,3 such 
that u, v correspond with the elements of K2,3 of degree three (see Figure 4.3A). As 
M (x;,x1,u)=u and M (x;,x1, v) = v for distinct 1 s i,j s 3, the multilattice (uv,s.) cannot be distribu­
tive. This proves implications (I) ➔ (2) ➔ (4). 

Let x 1,x2,x3 eX and u;cveM(x 1,x 2,x2). If x 1'eM(x 1,u,v), then xt'euv and 
u, v e M(x 1 ',x2,x 3). So, without loss of generality, x 1 ,x2 ,x3 e uv. The points x 1 ,x2 ,x3 are evi­
dently distinct and satisfy M(x;,x1,u)= {u} and M(x;,x1,v)= {v} for distinct I Si,j S 3. It appears 
that {u,v,x 1,x2 ,x3 } is a multimedian-stable subspace of X isomorphic with K2,3 , establishing 
the implication (4) ➔ (6). 

See the convention of p. 20. 
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Implication (6) ➔ (1) is well-known, for a direct proof: By (4.21) and Proposition 4.22 each 
partial order of type (Sa,/ (a,b )) is a modular lattice. If such lattice is not distributive then it 
contains a sub lattice of type K 2,3 -see Paragraph 1.1. Consult Figure 1. lA for notation. 
Now elementary basepoint order considerations yield that the multimedian M(x 1,x2 ,x3 ) con­
tains both u and v, a contradiction. 

For a proof of implication (3) ➔ (4), suppose X includes a multimedian stable subspace iso­
morphic with K2,3 . Then (see Figure 4.3A) x 1 E J(u,v)~I(l(x 2 ,x3),v). Now M(x 1,x2 ,x3) does 
not containx 1 (for otherwise M(x 1,x2 ,x3)= {x, }), and as 
I (x 2,I(x3, v )) ~/ (x 2,J (x 3,x2)) = I (x 3,x2), we conclude that x I f/ / (x2,/ (x3, v)). 

Finally, implications (6) ➔ (3) and (6) ➔ (5) are well-known, whereas (5) ➔ (6) follows from 
Corollary 4.14. ■ 

Implication (5) ➔ (6) is a strengthing of [16, Theorem 2.23] and [62, Theorem 3.16] 
where this result is shown for metric -see II: §1- lattices and modular graphs (with their 
geodesic metric) respectively. 

In regard of Example 4.23, one may wonder how the situation is with modular (proper) 
lattices. Here is a characterization. 

4.25 Theorem. The following are equivalent for a modular space. 
(1) All intervals are modular lattices. 
(2) The space does not include a multimedian-stable subspace isomorphic with the modular 

graph K 3,3 minus an edge. 

Proof: First, note that if a modular space X includes a K 3,3 minus an edge, then (see Fig­
ure 4.38) the "top" and "bottom" points a, b span an interval of X which is properly a multilat­
tice. Next, suppose that X has an interval ab which is not a lattice. Then there exist u, v E ab 
with distinct maximal lower bounds x, yin the basepoint order Sa. Note that none of u, v, x, y 

can be equal to either a orb and that x, y E M (u, v,a ). If u' E M (x,y,b ), then u' E ab and x, y are 
still maximal lower bounds of u', v. So, without loss of generality, we also have 
u, v E M (x,y, b ). All conditions obtained so far remain valid if b is replaced with a point of 
M(u,v,b) and if a is replaced with a point of M(x,y,a). We now arrive at a multimedian-stable 
configuration 

{ a, b, u, v, x, y } 

in X, which apparently is a copy of K 3,3 minus an edge. ■ 

Benado [12] shows that modular multilattices satisfy a "Jordan-Holder" type theorem. 
The same result then holds for all modular spaces by Proposition 4.22. We present a simple 
direct proof. 

4.26 Theorem. Let X be a modular space. If there exists a finite maximal chain joining 
two points a, b E X, then all maximal chains joining a,b are of the same length (7). 

The length is understood to be the number of steps in the chain, in other words: the number of elements 
minus one. 



§4: Modular spaces 25 

Proof: We verify by induction on n ~ I that if there is a maximal chain of length n 

between two points a, b of X, then all chains a ,..... b are finite and of length s n. For n = I, the 
conclusion is evident. Assume the result to be valid for maximal chains of length n ~ I. Let 
a: a ,-, b be a maximal chain of length n + I, and consider a finite chain ~: a ,-, b. Let u, resp. v, 

be the last element * b in a, resp. ~- Note that u, b are neighbors and that the part of a from a 

to u is a maximal chain of length n. If v E au then by inductive assumption, ~ cannot be longer 
than n + I. We assume v ef au, or, equivalently, u ef vb. As M (u,v,b) must contain (at least) one 
of u, b, we see that b E M(u,v,b). Take x E M(u,v,a). Application of Proposition 4.22 shows 
that x, v are neighbors. By induction, there is a maximal chain from a to u via x of length n. 

Composing its part up to x with the edge to v we obtain a maximal chain from a to v via x of 
length at most n. By induction, the part of ~ up to v is of length s n, and ~ itself is of length 
Sn+I. ■ 



CHAPTER II 

MODULAR METRIC SPACES 

Until now, we considered modular spaces from the viewpoint of general interval spaces. 
We now specialize to metric intervals of type 

Ip(a,b)={x I p(a,x)+p(x,b)=p(a,b)} 

in a metric space (X,p). Modular metric spaces are related with spaces having the (3,2) In­
tersection Property of balls. It was an open problem of Aronszaijn and Panitchpakdi in 
[ 4], whether completions of such spaces still have the (3,2) Intersection Property of balls. 

We show that metric multimedians are non-expansive multifunctions, and we use this 
result to settle the previous problem in the affirmative. It turns out that such completions 
arise by a procedure similar to that occurring in the proof of the Caratheodory extension 
theorem of measures to a-algebras. See sections 1,2, and 3. 

In sections 4 and 5 we show that metric completeness of modular metric space can be 
expressed in terms of "weak" compactness of order-bounded subsets. 

The main result of section 6 is that all median operators are "metric" if we allow 
metrics with values in Riesz spaces, and that many of the results and techniques on metric 
medians extend to the general situation. (') 

§ 1 Examples; connections with (3,2)-IP of balls 
We first present some examples of modular metric spaces: finite modular spaces, L 1 (µ) spaces, 
K 1 (µ) spaces, and more generally: metric lattices. 

1.1 Finite modular spaces. Let (X,/) be a geometric interval space. Then two points 
a,bEX are neighbors if ab = {a,b }. We say that (X,/) is discrete provided bounded chains in 
basepoint orders are finite. In this situation the neighbor relation induces a graphical structure 
with the set X as vertices. Moreover, by the geometric properties of the interval operator, each 
step in a maximal chain a f----> b in the basepoint order of a represents an edge. Whence the in­
duced graph is connected. If the interval operatcr, resulting from the geodesic metric, coin­
cides with the given operator of X, then X is called graphic. 

Sections 1, 2 and 4 as well as the first half of section 3 (until paragraph 3.8) are taken from [85]. The 
results of the second half of section 3 and the whole of section 5 were obtained by M. van de Vel and the 
author. See [83]. 
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1.2 Lemma. If (X,I) is a discrete modular space, then each geodesic from a eX to b eX 

is increasing in (I (a,b ),s;a)-

Proof: The result is evident for geodesics of length one. Let n;?: 1, and assume that the 
result holds for all geodesics of length at most n. Let a =a0 , · • • ,an+I =b be a geodesic of 
length n+l. By the induction hypotheses the geodesic a =a 0 , ···,a. is increasing in 
(l(a,a.),s;a). As the points a., bare neighbors, the value M(a,an,b) of the multimedian must be 
equal to either an or b. If the first situation occurs then an s;ab and we are done. So assume the 
last situation occurs, i.e. bel(a,an)· By virtue of Theorem I: 4.26 any maximal chain in 
(l(a,b), s;a) is of length n. But this contradicts the assumption that a0 , ···,an is a geodesic. ■ 

1.3 Theorem. (cf. [46]) Any discrete modular space is graphic. 

Proof: From Lemma 1.2 we conclude that all points of X can be connected with finite 
paths and that the I-intervals are contained in the geodesic intervals lg. By Theorem I: 4.5 we 
conclude that I =111 • ■ 

1.4 Metric lattices. A valuation on a lattice L is a function v : L ➔ IR which satisfies: 

v(xvy)+v(x"y)=v(x)+v(y) (x,yeL). 

If v satisfies, x <y implies v(x) < v(y) (x,yeL), then v· is called positive and the pair (L,v) is 
called a metric lattice. If v satisfies, xs;y implies v(x)s;v(y) (x,yeL), then vis called isotone 
and the pair (L,v) is called a pseudo-metric lattice. Valuations on lattices were first introduced 
by Glivenko [30], [31]. See also Birkhoff [13, chapter 10], or Blumenthal & Menger [16, 
chapter 2], where valuations are assumed to take non-negative values only. However, this res­
triction plays no major role in their work. In section 6 we allow valuations to have values in 
any Abelian lattice group. 

We remark that valuations on Riesz spaces in the sense of Schaefer in [71] are not valua­
tions in our sense -however the restrictions of such valuations to the positive cone are. 

The name "metric" lattice is explained by the following formula which determines a 
(pseudo-)metric on a (pseudo-)metric lattice L: 

p(x,y)=v(xvy)-v(x"y) (x, ye L), 

see [13]. Here are some straightforward examples of metric lattices, taken from [16]. 

(1.4.2) Let L =IN, ordered as follows a s; b iff a divides b. Note that a"b and avb are the greatest 
common divisor, respectively the smallest common multiple of a,b. Take 

v(a)=log(a). 

(1.4.3) Let S be the collection of finite dimensional subspaces of some vector space V, and let 

v(M)=dim(M), 

for MeS. 

(1.4.4) Let (A,µ) be a Boolean algebra with a (finitely-additive) measure. Note that K 1 (A,µ) in­
herits the (distributive) lattice structure of A. The following yields a positive valuation. 



28 11: MODULAR METRIC SPACES 

v(a) =µ(a), 

where a denotes the class of aEA. 

(1.4.1) Let c+ be the positive cone of an L 1 (µ) space and let v be (the restriction ot) the norm, 

v (x) = I Ix 11. 

A norm 11.11 on a Riesz space X is called a Riesz norm provided it is compatible with the 

Riesz modulus; that is, Ix I ~ I y I implies 11 x 11 ~ 11 y 11 for all x,yEX. In this situation the triple 
(X, ~, 11.11) is called a normed Riesz space, if - in addition- 11.11 is complete, then this triple 

is called a Banach lattice. Observe that 11 x 11 = 11 Ix I 11 for all points x in a normed Riesz 
space. An L-space is a normed Riesz space, such that 11 x + y 11 = 11 x 11 + 11 y 11 for all positive 
x,y in X. See [71 ]. The most prominent example of L-spaces are the Banach lattices of type 
L 1 (µ). In fact, the famous Kakutani representation theorem ([44], [49]) states that each com­

plete L-space is linearly isometric with an L 1 (µ) space. We mention that the subspaces of 
L 1 ([O, 1]) consisting of Riemann integrable functions and of the essentially bounded functions 
also yield L-spaces. See [69]. 

The following example of metric lattices does not seem to be widely known. 

1.5 Proposition. Any L-space X equipped with 

v(x)= llx+ll-llx-11 

yields a metric lattice. Moreover, the metric induced by v equals that induced by 11.11. 

Proof: We first show that vis additive, i.e. v(x+y)=v(x)+v(y) for all x,yEX. First, for 
positive points in X additivity holds by assumption. Next, for general points x,y in X use the 
equality 

(x +yt +x- +y- =(x +yr +x+ +y+-

and the first result. We now obtain the following equalities: 

v (x) +v(y) = v (x + y) = v ((x/\y) + (xvy )) = v (x/\y)+ v (xvy ). 

That is, v is a valuation. To show that v is positive, consider points x < y. Then y =x +(y-x) 
and as y -x > 0 we conclude v (y)=v(x)+v (y-x) > v(x) 

The proof of the last statement follows from the additivity of v, and the formula 
xvy -x/\y = jx -y I, which is valid for points x,y in any Riesz space. ■ 

Observe that if X is a space of type L 1 (X, A,µ), then the valuation v, as described in the 

previous proposition, is given by v ([!]) = J fdµ ([!]EL 1 (X, A,µ)). 
X 

1.6 Lemma. A metric lattice L is modular, and metric betweenness in L is equivalent 
with geometric betweenness. 

Proof: The first statement appears in [13, p. 232], and [16, p. 58 ], and the second state-
ment is taken from [30]. ■ 

In section 6 (Lemma 6.1) we shall prove a generalization of Lemma 1.6. From Lemma 
1.6 together with Theorem I: 4.2 we obtain: 
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1. 7 Theorem. A metric lattice L is a modular metric space. The lattice L is a median 
metric space if and only if L is distributive. ■ 

We now obtain two "concrete" examples of median metric spaces, which shall turn out 
to be universal in the sense that all median metric spaces can be isometrically embedded in 
them (see chapter V). 

We recall from paragraph I: 2.16, that a product space of type JRx can be equipped with the 

product median m71 derived from JR. 

1.8 Theorem. Any L-space is a median normed space. More specifically, if(N,A,µ) is a 
measure space then the metric median of the Banach L-space L 1 (N,A,µ) is given by 

m '([/ ],[g ],[h ])= [m 71(/,g,h)] for all [I], [g ],[h ]eL 1(N,A,µ). ■ 

1.9 Theorem. Let (N,A,µ) be a measure space. Then the space K 1 (N,A,µ) is a complete 
median stable subset of L 1 (N,A,µ). ■ 

1.10 Sharp radii. Let (X,p) be a metric space, and let (x 1,x2 ,x3)eX3. Using elementary 
linear algebra one can see there is a unique triple (rLri,rD in IR3, such that 

p(x;,xj)=rf +rjfor i~je {1,2,3}. (1.10.1) 

In fact we have 

r1 =½(p(x,,x2)+p(x1,x3)-p(x2,xill 

r! =½(p(x,,x2)-p(x1,X3)+p(x2,x3)) (1.10.2) 

r~ = ½(-p(x,,x2)+p(x1,X3)+p(x2,x3)). 

We call them the sharp radii corresponding to (xi,x 2,x3). This enables us to define a function, 
(ri ,r!,r~) :X3 ➔IR3 . By the triangle inequality of p the numbers rf (i = 1,2,3) are non-negative. 

1.11 Proposition. Let (X, p) be a metric space with the metric mixing operator M. Then 
the following are equivalent for x 1 ,x2 ,x3,meX. 
(1) meM(x1,x2,x3). 
(2) p(x;,m)=r] for i = 1,2,3. 
(3) p(x;,m)$rffori=l,2,3. 
(4) p(x 1,m)+ p(xz,m )+ p(x3,m) = ½(p(x 1,x2)+ p(x, ,x3)+ p(x2,x3)). 
In particular, the distance of x; (i = 1,2,3) to a member m of M(x 1,x2,x3) is independent of the 
choice ofm. 

Proof: First, let meM(x 1,x2 ,x3). Then taking r;=p(x;,m) yields a solution of (1.10.1). 
Hence implication (1) ➔ (2) follows. Implication (2) ➔ (3) is evident. Next, by the triangle ine­
quality of p any mas described in (3) actually satisfies p(x;,m)=rf (i = 1,2,3). By invoking the 
definition of sharp radii we obtain implication (3) ➔(4). Finally, as the left-hand side of (4) 
equals 

½(p(x 1,m) +p(xz,m) + p(x 1,m )+ p(x3,m)+ p(xz,m) + p(x3,m)), 

implication (4) ➔ (1) can be deduced by use of the triangle inequality of p. • 
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A simple application of the triangle inequality shows that for arbitrary m the left-hand 
side of equality 1.11 ( 4) is minorized by the right-hand side. From this observation we deduce 

the following: 

1.12 Corollary. With the notation of Proposition 1.11: If M(x 1,x2 ,x3 ) is non-empty, 
then this set consists of the collection of Steiner points of the triple x 1 ,x2 ,x3 II 

It follows from Proposition 1.11 ( 4) that for points a,b,c in a modular graph G with geo­
desic metric p the number p(a,b)+p(a,c)+p(b,c) must be even, that is G is bipartite. 

In contrast with Corollary 1.12, not each Steiner point of the points x 1,x 2 ,x3 needs to be a 
member of the mixing operator M(x 1 ,x2 ,x3). Indeed, consider any inner product space X of di­
mension 2':2 and let x 1,x2 ,x3 be some affinely independent points in X. Then these points have 
a Steiner point (see Chapter I), but the mixing operator of these points is empty (recall that the 
metric intervals of X coincide with the standard intervals). In this light, the following result 
due to Avann [6] is somewhat surprising: 

lf for all points a,b,c in a graph G with its geodesic metric p, there is a unique point that 
minimalizes the expression p(a,x)+p(b,x)+p(c,x) (xEG), then G is a median graph. 

In the proof of Proposition 1.11 we encountered the following principle, derived from 
the triangle inequality of a metric. If xED (x 1 ,r 1) nD (x 2 ,r 2 ) and r 1 +r 2 = p(a,b) then p(x,x;)=r; 

(i = 1,2). We shall use this principle without further reference. 

We now introduce a well-known intersection property of balls. By abuse of language 
we say that a metric space (X, p) has the (* ,2)-IP (where * denotes a cardinal number, "F" or 
"A") if and only if p is convex and if the collection of closed balls has the (* ,2)-IP. We recall 
that a metric p is convex if for all x,y EX and O::; t::; 1 there exists a z EX with p(x,z) = t ·p(x,y) and 
p(y,z) = (1 - t)·p(x,y ). 

Metric spaces with the ( N ,2)-IP property were introduced by Aronszaijn and Pan­
itchpakdi in [4], who use the name "hyperconvex metrics". See also the work of Isbell [40], 
[41], who uses the name "injective metrics". The term "(n,2)-IP" was introduced by Linden­
strauss for normed spaces in [50]. 

The following is a different description of the ( N ,2)-IP. 

(1.13) Let N be a cardinal number. A metric space (X, p) has the ( N ,2)-IP iff for every collec­
tion of closed balls {D (x;,r;)}; 5 M in X with p(x;,xi)::; r; +ri (i,j::; N) we have 

nD(x;,r;)tc0. 
i= l 

1.14 Examples. Let (X,t) be any metric space. A continuous function f:X ➔IR is called 
bounded provided supxEX f (x) < 00 • The set consisting of all bounded functions X ➔ IR, denoted 
by B ,(X), is a normed space with norm 11 JI I = supxEX f (x ). If we endow the set / with the 
discrete topology then the corresponding space of bounded functions shall be denoted by sim­
ply B (/). One can easily verify that spaces of type B ,{X) have the (F,2)-IP, compare the proof 
of [4, Theorem 1, p. 431] where this is shown for compact X. 



§I: Examples; connections with (3,2)-IP of balls 31 

Let X be a metric space with the (F,2)-IP, and let IF (X) be the collection of all non-empty in­
tersections of finitely many balls in X. It follows from the argument used by Sine in [75, 
Theorem 15], that !F(X) endowed with the Hausdorff metric (see section 2) also has the (F,2)­
IP. 

From Proposition 1.11 we conclude that the value M(x 1,x 2,x3) of a metric mixing opera­
tor is the intersection of the closed balls D (x;,rf). Hence, metric spaces with ihe (3,2)-IP, e.g. 
spaces of type B ,(X), are modular. We show a converse of this result. 

1.15 Lemma. Let (X, p) be a metric space. Let x 1 ,x 2 ,x3 EX, and r, ,r 2 ,r 3 zO. If for any 

i'#j in {1,2,3} 

p(x;,xi) :5 r; + rj, 

then each r; can be replaced by a number r; such that O :5 r; :5 r; and at least two of the three ine­

qualities become equalities. 

Proof: Take 

r, =max (p(x 1,X2)-r2,p(x 1 ,x3)- r3,0) 

r2 = max (p(x I ,X 2)- r l ,p(x2,X 3)- r3,0) 

r3 = max (p(x I ,X3)-71,p(x2,X 3)- r2,0). 

It is easy to see that the r; are non-negative, and a case study shows that the r; are as desired. ■ 

There is simpler proof of the previous lemma using a "continuity" argument. However 
the appearing formulae shall be of later use. 

The next lemma roughly states that in modular metric spaces the intersection of three 
balls can be replaced by an intersection of two balls. This lemma was partially inspired by the 
proof of [48, Theorem 3.2]. 

that 

1.16 Lemma. Let (X, p) be a modular space. If x i,x 2 ,x3 EX and r 1 ,r 2 ,r 3 zO are such 

p(x 1 ,x 2) = r 1 + r 2 

p(x 1,x3)=r 1 +r 3 

p(x 2,x 3):S:r 2 +r 3 

andifrJ=r1(x 1,x2 ,x3 )(i=1,2,3), thenr1 zr, and 

D (x 1,r 1) nD (x 2,r 2) nD(x 3 ,r3 )= u D (x 1 ,r 1) nD (m,r1 - r 1). 
meM(x 1,x 2,x1) 

Proof: By invoking the definition of sharp radii we obtain the following (in)equalities 

rJ = ½(p(x, ,x2) + p(x 1,X3)-p(x 2,x3)) z ½(r 1 + r2 +r 1 + r3 -(rz + r3))= r ,. 

First we shall prove the inclusion from right to left. To this end, take mEMx(x 1,x2 ,x3). 

By Proposition 1.11 we have p(xi,m)=r1. Now let wED(xi,r 1)nD(m,rj -r 1). Then 
p(x 1, w)= r I and p(w,m)= rl -r 1 = p(x 1 ,m)-r 1. Hence we obtain 

p(x2, w):S: p(x2,m)+ p(m,w)= p(x2,m)+ p(x 1 ,m)- r, = p(x, ,xz)-r 1 = rz. 

One similarly shows that p(x 3,w):S:r3, establishing the inclusion from right to left of the 
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theorem. 

As for a proof of the reverse inclusion, let weD(x 1,r 1)nD(x2,r2)nD(x3,r3). We have 
the following sequence of equalities. 

M(x 1,x2,x3)nD(w,rt -r1)=D(x 1,rt )nD(x2,~)nD(x3,,1)nD(w,r1 -r1) 

=D(x 1,r1 )nM(x2,X3,w) 

=M(x2,X3,w);t0. (1) 

The first equality in formula (1) only invokes Proposition 1.11. As for the second equality in 
(1), we shall first verify the following formulae: 

p(x2,x3)=r2 +r~ 
p(x2,w)=r2 +rt -r1 

p(x3,w)=r~ +rt -r1. 

(2) 

The first equation of (2) follows by definition of sharp radii. As for the second equation of (2), 
it is clear that r2 +rl =p(x 1,x2)=r 1 +r2 and hence r 2 =r2 +r1 -r1. Now as p(x2,w)=r2 the 
second equality of (2) is clear. One similarly verifies the third equality of (2). By applying 
Proposition 1.11 we obtain: 

D(x2,r2 )nD(x3,rJ)nD(w,r1 -r1)=M(x2,x3, w). 

For a proof of the third equality in (1); it is easy to see that we/ p(xi,x 2)n/ p(x 1,x3). By the 
geometric property of metric intervals we obtain: 

M(x2,X3,w)=l p(x2, w)nl p(X3, w)n/ p(x2,x3) 

r;;;,./ p(X2,X1)n/ p(X3,X 1)n/ p(x2,x3)=M(x1 ,X2,X3). 

Now as M(xi,x 2,x3 )!;;D (x 1 ,r\), the third equality of (1) is proven. 

After taking meM(x 1,x 2,x3)nD(w,rl -r 1) we find that weD(x 1,r 1)nD(m,r1 -r 1), establish­
ing the inclusion from left to right of the lemma. ■ 

The following theorem shows that with respect to the (3,2)-IP, the multimedian is ob­
tained by a crucial intersection of three balls. 

1.17 Theorem. The following are equivalent for a metric space (X, p ). 
(I) (X, p) is a modular metric space and p is a convex metric. 
(2) (X, p) has the (3,2)-JP. 

Proof: Implication (2) ➔ (1) has been observed earlier. For a proof of implication 
(1) ➔ (2), take any xi,x2,x3eX and r 1,r 2,r3 ;,:o satisfying 

p(x;,xj)~r;+ri V 1 ~i,j~3. 

By Lemma 1.15 we may assume 

p(x1,x2)=r1 +r2 

p(x 1,X 3) = r 1 + r3 

p(x2,x3)~r2 +r3. 

Let rf be the sharp radii. By Lemma 1.16 rl ;,:r 1 • By assumption M(x 1,x2,x3) is non-empty. 
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Let meM(x 1,x2,x 3). As (X,p) is metrically convex we have 

D (x 1 ,r 1 )11D (m,r1-r 1 ).t0 

and by the previous lemma 

D (x 1 ,r 1) 11D (x2,r2)11D (x3,r3)"F- 0. 
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See Theorem 2.14, for a description of modular metric spaces with the (3,2)-IP in terms 
of connectedness. 

1.18 Remarks. It is essential in (1) above that the metric be convex. However, it is 
possible to weaken the definition of a "convex" metric, and the "(n,2)-IP" by replacing the 
non-negative real 'numbers by the non-negative part of any (additive) subgroup of IR, e.g. 
IN u {O} or (Ot. In this way we also obtain a more general version of "adapted" metric. Certain 
parts of the theory (in particular Lemma 1.15 and Theorem 1.17) are still valid in the adapted 
setting. With such modifications, the theory applies to connected graphs (with its geodesic 
metric) as well. 

As a corollary to Theorem 1.17 we obtain that modular normed spaces have the (3,2)-IP. 
This result was first proved by A. Lima in [48]. In the works of Hanner, [36], it is shown that, 
modulo linear isometrics, there are but finitely many norms on IRn (nelN) with the (3,2)-IP. 
Whence, the same holds for modular norms on IRn. As spaces of type L 1 (µ) are median 
(Theorem 1.8) they have the (3,2)-IP. The following result was first proven by Lindenstrauss 
in [51, p. 491]. We give a more direct proof. 

1.19 Corollary. Let X be an L 1 (µ) space. Then, 

X has the (4,2)-IP iff dim(X) :5 2. 

Proof: For a proof of the implication from left to right, we will show that an L 1 (µ) space 
X of dimension greater than 2 cannot have the (4,2)-IP. We assume that X =L 1(Y,.d,µ). It is left 
to the reader to ascertain that three linearly independent measurable functions in Y give rise to 
three pairwise disjoint measurable sets Ui,U 2 ,U3 of positive measure in the basic measure 
space. Let Xu; be the characteristic function of U; (i = 1,2,3), and consider the following radii 

r;elR and points a; of X: 

a;=-(1 )·[Xu) (i=l,2,3); a4=a,+a2+a3 and r;=I (i=l,2,3,4) 
µU; , 

Whence, 11 a; -ai 11 = 2 for all i "F- j. Now consider the following equalities 

O=M(a 1 ,a2,a2)=D(a 1,r1 )11D(a2,r2) 11D(a3,r3), 

a 1 +a2 =M(a2,a3,a4)=D(a2,r2) nD(a3,r3)11D(a4,r 4). 

The first and third equality follow from Theorem 1.8, whereas the second and fourth equality 
follow from Proposition 1.11. Therefore we must have 

D (a, ,r 1) nD(a2,r2)11D(a3,r3)11D(a4,r 4)=0. 

The implication from right to left is evident. ■ 
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1.20 Pointed products. If {(X;, p;) }:' = 1 is a finite collection of metric spaces then there 
n 

are several metrics on the Cartesian product TT;= 1X;. We are particularly interested in the 

"sum" metric on this product, given by 
n 

p((x;)f=1,(y;)f=1)= I: P;(x;,Y;). 
k=I 

A generalization to products of arbitrarily many metric spaces goes as follows. Let (X;,p;);e/ 

be a collection of metric spaces and let b =(b;);e/ e TTX;. The pointed product lY(X; I ie/) at b, 
ie/ 

is the set of (x;);ei with x;eX; such that 

(1) x; ,t,b; for at most countably many ie/ (say i 1 ,iz, · · · ). 

(2) :I: P;,(x;,,b;.) < oo. 

k=I 

On a pointed product we take the following ("sum") metric p. If (x;);e1,(y;);e1eIY(X; I ie/), 
then there are only countable many elements of/ such that x; * b; or y; ,t,b;. Enumerate them as 
i 1,i 2 , ···,and define 

~ 

p((x;);e1,(y;);e1)= L P;,(x;,,Y;.). 
k=I 

A straightforward calculation shows that p indeed is a metric. If all X; are normed spaces then 
one usually takes b; =0 for all ie/. If all X; equal IR then the pointed product at O equals the 
well-known space l 1 (/). 

A pointed product l7(X; I ie/) is a convex subset of the product space <niE~;,/11), and the 

metric interval operator / P, equals the relative interval operator. In particular, the metric mix­

ing operator of a pointed product LY (X; I ie /) equals the relative mixing operator Mn· Whence, 
a pointed product is a modular metric space provided all factor spaces are. 

1.21 Lemma. Let l7(X; I ie/) be a pointed product with metric p. Then p is a convex 
metric if and only if every p; is. 

Proof: We shall only show the "if' part as the other part is obvious. Let 
x = (x;);e/, y = (y;);eiE l7(X; I ie /), and let O :5 t :5 I. For each i e / we can find a point z =t;EX;, 

such that 

P;(x;,z;) = t·p(x;,Y;) : p;CY;,z;) = (1 - t)·p(x;,y;). 

This yields a point z=(z;);ei in the pointed product with p(x,z)=t·p(x,y) and 
p(y,z)=(l-t)·p(x,y), as desired. ■ 

As a consequence of Theorem 1.17 and Lemma 1.21 we arrive at the following result, 
which was obtained by Lindenstrauss [50] in case all factors are Banach spaces. 
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1.22 Theorem. Let (X, p) be the pointed product of (X;,P;);ei· Then, 

(X,p) has the (3,2)-/P if and only if every (X, p;) has the (3,2)-/P. 

§ 2 Calculus in modular metric spaces 
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2.1 The (n,2)-IP versus the Hausdorff metric. We recall some well-known notions. 
Let (X, p) be a metric space and let 

2,;c={ 0;,<A ~XIA closed and bounded}. 

Clearly, if (X, p) is a modular space then the multimedian takes its values in 2{c. The "dis­
tance" between two sets A,Be2I, is given by inf{p(a,b) I aEA beB}. Obviously this does not 
y,ield a genuine (pseudo)metric on 2{c- The Hausdorff distance between A,BE 2{c is given by 

PH(A,B) =max (sup p(a,B),sup p(b,A )). 
aeA beB 

We also mention the Pompeiu distance between A,B- cf. [67]- which is given by 

pp(A,B)= ½(sup p(a,B)+sup p(b,A)). 
aeA beB 

One can easily verify that PH and pp yield metrics on 2lc, the Hausdorff metric, and the 
Pompeiu metric respectively. Observe that for A E 2{c and xeX we have 

PH({x },A)=sup p(x,A ). 
aEA 

We usually drop the singleton's braces. Hence, if M(a,b,c) is a value of a metric multimedian 
then (Proposition 1.11 ): 

PH(a,M (a,b,c )) = p(a,M (a,b,c )) = ½(p(a,b) + p(a,c )- p(b,c )). 

We shall use this without further reference. 

Unless stated otherwise we endow 2{c with the Hausdorff metric. We have introduced 
the Pompeiu metric -which is not commonly used- as it turns out to be a useful tool. From 
the following inequalities it follows that PH and pp are equivalent. 

(2.2) If A,BE 2{c then p(A,B) :<; pp(A,B) :<; PH(A,B):<; 2·pp(,'.,B). 

We mention the following problem which plays an important role in the paper [4] of 
Aronszaijn and Panitchpakdi. Consider a non-empty intersection of a finite collection of 
closed balls in a metric space, and suppose that we vary the involved radii and points a "little" 
-such that the new intersection remains non-empty. Then what can we say about the Haus­
dorff metric between these intersections? The following result -which is shown by a straight­
forward verification- gives a partial answer. 

2.3 Proposition. Let nf ;;i D(x;,r;) and nf ;;i D(x';,r';) be non-empty intersections in a 
metric space with the (n, 2)-/P. Then, 

• 
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No similar result is known when intersecting n balls in a metric space with the (n, 2)-IP. 
From the previous result we infer that the multimedian of a metric space with the (4,2)-IP is a 
Lipschitz map of factor 2 with respect to the sum-metric on X 3 • We shall show below that all 
multimedians are such Lipschitz mappings, but the proof is more elaborate. 

2.4 Contractivity of multimedians. 

2.5 Lemma. Let (X, p) be a modular space and let a,b,c,dEX. Then, 

(1) PH(c,M(abc,d,c))= PH(c,M(a,bcd,c)). 

(2) PH(c,M (abc,d,c )) = ½(p(c,d) + p(c,abc )- p(d,abc )). 

(3) p(c,d) + p(c,abc )- p(d,abc) = p(c,a) + p(c,bcd)-p(a,bcd). 
(4) ½(p(c,a)+ p(~,b )+ p(b,a))+ p(d,abc)= ½(p(c,b )+ p(c,d)+ p(d,b )) +p(a,bcd). 

Proof: For the proof of formula (1), take any xEM(abc,d,c). By Theorem I: 4.16, there 
exists ayEM(a,bcd,c) such thatxE/(c,y). Hence p(c,x)5p(c,y). As we tookxEM(abc,d,c) arbi­
trarily we obtain that the left-hand side of (1) is less than or equal to the right-hand side. By 
permuting the roles of a and d we obtain the other inequality. 

For a proof of the formulae (2),(3) and ( 4), take any xE M (abc,d,c ). There is a zE abc such that 
xEzdc, hence by Proposition 1.11 

p(c,x) = ½(p(c,z) + p(c,d)- p(d,z)) = ½(p(c,abc) + p(c,d)- p(d,z)). 

(2) easily follows from this. Combining formulae (1) and (2) yields formula (3). For a proof of 
(4), by Proposition 1.11(2) we have p(c,abc)=½(p(c,a)+p(c,b)-p(a,b)), and a similar equality 
holds for p(c,bcd). Substituting this in equality (3) yields 

p(c,d) + ½(p(c,a) + p(c,b )- p(a,b ))- p(d,abc) = p(c,a) + ½(p(c,b) + p(c,d)- p(b,d))-p(a,bcd). 

By subtracting p(c,d)+p(c,a)+p(c,b) on both sides and dropping all minus signs we obtain for­
mula (4). ■ 

2.6 Theorem. If a,b,c,d,x are points in a modular metric space (X, p), then 

(]) p(a,abc )+ p(b,abc) + p(c,abc) + p(d,abc )= p(a,bcd) + p(b,bcd) + p(c,bcd) + p(d,bcd). 

(2) p(a,abc )+ p(b,abc) + p(c,abc )+ p(d,abc) 5 p(a,x) + p(b,x)+ p(c,x) + p(d,x). 

Proof: Part (1) follows from Proposition 1.11(4) combined with Lemma 2.5(4). 
For a proof of the second part of the corollary, let xEX. Without loss of generality we may 

assume that xE I p(a,b ). Indeed, take x 'E abx then 

p(a,x ') + p(b,x ') + p(c,x ')+ p(d,x ') = p(a,x)- p(x,x ') + p(b,x)- p(x,x') + p(c,x ') + p(d,x') 

= p(a,x )+ p(b,x) + p(c,x ')-p(x,x')+ p(d,x')-p(x,x') 

5 p(a,x)+ p(b,x)+ p(c,x)+ p(d,x). 

The inequality is the triangle inequality of p. Hence we may now conclude that 

p(a,x) + p(b,x) + p(c,x) + p(d,x)= p(a,abx) + p(b,abx) + p(c,abx) + p(x,abx)+ p(d,x) 

= p(a,abc) + p(b,abc) + p(c,abc) + p(x,abc) + p(d,x) 

<". p(a,abc) + p(b,abc )+ p(c,abc )+ p(d,abc) 

The second equality is the first part of the corollary and the inequality is the triangle inequality 
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of p. ■ 

Observe that the second part of the previous corollary implies that connecting four 
points in median metric space with one of the (four) medians gives a minimal connecting net­
work using one extra point. 

Let (X, p) be a metric space and A s;;;;X. A point xeX is said to have a metric nearest point 
in A if there is a point aeA with p(x,a) = p(x,A ). The set A is said to admit metric nearest points 
if every xeX has a metric nearest point in A. The following states that values of multimedians 
consist of metric nearest points. 

2.7 Propositlon. Let (X,p) be a modular space, and let a,beX. Then the interval I(a,b) 

admits metric nearest points. Furthermore, if xeX then any member of M(x,a,b) is a metric 
nearest point of x in I(a,b). 

Proof: LetxeXand take any zeM(x,a,b). By construction ofM, we have 

p(x,z)= ½(p(x,a)+p(x,b )-p(a,b )). 

Now let ce/(a,b), that is p(a,b)=p(a,c)+p(c,b). Substituting this in the previous equation 
yields p(x,z)=1/,(p(x,a)-p(a,c)+p(x,b)-p(c,b)). Using the triangle inequality twice gives 
p(x,z)S: 1/,(p(x,c)+p(x,c))=p(x,c). So z is a metric nearest point of x in l(a,b). ■ 

The following result which states that values of the multimedian admit metric nearest 
points from certain "directions'' shall be quite fruitful. See also Example 2.20. 

2.8 Proposition. Let (X, p) be a modular space and let a,a',b,ceX. Then, compare Fig­
ure 2.8, any point d in a'bc has a metric nearest point p in abc. Moreover, pe I (a,d). 

·~·:_ 
abc p P2 a'bc 

Fig. 2.8: PI + P2 = p 

Proof: The point dis contained in the interval /(b,c) so by Lemma I: 4.13(3) there ex­
ists ape abc such that pe I (a,d). To verify that p is a metric nearest point of d in abc let xe abc. 
Then, 

p(d,x);;:: p(d,a )- p(a,x) = p(d,a )- p(a,p) = p(d,p ). 

In which the inequality is triangle inequality, the first equality is Proposition 1.11 and the 
second equality expresses pe I (a,d). ■ 

As a consequence of Proposition 2.8 we have the following. 
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2.9 Proposition. Let (X, p) be a modular space let a,a',b,cEX and dE a'bc. Then the fol­

lowing hold (see Figure 2.8). 
(1) p(d,abc)=p(a,d)-p(a,abc). 
(2) p(a'bc,abc)=p(a,a'bc)-p(a,abc) 
(3) SUf. p(x,abc)=PH(a,a'bc)-pH(a,abc). _ 

XEa be • 

A map F: (X, p) ➔ (Y, p') between (pseudo )metric spaces that satisfies 

p'(F(x), F(y)):S:M·p(x,y) 

for some fixed constant Mand all x,yEX is called a Lipschitz map with Lipschitz factor M. If M 
can be taken 1 then F is called non-expansive. 

The next theorem states that a metric multimedian is non-expansive with regard to the 
sum-metric on X 3 and the Pompeiu metric on 2{c· 

2.10 Theorem. Let (X, p) be a modular space and let a,a',b,b',c,c'EX, then 

pp(abc,a'b' c') :S: p(a,a') + p(b,b') + p(c,c'). 

Proof: Consider the following (in)equalities: 

pp(abc,a'bc)=½( SUf. p(d,abc)+ sup p(d,a'bc)) 
deabc deiibc 

= 1/,(pH(a,a'bc)-pH(a,abc )+ PH(a',abc )-PH(a',a'bc)) 

:S: ½(PH( {a}, {a'})+ PH( {a}, {a'}))= p(a,a'). 

The second equality is Proposition 2.9(3) twice, and the inequality is the triangle inequality 
of PH· The theorem now follows from the triangle inequality of PP· Ill 

The following two results are obtained from (2.2). 

2.11 Theorem. If abc and a' b' c' are values of a metric multimedian, then 

p(abc,a'b' c') :S: p(a,a')+ p(b,b') + p(c,c'). 

In particular, a metric median is contractive with respect to the sum metric on X 3• Ill 

2.12 Theorem. The multimedian of a modular metric space is a Lipschitz map. with 
fe~2 Ill 

From the previous result we conclude that a multimedian is Lower Semi Continuous 
(LSC) (see for instance [22]). By the famous Michael selection theorem [57] we obtain that 
the multimedian of a modular Banach space admits a continuous selection- observe that in 
these circumstances the values of the multimedian are (standard) convex and complete. 

Simple examples in the modular graph K 2,3 show that the Lipschitz factor 2 appearing in the 
previous corollary is sharp. We present some consequences of the Lipschitz property in two, 
rather different, circumstances: discrete and connected modular spaces. 
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2.13 Theorem. Let G be a modular graph and let a, b, c E G. Then each pair of points in 
M(a,b,c) can be joined by a geodesic of which the vertices alternate between M(a,b,c) and its 
complement. 

Proof: Let m 1 *m 2 be points in M(a,b,c), and let a'EM(a,m 1,m 2). As p(a,m i)=p(a,m 2) 
(Proposition 1.11) we also have p(a',m 1)=p(a',m 2). Whence p(m 1,m 2)=2·p(a,m 1). In partic­
ular, the distance between m I and m 2 is even. So if p(m 1 ,m 2) = 2 there is nothing left to be 
proved. Assume that p(m 1,m 2) > 2. By virtue of Proposition 1.11 we have 

p(a ',m 1) = p(a ',m 2) = ½p(m 1,m 2)-

So we can take a point xE I (a ',m 1) distinct from m I and a'. See Figure 2.13. 

b • 

, 
a• 

a• 

.c 

Fig. 2.13: A value of the multimedian in a graph 

As m2 EM(a',b,c) the Lipschitz factor two of M (Theorem 2.12) enables us to take a point 
yEM(x,b,c) with p(m 2,y)s;2•p(a',x). By using the Lipschitz property once more we conclude 
that p(m 1,y)s;2•p(m 1,x)--observe that m 1 =M (m 1,b,c). By the calculations 

p(m 1,Y)+p(y,m2)s;2•(p(m 1,x)+p(x,a')= p(m 1,m2), 

we derive that the last three inequalities are equalities, which implies uEI (m 1 ,m 2) I {m 1 ,m 2}. 
Also, from Lemma I: 4.13(1) we obtain that M(x,b,c)r;;;,M(a,b,c), that is yEM(a,b,c). The 
result now easily follows with induction. ■ 

2.14 Theorem. Let (X, p) be a modular metric space with (metrically) complete inter­
vals. Then the following are equivalent: 
(1) All intervals of X are connected 
(2) X is arc-wise-connected. 
(3) p is metrically convex. 
(4) X is connected. 

Proof: Implication (1) ➔ (3) is easy, and in fact holds for all metric spaces. Indeed, let 
a,bEX and Os;ss;p(a,b). If the closed balls D(a,s), and D(b,p(a,b)-s) are disjoint, then the 
open balls B(a,s), B(b,p(a,b)) yield a separation of l(a,b). Blumenthal and Menger, [16, 
Theorem 6.2), show that in a complete metric space with a convex metric, distinct points can 
be connected with an isometric arc. So implications (3) ➔ (2) ➔ (1) are valid for all metric 
spaces with complete intervals. 

Implication (1) ➔ (4) is evident. For a proof of implication (4) ➔ (3), let a,b be distinct 
points in X. In view of [16, Theorem 6.2] we only have to show that the set / (a,b) \ {a,b} is 
non-empty. To this end, assume to the contrary that/ (a,b )= {a,b }. Let E=½p(a,b ). By connec-
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tivity of X, we can find a finite sequence x 1 ,x 2, • • · ,xn of points in X such that x 1 = a, x. = b and 
p(x;,X;+i) < e. Consider the sets M; =M (a,b,x;) <;;J(a,b) (1 5, i 5,n). For each i we have 

PH(M;,M; +1) 5, 2·p(x;,X;+ 1 )<p(a,b ). (*) 

Note that each set M; must be one of {a},{b}. As M 1={a} and M.={b}, there exists a 
j: l 5,j5,n such thatMi={a} andMi+t ={b}. This contradicts formula(*). ■ 

Consider a connected median metric space X. The metric interval between points a,bEX 

is the image of the function X ➔X: x ➔m (a,b,x). As the median is continuous (it is even non­
expansive), the interval l(a,b) is connected. Hence conditions (1),(4) of the above corollary are 
equivalent for all median metric spaces regardless of completeness of intervals. It seems that 
the above argument can not be adapted to general modular metric spaces. 

2.15 Corollary. Let (N, A,µ) be a measure space. Then the following are equivalent 
(see Theorem 1.9): 
(1) K1(N,A,µ) is connected. 
(2) (N,A,µ) is atomless. 

Proof: By Theorem 1.9, K 1(N,A,µ) is a complete median metric space. It is well­
known that (2) is equivalent with metrical convexity of K 1(N,A,µ). Hence, property (1) is 
equivalent with metrical convexity of K 1 (N, A,µ) by Theorem 2.14. ■ 

We conclude that in the situation of Corollary 2.15 the range of µ, i.e. the set 
{µ(A) < 00 I A EA}, is a closed interval in IR. This is a special case of a theorem of Liapounoff. 

2.16 A transitive rule for metric multimedians. Recall the four-point transitive rule 
for medians: ((abc)dc)=(a(bcd)c). We shall extend the domain of a mu/timedian such that this 
operator is also defined on triples (A,b,c) in which A is a (closed) subset and b,c are points, and 
we shall show that the transitive rule -which can then be formulated- holds. 

The earlier encountered extension of the multimedian M(A,b,c) (seep. 20) does not obey the 
four-point transitive rule. Actually, by the aid of Theorem I: 4.24(4) one can verify that the 
four-point transitive rule is satisfied for this extension if and only if Mis a median. 

We need some notions. Let (X,d) be a metric space. If A s;;;X is non-empty and closed, 
and x EX, then we put 

l[x,A ]=l[A,x]={yEX I p(x,y)+p(y,A)=p(x,A) }. 

The set l[x,A] is closed and usually different from/ (x,A ). We now define 

[Abe] =l(A,d) n/(A,c) n/ (d,c), 

(2.16.1) 

(2.16.2) 

and similarly we define [Mc] and [bcA] (which equals [Abe]). (2) If A= {a} is a singleton then 
[Abe] is just [abc ], i.e. [-,-,-] is an extension of M. 

We make two assertions. Let A s:;;X be closed and xEX. Then we have the following (tri­
angle) inequality: 

We use rectangular brackets [, J to avoid ambiguity with the earlier introduced notation/ (x,A), M(A,b,c) etc. 
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p(x,A) :5 p(x,y) + p(y ,A). 

If all points of A have the same distance to x, then 

p(x,y) :5 p(x,A) + p(A,y ). 

Let A be a closed set. In analogy with earlier notation we let 
r 1 ='l,(p(A,b)+p(A,c)-p(b,c)) 

r 2 = 1/,(p(A,b )- p(A,c )+ p(b,c )) 

r 3 =1/,(- p(A,b)+p(A,c)+p(b,c)). 
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(Tl) 

(T2) 

(2.16.3) 

denote the sharp radii corresponding with the triple A,b,c. By triangle inequality (Tl) the 
numbers r2 ,r3 are non-negative. For r 1, the type of assumption prior to (T2) is required. 

The following is a simple extension of Proposition 1.11. 

2.17 Proposition. Let (X, p) be a metric space with the metric mixing operator M. Then 

the following are equivalent for a non-empty, closed set A and points x 2,x3,mEX. 

(]) mEM[A,xz,x3]. 
(2) p(A,m)=d and p(x;,m)=rffor i =2,3. 
(3) p(A,m):5r\ and p(x;,m):5rf for i=2,3. 

(4) p(A,m)+p(xz,m)+ p(x3,m)= ½(p(A,x2)+p(A,x3)+p(xz,x3)). Ill 

We emphasize on the fact that [(abc)dc] can be empty. In Example 2.20 we shall give 
conditions to avoid this. We are now able to show the announced transitive rule of the mul­
timedian. 

2.18 Theorem. Let (X, p) be a modular space. Then, 

'ia,b,c,d [(abc)dc] = [a (bcd)c ]. (2.18.1) 

Proof: Let rabc,rd,rc be the sharp radii corresponding with abc,d,c, and let ra,rbcd,r'c be 
the sharp radii for a,bcd,c. With the aid of Proposition 2.17, we first show that a point 
zE [(abc)dc] is in [a(bcd)c ]. The opposite inclusion then directly follows from symmetry con­
siderations. 

Step 1: p(c,z)=r'c· As p(c,z)=rc we must prove rc=r'c, or, explicitly, 

½(p(abc,c)-p(abc,d)+ p(c,d))= ½(-p(a,bcd)+ p(a,c)+p(bcd,c)), 

but this is just Lemma 2.5(3). 
Step 2: p(a,z)=ra. For this consider the following inclusion 

I [c,abc] ~/(c,a). 

To show this takexE/(c,abc), so p(c,x)+p(x,abc)=p(abc,c). Now 

p(c,a) = p(c,abc) + p(abc,a) ~ p(c,x) + p(x,a) ~ p(c,a ). 

(1) 

The first equality follows by definition of abc, whereas the second equality is by assumption. 
The first inequality is (T2). We conclude that all inequalities above are equalities. This gives 
p(c,x)+p(x,a)=p(c,a), that is: xE!(a,c). 

Now by construction of [(abc)cd], we have zEl(c,abc). So by (1), p(c,z)+p(z,a)=p(c,a). 
Thus we obtain 
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p(z,a )= p(c,a )- p(c,z) = p(c,a )- r'c = ra 

as desired. 
Step 3: p(bcd,z)$rbcd· By Theorem 2.6(1) 

p(z,bcd) + p(b,bcd) + p(c,bcd) + p(d,bcd) = p(z,cdz) + p(b,cdz) + p(c,cdz) + p(d,cdz). 

Now notice that dcz = z, which gives 

p(z,bcd) + p(b,bcd) + p(c,bcd) + p(d,bcd) = p(b,z) + p(c,z) + p(d,z), 

or 

p(z,bcd) = p(b,z) + p(c,z) + p(d,z)- (p(b,bcd) + p(c,bcd) + p(d,bcd)). 

Now consider the following (in)equalities, 
p(c,z) + p(z,d) = p(c,d), 

p(b,bcd) + p(c,bcd) + p(d,bcd) = ½(p(b,c) + p(b,d) + p(c,d)), 

p(b,z) $ p(b,abc) + p(abc,z). 

(2) 

The first equality is implied by zE [(abc )de], the second is Proposition 1.11 ( 4), whereas the last 
inequality is just the triangle inequality (Tl). From the (in)equalities in (2) we obtain that 

p(z,bcd) $ p(b,abc) + p(abc,z) + p(e,d)- ½(p(b,c) + p(b,d) + p(c,d)), 

= p(b,abc) + p(abc,z)+ 1/:z( - p(b,e )- p(b,d) + p(e,d). 

As p(abc,z)=p(abc,e)-p(c,z) we have 

p(z,bcd) $ p(b,abc) + p(abe,e )- p(e,z) + ½( - p(b,e )-p(b,d) + p(e,d)), 

=p(b,c )- p(c,z) + 1/,( - p(b,c )- p(b,d) + p(c,d)), 

= 1/,(p(b,c )- p(b,d) + p(e,d))- p(e,z). 

As p(c,z)=r'c and p(c,bcd)= ½(p(b,e)-p(b,d)+ p(c,d)), we now come to the desired inequality 

p(z,bed) $ p(c,bcd)- r'c = rbcd, 

where the last equality is by definition of the sharp radii. ■ 

In the following theorem we present a sufficient condition for the set [ (abe )de] being 
non-empty. 

2.19 Theorem. let (X,p) be a modular space and let a,b,e,dEX. If M(a,b,c) admits 

metric nearest points and if N c;;;,M (a,b,c) is the resulting set of metric nearest points of d, then 

[(abe )de]= (N,d,e) c;;;, (abc,d,c ). (1) 

In particular, [(abc)dc] is non-empty. 

Proof: As the statement on inclusion in (1) is obvious, we concentrate on the equality. 
We first show that the left-hand side is contained in the right-hand side. Let y be an element of 
the left-hand side in (1 ). That is (cf. Proposition 2.17), 

p(y,abc) + p(y,c )+ p(y,d) = ½(p(abe,c )+p(abc,d) + p(c,d)). 

Let x be a metric nearest point af yin abe. Then using the previous equation, 

p(y,x) + p(y,c) + p(y,d) = ½(p(abe,e )+p(abe,d)+ p(e,d)), 
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S 1/,(p(x,c )+p(x,d) + p(c,d)). 

In which the last inequality is by definition of distance to set. Using the triangle inequality 
three times we obtain 

p(y,x) + p(y,c) + p(y,d) S 1/,(p(x,y )+p(y,c) + p(x,y) + p(y,d) + p(c,y) + p(y,d)) 

=p(y,x)+ p(y,c)+ p(y,d). 

So all inequalities are in fact equalities. In particular p(abc,d) = p(x,d), that is: x is a metric 
nearest point of d in abc, and 

p(y,x) + p(y,c )+ p(y,d) = 1/,(p(x,c )+p(x,d) + p(c,d)), 

that is yEM(x,d,c) (Proposition 1.11(4)). We conclude that y is contained in the right-hand 
side. 

For a proof that the right-hand side of (1) is contained in the left-hand side, let x be a metric 
nearest point of din abc and let yExdc. Then by Proposition 1.11 ( 4) 

p(y,x) + p(y,d)+ p(y,c) = 1/,(p(x,d) + p(x,c) +p(d,c )). 

Now p(x,d)=p(abc,d) by assumption and p(x,c)= p(abc,c) (as xE abc). We obtain that 

p(y,x) + p(y,d)+ p(y,c) = 1/,(p(abc,d) + p(abc,c) + p(d,c )). 

We arrive at 

p(y,abc) + p(y,d)+ p(y,c) S p(y,x) + p(y,d) + p(y,c )= ½(p(abc,d) + p(abc,c) + p(d,c )). 

By using (Tl) we conclude that the inequality is an equality, that is: yE [abc,d,c] by Proposition 
2.17. ■ 

We remark that -under the conditions of the previous theorem- there is another 
description of [(abc )de], namely as the points of M (abc,c,d) that realize the Hausdorff distance 
of c to M (abc,c,d). Compare Lemma 2.5(1). 

2.20 Example. Let (X, p) be a modular space with multimedian Mand a,b,cEX. In each 

of the following two cases, M (a,b,c) admits metric nearest points. 

(1) M (a,b,c) is compact. 

(2) (X, p) has the (4,2)-/P. 

We do not know "more reasonable" conditions, such as completeness of the metric, 
under which values of multimedians in modular metric space admit metric nearest points. 

§ 3 The completion of modular metric spaces 
Let (X,p) be any metric space. We shall implicitly use the following property of the hy­

perspace 2}c. If (Bn)::'=1 is converging to B in 2{c, then for every bEB there exists a sequence 
(bn)::'=i, with bnEBn for all nEIN, converging to b. In particular, if (An)::'=1 is converging to A in 
21,c and An r;;;,Bn for all nEIN, then A ,;;;,B. 
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3.1 Theorem. If (X, p) is a modular space then so is its comp!etion (X,p). Moreover, 

the multimedian of X is the unique continuous extension of M :X3 ➔ 21, given by the descrip­
tion 

(a,b,c) ➔ clx(Mx(a,b,c)), 
-3 

to the whole of X . 

Proof: We consider X as a dense subspace of X. We denote the Hausdorff metric on 2fc 
by PH· Let Mx(a,b,c) denote the mixing-operator of (X,p). By Theorem 2.12 the multimedian 
Mx :X3 ➔ 21 is a Lipschitz map with Lipschitz factor 2, with respect to the Ha~sdorff metric 

on 2fc• Hence the same holds for M, with respect to the Hausdorff metric on 2fc- By [22, p. 

298] (2{,pH) is a complete metric space. As X 3 is a dense subset of x3, we can (uniquely) ex­

tend M to a Lipschitz map (with Lipschitz fa<:tor 2) M to the whole of x3. Pr?position 1.11 to: 
gether with a continuity argument show that M(a,b,c)r:;;,Mx(a,b,c), for a,b,cEX. In particular, X 

is modular. For the other inclusioi:, Lemma 2.5( 4) together with a continuity argument show 
the following equality for a,b,c,dEX: 

½(p(c,a )+ p(c,b) + p(b,a )) + p(d,M(a,b,c )) = ½(p(c,b) + p(c,d) + p(d,b )) + p(a,M(b,c,d)). (1) 

Now let mEMx(a,b,c), that is Mx(m,b,c)=Mx(b,c,m)= {m}. Now as M(b,c,m) is contained in 
Mx(b,c,m) we must have M(b,c,m)= {m }. Hence from equality (I) with d =m one deduces: 

½(p(c,a) + p(c,b) + p(b,a )) + p(m,M(a,b,c )) = ½(p(c,b) + p(c,m) + p(m,b )) + p(a,m ), or 

p(m,M(a,b,c )) = ½(p(c,b) + p(c,m) + p(m,b) + 2·p(a,m ))- 1/,(p(c,a) + p(c,b) + p(b,a )). 

Now as m is a member of both I p(a,c) and/ p(a,b ), we obtain the equality: 

p(m,M(a,b,c))= ½(p(c,b) +p(c,a)+p(b,a))- ½(p(c,a) +p(c,b)+p(b,a))=O. 
- -

By the closedness of M(a,b,c), we conclude that mEM(a,b,c). ■ 

For any metric space (X,p) the set { {x} I xEX} is a closed subset of 2fc. We obtain the 
following corollary from Theorem 3.1: 

3.2 Corollary. The completion of a median metric space is a median metric space. ■ 

A more straightforward proof of the previous corollary goes as follows. As a metric 
median is uniformly continuous it extends to a uniformly continuous ternary operation m' of 
the completion X'. By continuity m' is a median which selects from the multimedian of X'. 

Hence by Corollary I: 4.7 m' equals the multimedian, i.e. X' is a median metric space. 

Aronszaijn and Panitchpakdi [ 4, p. 419] have shown that if (X, p) has the (n+ 1,2)-IP then 
its completion (X,p) has the (n,2)-IP. Whether (X,p) also has the (n+l,2)-IP is an open prob­
lem. For normed spaces the problem was settled in the affirmative by Lindenstrauss [50]. We 
are now able to solve this problem for n = 2: 
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3.3 Corollary. If (X, p) has the (3,2)-/P then so has its completion (X,p). 

Proof: By Theorem 3.1 (X,p) is a modular space. By the quoted result in [4] (X,p) has 
the (2,2)-IP, which means that (X,p) has a convex metric. The theorem now follows from 
Theorem 1.17. ■ 

Fig. 3.3: the (2,2)-IP is not inherited by the completion 

As an illustration we show that the (2,2)-IP is not inherited by the completion. Consider 
the points 

s =(0,0), t =(1,0), Sn =(0,21-n), tn =(1,i1-n) (nelN) .. 

LetX=[s1,(0,0))u(t1,(l,0))uneN[sn,tnl, see Figure 3.3. Then the geodesic metric p onXis 
convex, and the completion of (X,p) equals Xu {s,t}. One can easily verify that I p(s,t)= {s,t}. 

The following result describes the interval operator of the completion of a modular 
metric space. 

3.4 Theorem. Let (X, p) be a modular space with completion (X,p). Then, 
(I) The (metric) interval function I :X2➔2!, of X is contractive with regard to the sum metric 

onX2• 

(2) The inte~al function IP of the (modular) space (X,p) is the unique extension of 

I :X2-+2!,, given by the description 

(a,b) ➔cli(/ (a,b )). 

- -Proof: Let M,M be the multimedians of X and X respectively. See Theorem 3.1. For a 
proof of part (1), take a,a',b'eX. By the triangle inequality of PH it suffices to show that 

PH(/ (a,b ),/ (a',b )) ~ p(a,a'). (3) 

To this end, takexe/(a,b), then 

p(x,M (a',b,x)) = 1/2(p(x,a') + p(x,b )-p(a',b )) 

= ½(p(x,a')+ p(a,b )-p(x,a)-p(a',b )) ~ p(a,a'). 

As the set M(a',b,x) is contained in l(a',b) we have established that p(x,l(a',b))~p(a,a'). By 
permuting the roles of a and a' one arrives at (3). For a proof of part (2), we shall first show 
the following equality: 

l(a,b)=I f,(a,b), (4) 

for all a,beX. The inclusion from left to right follows for simple topological reasons. For a 
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proof of the inclusion from right to left, take zE / p(a,b ). Let (zn)::'= 1 be a sequence in X converg­
ing to z. Construct a sequence (cn)::'=1 in I(a,b) by choosing cnEM(a,b,zn) (nEIN). Then, 

- - -
p(cn,z) $ PH(M(a,b,zn),z) = PH(M(a,b,zn),M(a,b,z)) $ 2·p(zn,z). 

The first inequality follows by ~efinition of Hausdorff metric, the equality is evident, whereas 
the last inequality applies that M is a Lipschitz map (with factor 2). Hence c_.EM(a,b,zn)con° 

verges to z, and we have shown (4). To conclude the proof of part (2), as the space (X,p)'is 
modular its interval function Ip is continuous by part (1 ). In view of equality ( 4), / P is the 
(unique) continuous extension of/. ■ 

3.5 Corollary. Let (X, p) be a modular space, with completion X. Suppose that C is a 
subset of Xand aE C. Then, 
(1) If C is p-convex (resp. star-shaped at a) in X then so is its closure in X. _ 

(2) If C is p-convex (resp. star-shaped at a) in X then so is the completion Cli( C) of C in X. ■ 

3.6 Corollary. Let (X, p) be a modular space. Then the collection of p0 convex subsets 
in 2g,, is closed. ■ 

We remark that the last three results do not hold in general metric spaces. To this end; 
let T be the ( closed) triangle in the plane spanned by the origin, e 1 = (1, 0) and e 2 = (0, 1 ), and let 
X be Tu {(l, l)} minus the Open convex segment (0,e 1). We endow X with the restriction of the 
sum-metric p. Then the following are easily verified. The interval / p(0,e 1 ) only consists of 
0, e 1, while the interval between those points in the completion of X equals the segment [0,e 1] 

(cf. Th. 3.4). X minus the points e i,e 2, and (1, 1) is p-convex, but its closure is not (cf. C::or. 
3.5). The set X minus the point (1, 1) can be obtained as a limit of p-convex subsets in the hy­
perspace metric, but is not p-convex itself (cf. Cor. 3.6). 

3. 7 Decreasing and increasing sequences. We recall that a partially ordered set D is 
downdirected provided for each d 1 ,d2ED there exists dED with d <;;d 1 and d<;;d 2• The concept 
of an updirected set is defined dually. A function of an updirected set /JJ to a' set Jf is usually 
called a net. We often use notation of type (p;);ED for nets. If X is also ordered, then. a net that 
respects this order, i.e. i <;;j implies p; <;;pi, is called increasing. The concept of a decreasing net 
is defined dually. If the partial order is a basepoint order with basepoint b, then a seqµence or a 
net in X which is decreasing (increasing) in .,;h will be called b-decreasing (b-iner.easing), 

The following proposition is a simple generalization of [2, Lemma 2.8]; 

3.8 Proposition. Let (X, p) be a metric space, and let P = (p; ); ED be a net in X. Fhen the 
following hold,· 

(l} In either of the following situations a net P =(p;);ev is Cauchy: 

(i) The net P is-decreasing in .,;h· 

(ii) The net P is bounded and increasing in .,;h· 

(2) ff P acs describedf in· ev)• (resp: (ii)) converges topEX, thenp = inf (iD,) (,'resp, p =!1Up;(D)J,. 

•rtl"Ot::: For a1 pum,:rf of (i9\. l~t e> 0: Define R'==- inf {1p~b,p;); I iED'}. There exists au iED' 

such, that peb',PJ < P! + 1/rE. 'Fhen for aH j ~ i we haV<e' R. <;; p(b,pi)'<;; p(b;fli ),< R + ½·E .. Conseq11en:t-
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ly, p(p;,Pi)=p(b,p;)-p(b,pi) < ½·e. Whence, for all j,k ':::.i 

p(pj,Pk) S p(pj,P;) + p(p;,pk) < ½•£+ ½·E=E. 

A similar argument works under the assumptions of (ii). 
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For a proof of (2), let P be as described in (i).Clearly pel(b,p;) for all ieD, i.e. p is a 
lower bound of the p; in Sb. Suppose that q Sbp;, i.e. p(b,p;)=p(b,q)+p(q,p;), for all ieD. Then 
by continuity p(b,p) = p(b,p) + p(q,p ). That is q Sb p. The proof of the remaining part of (2) is 
similar. ■ 

The converse of statement (2) in the previous proposition is in general not true: the sub­
set (1,2) of the metric space {0}v(l,2)u{3} has the origin as infimum and 3 as.supremum, 
however these points are not adherent to (1,2). There is an affirmative result for normed spaces, 
see Proposition Ill: 2.5. 

By the previous lemma we come to the following notion. A metric space (X,p) is down­
converging relative to b (briefly, b-downconverging) provided each b-decreasing sequence in X 
converges to a point of X. Similarly, X is upconverging relative to b (or, b-upconverging) pro­
vided each bounded, b-increasing sequence in X converges to a point of X. If both conditions 
hold relative to the basepoint b, then we say that X is converging relative to b (or, b­
converging). 

It turns out that "monotone" sequences provide as much information as the. more general 
decreasing or increasing nets. 

3.9 Theorem. Let (X, p) be a metric space and let be X. Then the following hold. 
( 1) If X is b-downconverging, then any decreasing net in Sb converges. 
(2) If X is b-upconverging, then any increasing bounded net in Sb converges. 

Proof: For a proof of (1), let P=(p;);eD be a decreasing net in Sb, and let 
R = inf {p(b,p;) I ieD}. Take any point j(l)eD such that p(b,Pi(I)) < R +2-1. By induction, hav­
ing constructed j(l)S · · · Sj(n) in D such that Pi<P) SbPi(q) and p(b,Pi(p)) <R +z-P for 
lSpSqSn, we take j(n+l)'?.j(n) in D, such that p(b,Pi(n+t))<R+2-(n+t). This gives a 
b-decreasing sequence (pi(n))';;=1, which by assumption converges to some point p. Evidently, 
p(b,p)=R. 

Let E>0 and fix NeIN such that 2-N < E. Then for any i '?.j(N) in D, we have that (cf. the proof 
of Proposition 3.8) p(p,p;) < 2•£. Hence the net P converges top. 

The proof of statement (2) is largely the same. ■ 

In a geometric interval space (X,/), the following multivalued "cone" function can be 
defined on the collection of finite sequences of X. 

(11) cone(a)= {x}, 
(12) cone(a1,a2, · · · ,an+1)=v{/(m,an+1) I mecone(a1,a2, ···,an)} (n'?.l). 

Observe that cone(a,b)=l(a,b).(a,beX), and that cone(a,b,c)=l(/(a,b),c)-compare Theorem 
I: 4.18. 

In view of Theorem I: 4.24 the cone function is symmetric iff X is median. Moreover, in a 
median algebra (X,m), the set cone(ai,a 2, ···,an) is gated, and the gate function In takes the 
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following form: 

(3.10) fz(x)=m(a 1,a2,x) ; fk+ 1(x)=m(a1c+ 1Jh),x) (25'k<n). 

See [79]. For a direct proof proceed as in Theorem I: 4.18, where (3.10) is shown for n =3. 
In particular, cone(a 1,a 2, ···,an) is precisely the convex hull of the points a 1 ,a2 , ···,an (i.e. 

a polytope). Although the cone function is not symmetric in a general interval spaces (see 
above), the following can be shown by means of induction. 

(3.11) Let (X,/) be a geometric interval space, and let bEX. If a 1, ···,an is a finite collection in 
X that is totally ordered in ,;,h, then 

The following result describes the behavior of the corte operator with respect to the 
Hausdorff metric PH on (bounded) sets. This result is a generalization of Theorem 3.4(1). 

3.12 Lemma. The following inequality holds for allfinite sequences (a;)1=1,(b;)7=1 in a 
modular metric space (X, p ): 

n 

PH(cone(a 1, · · · ,an),cone(b 1, · · · ,bn)) $ l;p(a;,b;). 
i=l 

Proof: By the triangle inequality of PH it suffices to prove that 

PH(cone(a1, · · · ,a.),cone(a1, · · · ,an-1,bn))$p(an,bn)-

We must verify that for each xE cone(a 1, ···,an), 

p(x,cone(a1, · · · ,an-1,bn))<;,p(a.,b.). 

By invoking the definition of cone, there is a zE cone(a 1, • • • ,a._1) such that xE / (z,an)- Consid­
er y =M (b.,z,x). As 

M (b.,z,x) <;;; I (bn,z) <;;; cone(a i, · · • ,bn), 

we find that yE cone(a 1, · · · ,bn)- Consider the following (in)equalities: 

p(x,cone(a 1, • • • ,bn)) $ p(x,y) 

= ½( - p(b.,z)+ p(bn,X) + p(z,x)) 

= ½( - p(bn,z)+ p(b.,x) + p(a.,z)- p(a.,x) 

= ½(p(an,z)- p(b.,z)+ p(bn,x)- p(a.,x)) 

<;, p(a.,b.). 

The first equality only uses Proposition 1.11, and the last inequality involvesxEl(an.,z). ■ 

From this lemma, combined with the remarks prior to it, we obtain: 

LlJ Corollary. let (X,p) be a median metric space, and lef (X,p) be its completion. 
Then for each .xEX and for each e>O there is a P"convex subset C of the original space X such 
that 

xECl x(C); diam(C) < e. 
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A subset C of a modular space X is called multimedian at a point 0eX provided that 
M (0,c 1 ,c2) ~ C for all c 1 ,c 2eC. 

The following subsets of a modular metric space X are multimedian at 0: the whole X, 

any p-convex subset of X and any star-shaped subset at 0. In particular, any closed ball around 
O and any interval starting at O is multimedian at 0. 

The following simple fact is stated here for later reference (cf. Corollary 3.5). 

(3.14) Let (X,p) be a modular metric space, and le! (X,p) denote its completion. If C is mul­
timedian at b eX then so are the closure in X and in X. 

Consider a fixed basepoint O of metric space (X, p), and let (X,p) denote the completion of 
X. If C is a non-empty subset of X, then C O (resp. C 0) will denote the subspace of X, consisting 
of all limits of 0-decreasing (O-increasing) Cauchy sequences in C. We now come to one of 
the main results of this section. 

3.15 Theorem. Let (X,p) be a modular metric space, and let C ~ X be multimedian 
at 0. Then the completion of C is given by (C 0)°. 

The proof of Theorem 3.14 requires a construction to transform sequences in a modular 
space into increasing and decreasing sequences. As this construction shall be of later use also, 
we formulate it as a lemma. 

3.16 Lemma. Let (X,I) be a modular space, and let (x.);;'=1 be a sequence in X. Then 
there exist sequences pk =(p~)::'=1c in X satisfying the following conditions. 
(1 :k) Pi =xk. 

(2:k) p~eM(O,P~-t ,x.)for n > k. 
(3:k) p~~\ ~op~ for n?. k. 

Fig. 3.16: construction of the sequences p~ 

Proof of Lemma 3.16: Fork= 1, we take p\ =x 1, and, recursively, 

x 
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p!eM(p!_1,0,x.). 

See Figure 3.16. Next, let/> 1 and suppose that sequences P* satisfying (1 :k), (2:k), and (3:k) 
have been defined for 15k < l. Take pj =x1, and, recursively, 

P~+l eM(p~-:..11,P~,Xn+1)-

By induction on n, we verify the following formula: 

p~eM(O,p~_i,x.) (for n>l) andp~·:;\ ~p~ (for n ?./). (*) 

First, p/~I ~ pj-1 ~x1 =p/, which settles the above formula in case n = l. Next, assume that for­
mula(*) holds for some n ?.l. Then p~~\ 50 x.+1 by (2:1-1), and p~-~!i 50 p~ by(*). Whence by 
the construction of P~+i and by Lemma I: 4.13, we obtain: 

P~+l eM(p~~11,P~,Xn+I) \;; M(O,p~,Xn+1); P~~11 ~P~+l· 

In particular, p~;2 50 p~;1 50 p~+t, as required in(*) for n+l. • 
- - -Proof of Theorem 3.14: Let C be the closure of C in the completion X of X. Let xe C 

and fix a sequence (x.);;'=1 in C converging tox. Without loss of generality, p(x,x.)5Z-". Let 
the sequences pk=(p!);;=k be as constructed in Lemma 3.16. As C is multimedian at 0, it fol­
lows from formulae (1 :k), (2:k), (as stated in Lemma 3.16) that p!ec (n ?.k). From formula 
(2:k) we conclude that each sequence pk = (p!);;=k is 0-decreasing. Hence it converges to a 
point pk in C0 • By (1:k), pi=xkecone(xk)- If n?.k and p!econe(x*' · · · ,x.), then, since 
P!+i eI(p!,x.+1) by (2:k), we conclude by induction that 

P!+1 E conep(Xk,Xk+l, 0 0 0 ,Xn+1) \;; conep(Xk,Xk+I, 0 0 0 ,Xn+l ). 

The completion of a modular metric space being modular (Theorem 3.1) we can apply Lemma 
3.12 (with one sequence constant and equal to x) to the effect that 

n 

PH(x,conep(xk,Xk+l · · · ,x.)) 5 I: p(x,xi) 
j=k 

5 iz-i 5 z-(k-1). 
j=k 

In particular, p(x,p!) 5 2-<k-t), for n?. k. Hence, p(x,pk) 5 2-<k-t) and (p*)'i'=t converges to x. 

From formula (3:k) we deduce that pk-l 50pk. So, (pk)k=l is a (}-increasing sequence in C0 , 

which is bounded by the above result. Hence this sequence converges in (C 0)0 , showing that 
xe(Co)0 • ■ 

3.17 Corollary. let (X,p) be a modular space. Then a subset multimedian at bis com-
plete if and only if it is b•converging. ■ 

:US: Corollary. The completion of a modular space (X, p) is given by (X 0)0 . ■ 

From this coronary we obtain the following characterization of completeness of modufar 
metric spa€es. 
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3.19 Theorem. The following are equivalent for a modular metric space X. 
(I) X is converging in some basepoint order. 
(3) X is upconverging in all basepoint orders. 
(2) X is converging in all basepoint orders. 
(4) X is complete. 
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■ 

3.20 Corollary. Let (X,p) be a modular space with completion (X,p). Then the follow­
ing formula holds for all a,bEX: 

(I p(a,b ))a)b = (I p(a,b )).)" = Clx(/ p(a,b )) =I p(a,b ). 

Proof: For a proof of the first equality: by the inversion axiom (G-2) any increasing se­
quence in ($;a,/ p(a,b )) is decreasing in ($;b,/ p(a,b )). The second equality follows from Theorem 
3.15. Finally, the last equality is shown in Theorem 3.4(2). ■ 

3.21 Theorem. Let (X,p) be a modular space, and let (X,p) denote its completion. Then 
the fallowing are equivalent: 
(I) X is downconverging in each of its base-point orders. 
(2) All intervals of X are complete._ 
(3) X is a metric-convex subset of X. 

Proof: Implications (I) ➔ (2) ➔ (3) follow from Corollary 3.20 and implications 
(3) ➔ (2) ➔ (I) are evident. ■ 

In contrast with Theorem 3.19, down(up-)convergence in one base-point order need not 
imply down(up-)convergence for other base-points. For a simple example, consider the fol­
lowing median subalgebra X of the plane (coordinate-wise median) 

X={(x 1,x 2) I 0<x; < 1 fori=1, 2;x 1 +xz$;1 }u{(0,0)}. 

This space is down-converging in the order of(½,½), but not in the order of (0,0). On the other 
hand, the space is up-converging from the viewpoint of (0,0), but not from the viewpoint of 
(½,½). Moreover, (X0 )0 is not complete as it does not contain the points (1,0) and (0, 1). Com­
pare with Corollary 3.18. 

We mention an affirmative result: a normed space upconverging in one point is upconverg­
ing in all of its points. See Proposition III: 2.5 and Corollary III: 2.6. 

§ 4 Gated sets in (modular) metric spaces 
The following result summarizes some properties of gated sets in general metric spaces. 

4.1 Proposition. let (X, p) be a metric space and let (X,p) denote its completion. Then 
the following hold for a gated set C c;;;;X. 

(I) The gate function Pc : X ➔ C is contractive. 
(2) C is closed and p-convex. 
(3) The set Clx(C) is gated in X; its gate function is the unique continuous extension of 
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-
Pc :X ➔C to the whole of X. 

Proof: For a proof of (1), take x,yEX. By definition of gate, p(x)El(x,p(y)), that is 
p(x,p(x))+p(p(x),p(y))=p(x,p(y)). Similarly we obtain, p(y,p(y))+p(p(y),p(x))=p(y,p(x)). Ad­
ding these equalities we obtain 

2·p(p(x),p (y )) = p(x,p(y ))- p(p (y ),y) + p(y,p (x))- p(p (x),x) '.> 2·p(x,y ), 

by the triangle inequality. That C is p-convex is just (I: 3.4.2). As C = {xEX Ix =p(x)}, the rest 
of statement (2) follows from (1 )~ 

For a proof of (3), as Pc :X ➔C is contractive we can uniquely extend this function to a con-
tractive map p :X ➔ C. A routine argument shows that p is the gate function of C. ■ 

Part (1) of the previous proposition was first shown by A. Dress and R. Scharlau in [21]. 
From Proposition 4.1(3) we conclude that gated sets in arbitrary metric spaces behave well 

with respect to taking completions. This is contrary to the behavior of geodesically convex 
subsets (cf. Corollary 3.5, and the remarks prior to Paragraph 3.7). 

In a general metric space a closed (or even complete) geodesically convex subset need not 
be gated. We work towards such a result for modular metric spaces. 

Let (X, p) be a metric space, and let bEX. Any subset C of X downdirected in :,;b can be 
seen as a Cauchy net by Proposition 3.8. Hence under some form of completeness this net 
converges to the gate of b in C. For instance if C is b-downconverging, or if there exists a c EC 
such that! (b,c) n C is complete. The above applies in particular if X is a modular metric space, 
and if C is multimedian at b. We conclude to the following. 

4.2 Proposition. Let (X, p) be a downconverging modular metric space. If a closed 
subset C ~X is multimedian at b EX, then b has a gate in C. In particular, a subset of X is gated 
if and only if it is p-convex and closed. ■ 

We remark that by Theorem 3.21 a modular metric space is downconverging iff all in­
tervals of X are (metrically) complete. 

The following result compares metric nearest points with order nearest points (i.e., with 
gates) in a modular metric space. 

4.3 Proposition. Let (X, p) be a modular space and let C be a subset of X which is mul­
timedian at bEX. Then the following are equivalent for pEX. 
(I) p is the gate of b in C. 

(2) p is a metric nearest point of b in C. 

Proof: Implication (1) ➔ (2) is evident. For a proof of the other implication let p e C be as 
described in (2). Let cEC and suppose mEM(b,p,c)\{p}. Then evidently p(b,m)< p(b,p). As 
me C, this contradicts (2). We conclude M (b,p,c) = {p} for all c e C, i.e. p is the gate of b in C. ■ 

In Proposition I: 3.5 it is shown that gated sets in a general geometric interval space 
have the (F,2)-IP. We now come to Stronger intersection properties of gated sets in a metric 
space. The following notion is convenient. Let B be a subset of a metric space (X,p) and let 
beX. The subset B is called b-upbounded, or upbounded at b if any sequence (bJt=I in B in-
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creasing in the basepoint order :::;b is bounded. 
One can easily verify that replacing "sequence" by "net" in the last definition yields an 

equivalent notion. 

4.4 Remark. Each bounded subset of X is evidently b-upbounded. The converse does 
not hold, not even for geodesically convex subsets. For i eIN we let e;E l 1 (IN) denote the unit 
vector with the i-th coordinate one and all other coordinates zero. Then the (median stable) 
subset C of l 1 (IN), defined by 

C={A:e; I ieIN,-i5A.5i}, 

is 0-upbounded but not bounded. Note that C is star-shaped at O and complete. There is an 
affirmative result for geodesically convex subsets in a modular normed space. For instance: in 
a modular Banach space a geodesically convex subset upbounded at one of its points is bound­
ed. See Theorem III: 5.10. 

The following lemma shall be used in different situations. 

4.5 Lemma. Let (X,p) be a metric space and beX. Let b be a downdirected collection 
of closed subsets gated at b. If C s:;;X is a b-upbounded b-upconverging subset, star-shaped at b 
such that C nG # 0 for all G eb then 

Cn 0.b#0. 

Proof: For Geb we let nG denote the gate of bin G. By formula (I: 3.4.1) nGeC. One 
easily verifies that the net {nG I Geb} directed by b, is increasing in $b. As {nG I Geb} is 
contained in C it is bounded. Hence this net converges, say to a point pe C by assumption. As 
all Geb are closed, p is a member of every such G, i.e. 

peCn nb. ■ 

We now derive two results: one concerning general metric space, and one for modular 
metric space. 

4.6 Theorem. Let (X,p) be a metric space and beX. Let b be a collection of gated sub­
sets. If C s:;;X is a b-upbounded b-upconverging subset, star-shaped at b, and if C meets nY for 
all finite subcollections of b, then 

Cn nb#0. 

Proof: By formula (I: 3.4.4) the intersection of finite members of b is gated, and by Pro­
position 4.1 (2) gated sets are closed. Whence the collection 

{NI Ys:;;b finite }, 

satisfies the assumption of Lemma 4.5. ■ 

For a downconverging modular metric space, gated sets are precisely the non-empty 
convex closed subsets by Proposition 4.2. For such spaces, Theorem 4.6 is a particular case of 
the following result. 
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4.7 Theorem. Let (X,p) be a modular metric space and bEX. Let ,h be a collection of 

closed subsets multimedian at b. If C r;;;,X is a complete b-upbounded subset, star-shaped at b 
such that C meets n:J for each finite subcollection of J:J, then 

C n nh ;t0. 

Proof: As in the proof of the previous theorem we consider the collection 

h fin= {NI Y r;;;,,h finite }. 

This collection consists of closed subsets multimcdian at b meeting C. As C is complete, any 
member of ,hfin has a gate from b. Then we apply Lemma 4.5. ■ 

The proof of Theorem 4.7 only uses that C is b-converging. However this property is 
equivalent with completeness of C by Corollary 3.17. Theorem 4.7 applies in particular for a 
collection of closed p-convex subsets. In the next section we shall interpret Theorem 4. 7 in 
terms of a "weak" topology. 

In view of Proposition 4.2 a non-empty intersection of gated sets is gated. The question 
now arises whether this holds for arbitrary metric spaces, and what the gate function of the in­
tersection looks like. For convenience we introduce the following. Let X be a Hausdorff topo­
logical space, and let (p;);E/ be a collection of functions of X into itself, such that their compo­
sition products commute two by two. Let ;; be the collection of finite subsets of/, direct Y by 
inclusion. The collection (p;);E/ is called composable if for every xEX the net 

( niEFp;(X) )FE(], 

directed by Y, converges in X. The limit function is called the composition of the family 

(p; );E/• 

We can now prove the following result. 

4.8 Theorem. Let (X, p) be a downconverging metric space, and let (C;);E/ be a collec­
tion of gated subsets of X with a non-empty intersection. Then the associated gate functions Pi 

(i EI) are composable, and their composition yields the gate function of n;E1C;. 

Proof: Let xEX and let F ,;;;,I be finite. By formula (I: 3.4.4) the functions p; commute 

pairwise, and the function TTiEFp; is the gate function of the set n;EFC;. Hence if cE n;E 1C; 

then the net 

( TT;EFp;(x) )FE;J, 

is decreasing in (/(x,c), :;:;J. By assumption it converges to say qEl(x,c). As cEn;E1C; was ar­
bitrary, we conclude that q is the gate of x in nC;. 

iE/ ■ 

The condition that X be downconverging, cannot be removed from Theorem 4.8. 

We end this section with some results concerning upbounded subsets. It is natural to ask 
whether a subs.et that is upbounded at one of its points is upbounded at all of it points. 
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4.9 Proposition. Let (X, p) be a modular metric space and let C ;;;;X be multimedian at 
both points O,c. If C is 0-upbounded and 0-downconverging, then C is c-upbounded. 

Proof: Assume to the contrary that (xn)::'=t is a c-increasing sequence in C that is un­
bounded. Let the sequences pk =(p!)::'=k in X be as constructed in Lemma 3.16. See Figure 
3.16. We argue as in the proof of Theorem 3.15. As C is multimedian at 0, it follows from 
formulae (1 :k), (2:k) (as stated in Lemma 3.16) that p!ec (n ~k). From formula (2:k) we con­
clude that each sequence pk = (p!)::'=k is 0-decreasing. Hence it converges to a point pk in C. By 
(3-k) we deduce that the sequence (pk)k=I is 0-increasing. By (1:k), pi=xkecone(xk)· If n ~k 

andp!econe(xb · · · ,xn), then, since P!+i eI(p!,xn+i) by (2:k), we conclude by induction that 

P!+1 econep(Xk,Xk+I• · · · ,Xn+1), (1) 

The right-hand side of formula (1) equals I p(xk,Xn+i) by (3.11). By Proposition 2.7 we obtain 
p(c,P!+i )~p(c,xk), hence p(c,pk)~p(c,xk)· We conclude that the sequence (pk)k=I is 0-
increasing and unbounded. This contradicts the assumption that C is 0-upbounded. ■ 

From the previous result we conclude that in a downconverging modular metric space a 
geodesically convex subset that is upbounded at one point is upbounded at all points. 

We next consider the question whether the closure of an upbounded subset is upbounded. 

4.10 Proposition. Let (X, p) be a downconverging modular metric space and let C be a 
subset of X, star-shaped at the point Oe C. If C is 0-upbounded, then the completion of C is 0-

upbounded. In particular the closure of C in X is 0-upbounded. 

Proof: Let C ;;;;X denote the respective completions of C and X. Assume to the contrary 

that (xn)::'=t is a 0-increasing sequence in C that is unbounded. We construct a sequence (yn)::'=t 
in C with the following properties: 

(i) p(xn,Yn):5r, 
(ii) Yn :5oXn 

(iii) Y 1 :5oY 2 :5o · · · :5o Yn 
for all nelN. To this end, let nelN. By Theorem 3. 15 there is a 0-increasing sequence (zZ);;'=1 in 
C converging to Xn· Let kelN be such that p(zl,x 1):52-1 and let y 1 =zl. Suppose that 
y 1 ,y 2, • • • ,Yn have been constructed such as in (i), (ii) and (iii) for some n ~ 1. As metric mul­
timedians are Lipschitz (Theorem 2.12), there exists a kelN such that 

PH(Xn+1,M ii(yn,Xn+1,zz+1) :5 2-<n+I)_ 

Choose Yn+tEMji(yn,Xn+t,zz+1). Then Yn+I satisfies (i), (ii) and (iii) by construction. As C is 
star-shaped at O (Corollary 3.5) we have that Yn+1EC. Also, Yn+1_Elji(yn,zz+1). In view of 
Theorem 3.21, the latter interval is contained in X. Whence, Yn+t e C nX =C. This concludes 
the induction. 

By properties (i) and (iii) we obtain that (yn)::'=t is an unbounded 0-increasing sequence in C, 
contradicting the assumption that C is 0-upbounded. ■ 
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§ 5 Weak topologies in modular metric spaces 
5.1 Motivation. Let (X, p) be a (modular) metric space. The weak(p) topology or, 

weak(metric) topology, is generated by the collection of closed p-convex subsets in X. We usu­
ally denote this topology by Tw. 

The construction of the weak(metric) topology is similar to the construction of the standard 
weak topology in a locally convex topological vector space V. Indeed, the collection of closed 
(standard) convex subsets of V yields a closed subbase for the standard weak topology. 

In connection with the Alexander subbase lemma, see [22], Theorem 4.7 can be used to 
derive that a subset of a modular metric space that is complete and both star-shaped and up­
bounded at some point, e.g. a complete ball, is weakly(metric) compact. This result makes it 
interesting to work in modular metric spaces with a Hausdorff weak(metric) topology. The 
Hausdorff property of this topology requires the existence of many p-convex subsets. As, 
roughly speaking, modular (metric) spaces with an abundance of geodesically convex subsets 
correspond with median (metric) spaces (cf. Theorem I: 2.14, and I: 4.4(1)), the 
weak(metric) topology of properly multimedian spaces is usually not Hausdorff. Compare the 
situation in normed spaces: a modular normed space with a Hausdorff weak(norm) topology is 
median. See chapter IV. 

We introduce a topology on a modular metric space that is less attached to geodesically con­
vex subsets. Let (X, p) be a modular metric space and let b eX. The basepoint topology at b, 
briefly the b-topology, t(b) is the topology generated by the collection of closed subsets in X 
that are multimedian atb. Clearly, tws:;t(b). Note that closed balls around band intervals 
which have b as endpoint are subbase members of t(b ). 

5.2 Completeness and weak(metric) compactness. The next two theorems (which are 
proved simultaneously) show the similarity between the basepoint topology of modular metric 
space and the weak(metric) topology of median metric space. 

5.3 Theorem. Let (X,p) be a modular metric space, and let C s;;X be a subset star­
shaped at be C. Then the following are equivalent: 
(I) C is b-upbounded and complete. 
(2) C is b-compact. 

5.4 Theorem. Let (X,p) be a median metric space, and let C s;;X be a subset star­
shaped at be C. Then the following are equivalent: 
(I) C is b-upbounded and complete. 
(2) C is weakly(p) compact. 

Proof: We refer to the above two theorems as (A) and (B). Let X and C be as stated in 
either of the theorems. Implications (I) ➔ (2) of (A) and (B) follow from the Alexander sub­
base lemma combined with Theorem 4.7. For a proof of the converse implications, let (x;)1=1 

be a b-increasing sequence in C. In the situation (A) we let A;= u {x1 I j;;,; i } and in the situa­
tion (B) we letA;=u {/ p(x;,x1) I j <'=i} for ielN. Compare Figure 5.4. 
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b 
X11 

Fig. 5.4: a b-increasing sequence 

Situation (A): As a subset A; is evidently multimedian at b -compare (3.11)- so is its 
metric closure clx(A;) by (3.14). Whence, the latter set is b-closed in X, and consequently the 
intersection C nA; is b-compact in X. 

Situation (B): Each subset A; is p-convex, see Theorem I: 4.24(5), therefore so is its metric 
closure clx(A;) by Corollary 3.5. Consequently, the latter set is weakly(p)-closed, and whence 
the intersection C nclx(A;) is weakly(p) compact. 

Now consider any of the situations (A), (B). As the sets C n clx(A;) have the finite inter­
section property, there exists a point ae n;-:,1 C nA;, by compactness. Then, 

p(b,x;) = p(b,A;)= p(b,clx(A;) n C)) ~ p(b,a). 

In which the first equality holds by virtue of (3.11 ). Hence the sequence (x;)i=t is bounded. 
Whence C is 0-upbounded. 

For a proof of completeness of C, let (x;)i=t be a bounded b-increasing sequence in C. 
As (x;);-:,1 is a Cauchy sequence, it converges to a point m of the completion (X,p) of (X, p). 
Compare Figure 5.4. In the situation (A) we letA;=Cl,H{xj I j ~i}) and in the situation (B) we 
let A; =I p(x;,m ). 

More or less similar as above, we obtain that each set X nA; is b-closed in X in situation (A), 
and weakly(p) closed in situation (B). Whence in situation (A) the sets C nA; are b-compact 
subsets in X, and in situation (B) the sets C nA; are weakly(p) compact. 

Now consider any of the situations (A), (B). On one hand as the C nA; evidently have 
the finite intersection property we conclude that n{K; I ielN} ,,,_ 0. On the other hand, we have 
that n;et,1A; = {m }. Hence {m} =n{K; I ielN}, and in particular me C. 

We obtain that C is b-upconverging. Similarly we obtain that C is b-downconverging. 
Hence C is b-converging, thus C is complete by Corollary 3.17. ■ 

We remark that there exist geodesically convex, weakly(metric) compact subsets that 
are not bounded. See Remark 4.4. From Theorems 5.3, 5.4 we obtain the following corol­
laries. 

5.5 Corollary. Let (X, p) be a modular space. Then the following are equivalent: 
(1) X is complete. 
(2) There exists a point b eX such that all closed balls at b are b-compact. 
(3) For all b eX closed balls with bas a center are b-compact. ■ 
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5.6 Corollary. Let (X,p) be a median space. Then the following are equivalent: 
(]) X is complete. 
(2) All closed balls of X are weakly(p) compact. 

We now obtain two extensions of Theorem 3.21. 

5.7 Theorem. Let (X,p) be a modular space. Then the following are equivalent: 
(1) X is downconverging. 
(2) For each b EX any closed subset of X multimedian at a point b has a gate from b. 
(3) For each b EX intervals having bas an endpoint are b-compact. 

5.8 Theorem. The following are equivalent for a median metric space (X, p ). 

( 1) X is downconverging. 
(2) Each closed geodesically convex subset of X is gated. 
(3) All intervals are weakly(p)-compact. 

Ill 

Proof: We refer to the above two Theorems as (A) and (B). Implications (1) ➔ (3) of 
(A) and (B) follow from Theorems 5.3 and 5.4. The converse implications follow by Theorem 
3.21 combined with Theorems 5.3 and 5.4. 

Implications (I) ➔ (2) of Theorem (A) and (B) follow from Proposition 4.2. For a proof 
of the implications (2) ➔ (!), let bEX and let (x;)1=1 be a b-decreasing sequence. In the situation 
(A) we let K = {x 1,x 2, • · · } and in the situation (B) we let A be K = v 1=1 l (x 1 ,x;). 

Situation (A): The set K is multimedian at b -compare (3.11)-- hence so is its closure 
clx(K) by (3.14). So by assumption b has a gate pin clx(K). 

Situation (B): As the set K arises from an increasing union of intervals it is p-convex, hence 
so is its closure clx(K) by (3.14). So by assumption b has a gate pin clx(K). 

Now consider any of the situations (A), (B). Let D (p,r) be a closed ball around p. As 
pEclx(K) there exists a kED(p,r)nK, that is kEl(x.,x 1) for some nEIN. By the geometric pro­
perties of the metric intervals we obtain thatxmEl(p,k) for all m ?.n. As balls are star-shaped at 
their center, we have XmED(b,r). Whence (x;)1=1 converges top. Ill 

5.9 Relative weak topologies. Let (X, p) be a modular space. If Y s;;;X is a subset with 
Mt(y 1 ,Y2,Y3) s;; Y for ally 1 ,Y2,y 3 E Y, then the two natural "b-topologies" on Y -the relative to­
pology w.r.t. the b-topology of X, and (the coarser) intrinsic b-topology of Y- coincide. 
Indeed, let C be a subbase member of the intrinsic b-topology of Y, i.e. C is closed and mul­
timedian at bin Y. As C is multimedian at bin Y, and as M1(Y3 ) s;;; Y one readily verifies that C is 
multimedian at b in X. By 3.14 the closure Clx(C) is multimedian at b in X. Hence 
C = Clx(C) nY is a relatively closed subset of Y with respect to the b-topology of X. 

A similar problem -and more relevant, see chapter IV- is whether the relative and the 
intrinsic weak(metric) topology of a median stable subset of a median metric space coincide. 
The answer is positive but requires some effort. It turns out the answer is positive even in a 
broader setting. 
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By a topological median algebra is meant a set X with a Hausdorff topology and a medi­
an operator on X which is continuous in this topology. See (79]. In these circumstances, the 
weak topology of X is generated by the subbase consisting of all closed convex sets. This 
definition is in accordance with the metric situation. Analogous one defines the notion of a 
basepoint topology in X. 

Finally, X is locally star-shaped provided for each peX and each neighborhood U of p there 
is a neighborhood V of p such that I(p,x)r;;;,U whenever xe V. For compact median algebras, 
this condition can easily be derived from the (assumed) continuity of the median operator. See 
van Mill and van de Vel (60]. If X is a median metric space, then the median operator is con­
tinuous and each metric ball is star-shaped from its center. Observe that the proofs of 
Theorems 5.7 and 5.8 implicitly use that modular metric space is locally star-shaped. 

5.10 Proposition. Let X be a locally star-shaped median algebra and let Y r;;;,X be a 
median stable subset. Then the weak topology of Y equals the relative weak topology, derived 
fromX. 

Proof: By definition, a convex closed subset of X has a relatively convex, relatively 
closed trace on Y. Conversely, let C r;;;, Y be a relatively convex, relatively closed set. We veri­
fy that Clx(co(C))n Y=C. Note that the closure of a convex set is convex. Next, let 
yeClx(co(C))n Y and fix a net (di)ieJ in co(C) converging toy. For each j we fix a finite set 
Fi r;;;, C with diecoy(Fi). The polytope cox(Fi) is gated; for a description of its gate function, 
see (3.10). In view of this description the gate ci of ye Y is in the relative polytope coy(Fj). In 
particular, cieC. 

Let U r;;;,X be a neighborhood of y and let V r;;;, U be as in the definition of local star­
shapedness. For some j 0eJ and all j~.j 0 we find die V, whence ciel(y,di)r;;;, U. So the net 
(ci)ieJ converges toy, showing that yeC/y(C)=C. ■ 

5.11 Separation properties of the weak(metric) topology. 

5.12 Proposition. Let (X,p) be a modular space such that the weak(p) topology is 
Hausdorff. Then the following hold. 
(1) If X is downconverging, then the weak(p) topology is regular. 
(2) If X has complete balls, then the weak(p) topology is normal. 

Proof: For a proof of statement (1), let xeX and let B be a closed interval-convex subset 
of X. We conclude from Theorem 5.7 that B is gated. Let p be the gate of x in B. By applying 
the Hausdorff property to the points p,x, we find closed interval-convex subsets C 1, • • • ,Cn, 

D1, · · · ,Dm ofXwith 
n m n m 

pe UC; ' xe UD; and X= uC;U uD;. 
i=l i=l i=I i=l 

(3) 

Now let Q be the union of all sets C; or D; meeting B, and take U =X \ Q. Then xe U. Indeed, 
suppose that xeC; and C; nB 'F0. Then clearly the gate p of x in Bis in C;, contradicting for­
mula (3). The same formula states that x is not a member of any D;. As U is a (base) open ele­
ment of the weak(p) topology, the proof is complete. 
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For a proof of statement (2), as observed at the beginning of this section, complete balls 
in modular metric space are weakly(metric) compact. We conclude that the weak(p) topology 
of X is O'-compact Hausdorff, and hence that the weak(p) topology is normal. 111 

5.13 Proposition. Let (X, p) be a median metric space with separable complete inter­

vals. If for each countable set A the set co(A) is weakly(p) normal, then X is weakly(p) normal. 

Proof: The continuity of the interval function (Theorem 3.4), together with join-hull 
commutativity of a median algebra (Theorem I: 4.18), imply that each polytope of X is also 
separable. Now if A ~ X is countable, then co (A) obtains as the union of countably many 
separable spaces of type co (F), with F ~ A finite. It follows that co(A) is also separable for 
countable sets A. We note that by the completeness of intervals, each non-empty convex 
closed set of X has a gate function. See Proposition 4.2. 

Let A, B ~ X be two disjoint and weakly(p) closed sets, let A O ~ A, respectively B O ~ B 

be singletons, let K O = co(A O u B 0), and let p 0 : X ➔ KO be the gate function. 

Assume that we have constructed sequences of countable sets A O ~ • • • ~ An ~ A, 

B 0 ~ · • · ~ Bn ~ B, together with convex closed sets K; = co(A; u B;) (where O::; i:,; n), such 
that if p;: X ➔ K; denotes the gate mapping, then p;(A) ~ P;(A;+1) and P;(B) ~ p;(B;+1) for 
i = 0, · · · ,n-1. Now Pn(A) is a subset of the separable metric space Kn, and hence there is a 
countable set An+I ~ A with Pn(A) ~ Pn(An+i), Similarly, there is a countable set Bn+I ~ B 

with Pn(B) ~ Pn(B,,+1 ). We may assume that An ~ An+I and Bn ~ Bn+I · Then put 

Kn+I =co(An+I uBn+1)-

Having completed the inductive construction, we put A 00 = UnEINAn, B 00 = unEINBn, and 
we let Poo denote the gate map onto Koo= ca(Aoo uBoo)• Observe that Koo= Cl(u';;=1Kn), and 
that Poo is the pointwise limit of the maps Pn· 

Let a EA and consider a weak(p) neighborhood U of Poo(a). By passing to a smaller 
neighborhood if necessary, we may assume that U is of type X \ (u1=1C;), where the sets C; are 
convex closed in X. Suppose Aoo ~ u 1=1 C;, As Pn(a) converges to Poo(a) we have Pn(a) E U for 
large enough n. We may assume that each set C; which is met by A 00 is also met by each of the 
sets An, An+I, · · · . We consider a point an+I E An+I such that Pn(an+d E U, say: an+I E C;. 
However, An ~K,, meets C; as well and hence Pn(an +I) should be in C;. 

We have shown that Poo(a) is weakly(p) adherent to A=- Note that Poo(Aoo)=Aoo, and 
hence that Poo(A) ~ Clw(poo(Aoo)). Here Clw stands for weak(p) closure. We conclude that 
Poo(A) ~ A. In the same way, one can show that p 00 (B) ~ B. It follows that p 00 (A) and Poo(B) 

have a disjoint weak(p) closure. By assumption, these sets can be separated with weakly(p) 
open subsets of K =-

The gate function Poo is continuous (Proposition 4.1) and convexity preserving (see the re­
marks prior to Theorem I: 4.8). Hence taking inverse images under Poo yields the desired 
separation of A and B. ■ 
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5.14 Corollary. If (X, p) is a median-stable subset of 11 (/) with complete relative inter­
vals, then X is weakly(p) normal. 

Proof: We first note that by the definition of weak(metric) topology, the original and 
weak(metric) closure of a convex set in a modular metric space are always the same. Let A sX 

be a countable set. Since the weak(metric) convex closure of a countable subset of / 1(/) is 
essentially a subset of / 1(1N), it follows that co(A) (convex closure in / 1(/)) is a weakly(metric) 
metrizable set. See Theorem IV: 4.2. Now, the convex closure of A relative to X is a subset of 
the above one, and the choice between intrinsic weak(metric) or relative weak(metric) topolo­
gy is indifferent by Proposition 5.10. Application of Proposition 5.13 gives the desired result. 

II 

Compare Proposition 5.12 with the above corollary. It is not known whether median 
metric spaces are isometrically embeddable in some / 1 (/) space under the assumption of being 
weakly(metric) Hausdorff. See Theorem IV: 2.9, for an affirmative result on median normed 
spaces. The complete median metric spaces that can be embedded in an / 1 (/) space evidently 
correspond with closed median stable subsets. The assumption in Corollary 5.14, on com­
pleteness of relative intervals, leads one to relatively convex subsets of closed median stable 
sets in / 1 (/), in regard of Theorem 3.21. 

5.15 Comparing b-topologies and weak(metric) topologies. The following two results 
indicate that a b-topology only "looks" in one direction, whereas the weak(metric) topology 

· "looks" in all directions. 

5.16 Theorem. Let X be a locally star-shaped median algebra. Then, the weak topolo­
gy of X is the largest topology on X coarser than each b-topology, viz., 

tw= n t(x), 
xeX 

Proof: The inclusion from left to right is evident. As for the reverse inclusion, let C be a 
member of the right-hand side. Let xii" C. By assumption C is closed in tx. Hence there exist 
closed subsets D 1,D 2, · · · ,Dn, multimedian at x with 

Let U be a star-shaped neighborhood of x avoiding D 1, · · · ,Dn. Suppose that ye Un co(D;). 
Then there exists a finite subset F of D; with ye co(F). As D; is downdirected in ~x, there exists 
a deD; with d~xffor all feF. As yeco(F), we also have that d~xY· But then del(x,y)sU, a 
contradiction. We conclude that xii" u 1=1 clx(co(D;)). In other words, x is not weakly(metric) 
adherent to C. As xii" C was arbitrary we obtain Ce tw- 11 

One can also show: 

5.17 Theorem. Let (X,p) be a downconverging modular metric space. If the weak(p) 
topology is Hausdorff, then 

tw= n t(x). 
xeX II 
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It is well-known that two topologies , 1 s;; , 2 on a set X with (X, , 1) Hausdorff and (X, 12) 

compact, coincide. This leads to the following result. 

5.18 Theorem. If (X,p) is a complete bounded modular space with a Hausdorff 

weak(p) topology, then "Cw="C(b)for all bEX. If, in addition, (X,p) is compact, then "Cp="Cw as 

well. II 

§ 6 All median operators are G-metric 
Let G be an Abelian lattice group G. One may think of a Riesz space. AG-metric on a set X is 
a map p :X2 ➔G satisfying the following conditions: 
(i) p(a,b) > 0 if a ctcb; p(a,a)=O, 

(ii) p(a,b)=p(b,a), 

(iii) p(a,b)Sp(a,c)+p(c,b), 

for all a,b,cEX. See Hung [39]. The pair (X, p) is called a G-metric space. In analogy to the 
situation in metric intervals one verifies that a G-metric interval operator-with its obvious 
meaning- is geometric. This finally leads us to the class of modular/median G-metric spaces. 

By a similar replacement of the real numbers by G in the definition of a valuation one ob­
tains the concept of a G-valuation, and a G-metric lattice. In analogy to the situation in metric 
lattices one verifies that the formula 

p(x,y)= lxvy 1-lx"y I (x, y EL), 

yields a G-metric if vis a positive G-valuation -see [13, ex. 4 p. 234]). 
Observe that the mapping v :G ➔G given by v(x)=x yields a positive G-valuation. The in­

duced G-metric is simply given by p(x,y) = lx-y I, where 1-1 denotes the modulus operator of G 
(see I: 1.2). 

The following is a modification of Lemma 1.6. 

6.1 Lemma. A G-metric lattice L is modular, and G-metric betweenness in L is 

equivalent with lattice-betweenness. 

Proof: We reason as in [13, p. 232), [16, p. 58 ]. If L is non-modular, then it contains 
the lattice N 5 as a sublattice. In the notation of Figure I: 1.1 B we then have 

v (x) + v (y) = v (x"y) + v(xvy) = v (p) + v (q) = v (x"y ')+ v(xvy ') = v (x) + v (y '). 

That is, v (y ') = v (y ). Whence y = y' as v is positive, a contradiction. 
Denote the G-metric intervals of L by Ip(-,.). Next, let a,bEL and xEl1(a,b), that is 

(aAX)v(bAX)=x =(avx)t-.(bvx). 

p(a,x)+ p(x,b) = v(avx)-v(aAX) + v(bvx)-v(bAX) 

= v(avx) + v(bvx)-(v(aAX) + v(bAX)) 

= v (avb )+ v (x )-(v (at-.b) + v(x)) 
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= v (avb )- v (a"b) = p(a,b ), 

The third equality uses (avx)v(bvx)=avb and (aAX),...(bAX)=a,...b, see Proposition I: 2.7(1). 
We find that11(a,b) ~/ p(a,b) and by Theorem I: 4.5 this gives /1 =/ p· II 

From the previous result together with Theorem I: 4.2 we obtain: 

6.2 Theorem. A G-normed lattice L is a modular G-metric space, and the metric mul­
timedian and the lattice multimedian coincide. The lattice L is a median G-metric space if and 
only if L is distributive. II 

As an (Abelian) lattice group is distributive [13], we conclude from Theorem 6.2 that 
the (standard) median operator of an Abelian lattice group G is induced by the G-metric inter­
vals. Whence, we can look upon Riesz spaces as (linear) G-normed median spaces. We shall 
show in chapter 111, that (genuine) normed median spaces correspond with (subspaces of) L 1 (µ) 

spaces. The following is a generalization of this. 

6.3 Theorem. Each median space corresponds with a median stable subset of a Riesz 
space. In particular, all median operators are G-metric. 

Proof: Let (X,m) be a median algebra. Then X can be seen as a median stable subset of a 
Boolean algebra ,1 , see Corollary I: 2.18. Now the collection of step-functions on A, yields a 
Riesz space L (see [52, p. 178]), in which A, and hence X, occurs as a median stable subset. In 
view of Theorem 6.2 the map p: L 2 ➔ l given by p(r,s) = I r-s I, yields a G-metric that gen­
erates the median of L. By taking the restriction of p to X we obtain a G-metric as desired. 11 

In chapter V we shall show that median metric spaces correspond with median subsets 
of normed median spaces, the L 1 (µ) spaces. 

Let m be the median of a median G-metric space (X, p ). Many of the results on metric medi­
ans derived in the present chapter extend to the G-metric situation. For instance, a G-median m 

is contractive with respect to the sum-metric on X 3 - which evidently yields an Abelian lat­
tice group. We also mention an extended version of Theorem 2.6(1) (writing xyz form (x,y,z)): 

p(a,abc) + p(b,abc) + p(c,abc) + p(d,abc) = p(a,bcd) + p(b,bcd) + p(c,bcd) + p(d,bcd). 
for all a,b,c,deX. 

If a lattice group G is (conditionally) complete and totally ordered, then some of the results 
for metric multimedians extend to the G-metric situation. For instance, a G-metric multimedi­
an is a Lipschitz map of factor 2 with respect to the "Hausdorff G-metric" and the sum-metric 
onX 3 . 



CHAPTERIII 

MODULAR NORMED SPACES 

The present chapter is devoted to modular normed spaces. In chapter II (Theorem II: 1.8) 
an example of a median normed spaces appeared: an (abstract) L-space e.g. an L 1 (µ) 
space. One of the aims of this chapter is to prove that all median Banach spaces are of the 
latter type. This is not only an interesting result in its own right but it also opens new per­
spectives in the study of l 1 (µ) spaces: this result describes l 1 (µ) spaces as Banach spaces 
with a special median convexity. Descriptions of l 1 (µ) spaces in terms of metric between­
ness have appeared earlier in literature. See [76, Theorem 3], where it shown that a 
Banach lattice is an l 1 (µ) iff the "lattice betweenness" coincides with the metric between­
ness. 

In the process of showing this characterization, it turned out that there are many similar­
ities between inner product (i. p.) spaces and median normed spaces. In fact, it is possible 
to use techniques from i. p. spaces to get elegant proofs and results in L 1 (µ) spaces. An ex­
ample of such a similarity is that both types of spaces are characterized by a "tri-spherical 
intersection property". See the paper of Comfort and Gordon [17], for such a result in i. 
p. space. The most striking similarity lies in the notion of "orthogonality". 

In sections 3 and 4 we characterize modular normed spaces with additive orthogonality. 
In section 3 we do this for a distinct class of normed spaces, among which are the finite di­
mensional ones. Here the characterization is self-contained and uses techniques coming 
from Hilbert space. The general characterization appears in section 4, and involves the 
Kakutani representation theorem. 

In section 5 we describe some of the rather peculiar properties of geodesically convex 
subsets in modular normed space. From these properties new characterizations of L 1 (µ) 
spaces are obtained. 

§ 1 Introduction and motivation 

1.1 Orthogonality. By a modular normed space, we mean a normed vector space such 
that the induced metric space is modular. In other words, the mixing-operator of a modular 
normed space only takes non-empty values. By a median normed space, we mean a normed 
space such that the induced metric space is median . .In this situation, the values of the mixing­
operator are singletons, and the mixing operator is called a normed median. The term modular 
Banach space should speak for itself. 
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Metric intervals and geodesically convex subsets of a normed space are usually called norm 
intervals and norm-convex respectively. Note that a norm interval/ is invariant under transla­
tion and under multiplication with scalars, i.e. 

l(x+p,x+q)=x+l(p,q) ; A:l(p,q)=l(A·p,A·q), 

for all points p,q,x and AEIR. The term "star-shaped" in normed space is always used with 
respect to the norm intervals, and not with respect to the standard convex intervals. 

We first recall the following. Two points x,y of a normed space X are called orthogonal 
in the Pythagorean sense, briefly x.lpy, provided I Ix+ y I 12 = I Ix 11 2 + I ly 11 2 • See [3], or [43]. 
Let us call a binary relation R on X additive if x R z and y R z implies (x + y) R z. The following 
result of James is well-known, see [43]. 

A normed space is linearly isometric with an i. p. space if! .lp is additive. 

Let us next consider two points x,y in a normed X that satisfy 11 x + y 11 = 11 x 11 + 11 y 11. In view of 
the above, it might be natural to call such points "orthogonal", however it turns out that the 
name codirectional, as introduced in the paper of Alfsen and Effros [2], is more appropriate. 
In [2] the points x,y are called antidirectional if 11 x - y 11 = 11 x 11 + 11 y 11. Directionality gives 
rise to a notion of orthogonality as follows; the points x,y are called median orthogonal, briefly 
x.ly, provided x,y are both codirectional and antidirectional. Further motivation of this 
definition shall arise later. 

One can easily verify that two points x,y in a normed space are orthogonal iff both values 
M (O,x,y ), M (O,x, - y) of the mixing operator equal zero ( observe that the conditions Oe M (O,x,y) 

and M (O,x,y) = {O} are equivalent). In an i. p. space the value M (O,x,y) of the mixing operator 
is empty iff the points x,yeX are independent -in particular, i. p. spaces of dimension at least 
two are not modular. So in these circumstances the points x,y are median orthogonal iff one of 
the points is the origin. Hence, in particular situations (e.g. in i. p. spaces) additivity of the 
median orthogonality does not provide any information, simply because all orthogonal points 
are trivial. 

A modular normed space has an abundance of orthogonal points (cf. §4), and it turns out 
that in such spaces the additivity of .l characterizes median normed spaces. In particular it fol­
lows that L 1 (µ) spaces correspond with modular Banach spaces with an additive orthogonality. 

1.2 Riesz spaces. We compare our notion of "orthogonality" with a similar notion from 
the theory of Riesz spaces. As usual we let Ix I denote xvo-x,_o (xel ). Two points x,yel are 
called Riesz-orthogonal provided Ix I" IY I =0. See [52], where it is shown that Riesz­
orthogonality of the points x,y is equivalent with the property Ix+ y I = Ix -y I = Ix I + I y I - That 
is, the (L-metric) medians m(O,x,y), m(O,x,-y) both equal zero (Theorem II: 6.2). Whence 
Riesz-orthogonality coincides with "median orthogonality". We remark that Riesz­
orthogonality is additive. 
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§ 2 Preliminaries 
Let X be a normed space with unit ball B. A convex subset F of B is called a face of B whenev­
er p,qeF if 1.:p+(l-1..)·qeF for p,qeB and t..e(0,1). The face Fis called proper if F1cB. A 
one-point set {p} is a face iff p is an extreme point of B. By Zorn's lemma there exist maximal 
proper faces of the unit ball. See [2), where it is also shown that these faces are closed. If 
I Ip I I= 1 then we define face(p)= n{F IF is a face containing p }. We shall call these faces 
minimal. 

A subset C of X is called a cone if t..·C ~C for all non-negative A.. A cone C is convex iff 
C + C ~ C. One calls a cone C proper if C n - C = (0). If C - C =X, then C is called a generating 
cone. The linear span of a convex cone C (i.e. the smallest linear subspace containing C) is 
given by the set C - C. If A is any set in X then the cone generated by A, cone (A), is the smallest 
cone in X containing A. 

A cone C in X is called facial if C is generated by a proper face F of B (i.e. C = cone (F)). If 
0 * p e X then the cone generated by face (p I 11 p 11 ) is denoted by C (p ). If p = 0 then we let 
C(p)={0}. The cone C(p) is the smallest facial cone containingp. Every facial cone is convex 
and proper. It shall be convenient to relate facial cones with norm-intervals. To this end, let 
us mention the following results of Alfsen and Effros [2]. 

2.1 Lemma. ([2, Lemma 2.7]). Let C be a (standard) convex cone in a normed 
space X. The following are equivalent: 
(1) C is a facial cone. 
(2) C is star-shaped (w. r. t. the norm, see §1) at the origin and every pair x,ye C is codirec-

tional. ■ 

2.2 Lemma. ([2, Lemma 2.6]). If p is a point of a normed space X, then: 

C(p)= u /(0,t..·p)= u H(0,p). 
A~O A~O II 

2.3 Lemma. ([2, Lemma 2.31). The following are equivalent for points x,y in a normed 
space X. 

(1) There is a facial cone containing x,y. 
(2) x,yeC(x+y). 
(3) llx+yll = llxll + llyll. • 

For any proper, convex cone C in a vector space, we let :5c denote the vector order in­
duced by C, i.e. x Sey iffy -xe C. From Lemma 2.1 we conclude the following result, which 
shall be of later use. 

(2.4) Let C be a facial cone. Then the vector order :5c on C coincides with the basepoint order 
at zero. 

From Lemma 2.3 we deduce also that if two points are codirectional then so are non­
negative multiples of these points. There is a similar result for antidirectional points. In partic­
ular, if two points are orthogonal then so are all multiples of these points. We shall use these 
properties without further reference. 
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The following result is a simple characterization of normed (linear) spaces that are up­
converging. Its proof is a modification of [71, Ch. II, Proposition 8.2], which concerns com­
pleteness of L-spaces. 

2.5 Proposition. The following are equivalent for a normed space (X, 11.11 ). 

(]) There is a bEX such that every b-increasing sequence bounded in norm has a supremum 
in (X,Sb)-

(2) There is a bEX such that the basepoint order Sb is upconverging. 
(3) All basepoint orders are upconverging. 

Proof: From the invariance of norm intervals under translation it simply follows that if 
(1) or (2) hold for some bEX, then they hold for all b EX. This implies in particular that state­
ments (2) and (3) are equivalent. Implication (3) ➔ (I) is Proposition II: 3.8. For a proof of im­
plication (I) ➔ (2), by the above remark we may assume that b = 0. We first prove the following 
intermediate result. 

(4) Let (xn)::'=1 be a sequence of codirectional points in X with llxnll <T2n, and let 

s; = L~=1xn for iEIN. Then the sequence (s;);"=1 converges in X. 

To this end, letyn=2n·xn and z;=I;:=lYn for iEIN. Then the sequences (s;)i=I, (z;);"=1 are clearly 
bounded, and increasing in S0 by Lemma 2.3. We denote the suprema of these sequences by 
s,z respectively. Then for all k,nEIN with k>n we have sk-sns0 2-<n+lly ~ompare (2.4). 
Hence s-snsoz-(n+lly, and consequently lls-snll sz-(n+I)!lyll. Whence sn ➔ s, which con­
cludes the proof of statement ( 4). 

To obtain implication (4) ➔ (2); given any bounded 0-increasing sequence, it suffices to 
show that some subsequence converges. Let (pn)::'=1 be a subsequence that satisfies 
I IPn+I -pn 11 < z-2n. Let Xn =Pn+l -pn for nEIN, then all Xn are codirectional ~ompare Lemmas 
2.1 and 2.1. Hence the sequence (xn)::'= 1 satisfies the assumptions of (4). From this statement 
it now follows that sn = Pn -p I constitutes a converging sequence in X. ■ 

We do not know whether the dual version of Proposition 2.5 ~oncerning decreasing 
sequences and infima- holds. 

A normed space that is upconverging at all of its points need not be complete. Indeed, as the 
norm intervals of an inner product space coincide with the (complete) convex segments, any 
non-complete inner product space yields a counterexample. By combining Proposition 2.5 and 
Theorem II: 3.19, we obtain the following affirmative result for modular normed spaces, 
which generalizes [71, Proposition 8.2]. 

2.6 Corollary. The following are equivalent for a modular normed space X. 
(]) There is a bEX such that every b-increasing sequence bounded in norm has a supremum 

in (X,Sb)-

(2) There is a bEX such that the basepoint order Sb is upconverging. 
(3) X is complete. • 
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In contrast with Corollaries II: 3.18. and 2.6 the completion of a modular normed space 
X is not given by x0 . See Remark III: 3. 7. 

The two notions of directionality can be formulated in terms of an "inner product" as 
follows: for x,yEX we define the median inner product by 

<x,y > = ½( 11 x 11 + 11 y 11 - 11 x -y 11 ). 

Then the points x,y are codirectional iff <x, -y > = 0. 

2.7 Proposition. (continuity of the inner product) Let (X, 11.11) be a normed space, then 
the following equality holds for all x,yEX: 

<x,y > ~Max(I Ix 11, I ly 11 ). 

In particular, the inner product is a uniformly continuous function of X2 into IR. 

Proof: Let x,yEX. By the triangle inequality we have 11 y 11 ~ 11 x 11 + 11 x -y 11. This im­
plies 

½( 11 x 11 + 11 y 11 - 11 x-y I I ) ~ I Ix 11. 

The left-hand side is precisely <x,y >. Permuting the role of x and y concludes the proof of the 
proposition. ■ 

If m is a point in the value M (x,y, 0) of the mixing operator, then the <x,y > = 11 m 11 (cf. 
Proposition II: 1.11 ). For convenience we write I IM (x,y, 0) 11 for 11 m 11. 

The following is a well-known description of when a convex subset in an i. p. space ad­
mits metric nearest points. 

Let C be a convex subset of an i. p. space (X, <.,.>1), and let xEX, pEC. T.fa.e.: 
(]) <X-p,c -p>t ~0 '<fcE C. 

(2) p is a (unique) metric nearest point of x in C. 

We work towards such a description in modular normed space. 

2.8 Proposition. Let C be a subset of a normed space (X, 11.11 ), and let xEX, pE C. Then 
the following are equivalent. 
(1) <x-p,c-p>=0 '<lcEC. 

(2) p is the gate of x in C. 

If X is modular and C is norm-convex, then conditions (]), (2) are also equivalent with: 
(3) p is a metric nearest point of x in C. 

Proof: For a proof of the equivalence of statements (1) and (2), by the definition of 
(metric) mixing operator M, a point p is the gate of x in C iff M (x,c,p) = p for all cE C. As the 
mixing operator is translation invariant, the last is equivalent with M(x-p,c-p,0)=0 for all 
cE C, that is <x -p,c -p> = 0 for all cE C. The last statement is shown in Proposition II: 4.2. ■ 

Let X be a normed space. For a subspace N of X we define the orthogonal complement 
by N.L={xEX I xJ.z '<lzEN}. By the multiplicative stability of orthogonality, the line through 
a member of N.L is contained in N.L. That is, N.L is a (non-proper) cone. This cone is not neces­
sarily a subspace of X. See Theorem 2.11 for a partial characterization. 
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We remark that the set N1- is generally not comparable with the complementary cone N' of N 
as introduced in (2]. However if X is modular then N1- r;;;,N' and equality holds if N is norm­
convex. In fact, for complete subspaces N equality holds iff N is norm-convex (compare 
Theorem 2.9 below with (2, Theorem 2.9 ]). 

We recall the following concepts. Let V be any vector space, and let W I and W 2 be cones 
in V. Then Vis called decomposable into W I and W 2 if every xe V can be written as x = w 1 + w2 

for some w 1 e W 1 and w 2e W 2 • In this case w; is called the W; component (i = 1, 2). If the points 
w 1, w 2 are uniquely determined by x, then we use the term unique decomposition. We now 
come to a decomposition theorem for norm-convex subspaces. 

2.9 Theorem. The following are equivalent for a subspace N of a normed space X: 
( 1) N has a gate function p. 
(2) Every point xeX can be decomposed into a point of N and of N1-. 
(3) Every point xeX can be uniquely decomposed into a point of N and of N1-. 
For such a subspace N and a point xeX, the unique decomposition into N,N1- is given by 

x =p(x)+(x-p(x)). 
If X is a modular space with complete intervals, then (1), (2), (3) are also equivalent with: 
(4) N is closed and norm-convex. 

Proof: We first show the following assertion: 
(*) If X can be decomposed in N and N1- then this decomposition is unique. Moreover, the 
function p :X ➔N, assigning toxeX its N-component, is the gate function of N. 

To this end, let x=x+x1- be a decomposition of xeX in N and N1-. Hence, x-x=x1-eN1-, and 
thus by Proposition 2.8 the point x is the gate of x in N. As gates are unique, so is the decompo­
sition of X in N and N1-. The rest of assertion (*) easily follows. 

For a proof of implication (1) ➔ (2), take xeX. By Proposition 2.8, x-p(x)eN1-. Therefore 
x=p(x)+(x-p(x)) is a decomposition of x in N and N1-. Implications (2) ➔ (3) and (3) ➔ (1) 
directly follow from assertion (*). 

The last part of the lemma is shown in Proposition II: 4.2 for general modular metric spaceSIII 

As N1- is a cone, the unicity part of Theorem 2.9 yields: 

2.10 Corollary. A gate function p on a subspace of a normed spaces satisfies: 
p(A:x)=A:p(x)for every xeX and A.elR. ■ 

The following theorem characterizes when a subspace N has a linear gate function. 

2.11 Theorem. The following are equivalent for a subspace N of a normed space X. 
(1) N has a gate function and N1- is a subspace. 
(2) N has a linear gate function. 
(3) There is a linear projection p :X ➔N satisfying I Ix 11 = I lp(x)-x 11 + I lp(x)I I for all xeX. 
Moreover, in any of the above situations N1- has a gate function given by x ➔x -p(x). 

Proof: The proof of implication (1) ➔ (2) immediately follows from the uniqueness of 
the decomposition of X in N and N1-. For a proof of implication (2) ➔ (3), the norm condition 
occurring in (3) simply states that p (x)e I (x, 0), which is valid for every gate function on a sub-
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space of X. 

For a proof of implication (3) ➔ (I), we first show that p is the gate function of N. To this 
end, take xEX and zEN. By assumption and by linearity of p, we have 

I lx-z 11 = I lp(x-z)-(x-z)I I+ I lp(x-z)I I= I lp(x)-p(z)-(x-z)I I+ I lp(x)-p(z)I I, 

and asp is a projection: I Ix -z 11 = I lp(x)-x 11 + I Ip (x)-z 11. Whence p(x)E/(x,z). As zEN was 
arbitrary we conclude that p is the gate function on N. Next, we shall show that NJ. has also a 
gate function. Consider the map p':X ➔NJ.:x ➔x-p(x). By the assumption of (3) 
llxll = llp'(x)-xll + llp'(x)II for all xEX. Clearly,p' is a linear projection on NJ.. The forego­
ing argument (applied top' instead of p) yields that p' is the gate function of NJ.. In particular, 
NJ. is norm-convex. Finally, as metric intervals are (standard) convex, NJ. is (standard) con­
vex. As NJ. is a cone, NJ. is a subspace. ■ 

We remark that subspaces N satisfying (3) were introduced by Cunningham [19], who 
calls these spaces L-summands; the associated projections are called L-projections. See also 
[2]. Let Ext (C) denote the set of extreme points of a convex subset Cina linear space. 

2.12 Corollary. Let X be a normed space with unit ball B. If N s;;X is a subspace, then: 

( 1) If N has a gate function and N is of codimension 1, then N is an L-summand. 
(2) If N is a non-trivial L-summand in X, then the following equality holds: 

Ext(B)=Ext(B nN)uExt(B nNJ.). 

Proof: In view of Theorem 2.9, there exists a Oct,pENJ.. We show that Nl. equals the 
line through p. Assume to the contrary that qE N 1., is not a member of this line, i.e. p,q are in­
dependent points. As the codimension of N is one, there exists a non-zero element LEN, and a 
scalar A such that q=A-p+l. As qEN1. we have M(O,A-p+/,/)=0, that is M(-i,A·p,0)=-/. 
However the last left-hand side is zero as A-pENJ., a contradiction. In particular we conclude 
that N 1. is linear. Whence N is an L-summand by Theorem 2.11. 

For a proof of (2), let p be the L-projection of N. First, let e be an extreme point of B, and let 
s=llp(e)ll,t=lle-p(e)II. ByTheorem2.11(3) wehaves+t=l. Ifboths,tarenon-zero, 
then the equality e=s·[p(e)s- 1]+t·[(e-p(e))r1] would contradict the assumption that e is ex­
treme. So one of s,t is zero, whence e is in the right-hand side of the formula in (2). For a 
proof of the other inclusion, let e be an extreme point of B nN. Assume to the contrary that 
e =t·a +(1-t)·b for some O < t < 1 and a,b ct,e in the unit sphere. After taking images under the 
linear projection p, we obtain that e is a convex combination of the points p (a ),p (b ). As an L­
projection p is non-expansive (in fact all gate functions are non-expansive) the pomts p (a ),p (b) 
are contained in the unit ball of X. Hence one of these points, say p(a), equals e. So in particu­
lar I lp(a) I I= I. So after evaluating the formula 11 a 11 = I lp(a)-a 11 + I Ip (a)I I, we conclude that 
a =e, a contradiction. We similarly obtain the other part of the inclusion. ■ 

The following result shows that many normed spaces have norm-convex subspaces. 
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2.13 Proposition. Let (X, 11.11) be a normed space with unit ball B. 
(I) The following are equivalent for a unit vector eE X: 

(i) e is an extreme point of B. 
(ii) C(e)={A:e I AEIR}. 

(iii) I (0,e) = {A.·e I A.E [0, 1 ]}. 

In particular, a line through an extreme point of the unit ball is a norm-convex subspace. 
(2) If X is modular, then non-antipodal extreme points are mutually orthogonal. 

Proof: The proof of part (1) follows from Lemma 2.2. 

71 

For a proof of part (2), take different, non-antipodal extreme points e 1 ,e 2 of B. Clearly e 1 

and e 2 are independent. To show the orthogonality of e I and e 2, it suffices to show that 
M(0,e 1,e2)=0. To this end, take mEM(0,e 1,e 2);t0. By the minimality of the intervals /(0,e 1) 

and /(0,e 2) and the definition of M(0,e 1,e2), we obtain that m is a multiple of both e 1 and e 2 • 

By the independence of e I and e 2 we conclude that m equals zero. II 

We obtain a simple description of facial cones in modular normed space. 

2.14 Corollary. Let X be a modular normed space with completion X. Then, 
(I) A convex cone C is facial if! it is star-shaped at the orig~n and proper. 
(2) The completion of a facial cone in X is a facial cone in X. 

In particular, a point which is extreme in the unit ball of X is extreme in the unit ball of X. 

Proof: The "only if' part of (1) is Lemma 2.1. Conversely, let C be a proper, convex 
cone, star-shaped at the origin. In view of Lemma 2.1 we only have to verify that all points in 
Care codirectional. To this end, let x,yE C. Consider the following inclusions: 

M (0,x, -y)i;:;,l (0,x) n/ (0, -y)i;:;,C n-C = {0}. (3) 

The first inclusion only invokes the definition of the mixing operator, the second inclusion 
holds by star-shapedness at 0 of C, whereas the equality holds by properness of C. As the set 
M (0,x, -y) is non-empty we conclude that M (0,x, -y) = {0}, that is x,y are codirectional. 

For a proof of the statement (2), let C (F) be a facial cone in X. Let Clx( C (F)) be the com­
pletion of C (F). We shall apply Lemma 2.1. It is shown in Corollary II: 3.5, that if C is a sub­
set of a modular metric space X star-shaped at a point c, then the completion of C is star-shaped 
at c in the completion of X. The cone C(F) is star-shaped at the origin, whence so is the com­
pletion Clx(C(F)) of C(F). As points in Clx(C(F)) are clearly codirectional, we can apply 
Lemma 2.1 to conclude that Clx( C (F)) is a facial cone. 

The last statement follows directly from statement (2) and Proposition 2.13(1 ). 11 

2.15 Problem. Is the completion of a maximal face of the unit ball in modular normed 
space maximal in the completion? 

It is well-known that L 1 ([0, 1]) has no extreme points in its unit ball. From the previous 
corollary we conclude that the L-space R consisting of the Riemann integrable functions on 
[0, 1] can not have extreme points in its unit ball either. 
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§ 3 Characterizing a class of modular normed spaces 
Note that if the codirectionality relation of a normed space X is additive, then so is the an­
tidirectionality relation (and vice versa). Let us say that X has an additive directionality if ei­
ther of the above conditions is satisfied. 

Clearly, an additive directionality implies an additive orthogonality. In section 4 we shall 
show that for modular normed space the reverse implication also holds. 

We start with a fundamental lemma. 

3.1 Lemma. A median normed space has an additive directionality. 

Proof: Let x,y,zeX be such that both pairs x,z and y,z are antidirectional, that is: 
M (O,x,z)=M (O,y,z)=O. Let w =(x + y)/2, then by convexity wel(x,y). Using the five-point tran­
sitive rule of medians (see I: 2.15) we obtain the following equalities: 

M (O,z, w) =M (0,z,M (x,y, w )) = M (M (O,z,x),M (O,z,y ), w) =M (0,0,z)=O. 

So the points wand z are antidirectional, hence so are 2·w =x + y and z. ■ 

Let (X, II.II) be a modular normed space. A collection {a; I ie/} in a normed space is 
called orthonormal if each a; is a unit vector and distinct a;,a1 are median orthogonal. The fol­
lowing is easily verified. 

3.2 Proposition. Let (X, 11.11) be a modular normed space with an additive orthogonali­
ty. Let A be a subset of X, then 
(]) xe(sp(A)/ iffx 1-a VaeA. 
(2) If A is an orthonormal set then A is independent. ■ 

If/; :X ➔X for i = 1,2, · · · ,n are functions, then the composition / 1 , • • • , fn will be 

denoted by TT7=1Ji. 

3.3 Lemma. Let (X, 11.11) be a modular normed space with an additive orthogonality, 
and let a 1, • • • , an be non-antipodal extreme points of the unit ball. If p;, pf are the gate func­
tions ofsp(a;) and sp(a;)l. respectively ( i = 1,2, · · · ,n), then 

(]) The gate function of the subspace sp(a,, ... ,anl is given by the composition n;=,PT. 

(2) For every xeX the following equality holds: x = I:7= 1p;(x)+(TT7= iPr)(x). 

(3) The linear.span sp(a 1, • • • ,a.) is norm-convex and the gate function of this span is given 

by I:7=1P;• 

Proof: For a proof of part (1) of the lemma, by Proposition 3.2 we obtain the equality 

sp(a 1, • ··,an/= n'l=isp(a;l. (4) 

By the transitive rule of gate functions --(I: 3.4.4}- we obtain that the gate function of the 

subspace sp(a,, · · · ,anl equals n;=,PT, showing part (1 ). 
For a proof of part (2) we shall show by induction on k that the following equality holds for 

all 1 5k 5n 

(Q(k)) 
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To this end, by Proposition 2.13(1), the subspace sp(a 1) is norm-convex so (Q(l)) obtains 
from Theorem 2.11. Assume Q (k) for I s k s n - 1. Applying Theorem 2.11 with respect to the 

norm-convex set sp(ak+d and the point <n:=lpf )(x) yields: 

<n:=1PT )(x)) =pk+l «n:=lpf )(x))+pf+ 1 ( (TI1=1pf-)(x)). (5) 

By Proposition 3.2, the norm-convex line through ak + 1 is contained in the set sp(a 1, · • · ,ak}1. 

We have already shown that TI;= 1pf is the gate function on this set. Now by the transitive 
rule of gate functions ( (I: 3.4.4)) we conclude that 

Pk+ I <n:=lpf-(x))=pk+ 1 (x). 

Substituting this in (5) one can deduce Q(k+ 1) from Q(k), completing the proof of part (2). 
Part (3) directly follows from Theorem 2.9. ■ 

As the span of a set is determined by its finite subcollections, we conclude: 

3.4 Corollary. Let (X, 11.11) be a modular normed space with an additive orthogonality. 
Let E be a collection of extreme points of the unit ball. Then the linear span sp (E) of E is a 
norm-convex subspace of X. ■ 

We need the following well-known lemma. 

3.5 Lemma. Let F :I ➔ (0, 00) be a function such that L~= 1F(i;) < 00 for every countable 
subset {i 1 ,i 2, • • • } of I. Then there are at most countable iel with F (i) > 0. ■ 

A normed space X (say, with unit ball B) is said to have the Krein-Milman property, 

briefly (K-M) property, if sp(Ext(B))=X. If we denote the antipodal relation by A, i.e. xAy iff 
x = ±y, then the cardinality of Ext (B) IA is called the extremity of X. Observe that the extremity 
of 11 (/) is simply the cardinality of/. 

3.6 Theorem. Let X be a modular normed space with the (K-M) property. Let X denote 
the co'!!-pletion of X. If K is the extremity of X, then the following statements are equivalent: 
(I) X is linearly isometric with 11(K). 

(2) X has a normed median. 
(3) X has an additive directionality. 
(4) X has an additive orthogonality. 

Proof: Implications (!) ➔ (2), (3) ➔ (4) are directly verified, whereas implication 
(2) ➔ (3) is Lemma 3.1. For a proof of implication (4) ➔(1), let B denote the unit ball of X. 

Choose a complete representation set R r;;,Ext (B) of Ext (B)/A. For each e eR we let Pe denote its 
gate function. As the image of Pe is one dimensional, we can find for every xeX a scalar Ae(x) 
such that the equality Pe(x)=Ae(x)·e holds. Let e 1,e2 , ···,en be a (finite) subset of R. By Lem­

ma 3.3(2) the map L;= 1Pe, is the gate function of the subspace sp (e 1,e 2 , • • • ,en)- Now consid­

er the following (in)equalities: 

llxll = IIL;=1Pe,(x)II + llx-L;=IPe,(x)II ~ IIL;=1Pe,(x)II =L;=l IAe,(x)I-

In which the first equality is Theorem 2.9 and the last equality follows by orthonormality of the 
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e 1, • • • en. Whence, for a countable subset { e 1 ,e 2 , • • · } of R we have the inequality 

L~=l IAe,(x)I:;; llxll <00• (5) 

Now define the function J :X ➔I 1 (R) by 

J (x), =A,(x) (eER). 

Lemma 3.5 insures that J takes it values in / 1 (R). Moreover, J restricted to the linear span of 
Ext (B) yield~ a linear isometry. As the image of this map is dense in X, we obtain a linear 

isometry of X onto l 1 (R). ■ 

3.7 Remark. Not every (dense) median stable subspace of an/ 1 (/) space has the (K-M) 
property. To this end, Jet v be the measure on the power set of 7L. which is induced by defining 
µ( {x}) = z-lx I (xE 7L.) on the atoms. Also consider the following algebra of sets in 7L.: 

A={D~7L. I 3mEIN, 1 : D+m=D}. 

Compare [34, p. 10]. Then the Riesz space Y consisting of step-functions on members of A 
(see [52, p. 178]) can be considered as a dense median stable subspace of the Banach space 
X =l 1 (7L.,2z ,µ) (which is linearly isometric with / 1 (IN)). Then none of the extreme points in the 
unit ball of X -which correspond with the singletons of 7L.- lie in Y. Whence in view of 
Corollary 2.14 the unit ball of Y possesses no extreme points. 

Actually, by virtue of Lemma 2.13 none of the extreme points in the unit ball of X can be ap­
proximated by an increasing sequence in the basepoint order (Y,:50). It even follows that these 
extreme points can not be approximated by an increasing sequence in the Riesz order of Y. 

Compare the remarks at the end of II: §3. 

3.8 Corollary. 
(I) A median Banach space is reflexive if! it is finite dimensional. 
(2) Modulo linear isometries the only norm on IR" with a Banach median is the sum-norm 

(i.e. ll(x1, · · · ,xn)II =L;=1 lx;i). 
(3) Let X be a median Banach space. Then there is an index set I and a median Banach space 

Y such that X is linearly isometric with the product Yxl 1 (/) equipped with the sum-norm, 
and where the unit ball of Y has no extreme points (unless Y is trivial). Modulo linear 
isometrics this decomposition is unique. 

Proof: For a proof of (1 ), if a Banach space X is reflexive then it has property (K-M). By 
Theorem 3.6 we conclude that a reflexive median normed space is an l 1 ( N) space. It is well­
known that / 1 ( N) is non-reflexive, if N is infinite. Part (2) follows as any finite dimensional 
Banach space has property (K-M). 

For a proof of part (3), let N be the linear span of Ext (B). By Corollary 3.4, N is a norm­

convex subspace. By Corollary II: 3.5 the closure N is also norm-convex. Lemma 3.1 states 
that N1- is a subspace. Hence taking Y =N1- yields a decomposition of X in Y and N as described 
in Theorem 2.11. By Corollary 2.12(2) we obtain that the unit ball of Y has no extreme 
points. Clearly N has the (K-M) property. Let/ be an index set of cardinality equal to the ex­
tremity of N. Then N is linearly isometric with / 1 (/) by Theorem 3.6. For a proof of the unici­
ty of such decompositions, let Y' x I 1 (J) be another decomposition as described in (3). The ex-
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tremity of Y' is 0, hence by Corollary 2.12(2) we conclude that the cardinality of J equals the 
extremity of X. So the cardinalities of J and I are equal, showing that/ 1 (/) and / 1 (J) are linear­
ly isometric. This implies that Y' and Y are also linearly isometric. ■ 

Corollary 3.8(3) is well-known for L 1 (µ) spaces (which turn out to be precisely the 
median Banach spaces). In chapter IV we will show a generalization of Corollary 3.8(3): each 
modular Banach space can be (uniquely) decomposed into a "rigid" part and an I 1 (/) part. 

§ 4 Characterizing modular spaces with additive orthogonality 
4.1 A-spaces. Let X be a normed space (say, with unit ball B). Then X is called a CL­

space if there is a maximal face F of B with X = C (F)- C (F). The latter is implied by 
B = co (Fu -F). The concept of a CL-space was introduced by Fullerton in (25] for Banach 
spaces. We shall say that X is CL-generated by C (F). The following (stronger) notion was in­
troduced by Alfsen and Effros [2]. The space X is called an A-space if there exists a proper, 
convex cone C in X, such that 

(1) Vx,yec:llx+yll=llxll+llyll. 
(2) For every xeX there are c i,c 2e C with x = c 1 -c 2 and 11 x 11 = 11 c 1 11 + 11c 2 11. 

Observe that c 1, c 2 are orthogonal. If for all x the corresponding c 1 ,c 2 are unique, then X is 
called a uniquely generated A-space. We shall say that X is (uniquely) A-generated by C. One 
can easily verify that if X is an A-space then the corresponding (A-generating) cone must be 
(maximal) facial. See (2, Corollary 5.2]. 

It is shown by Lima that modular Banach spaces are A-spaces, see (48, Theorem 2.5]. 
We also mention that a modular normed space is CL-generated if and only if it is A-generated 
(Lemma 4.7). The next proposition -a modification of the result that positive operators 
between Banach lattices are continuous- gives a relation between norm-intervals and Banach 
A-spaces. This result shall be of particular use for modular Banach spaces. See IV: §2. 

4.2 Proposition. Let (X 1, 11.11 1) be a Banach A-space and let (X 2, 11.11 2) be a normed 
space. Then each linear function f: X 1 ➔ X 2 that preserves the norm-intervals is continuous. 

Proof: Let D I be the unit ball of X I and let X be A-generated by the cone C. One can 
easily verify that the norm of /equals sup{llf(x)ll 2 lxeCnDi}. Hence, if [is not bounded, 
then there exists a sequence XnE C with 11 Xn 11 1 ➔ 0, and 11 f (xn) 11 2 ➔ 00 • By completeness the 

Cauchy sequence L!=1xn (k eIN) converges to a point pE C. For each neIN we have p-xnE C, 

hence 

11 P - Xn 111 + 11 Xn 111 = 11 P I I 1, 
That is xne/ 1(0,p). So by assumption on /we have f(xn)e/ 2(0,f(p)). In particular we con­
clude llf(x,,)11 2 :s; llf(p)ll 2• We obtain a contradiction. ■ 
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The completeness in Proposition 4.2 can not be omitted. See the remarks after Corollary 
IV: 2.7. 

4.3 Corollary. Two complete A-spaces on a vector space that induce the same norm-
intervals are equivalent. ■ 

The following relates decompositions in A-spaces with maximal and minimal points. 
We use the notation introduced in I: 4.20. 

4.4 Proposition. Let X be a normed space, A-generated by a convex cone C and let 
x =x+ -x- be an orthogonal decomposition with x+,x-E C. Then with respect to the vector order 
:Sc we have X+EX LJ 0, X-EX n 0. 

Proof: Suppose that cEC satisfies that x:Scc:Scx+ (see Figure 4.4), hence, x+-c;:,,:co 
and c E / (x,x +). 

X 

C 

-x 
___________ 0 ____ • X 

Fig. 4.4: an orthogonal decomposition 

As x+El (0,x) we obtain from the geometric properties of metric intervals that x+E/ (0,c). Now 
we obtain 

llc-x+II + llx-+x+II = llcll-llx+II + llx-11 + llx+II 
= l!x-11 + llcll = llx-+cll, 

in which the last equality follows as the points x-,c are codirectional. We conclude that 
c -x+ E / (0,x- +c ). As the cone C is star-shaped at the origin, c -x+ EC, whence x+ - c :Sc 0. We 
conclude that x+ =c, and therefore x+Ex U 0. The second part of the proposition follows from 
the formula x-(x U 0)=x n 0, or by symmetric reasoning. ■ 

We remark that the order :Sc in the previous proposition need not induce a multilattice 
structure on X. 

4.5 Vector multilattices. A vector multilattice is a multilattice derived from a vector 
order. We observe that the many well-known formulae from the theory of Riesz space (such as 
x+y-(x"y)=xvy) are in fact valid for general vector orders with the obvious changes. The fol­
lowing is easily verified 

4.6 Proposition. Let :S be a vector order on a vector space X such that the positive cone 
C generates X. Then, :S is a vector multilattice (resp. lattice) iff (C, :S) is a semi-multilattice 
(resp. semi-lattice). ■ 
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4.7 Lemma. Let C(F) be a facial cone in a modular normed space, and let 
Y = C (F)- C (F). Then the following hold: 
(1) The order :Sc(F) yields a vector multilattice on Y. 
(2) Y is A-generated by C (F). 

In particular, a modular normed space is CL-generated if and only if it is A-generated. 

Proof: By Lemma 2.1, C(F) is an updirected union of intervals of type /(0,c) (ceC). 
As the partial orders (/(0,c),:So) are semi-multilattices by (I: 4.21), so is the order (C(F),:S0). 

The latter order coincides with (C(F),:Sc), by (2.4). Hence we can apply Proposition 4.6. For 
a proof of statement (2), let xeX and mex U O. Hence, x-mex n O. In particular the points 
m,m -x are codirectional. We also have Oex n (m -x). As the basepoint order and the vector 
order coincide on the positive cone (2.4), we obtain that M(m,m -x,0)=0 -see (I: 4.21). So 
the points m,m -x are also antidirectional. ■ 

4.8 Problem. ls the subspace Yo/ Lemma 4.7 modular? Compare Proposition 4.10. 

The following lemma shows that under certain restrictions orthogonal decompositions 
are unique. 

4.9 Lemma. Let X be a modular normed space.with an additive orthogonality. Let F be 
a face of the unit ball, and let c 1 ,c2,d 1,d2eC(F) such that c 1 .lc2, d 1 .ld2, If c1 -c2 =d 1 -di, 
then c; =d; (i = 1,2). 

Proof: We derive the following formula, which takes the greatest part of the lemma's 
proof: 

c 1 .lc2 +d2. (1) 

To this end, as c 1, c 2 + d 2 e C (F) we conclude from Lemma 2.1 that the points c I and c 2 + d 2 are 
codirectional. We shall show that these points are also antidirectional, i.e. that 

M(O,c 1,c2+d2)=0. (2) 

Let x denote d 1 -d 2 ( = c 1 - c 2). By the assumption on orthogonality we obtain that 
I Ix 11=11d111 + 11d211 = 11c 111 + 11c211. First, consider the following sequence of triangle ine­
qualities: 

llc1 +d1 II+ llc2+d2II :S llc1 II+ lld1 II+ llc2II + lld2II, 

= llxll + llxll = ll2·xll = llc 1 +d 1 -(c2+d2)II, 

s llc1 +d1 II+ llc2+d2II. 

We conclude that all inequalities are in fact equalities. Hence Oe/(c 1 +d 1,c2 +d2), that is: 

O=M (O,c 1 +d i,c2 +d2). (3) 

Next consider the following equalities: 

lld1 II+ llc1 -(c2+d2)II = lld1 II+ ll2·d2-d1 II 

= 11 d I 11 +2• I ld2 I I+ 11 d I 11 = 2·(11 d' 11 + I ld2 I I) 

= ll2·xll = llc1 +d1-(c2+d2)I I-
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The second equality uses d 1 J_d 2 • We conclude that c 1E/(c 1 +d 1,c 2 +d 2). As the interval 
/(c 1 +d i,c 2 +d2) is star-shaped at its endpoint c 2 +d2 , we obtain the following inclusion. 

/(c1,c2+d2),;;J(c1 +d1,c2+dz). (4) 

Finally, we assert the following: 

M (0,c 1 ,c2 +d2)=/(0,c 1) n/ (0,cz +d 2)n/ (c 1 ,c 2 +d 2) 

~I (0,c 1 +d 1) n/ (0,c2 +d2) n/ (c1 +d 1 ,cz +d2)=M (0,c 1 +d 1 ,cz +d2)=0. (5) 

The first and second equality of (5) only invoke the definition of M. The third equality of (5) is 
just assertion (3). We shall prove the inclusion in (5). As c 1 and d 1 are in a common facial 
cone (namely, C(F)), Lemma 2.3 states that llc 1 II+ lld 1 II= llc 1 +d 1 II, i.e. c 1E:(0,c 1 +di). 

By the star-shapedness of the interval /(0,c 1 +di) at the end point c 1 +d 1, we obtain that 
/(0,ci)~/(0,c 1 +d 1). This formula together with (4) shows the inclusion in (5). Assertion (5) 
yields equality (2), establishing formula (1 ). 

By assumption, c 1 J_ c 2 , and by the multiplicative stability of orthogonality we also have 
c I J_ -2·c 2 • Now by additivity of orthogonality , together with formula (I), we conclude that 

c 1 1.c 2 -dz. (6) 

By permuting the role of the c and d, we obtain 

d1l.c2-d2. (7) 

By using the additivity once more on the formulae (6) and (7), we obtain that c 1 -d I l.c 2 -d2. 

By assumption, the points c 1 -d 1 and c 2 -d2 are equal. As the origin is the only point orthogo­
nal to itself we conclude that c 1 -d 1 =c 2 -d 2 =0, which concludes the proof of this lemma. ■ 

4.10 Proposition. Let C(F) be a facial cone in a modular normed space, and let 
Y = C (F)- C (F). Then the following are equivalent. 
(1) Y has an additive orthogonality. 
(2) Y is uniquely A-generated by C (F). 

(3) For all x,y EC(F) the value M (x,y,0) of the multimedian is a singleton. 
(4) Y is an L-space. 

Proof: Implication (4) ➔ (1) follows from Lemma 3.1. Implication (1) ➔ (2), follows 
from Lemmas 4. 7 and 4.9. For a proof of implication (2) ➔ (3), suppose that m 1,m zE M (x,y, 0). 
Then the points x -m;,m; - y are contained in opposite facial cones, hence they are antidirec­
tional. Also as 11 x - m; 11 + 11 m; -y 11 = 11 x - y 11 these points are codirectional. So the points 
x -m;,m; -y are orthogonal (i = 1,2). We conclude that 

x-m,=x-m2; m1-y=m2-Y, 

from the definition of uniquely A-generated space. Whence, m 1 =m 2• If C(F) satisfies proper­
ty (3), then (C (F),:S::0) is a semi-lattice. Hence, from Proposition 4.6 we conclude that Y is a 
vector lattice with an additive positive cone, i.e. X is an L-space. ■ 

The equivalence of statements (2), (4) was first shown by Lima in [48, Corollary 3.8]. 
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4.11 Theorem. The following are equivalent for a normed space X. 

(]) X is a modular CL-space with an additive orthogonality. 
(2) X is a modular A-space with an additive orthogonality. 
(3) X is a uniquely generated modular A-space space. 
(4) X is an L-space. 
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Before stating the main result of this section, let us discuss a description of additive 

orthogonality in terms of an additive property of the median inner product<.,.>. As a straight­

forward calculation shows that <x,x + x > = <x,x > = 11 x 11 for all x in a normed space X, we can 
not expect this inner product to obey the formula <x + y,z > = <x,z > + <y,z > for all x,y,zEX. 

However, by considering a few cases one verifies that the (median) inner product oflR satisfies 

<x +y,z> $ <x,z > + <y,z > 

for all x,y,zEIR. Motivated by this we call the median inner product subadditive if the latter 
inequality holds. By using the subadditivity oflR point-wisely we deduce the following: 

4.12 Lemma. The median inner product of an L 1 (µ) space is subadditive. 

4.13 Theorem. _ The following are equivalent for a modular normed space X. 
(I) The completion X of X is linearly isometric with an L 1 (µ) space. 
(2) X is a median-stable subspace of an L 1 (µ) space. 
(3) X has a normed median. 
(4) The intervals of X are norm-convex. 
(5) X has a subadditive inner product. 
(6) The directionality of X is additive. 
(7) The orthogonality of X is additive. 
(8) Every subspace of X of dimension at most three, has an additive orthogonality. 

Proof: We derive the following sequences of implications: 

(1) ➔ (2) ➔ (5) ➔ (6) ➔ (7) ➔ (8); (3)H(4) ➔ (7)H(8): (7) ➔ (3) ➔ (1). 

1111 

As spaces of type Lt(µ) are median (Theorem II: 1.8) implication (1) ➔ (2) is clear. Implica­
tion (2) ➔ (5) is Lemma 4.12, and implications (5) ➔ (6) ➔ (7) ➔ (8) are evident. The 
equivalence of statements (3) and (4) is shown in Theorem I: 4.24, for general (metric) modu­

lar space. Implication (3) ➔ (7) is Lemma 3.1, and the equivalence of statements (7) and (8) is 
a straightforward verification. For a proof of implication (7) ➔ (3), let xEX. By Proposition 
4.10 the facial space C (x )- C (x) is an L-space. As the metric interval / (O,x) is contained in 
C(x) by Lemma 2.2, the ordered set (/(O,x),$0 ) is a distributive lattice. By translation we con­

clude that all ordered sets of type (l(a,b),$a) with a,bEX are distributive lattices. Whence X is 
a median normed space, see Theorem I: 4.24. For a proof of ii:i:iplication (3) ➔ (I), as the com­

pletion of a median metric space is median (Corollary II: 3.2) X is a median Banach space. As 
a modular median Banach space is a CL-space by [48, Theorem 2.5], we conclude that X is a 
complete L-space. By the classical Kakutani representation theorem, see [49], X is linearly 
isometric with an L 1 (µ) space. 1111 
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The previous result states that the L 1 (µ) spaces are universal median normed spaces: 
each median normed space corresponds with a median-stable subspace of an L 1 (µ) space. In 
chapter V we will show that L 1 (µ) spaces are universal median metric spaces: each median 
metric space corresponds with a median-stable subspace of an L 1 (µ) space. 

4.14 Problem. Does there exist a median normed space that is not an L-space? 

4.15 Example. The L-space B consisting of all essentially bounded Lebesgue integr­
able functions on the unit interval yields an example of a norm-convex, whence median-stable, 
subspace of L 1 ([O, I]). The space R r;;;,B consisting of all Riemann integrable functions on the 
unit interval yields an example of a median-stable subspace of L 1 ([O, 1 ]), which is not norm­
convex. Indeed, take a positive Lebesgue measurable function f on the unit interval, that is 
(point-wise) below the function c identically one, i.e. [f]E/(0,[c]), and not Riemann integrable. 
Actually, the norm-convex hull of R, i.e. the smallest norm-convex set containing R, is B. 

§ 5 Norm-convex subsets 
The following is one of the main results of this section. 

5.1 Theorem. Let X be a modular normed space. Suppose that C is a norm-convex 
proper cone in X. Let Y be the subspace C - C. Then, 
(1) The subspace Y is an L-space that is norm-convex in X. 
(2) C is a gated subset of Y. Moreover, if p': Y ➔ C is the gate function of C, then the unique 

orthogonal decomposition of a point yE Yis given by y =p'(y)-p'(-y). 
(3) If C is gated in X, and if p :X ➔C is the corresponding gate function, then Y is gated in X 

andX ➔ Y :x ➔p(x)-p(-x) is the gate function of Y. 

Proof: From Corollary 2.14 we conclude that C is a facial cone. Evidently Y is a norm­
convex subset of X. By Lemma 4.7, Y is A-generated by C. Let yE Y, and let y =c+ -c- be an 
orthogonal decomposition with members of C. Proposition 4.4 states that the point c+ is maxi­
mal in the ordered set (C n/ (O,y),~0 ). Whence by (I: 4.4.2) we conclude that c+ is the gate of y 

in C. Similarly we obtain that -c- is the gate of y is -C. As gates are unique, we conclude 
from Proposition 4.10 that Y is an L-space. At the same time, we have shown that C is gated in 
Y and that the gate map behaves as described in (2). 

For a proof of statement (3), we shall first show that if Y has a gate function, say q, then 
it has the form described in (3). Indeed, let xEX. As the point q(x) is a member of Ywe can use 
(2) to obtain q(x)=p(q(x))-p(-q(x)). Now consider the following equalities: 

q(x) = p (q (x ))-p (q ( - x )) =q (p (x ))-q (p ( -x)) = p (x)-p ( -x). 

The first equality follows from Corollary 2. 10, where the equality -q(x)=q(-x) is shown. 
The second equality follows the commutativity of gate functions on non-disjoint subsets, see 
(I: 3.4.4). The last equality is evident as q is a projection. To prove the existence of gates in Y 

we consider two cases: 
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(i) C is complete. We shall show that Y is complete, which immediately implies that Y is gat­
ed. To this end, by Proposition II: 4.1, the gate function of C, p, is contractive. Hence the im­
age under p of a Cauchy sequence yields a Cauchy sequence. Using the decomposition as 
described in (2), we obtain that Y is complete. 
(ii) general case: As usual let X, C denote the completions of X and C respectively, and let jj be 
the gate function of C. By the previous case we conclude that C -Chas a gate function q of the 
right form, i.e. q(x)=p(x)-p(-x) for all xeX. So we are done if we show that p(x)=p(x) for 
all xeX. To this end, p(x) is the unique metric ~int of x in C. On the other hand p(x) realizes 
the distance from x to C. Hence, as p(x, C) = p(x, C) we are done. Ill 

The following corollary is geometrically obvious but a straightforward proof seems 
quite difficult. 

5.2 Corollary. Let X be a modular normed space. Then the following are equivalent for 
a facial cone C (F). 
(1) The intervals of type I (O,p) with p EC (F) are norm-convex. 
(2) The cone C (F) is norm-convex. 
Hence, for p eX: I (O,p) is norm-convex if! C (p) is norm-convex. 

Proof: For a proof of implication (1) ➔ (2), let x,ye C (F). As C (F) is a facial cone, 
x,ye I (O,x + y) s;; C (F). By assumption the interval / (x,y) is contained in / (O,x + y) and hence 
in C (F). As the points x,y were arbitrary we conclude that C (F) is norm-convex. 
For a proof of the other implication, assume that C(F) is norm-convex. Let peC(F). By the 
previous theorem the subspace Y=C(F)-C(F) is an L-space. Hence, the (relative) interval 
/(0,p) n Y is norm-convex in Y. As Y is a norm-convex subspace of X, the interval / (O,p) is 
norm-convex in X. 

The following result is a nice characterization of L 1 (µ) spaces. 

5.3 Theorem. Let X be a modular normed space. Then the following are equivalent: 
(1) X is linearly isometric with an L 1 (µ) space. 
(2) X is complete and there is a maximal facial cone C in X that is norm-convex. 
(3) There is a complete facial cone C in X that is norm-convex and satisfies C -C =X. 

Ill 

Proof: Implication (J) ➔ (2) is obvious, whereas implication (2) ➔ (3) follows as every 
complete modular normed space is A-generated by [48, Theorem 2.5]. For a proof of implica­
tion (3) ➔ (1), as C admits gates, we conclude from Theorem 5.1 that C-C is an L-space. As 
remarked in the proof of Theorem 5.1 ( case (i)) the space C - C is complete. 111 

We now arrive at a characterization of median normed spaces. 

5.4 Theorem. Let X be a modular normed space. Then the following are equivalent: 
( 1) X is a median normed space. 
(2) Every minimal facial cone of X is norm-convex. 
(3) Every facial cone of X is norm-convex. 
(4) Every point of X is contained in a norm-convex facial cone. 
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Proof! For a proof of implication (1)----+(2), byTheorem 4.13 the intervals are norma 
convex, Hence.by Corollary5:2:we,condudethat every (minimal:} facial cone is norm~convex. 
Implication (2} ➔ (3) also follows from Corollary 5.2: Implication (3) ➔ ( 4)- is evident. Hence 
we are left with the proof of implication: ( 4) ➔ (1 ). In .view of Theorem· 4.13. we .have .showthat · 
metric intervals are norm-convex. To this end,. it suffices to show this for intervals of·type. 
/(0,p) with pEX. By assumption there is a. proper, norm-convex cone· C containingp, By 
Corollary 5.2 we deduce that the interval I (O,p) is norm-convex, a,: 

5.5 Constructing, . .proper, norm-convex:cones; Suppose that Dis a norm 0 convex sub­
set of a modular normed space which has the· origin as an extreme point. Then,one.readily 
verifies that the cone·C(D) of Dis proper and norm-convex. So from Theorem 5.1(1) and. 
Theorem I: 4.24(5) we obtain the following: 

5.6 Proposition; Let D be a norm~convex subset in a modular ·normed space X with at 
least one extreme point. Then 
(1) The affine span of D is a norm-convex affine space which, up to translation, is an L­

space. 
(2) Any interval of type J(a,b) (a,bED), is norm-convex. 

In particular, Dis a median metric space. Es 

Clearly, we can not replace the existence of an extreme point by the condition D ,,X in 
the above proposition. Indeed, consider the cone XxlRi in the space XxlR. Where X is a{non, 
median) modular normed space, and the product is equipped with the sumnerm., 

The following proposition gives a way to find extreme points in certain normaconvex 
subsets. 

5.7 Proposition. Let X be a modular normed space with completion X Let D •be a. 

norm-convex subset ofX and a,b'ED. Then, 
(I) If bis maximal in the order (C, ~a) then bis an extreme point of D. 
(2) Any extreme point of Dis an extreme point of Clx(D). 

Proof: For a proof of the first statement, without loss ofgenerality we.may assume.that 
a=O. Assume to the contrary bis not extreme, that is b=½(x+y) for some,x,yED\{b•}, We 
shall first verify the following formula: 

M(y,b,x+y)=b. (3) 

To this end, let mEM(y,b,x +y). By norm-convexity ofD we obtain·that mED. Next, consider: 
the following formula: 

mel(b;x+y)~J(O,x+y). (4), 

Th:e.iAdusi0n foU6ws·as b' is in the· standlird'interval '.between .0, and(n+y; andJas:·norm'ilil:tervais,, 
are sta11°shoapied at .. the ·endpornts, Th'e ~ometric properties of metd6. intervals. togetlrerrwi1Jbl1 
foPmuhl.'( 4) ,yield: :b'e /(0,'m), hefl'OO:b = 1111,by maximaiitycofbi Thiis: sh'0.ws.formu:la,(3.) ,Riom1(B) .• 
wededuceth:at:b•e/ (y;x + y~,•i.e: 
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I I ½(x - y) 11 + 11 ½(x + y) 11 = 11 x 11. 

This formula also states that bEI (O,x), which implies b =x by maximality of b. We arrive at a 
contradiction, hence b is an extreme point of D. 

For a proof of the second statement, let e be an extreme point of D. By the use of a translation 
we may assume that e equals the origin. In this case the cone C (D) of D is a proper, norm­
convex cone. Now by Corollary 2.14(1) we conclude that this ~ne is facial. By Corollary 
2.14(2) we conclude that the cone Clx(C(D)) is a facial cone of X, and is hence proper. From 
this it follows that the origin is extreme in Clx(D). ■ 

5.8 Remark. Suppose that C is a norm-convex, complete subset of a mod:Jlar normed 
space X, and that C is upbounded at a point x 1 EC. Using a maximal chain one can find a point 
x 2 which is maximal in the order (C, 5x,) (cf. the proof of [2, Theorem 2.9]). In the same 

fashion one can change x I into a point maximal in the order (C, 5x)- Such points are called 

mutually maximal in C. 

We now arrive at a nice characterization of norm-convex intervals in terms of bounded, 
norm-convex subsets. 

5.9 Theorem. The following are equivalent for points x,y in a modular normed space X. 
(1) The interval I (x,y) is norm-convex. 
(2) There exists a bounded, norm-convex subset B of X containing x,y. 

(3) There exists a norm-convex subset B of X containing x,y, together with an extreme point. 
Hence, X is a median normed space if! eve,y pair of points in X is contained in some norm­
convex set as described in (2) or (3). 

Proof: Implication (1)➔(2) is evident. For a proof of implication (2) ➔ (1), let B be as 
described in (2). As usual_ let X denote the completion of X. We shall show that the interval 
fx(x,y) is norm-convex in X This immediately implies that the interval / (x,y) is norm-convex 
in X. To this end, by Corollary II: 3.5, clx(B) is a (bounded, complete) norm-convex subset. 
Hence, by Proposition 5.7(1) B has an extreme point, say e. By Proposition 5.6 we conclude 
that the interval fx(x-e,y-e) is norm-convex in X. Hence, so is the interval Ix(x,y), as desired. 

Implication (1) ➔ (3) follows from the fact that either endpoint x,y is extreme in the interval 
I (x,y ). Finally, implication (3) ➔ (1) follows from Proposition 5.6. 
The last statement follows directly from Theorem 4.13. ■ 

The following result shows an even stronger relation between bounded, norm-convex 
subsets and intervals. 

5.10 Theorem. The following are equivalent for a subset D m a modular normed 
spaceX. 
(I) Dis gated and there are mutually maximal points in D. 
(2) D is a norm-convex interval. 
In particular, a complete, norm-convex subset of X that is upbounded al one of its points is an 
interval. 
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Proofi Implication (2) ➔ (I) is evident. For a proof-Of implication (1) ➔ (2), leLq ,x2 be 
mutually maximal points in D. Denote the gate function of :V by p;, We may assume that x 1 

equals the origin. The cone C(D) is norm-convex and proper in x: Let ze'JJ'~C(D), then the 

points x 2,z are codirectional, that is x 2 ,zel(O,xi +z). We verify that 

x2,ze/(O,p(x2 +z)). (3) 

To this end, let n denote either of x 2,z. By definition of a gate we have p(xi +z)el(n;xi +z). By 
the geometric properties of metric intervals we obtain that nel(O,p(x2 +z)), i.e;. formula (3). 
Hence by maximality.of x 2 in (D, ~ ), x 2 =p(x2 +z). Now formula,{4) states that ze/(O,x 2), as 

desired. 
The last statement of the theorem folfows from Remark 5.8 and the ·equivalence of state-

ments (1) and (2). ■1• 

5.11 Corollary. Let (X, 11.11) be a d0wnconverging modular normed space. Then· any 
norm-convex subset C upbounded at one of its points is bounded. 

Proof: By Proposition II: 4.10 the completion C of C is a complete, norm-convex subset 

of the completfon X of X that is upbounded at O_!le of its points (actually, C and C are upbound­

ed at all points by Proposition II: 4.9). Hence C is a {bounded) interval by Theorem 5.10. ■ 

As a consequence of Theorem 5.10 we conclude that if C is a bounded, closed, norm­
convex subset of an L 1 (µ) space, then there exist integrable functions f ;g such that 

C = {[h] I h(x) is in between/ (x) and g(x) almost everywhere•}. 

5.12 Remarks, The equivalence of statements (1) and (2) in Theorem 5.9, as well as 
Theorem 5.10, are not true in a general modular metric space. As a counterexample to the first 
assertion just consider the' {bounded) unit ball of (IR3 , 11.11 max)- For a counterexample to the 
second assertion, consider the following (median-stable) subset T of (IR2, 11.11,): 

T= {xem? I - l Sx 1 51 Ax 2 =0} u {xellt2 I x 1 =OA -1 Sxi S 1}. 

Let C be an arbitrary subset of a modular normed space. The following is an· iterative 

process to obtain the norm-convex hull of C. Define 

C I =C ; c.+1 = Ux.yecJ (x;y) (nelN) .. 

Then the norm-convex hull of C is given by u.er-1C.. One can easily verify. that­

diam(C.)S: 3"diam(C), hence the c. are bounded iffc is bounded. 
Starting with a two point set C = {x,y }, Theorem 5.9 gives the following equivalences: 

-Thbinterval l(x,y) is not norm-convex: 

- dtoor(C.) tends to infin'ity, 
- the c. do notstabilize- after:fi'nitestepS. 

Soltan showeo,in· [77] that if an, intervan{x;y' in· the, space (IR3, 11: I lin.,.) 1is not'~ 
con:v'ex-; the'll,its con'Vex h'U-11 is the wh0.Je of1R3: See also coopter,I\/',. 



CHAPTERIV 

DECOMPOSING MODULAR BANACH SPACES 

The result of Soltan [77], that IR3 with the "max" norm has no norm-convex bodies except 
for IR3 itself, is particularly motivating for our approach below. Let us say that a normed 
space is rigid if it has no norm-convex bodies except for itself. This condition is shown to 
be equivalent with the non-existence of functionals which preserve the metric convexity. 
This may also motivate the use of the term "rigid". See section 1, where we develop some 
general results concerning (non-)rigidity for so-called "vector convexities" in linear 
spaces. These results are applied in the following sections to the norm-convexity of a 
modular normed space. 

Spaces of type I 1 (/) are opposed to rigid ones, in the sense that they are character­
ized among modular Banach spaces by the existence of a separating collection of function­
als that "preserve" the metric convexity. The abundance of such functionals in a normed 
space X corresponds with the Hausdorff property of the weak(norm) topology of X. See 
section 2. 

In section 3, we characterize I 1 (/) spaces in terms of the existence of metrics that 
"preserve" the norm convexity. 

The main result of this chapter appears in section 4. This states that each modular 
Banach space can be decomposed into a rigid space and an I 1 (/) space. The decomposition 
involves the "sum" norm on a product of two factors, and is a generalization of the decom­
position of an L 1 (µ) space into an atom free part and an I 1 (/) part - compare Corollary 
III: 3.8 (3). (') 

§ 1 Vector convexities 
For non-defined terms see [ 45]. Let X be a vector space. A convexity C on X is called a 

vector convexity if 

(V-1) C consists of (standard) convex subsets. 

(V-2) C is stable under translations. 

(V-3) C is stable under homotheties with positive coefficients, i.e. if Ce C and xeX, 'A.> O then 

x +A:(C-x)E C. 

The results of this chapter, except the results appearing in §3, were obtained by van de Vel and the author. 
See [81]. 
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Note that by axiom (V-2) it suffices. to check axiom (V-3) for points xE C. The convexi­
ty C is called symmetric if VEC implies -UEC. Evidently, a halfspace in C is a (standard) 
halfspace in X. A (linear) functional on X is called a C-functional, if the preimage of each 
half space in IR is a haffspace of C. If the convexity C is induced by an interval operator then 
C-functionals correspond with the interval-preserving functionals (cf. Corollary I: 4.10). Two 
sets A,B in X are C-separated (resp. strongly C-separated) if there exists a continuous C­
functional that separates (resp. strongly separates) the subsets A and B. 

As an example of a convexity (resp. vector convexity) we mention the geodesic convexi­
ty of a metric (resp. normed) space. Recall that geodesically convex subsets in normed space 
are usually called norm-convex. In any vector space, the collection of all affine subsets is a 
vector convexity. 

1.1 Topological vector spaces. We are interested in vector convexities on topological 
vector spaces. We remark that any vector space X can be endowed with a Hausdorff, locally 
convex vector topology. To this end, a point x in a subset A ~X is called a core point, if each 
line through x meets A in a (line-) open set. See the book of Kelley and Namioka, [45], who 
use the term "radial at x". The collection of all symmetric, convex subsets in X in which the 
origin occurs as a core point, forms a local base for a Hausdorff, locally convex topology, 
known as the core topology. See [45, exercise 61]. 

LetX be a topological vector space, and let C be a convex body in X, i.e., a convex subset 
with non-empty interior. If cEint(C), then the following hold (see [45, eh. 4]): 

int(C)=c+ u A:(C-c). 
O~A<I 

c/(C)=c+ n A:(C-c). 
A> I 

(1.1.1) 

(1.1.2) 

In particular we conclude that int(C)=int(C). One can apply the above equalities to obtain the 
well-known fact that a half-line starting in an interior point of a convex set intersects the boun­
dary of C in at most one point. Throughout, the origin of a vector space is denoted by 0. 

1.2 Lemma. Let X be a topological vector space, and let C be a convex, open subset of 
X. Then C is a halfspace, if! the boundary of C is convex, if! the boundary of C is a closed hy­
perplane. ■ 

This well-known result follows from the fact that two disjoint convex subsets A,B with A 
open can be separated by a (continuous) functional. See [70, Theorem 3.4]. 

1.3 Proposition. Let X be a topological vector space, and let C be a vector convexity 
on X. Then the following hold for each U EC with non-empty interior. 
(J) int(U) and cl(U) are members of C. 
(2) If U is open, and if uEcl (U), A> 0, then A.(U -u)E C 
(3) If C is symmetric, and if U is an open halfspace then the hyperplane cl (U) nX \ U and the 

halfspaces int(X \ U), cl(U), X \ U are also members of C. 
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Proof: Statement (1) directly follows from formulae (1.1.1) and (1.1.2) (observe that 
the union in (1.1.1) involves a totally ordered collection of sets). For a proof of statement (2) 
consider the following calculation: 

A(V -u) = int (cl (A(V - u))) = int (A·(cl (U -u ))) = int (A·(cl (U)-u )). 

By using axioms (V-2) and (V-3) of a vector convexity and statement (1), we obtain that 
int(A·(cl(U)-u)) is a member of C, hence so is A(V-u). Statement (3) is an immediate conse­
quence of (1 ). ■ 

The following result is of crucial importance. Throughout, a(u) denotes the boundary of 
a set U. 

1.4 Lemma. Let X be a topological vector space, and let C be a vector convexity on X. 

If U EC is an open set and if C ~ a(U) is convex, then there exists a (standard) open half space 
Hof X including V, disjoint with C, and such that HE C. 

Proof: The collection ('). of all OE C, which are open and disjoint with C, is partially or­
dered by inclusion. As every chain in ('). evidently has an upper bound, we can apply Zorn's 
lemma to obtain a maximal element Hin G. We claim the following equality for any dEa(H): 

H =d + u A·(H -d). 
A>O 

(1) 

To this end, denote the right-hand side of (1) by H(d). Clearly, H(d) is an open set 
including H, and A·(H -d) E C for all A> 0 by Proposition 1.3(2). As the sets appearing in the 
union (1) constitute a chain, this shows that H(d)EC. For a point cE C(INa(H)) it is evident 
that C nH(c)=0. Hence H(c)E (')., and by the maximality of H we obtain that H(c)=H. Sup­
pose that a EH (b) for two points a # b of aH. Then there exist bO and xE H such that 
a=b+A(x-b). If ;...:,;1 then aE(b,x], which implies that aEH, a contradiction. We conclude 
that A> 1. Hence 

A 
b =a+ ~(x - a) EH (a). 

A.-1 

In other words: a E H (b) implies b E H (a). This allows to conclude that C n H (d) = 0 for any 
d E a(H) and in particular, that H(d)=H as required in (1). For, if c is in the intersection, then 
dE H(c)=H, a contradiction. 

We use formula (1) to show that the boundary of His convex. Suppose that there exist 
d 1,d 2EaH such that (d 1,d 2)nH#0. Fix eEH and IE(O, t) such that e=t·d 1 +(1-t)·d 2 • Then 
d 1 =d2 +r1(e -d2). In view of (1) this means that d I EH, a contradiction. Now apply Lemma 
1.2 to conclude that H is an open halfspace. Clearly this set is as desired. 111 

1.5 Theorem. Let X be a topological vector space, let C be a symmetric vector convexi­
ty on X, and let U E C be a body. Then the following hold. 
(1) If C ~ au is non-empty and convex, then C and U can be C-separated. In particular, 

each u E U can be strongly separated from C. 

(2) If c~ cl (V), then c and U can be strongly C-separated. 
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Proof: For a proof of statement (1), by applying Lemma 1.4 and Proposition 1.3(3) we 
obtain an open halfspace H which contains the interior of U and includes C in its boundary. 
Clearly H corresponds with a continuous C-functional separating between C and U. As f can­
not be constant on U, the second part of (1) follows at once. 

For a proof of statement (2), let u be any point in int(U). The ray through c starting at u 

intersects the boundary of U in precisely one point, and we may assume that this point is the 
origin. Now we can use (1) to separate the origin and U. Suppose that c lies in the closed 
halfspace H containing U. Then the segment [u,c) lies in the interior of H. Hence the origin 
lies in the interior of H, a contradiction. ■ 

The above result does not hold if the point xecl(U) is replaced by a C-convex set disjoint 
with U. A simple counter-example can be constructed as follows. If C1 and C2 are (sym­
metric) vector convexities on X, then so is the collection of all sets of type 

C 1 nC2 , (C 1 ec'1 ,C 2 ec'z). 

Consider the convexity which results in this way from the "rectangular" convexity of IR2 and 
the affine convexity oflR2 consisting of all lines parallel to the line x +y =0. Then no rectangu­
lar body can be separated from a "special" line. 

A vector convexity on a topological vector space is said to be rigid provided it contains 
no non-trivial convex body. The following characterization of rigidity is a direct consequence 
of Theorem 1.5 

1.6 Corollary. Let X be a topological vector space with a symmetric vector convexity 
C. Then the following are equivalent: 
(1) X does not admit non-trivial continuous C-functionals. 

m x~~~ ■ 

In a topological vector space with a symmetric vector convexity C, the weak(C) topology 
is defined to be generated by the closed subbase consisting of all convex sets which are closed 
in the original topology. If X is a normed space and if C is the collection of all norm-convex 
sets in X, then this topology is precisely the "weak(norm) topology", introduced in II: §5. If C 
consists of all (standard) convex subsets of X, and if X is a locally convex topological vector 
space, then the above topology is a standard weak topology, i.e., a topology on X generated by 
a collection of continuous functionals (see [70, § 3.8]). We note that, in general, a weak(C) to­
pology need not be a standard weak topology. See Theorem 1.8. 

The weak( C) topology of a vector space X is T 1 precisely if C contains all singletons of 
X. The next proposition describes when this topology is Hausdorff. 

We introduce two notions of boundedness, the first of which is well-known. A (convex) 
subset C of a topological vector space is called bounded if for every neighborhood U of the ori­
gin there exists a real numbers> Osuch that C r;;;;,s·U. See [45, p. 44). A (convex) set C of a 
(general) vector space is called line-bounded if the intersection of C with any line in X is a 
bounded subset of the line. 
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1.7 Proposition. Let X be a topological vector space, and let C be a symmetric vector 
convexity. Then the fallowing are equivalent: 
(1) The weak(C) topology of X is Hausdorjf. 
(2) Every pair of distinct points in X can be strongly C-separated. 
If, in addition, X has a bounded (standard) convex body, then statements (1) and (2) are also 
equivalent with: 
(3) The C-convex hull of a bounded set is line-bounded. 

Proof: Implication (2) ➔ (1) is evident. For a proof of implication (1) ➔(2), let x,y be 
two distinct points in X. Then there are two disjoint neighborhoods of x and y in the weak( C) 
topology of X. This implies that there exist closed sets C 1, • • • ,Cn, D 1, • • • ,Dme C with 

,i m n m 

yl" uC;,xl" uD;andX= uC;uUD;, 
i=I i=l i=l i=l 

We may assume that this covering of X is irreducible. Then each of the sets 
C 1, • • • ,Cn,D 1, • • · ,Dm must have a non-empty interior. We may assume that xe C;, Then the 
pointy and the set C; satisfy the conditions of Theorem 1.5. Consequently, we can strongly 
separate C; (a fortiori x) and y. 

Next we derive the implication (3) ➔ (2). To this end, let x,yeX. By (3) we obtain a C­

convex, line-bounded convex body B in X. We may assume that OeB. As B is line-bounded, 
there exists a 'A. such that x +'J..-B avoids y. Hence by Theorem 1.5 (applied toy and x + 'J..·B) we 
can strongly C-separate x and y. 

Finally, we establish the implication (2) ➔ (3). Let B be a bounded set and consider the 
collection (f;);et of all continuous C-functionals. As the f; are bounded on B there exists an ie/ 
such that/ (B) ,;;; [-y;, y;] (y;elR). Now the subset 

11; e / fi 1 ([-Y;, y;]), 

is a C-convex line-bounded set containing B, which gives (3). 11 

For a normed space (X, 11.11 ), let P(X, 11.11) be the diameter of the smallest norm-convex 
set including the unit ball B of X. Soltan [77], showed that p(IRn, 11.11 )<00 (where 11.11 is any 
norm on IRn) if and only if there exists a point-separating collection of norm-functionals 
/ 1, ···Jn on (IR", 11.11 ). See [77]. Proposition 1.7 leads to the following generalization of this 
result: the norm-convex hull of B is line-bounded if and only if there exists a point-separating 
collection of continuous norm-functionals on X. 

From the previous proposition we deduce that if a weak( C) topology is Hausdorff, then 
the collection of continuous C-functionals Y is point separating. Hence this collection of func­
tionals determines a standard weak topology, coarser than the original weak(C) topology. The 
question arises whether these topologies coincide. The next result gives a simple characteriza­
tion. If X is a vector space, and if C is a vector convexity on X, then a topology on X (not 
necessarily a vector topology) is locally C-convex provided each point has a neighborhood base 
of C-convex sets. See [79]. 
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1.8 Theorem. Let X be a topological vector space, and let C be a symmetric vector 
convexity that contains all singletons of X. Then the following are equivalent: 
(]) The weak(C) topology is a vector topology. 
(2) The weak(C) topology is regular. 
(3) The weak(C) topology is locally C-convex. 
(4) The weak(C) topology is generated by the collection of continuous C-functionals of X. 

Proof: We first establish the following intermediate statement. 
(5) Let N be a weakly(C) closed neighborhood of qEX. Then there exists a finite number of 

continuous C-functionals (f;)'i=i, together with real numbers (A;)'i=i,such that 

qEn1=1fi1((-oo,A.;]} <;; N. 

We may assume that N ;,,X. By the definition of weak( C) topology, there exist C-convex closed 
subsets C 1, · · · ,Cn of X such that 

q~ vC; ;N v(vC;)=X. (6) 
i=:c:J i==l 

As all sets appearing in the last equation are closed, we may assume that all C; have a non­
empty interior. By Theorem 1.5, there is a continuous C-functional f; such that 

f;(q) < inf {f;(x) I xE C; }. (7) 

Denote the right-hand side of (7) by A; (i = 1,2, · · · ,n). Then by (6) we obtain that the set 
n{fi1((-oo,A;)) Ii= 1,2, · · · ,n} is as desired. 

Having established (5), we proceed as follows. A T I vector topology is regular, show­
ing implication (I) ➔ (2). The intermediate statement directly gives the implications (2) ➔ (3) 
and (2) ➔ (4), whereas the implication (4) ➔ (I) is trivial. 

We are left with a proof of (3) ➔ (2). Let C be a weakly( C) closed set in X and let q~ C. 

Then C can be covered with a finite number of C-convex closed sets not containing q. To pro­
duce a C-closed neighborhood of q disjoint with C, it is therefore sufficient to consider C to be 
a C-convex closed set itself. Let N be a convex neighborhood of q disjoint with C. If 
N r, C = 0, then we are done. If, on the other hand, the convex set CO =N r, C is non-empty, 
then by Theorem 1.5(1), there is a continuous C-functional /such that f(q)< inf (f(C 0)). For 
E > 0 sufficiently small, the set U =N r, 1 1((00,f (q)+E)) is a convex weak(C) neighborhood of q 

andUnC 0 =0. Evidently,UnC=0. Ill 

The argument in (5) above shows that in a vector convexity C with singletons and with a 
regular weak( C)-topology, each convex closed set of C can be separated from a point outside 
by a finite collection of continuous C-functionals. The example mentioned after Theorem 1.5 
also shows that, for general vector convexities, this cannot be improved to a situation where 
only one (1) C-functional is needed. For modular normed spaces, however, it is possible to 
derive such a result. See Theorem 2.9. 

It is not difficult to verify that if / 1 , • • • ,f, are (continuous) linear functionals separating a point p from a 
convex closed set C, then there is a linear combination I:'_ cJ, which separates p from c. In circumstances 
as above, such combinations need not be C-functionals. ,_J 
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§ 2 Weak(norm) topology in modular normed spaces 
The norm-convexity of a modular normed space has somewhat stronger properties than 

a general vector convexity. See Lemma 2.2 below, and the remarks after Theorem 2.9. 

From Theorem I: 2.14 and Proposition 1.7 we obtain the following. 

2.1 Theorem. If the weak(norm) topology of a modular normed space X is Hausdorff, 
then X is median. ■ 

In the next results we study the weak(norm) topology of a modular normed space more 
extensively. It turns out that dense median stable subspaces of/ 1 (/) spaces are precisely the 
modular normed spaces with a regular weak(norm) topology. 

We start with three lemmas. The second lemma concerns continuous norm-functionals, 
and the first lemma states that in Banach spaces continuity of such functionals is self-provided. 

2.2 Lemma. Any norm-functional on a modular Banach space is continuous. 

Proof: As each norm-functional is norm-interval preserving (cf. Corollary I: 4.10(3)), 
the theorem follows from Proposition Ill: 4.2. ■ 

2.3 Corollary. The following are equivalent for a modular Banach space. 
(1) X is rigid. 
(2) No norm-convex, proper subset of X has a core point. 

Proof: Implication (2) ➔ (1) is evident. For a proof of the converse implication, assume 
to the contrary that C ~x is a norm-convex subset in X with a core point. If we endow X with 
the core topology, then C becomes a norm-convex body. Whence by Theorem 1.5 there exists 
a non-trivial norm-functional f on X. By Lemma 2.2 the functional f is continuous in the 
norm-topology. We conclude that X is not rigid, a contradiction. ■ 

2.4 Lemma. Let X be a modular normed space with completion X, and let H be a 
norm-convex closed hyperplane of X through the origin. Then, 
( 1) The completion H of H in X is the kernel of a continuous norm-functional of X. 
(2) The median _orthogonal complement HJ. of H in X is the span of an extreme point in the 

unit ball of X. 

Proof: For a pro_of_of statement (1), it is well-known that His the kernel of a continuou~ 
functional f on~- Let f :X ➔IR be the (unique) continuous extension of f. We first show that H 

is the kernel of f. 
Obviously, H,;;; j-1(0). A.'.' for the reverse inclusion, let xEj-\o), and pick a point eEX with 

f (e) = 1. As X is dense in X, there is a sequence (xn)::'= 1 in X converging to x. Let kn =xn-f (xn)·e 

(nEIN). Then knEH and 

11 f(xn )·e 11 = 11 (kn + J(xn )·,• )-kn 11 <': p(xn , H). 
- -

Hence, as/ (xn) ➔ f(x)=O we conclude that the p(x,H)=O, i.e. xEH. 
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Our proof of statement (1) is complete if we show that .f _, (f O, 00)) is norm-convex in X. 
For convenience let C+ ={xeX I f(x) > O}, and c_ =-C+. First, in Theorem IT: 3.1 it is shown 
that the completion of a modular metric space Y is modular, and in Corollary If: 3.5 it is shown 
that the completion of a norm-convex subset of Y is norm-convex in the completion. There­

fore, X is a modular Banach space, and if is norm-convex in X. Next, let a,be.f-1([0, 00)) (see 
Figure 2.4). 

ker(J) 

C 

Fig. 2.4: the kernel of a norm-functional 

Striving for a contradiction, suppose that cel(a,b) with ceC_. As H=f-1(0) is norm-convex, 
we may assume that aeC+. Then the interval I(a,c) meets the open set.:' C+,C_. As intervals 
are connected (they are even convex), the interval I(a,c) meets H in say a'. Hence, 
a'el(a,c) ~ I(a,b). By star-~hapedness of intervals at either endpoint, cel(a',b). By applyin_g 
the same method to b if b~H we conclude that c is metrically between two points a',b' in H. 

However as if is norm-convex we conclude that ce if, contradicting the assumption that ce C _. 

For a proof of statement (2), as if is norm-convex and complete this hyperplane is gated. 

By virtue of Corollary III: 2.12(1), X is linearly isometric with if xiJJ.. Clearly HJ. is of di­

mension l. Hence any point e in HJ. of norm 1, is extreme in the unit ball of HJ. and spans the 

whole of HJ.. By Corollary III: 2.12(2) any such point is also extreme in the unit ball of X. ■ 

2.5 Remarks. It is not true that a hyperplane, which occurs as a convex set of a sym­
metric vecter convexity C, corresponds with a C-functional: just consider the "affine" convexi­
ty of a vector space. For general normed spaces, each hyperplane of the metric convexity in­
duces a norm-functional (cf. the proof of Lemma 2.4). The following is not known: 

2.6 Problem. Does the canonical extension of a continuou,s norm-functional to the 
metric completion preserve the metric convexity? 

Lemm•a 2.4 states· that the answer to the above is affir-matwe for morit#htr n0r.med' s~s. 

It is well-known, and easy to show, that the extreme points of ,he u11it bal'f i11 an• L 1 (µ) 
space correspond with characteristic functions on atoms of the ambient t'f-algel!)ta. ffefl'Ce' from 
Lemma 2.4(2) one can deduce' ti~~ the (continuoas)' norm-fun'<:tion~ls on X ar,e precisel'y the 
eval'uati'on mapping orr atoms. We 0btam the following coronary. 
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2.7 Corollary. Let X =L 1 (N,A,µ) be an L 1 (µ) space. Then the following are equivalent: 
(1) The unit ball of X has no extreme points. 
(2) There is no norm-convex subset C ,tcX with a core point. 
(3) The measure space (N,A,µ) is atom free. ■ 

From the previous result we conclude that the space L 1 ([O, 1]) has no (non-trivial) norm­
functionals. We are now able to give an example of a discontinuous norm-functional on a 
(non-complete) median normed space. Indeed, let R,B be the subspaces of L 1 ([O, 1]) consisting 
of the collections of Riemann integrable functions and essentially bounded integrable functions 
respectively. Then R is median stable and B is norm-convex in L 1 ([O, 1]) (see Example 
III: 4.15). If we endow these spaces with the core topology, then the characteristic function of 
the unit interval is a core point of the positive cones of R and B. Hence by Theorem 1.5 there 
exist non-trivial norm-functionals on R and B. By Lemma 2.4 these functionals cannot be 
norm-continuous. 

2.8 Lemma. Let X be a normed space. If xEX has a gate c in a subset C of X, and if a 
norm-functional f strongly separates x and c, then f also strongly separates x and C. 

Proof: Straightforward. 

The following result is a strengthening of Theorem 1.8. 

2.9 Theorem. For a modular normed space X the following are equivalent. 
(1) Relative to the weak(norm) topology, X is a topological vector space. 

• 

(2) Each norm-convex closed subset A of X can be strongly norm-separated from points qEA. 

(3) The weak(norm) topology of X is generated by a collection of continuous norm-
functionals that separates any norm-convex closed set A from points qEA. 

(4) The completion of X is linearly isometric with I 1 (/) for some index set I. 

Proof: We shall show the following sequence of implications: 

(!) ➔ (2) ➔ (4) ➔ (3) ➔ (1). 

For a proof of implication (1) ➔(2), let A be a norm-convex closed subset of X, and let qEA. By 
Theorem 1.8(4), there exist continuous norm-functionals f 1, • • • ,fn and scalars At,··· ,An such 
that 

[;(q) < A; for i = 1,2, · · · ,n ; A .;;;; ~ t;1 ([A;,=). 
i=1 

(5) 

If none of the functionals f 1, • • • .fn strongly separate A from q, then the convex sets 

A, and r 1 (-=,A;) for i = 1,2, · · · ,n, 

meet two by two (each halfspace meets A by assumption, whereas the halfspaces meet in q). 
The convexity of a modular (metric) space has the (F,2)-IP, see (I: 4.4.1). In our situation, this 
conflicts with (5). 

For a proof of implication (2) ➔ (4), let X denote the completion of X. From Theorem 2.1 we 
conclude that X is at least a median space, hence by Corollary II: 3.2 so is X. Let Ext (B) be the 

set of extreme points in the unit ball B of X. We shall now show that X has the (K-M) property, 
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- - -
i.e., the convex closure of Ext(B) in X equals B. To this. end, if_X fails to have the (!(-M) pro-
peFty then the linear closure N =sp(Ext(B)) is not the whole of X. As X is dense in X !here ex­
ists an xEX \ N. In Corollary Ill: 3.4 it is shown that N is a norm-convex subspace of X. Hence 
as N is complete, it is gated. Let n be the gate of x in N. 

We claim that n and x can be strongly norm-separated in X. (3) By Corollary ll: 3.13, we 
can find a (small) norm-convex closed convex set U in X that avoids x, and such that nEClx(U). 

By assumption on X there exists a continuous norm-functional f strongly separating U and x. 

The extension / of f to X is_ a norm-functional by Lemma 2.4. Clearly j strongly separates 
Cli((U) and x, and a fortiori, f strongly separates n and x. 

Invoking the definition of the gate n we conclude that f strongly separates x and N as 

well, i.e. N c;;;; ker(f). By Lemma 2.4(2) there exists a point eEExt(B) spanning ?\0).1.. 
Clearly ercN, contradicting the definition of N. 

We have shown that X is a median Banach space with the (K-M) property. In Theorem 
III: 3.6 it is shown that such a space is linearly isometric with l 1 (I) for some index set/. 

For a proof of implication (4) ➔ (3), let X be a dense median stable subspace of 11 (/) for 
some index set/. We shall show that the collection of coordinate functions of 11 (/), restricted 
to X, is as described in (3). To this end, as these functionals are clearly continuous norm­
functionals the topology ,: generated by them is coarser than the weak(norm) topology of X. 

We shall show that,: contains a subbase of the weak(norm) topology, namely the closed norm­
convex subsets of 11 (/). Suppose th~t C is a closed and norm-convex subset of X. Take xrc C. 
By Corollary II: ~.5 the completion C of C is a gated set of the completion 11 (/) of X. Let y be 
the gate of x in C. As x ctc y we can find a coo.:dinate function p strongly separating x and y. 
Hence by Lemma 2.8, p strongly separates C and y. In particular the restriction of p to X 

strongly separates C and x. This shows that C is closed in ,:, i.e. CE 1:. Finally, implication 
(3) ➔(I) is standard. ■ 

The previous result asserts that l 1 (/) as well as its dense median stable subsets have a 
regular weak(norm) topology. By Corollary II: 5.14 this topology appears to be even normal 
on norm-convex subsets. 

A difference between Theorems 1.8 and 2.9 is that the latter requires only one functional 
for separating a point from a convex set. This type of extension cannot be obtained in the gen­
eral setting of Theorem 1.8. 

The next two corollaries (which are proved simultaneously) provide some additional in­
formation on isometric embedding in 11 (/) spaces. 

2.10 Corollary. If a modular normed space X can be isometrically embedded in an 
l 1 (/) space, then X is median and its weak(norm) topology is regular. Conversely, if X is a 
median normed space with a Hausdorff weak(norm) topology, and if all metric intervals of X 
are complete, then X embeds isometrically in an 11 (/) space. 

At this stage of the proof we could not decide whether X has a regular or even a Hausdorff weak(norm) to­
pology. Otherwise, Proposition 1.7 would have done the job. 
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2.11 Corollary. The only L 1 (µ) spaces allowing for an isometric embedding in an l 1 (/) 

space are the l 1 (J) spaces with IJ I $; II 1-

Proof: First, let X be a modular normed space which is isometrically embedded in an 
l 1 (/) space. In particular, X is a median stable set in l 1 (/). In Proposition II: 5.10 it is shown 
that the weak(metric) topology of a median stable subset of a median metric space is the rela­
tive topology derived from the weak(metric) topology of the ambient space. Now l 1 (I) has a 
regular weak(norm) topology by Theorem 2.9 and hence the weak(norm) topology of X is reg­
ular as well. Similarly, the median subspace X has a regular weak(norm) topology. Hence by 
Theorems 1.8 2.9 the Banach space X is an isometric l 1(J) space where, evidently, 1J I$; II I­
By Theorem III: 4.13 the class of median Banach spaces consists exactly of the L 1 (µ) spaces, 
and we obtain Corollary 2.11 in this way. 

On the other hand, it follows from Proposition II: 5.12 that if a median metric space with 
complete intervals has a Hausdorff weak(metric) topology, then this topology is even regular. 
Another application of Theorems 1.8 and 2.9 gives the result. ■ 

2.12 Problem. Is each modular normed space with a Hausdorff weak(norm) topology 
isometrically embeddable in an l 1 (I) space? Or, equivalently, is the Hausdorff property of the 
weak(norm) topology inherited by the completion? 

Observe that above mentioned spaces are at least median (Theorem 2.1). We can also 
deduce the following. 

2.13 Proposition. Let X be a normed space with a Hausdorff weak(norm) topology. 
Then either the completion X of X has infinitely many extreme points in its unit ball, or X is 
finite dimensional. 

- -
Proof: Let B denote the unit ball of X. By Proposition 1.7 there at least exists a closed 

norm-hyperplane ft 1• Without loss of g~nerality OE H 1• In view of Lemma 2.4(2) there is an 
extreme point of B not in the closure H I of H 1• As H I is norm-convex it is also a modular 
normed space. By the earlier cited Proposition II: 5.12 the weak(norm) topology of H I is the 
relative topology derived from the weak(norm) topology of the whole X. In particular the 
weak(norm) topology of H I is Hausdorff. Hence, we can apply the above to H 1, to conclude 
that there exists ~ closed norm-hyl?_erplane H 2 in H I and an extreme point e I in the unit ball of 
the_ completion H I that is not in H 2 . By Corollary III: 2.12(2), e2 is also an extreme point 
of B. If X is not finite ~imensional, then we can continue this argument to obtain infinitely 
many extreme points in B. 11 
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§ J Adapted metrics 
A rnetric d on X is called compatible with a geometric interval space (X,/) provided the follow­
ing holds: 

If C is I-convex then so is the closed ball Dd(C,r) around C. 

ft is possible to give an equivalent definition in terms of open balls. Note that the 
discrete metric on X is compatible with (X,/). As every convex set is an updirected union of 
polytopes we obtain: 

(3.1) A metric d is compatible with a geometric interval space (X,/) provided closed balls 
around polytopes are convex. 

The following is easily verified. 

(3.2) A compatible metric respects basepoint orders in the following sense: if x~bY then 
d(b,x)~d(b,y). 

Let X be a topological space. Equip !Rx with the product interval operator / n • Then the 
subspace B tCX) is In-convex, hence / m restricted to B ,(X) yields a median interval space. 

3.3 Example. The supremum-norm of B ,(X) is compatible with the median convexity of 
this space. 

Proof: Let~ be the product order of !Rx, i.e. f~g iff f(x)~g(x) for all xeX. Let 
F={f1, ···,f.} be a finite subset oflRx, and let p, q respectively denote the point-wise 
minimum and maximum of these functions. It is well-known and easy to prove that the medi­
an convex hull of F consists of the order segment (p,q ]. Hence polytopes of !Rx correspond 
with order intervals of type (p,q]. As BtCX) is an In-convex subset oflRx, the same holds for 
B tCX) with the additional property that the functions p and q are bounded. One can easily veri­
fy that a closed (norm-)ball of radius r:.?: 0, around such a segment (p,q] equals the order seg­
ment (p- r,q + r] -note that the median of the points p,q,f e %B tCX) yields a metric nearest 
point off in (p,q ]. Whence closed ball around polytopes are convex. By (3.1) we conclude that 
the supremurn norm is as desired. ■ 

In view of (I: 4.4.1) a convex metric compatible with a convexity with the (F,2)-IP has 
the (F,2)-IP of balls. This partially motivates our interest in compatible metrics. The follow­
ing result summarizes some of the properties of such metrics. 

3.4 Lemma. Let (X,I) be a geometric interval space and let d be compatible with /. 
Then the following hold for B !;;X gated and C !;;X convex: 
(1) If c eC, then d(p8 (c);C)=d(B,C). In particular, p8 is a metric nearest point function and 

B is closed in (X,d). 

(2) If C is gated, then any pair of mutual gates b,c of B,C realize the distance between B and 
C, i.e. d(B,C)=d(b,c). 

(3) If (X,i) is median, then p8 is contractive w.r.t. (X,d). 
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Proof: For a proof of (1), denote r=d(B,C). If e>O, then the ball D(C,r+E) meets B. 
As C is convex so is this ball, and consequently p8 (c) is a member of it ( (I: 3.4.1)). Whence 
d(p8 (c),C)Sr+E. As E>O was arbitrary, we obtain statement (1). Statement (2) follows from 
statement (1 ). 

For a proof of statement (3), let x,yEX. If aE/ (x,p8 (x)) then by definition of gate 
a5,xPs(x)SxPs(y). Hence by (3.2) d(p8 (x),p8 (y))Sd(a,p8 (y)). Whence 

d (I (x,ps(x)),pn(y )) =d (ps(x),ps(y )). (*) 

Now the ball D(I(x,p8 (x)),d(x,y)) contains y and meets B (in p8 (x)). From (I: 3.4.1) we con­
clude that p8 (y)ED(l(x,p8 (x)),d(x,y)), i.e. d(I(x,p8 (x)),p8 (y))Sd(x,y). By formula (*) this 
amounts to d(p8 (x),p8 (y))Sd(x,y), as desired. ■ 

3.5 Proposition. Let (X,m) be a median algebra, and let d be a compatible metric. 
Then the restriction of d to a median stable subset Y of X yields a compatible metric on Y. If 
moreover d is a convex metric and Y is m-convex then the restriction of d to Y is also a convex 
metric. 

Proof: Let d' denote the restriction of d to Y. We aim at the use of (3.1). Let F be a 
finite subset of Y, and let r > 0. Consider the following equality: 

Dd•(coy(F),r)=Dd(cox(F),r)n Y. (1) 

To this end, the inclusion from left to right in (1) is evident. Let y be a member of the right­
hand side in (1 ). The polytope cox(F) is gated, see (II: 3.10). By Lemma 3.4 the gate p of y in 
cox(F) is a metric nearest point in cox(F) with respect to d, i.e. d(y,p)Sr. By the description of 
the gate p in (11: 3.10), if follows that p is also the gate of y in coy(F). Whence, y is a member of 
the right-hand side of (1 ). 

For a proof of the last statement of the proposition, let a,bE Y and 05.s 5,d(a,b ). Then the 
closed balls in D(a,s ), D (b,d (a,b )-s) and the convex set Y meet two by two. Hence these sets 
meet altogether, which implies that the restriction of d to Y is convex. ■ 

We now come to a topological version of compatibility. Let (X,/) be a geometric inter­
val space, and let t be a topology on X. Let 'w be the weak topology oft, i.e. the topology gen­
erated by the collection of closed I-convex subsets of X. The metric dis said to be adapted to 
the triple (X,I, t) if: . 
(i) dis compatible with (X,/), 

(ii) The topology 'd on X induced by d satisfies: tw s:;; 'd s:;; t. 
The notion of adapted metric was introduced by van Mill and van de Ve! in [61] for compact 
topological median algebras. 

Metrics adapted to the triple (X,I P' tp) derived from a metric space (X, p), shall be of spe­
cial interest. The next result follows from Propositions II: 5.10 and 3.5. 

3.6 Proposition. Let X be a locally star-shaped median algebra, and let d be an adapt­
ed metric. Then the restriction of d to a median stable subset Y of X yields an adapted metric 

~Y. ■ 



98 IV: DECOMPOSING MODULAR BANACH SPACES 

3.7 Corollary. Let Y be a median stable subset of a space of type l 1 (!). Then the 
supremum norm of B (/) restricted to Y yields a metric adapted to the sum-norm of l 1 (!). 

Proof: Observe that for each topological space (X, 1:), the topological median algebra 
(B,(X),l n, 1:11.11) is locally star-shaped (even "locally convex"). The space l 1 (/) is an/ n-convex 
subspace of B (/). Hence by Example 3.3 and Proposition 3.6, the sup-norm restricted to l 1 (/) 

yields an adapted norm onto l 1 (/) endowed with the relative sup-norm topology. The latter to­
pology is evidently coarser than the topology induced by the sum-norm of l 1 (/). Also, by vir­
tue of Theorem 2.9 the weak(sum-norm) of l 1 (/) is generated by the coordinate projections 
P; :1 1 (/) ➔IR (iE/). Hence the weak(sum-norm) topology of 11(/) is coarser than the relative 
sup-norm topology on l 1 (/). This shows that the sup-norm restricted to l 1 (/) is adapted to the 
sum-norm. Applying Proposition 3.6 concludes the proof. 111 

It is possible to weaken the notions of a compatible or an adapted metric for a geometric 
interval space (X,l) by requiring that closed balls around singletons are I-convex. In this situa­
tion we say that a metric p is point-compatible with (X,l) (or: point-adapted to a triple (X,l, 1:)). 

We remark -we shall not use this- that in Propositions 3.5 and 3.6, "compatible", resp. 
"adapted" can be replaced by "point-compatible", resp. "point-adapted". We now come to the 
main theorem. 

3.8 Theorem. For a modular normed space the following are equivalent: 
(1) X has an adapted metric. 
(2) X has a point-adapted metric. 
(3) For each norm-convex closed subset A of X and each point q !lA there is a norm-convex 

norm-neighborhood of q disjoint with A. 

(4) The completion of X is linearly isometric with l 1 (/) for some index set I. 

Proof: Implication (1) ➔ (2) is trivial. For a proof of implication (2) ➔ (3), let d be a 
point-adapted metric on X. Let A and q be as prescribed in (3). As the weak topology is coarser 
than the topology of (X,d) there exists a closed ball D (q,r) with r > 0 avoiding A. As the topol­
ogy of d is coarser than the norm topology of l 1 (/) we conclude that D (q,r) is a norm-convex 
norm-neighborhood of q. For a proof of implication (3) ➔ (4), let A be a norm-convex closed 
subset of X, and let qeA. By assumption there exists a norm-convex (norm-)neighborhood U of 
q avoiding A. Let X denote the completion of X and let U and A be the closure in X of U and A, 

respectively. By a simple topological argument we obtain that int (U) nX equals the X -interior 
of the X-clo~ure of U, which in turn equals the X-interior of U (U is a convex body of X). 

Whence, int (U) avoids A and so 

int(U)nA =0. (5) 

By Corollary II: 3.5 the sets A, U are complete, norm-convex subset of the completion of X. In 
particular, the set A is gated. Let pEA be the gate of q in A. As int (V) is norm-convex by Pro­
position 1.3, we deduce from formula (5) thatpeint(U). Hence by Theorem 1.5 we can find a 
continuous norm-functional f separating U and p. Hence f strongly separates q and p and in 
view of Lemma 2.8, f also strongly separates a and A. In particular the restriction off to X 

strongly separates q and A. By Theorem 2.9 we obtain that the completion of X is a space of 
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type 11 (/). 

The proofof implication (4) ➔ (1) is Corollary 3.7. ■ 

§ 4 The decomposition theorem 

4.1 Theorem. Let X be a modular normed space with complete intervals. Then there 
exist an index set I, a subspace Z of 11 (/), and a rigid modular normed space Y such that X is 
isometric with the product Y x Z, equipped with the sum norm. In particular, the spaces Y and 
Z have complete intervals. The decomposition is unique up to isometry. 

Proof: Let (H;);es be the collection of all norm-convex closed hyperplanes through the 
origin, and let Y=n{H,-1 iES}. By Corollary IJI: 2.12 any H,- (iES) is an L-summand. Letp,­
denote the L-projection of H,-. 

It follows from Theorem II: 4.8 that Y is gated, and that the gate function py of Y is the point­
wise limit of linear functions -namely, finite compositions of the p,-- and is hence linear. 
We conclude that Y is an L-summand. Hence, X decomposes into linear orthogonal comple­
ments Y and Y.L: each xEX decomposes as 

x=y+y.L, (yEY,y.LEY.L). 

By definition of (median) orthogonality, I Ix 11 = I ly 11 + I ly.L 11 holds, and hence X is linearly 
· isometric with YxY.L, equipped with the sum-norm. Observe that both Y and y.L are closed sub­
spaces of X, hence they have complete intervals. 

First, we show that Y is rigid. Suppose that f is a non-trivial continuous norm-functional 
on Y. Then H = r 1 (0) is a non-trivial closed norm-hyperplane of Y. One can easily verify that 
the subspace H' = H + y.L is a norm-hyperplane in X containing the origin, conflicting with the 
construction of Y. 

Next we shall show that each pair of distinct points x,yE y.L can be strongly separated by a 
continuous norm-functional on X. Indeed, as Y n y.L = {O} the point x -y can not be a member 
of Y. Hence there exists an iES such that the norm-hyperplane H,- misses x-y. Clearly this im­
plies that x and y can be strongly separated by the corresponding norm-functional on X. 

From Theorem 2.9 we conclude that the subspace Z = y.L is linearly isometric with a dense 
subspace of/ 1 (/) for some index set/. Moreover, as Z has complete intervals, it follows from 
Theorem II: 3.21 that Z is norm-convex in / 1 (/). Hence, decompositions as stated in the 
theorem at least exist. 

For a proof of unicity of such a decomposition under linear isometries, we shall show the 
following, even stronger, result. Let V be an L-summand of X. If V is rigid and if distinct 
points of y.L can be strongly separated by norm-functionals of y.L, then V = Y. To this end, as 
continuous norm-functionals on X must be trivial on V, we have V ~ Y. For a proof of the other 
inclusion, suppose to the contrary that yE Y \ V. As X decomposes into V and y.L, we can write 
y =d +d.L for some dE V and d.LE y.L. Clearly, d.L ctO. By assumption we can find a continuous 
norm-functional f on v.1, that strongly separates d.L from the origin. By taking f(v + v.L) = f (v.L) 

for all vE V, v.LE v.L , we extend f to a continuous norm-functional f on the whole of X. Howev-
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er, /(y)= f (d1-)-ct-O, which is impossible by the construction of Y. 

As a simple application of Theorem 4.1, one can verify that 
(i) A modular space of type (IR2, 11.11) is linearly isometric with / 1 (2); 
(ii) A modular space of type (IR3 , 11.11) is either rigid, or linearly isometric with l 1 (3). 
These results also follow from the work of Hanner [36], where it is shown that, modulo linear 
isometrics, there are but finitely many modular norms on IR" (nEIN). If n =2 then there is only 
one such norm, and for n =3 there are exactly two of them: the sum- and maximum-norm. 

From Corollary 2. 7 we conclude that for L 1 (µ) spaces Theorem 4.1 yields the well­
known result that an L 1 (µ) space is decomposable in a product of an atom free l 1 (µ) space and 
an/ 1(/) space (cf. Corollary III: 3.8(3)). 

Application: characterization of / 1 (/) spaces among modular Banach spaces in terms of pro­
perties of the weak(norm) topology. 

LetX=/ 1(/) for some index set. By virtue of Theorem 2.9, the weak(norm) topology is 
generated by the coordinate functions p; : l 1 (/) ➔ IR (i E /). That is, the weak(norm) topology is a 
standard weak topology. Depending on the cardinality of I, one of the following three situa­
tions occurs. 

CASE I: The index set I is uncountable. Evidently, no point in / 1(/) has a countable 
weak(norm) neighborhood base. Hence, the weak(norm) topology of I 1 ({) is not metrizable. 
Also, by Proposition II: 5.12 the completeness of X, together with the Hausdorff property of its 
weak(norm) topology, imply the regularity of this topology. 

CASE II: The cardinality of the index set I is countably infinite. Clearly / 1 (IN) with the 
weak(norm) topology is a topological subspace of IRIN with the product topology. In particular 
the weak(norm) topology is metrizable. On the other hand, it is well-known that a weak topol­
ogy is normable if and only if the ambient vector space is finitely dimensional (cf. ([70, § 

3.8]). Therefore, the weak(norm) topology of l 1 (IN) is not normable (for a direct proof of this 
see e.g. (59, Lemma 1.2.1 ]). 

CASE III: The cardinality of the index set I is finite, say JI I =n. The weak(norm) to­
pology of l 1 (n) is norm able. 

Combining these cases with Theorem 2.9 we have shown the following result: 

4.2 Theorem. Let X be a modular Banach space. 
(1) The weak(norm) topology of X is Hausdorff if and only if X is linearly isometric with l 1 (I) 

for some index set !. 
(2) The weak(norm) topology of X is metrizable if and only if X is linearly isometric with 

l 1 (/) for some countable set I. 
(3) The weak(norm) topology of X is normable if and only if X is linearly isometric with l 1 (/) 

for some finite set I. ■ 

By Proposition 1.7 and Corollary 2.10 the modular Banach spaces in which the unit ball 
has a line-bounded norm-hull are precisely the l 1 (/) spaces. The following is a characterization 
of modular normed spaces in which the latter hull is genuinely bounded. 



§4: The decomposition theorem 101 

4.3 Theorem. Let X be a modular normed space. Then the following conditions are 
equivalent: 
(1) X is linearly isometric with an I 1 (n) space for some nEIN. 

(2) X contains a bounded norm-convex body. 
(3) X contains a norm-convex body with an extreme point. 

- -
Proof: Let X be the completion of X. Then X is also a modular normed space by 

Theon~m II: 3.1. Consider the following additional statement: 
( 4) X contains a norm-convex body with an extreme point. 
We shall show the following implications: 

(2) 

(1)/ ~ (4)______... (1) 

~(3)/ 

Note that the implications (I) ➔ (2), (3) are evident. For a proof of implication _(2) ➔ ( 4), ]et C 

be a bounded norm-con':ex body in X. _ By Corollary II: 3.5(2) the completion C of C in X is a 
norm-convex subset of X. Obviously, Chas a non-empty interior and is bounded. By virtue of 
Remark III: 5.8 and Propo_sition III: 5.7(1), a complete bounded norm-convex subset has an 
extreme point. Therefore C has an extreme point. 

Next, for a proof of implication (3) ➔ (4), let C be a norm-convex subset of X with an ex­
treme point e. In Proposition III: 5.~(2) it is ~hown that under these conditions the IJ?int e 

remains extreme in the_ completion C of C in X. By Corollary II: 3.5(2) once again, C is a 
norm-convex subset of X. 

Finally, fo! a proof of implication (4) ➔ (1), let C be a norm-convex body with an ex: 
treme point e of X. We may assume that e equals the origin. By Theorem 4.1 we can regard X 

as a product Yx I 1 (/) (equipped with the sum-norm) of modular Banach spaces, in which the 
space Y is rigid. Let us assume that Y is non-trivial. As the origin is an extreme point of C, the 
subset C n Y cannot contain non-trivial antipodal points, hence C n Y is a proper n~rm-convex 
body of Y. This is impossible as Y is rigid. We conclude that Y = {O}, that is, X is linearly 
isometric with / 1 (/). Assume that the cardinality of/ is infinite. Let x ,eO be a member of C. 
Observe that if x; > O then, as C is norm-convex, all members of C have a non-negative i-th 
coordinate. As/ is infinite, every (non-trivial) ball contains two points x,y such that O,ex;=-y; 

for some i E /. But then C cannot have interior points. We conclude that X is linearly isometric 
with I 1 (n) for some nEIN. In particular X is finite dimensional, whence X =X. ■ 

We remark that condition (3) is equivalent with the existence of a bounded, norm­
convex subset of X containing the unit ball. Another equivalent condition is, that the norm­
convex hull of a bounded set B (i.e. the smallest norm-convex set containing B) is bounded. 



CHAPTER V 

ISOMETRIC EMBEDDINGS OF MEDIAN SPACES 

In the first section of this chapter we discuss two techniques which are of particular in­
terest to us. 

The paper [7] written by P. Assuoad and M. Deza contains two chapters of a projected 
(but not achieved) book on metric subspaces of L 1 (µ) spaces. Among other things, they 
show that a metric space is isometrically embeddable in an L 1 (µ) space, whenever its finite 
subsets are. As [7] is rather obscure we give full proofs of these results here. 

Superextensions were introduced by de Groot in [32] in a topological setting. A funda­
mental property of the superextension of a space X is that it behaves as a free algebra with 
members of X as generators: any function of the original set to a median algebra extends to 
a median preserving function, defined over the superextension. 

In section 2 we apply these techniques to show that median metric spaces correspond 
with metric subspaces of L 1 (µ) and K 1 (µ) spaces. 

In section 3 we use completely different techniques to show that a median metric space 
embeds isometrically in an I 1 (n) iff it embeds as a median subalgebra. (') 

§ 1 Preliminaries 
1.1 Finite subspaces of L1 (µ). We shall prove the following theorem. 

1.2 Theorem. A metric space (X,p) is isometrically embeddable in an L 1(µ) space if! 
the metric subspace (F, P[F) is isometrically embeddable in an L 1 (µ) space for all finite subsets 
FofX. 

For a proof of this theorem we descend to the (larger) class of pseudo-metric spaces. A 
pseudo-metric space (X, p) is l-embeddable if it is isometrically embeddable in an L 1 (µ) space. 
First we introduce a special kind of l-embeddable spaces. A pseudo-metric space is called K­
embeddable if it isometrically embeddable in the pseudo-metric space K(X,A,µ) for some 
measure space (X,A,µ). 

1.3 Lemma. ([7, Proposition 1.11]) A pseudo-metric space (X,p) is l-embeddable if! it 
is K-embeddable. 

The results of this chapter were obtained by van de Vel and the author. See [82]. 
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Proof: All we need to verify is that L 1 (µ) spaces themselves are K-embeddable. To this 
end, let (N,..1,µ) be a measure space. Consider the product measure space: 

(NxlR,,1®,1L,µ®µi). (2) 

We denote µ®µL by v. For /EL 1(N,,1,µ) we define 

E(f)={(x,t)ENXIR It> /(x)}. 

Now we verify the following formulae: 
(1) E(f)M(O)E..1®,1l 

(2) f lfldµ=v(E(f)M(O)). 
To this end, formulae (I) and (2) are evident for step functions of (N,..1,µ); the general case 
easily follows from this. 
Hence, the function f ➔E (f)M (O) is an isometry of L 1 (N,,1,µ) into K(N xIR,,1 ®AL,µ® µL). ■ 

Let X be a set. Define J x : X ➔ 22' by 

Jx(x)= {SI xES ~x }. 
Let cr(X) denote the cr-algebra on zX generated by the sets (Jx(x))xEX· 

1.4 Lemma. If a pseudo-metric space (X,p) is K-embeddable, then there is a measureµ 
on cr(X) such that (X,p) is isometrically embeddable in K (2x,cr(X),µ). 

Proof: Let f :X ➔ K(N,,1,µ) be an isometric embedding. The function 
f°: (N,,1) ➔ (2x·cr(X)) defined by f° (n)= {xEX I nE/ (x)}, is measurable as (we write J for lx) 

r\J(x))=/(x). (I) 

This allows us to define a measure µ1, by taking 

µf,(U)=µ(f*-l(U)), . 

for VEcr(X). By virtue of equality (1) we find thatJ takes values in K(2X,cr(X),µ1.). We show 

thatJ is in fact an isometrical embedding of X into K(2x,cr(X),µ1.). To this end, let x,yEX. Con­

sider the following equalities: 

r-l (J (x)Af(y))= f-1(J (x))!:,./*-l(J(y)) = f (x)!:,.f (y). 

By assumption, the µ-measure of this set equals p(x,y). ■ 

Surprisingly, the following corollary is not stated in [7]. 

1.5 Corollary. If a finite metric space (X,p) is isometrically embeddable in an L 1 (µ) 

space, then it is isometrically embeddable in (IR.21 ' 1, 11.11,). 

Proof: If (X,p) is isometrically embeddable in an L 1 (µ) space, then it is isometrically 
embeddable in K (2x,cr(X),µ) for some measure µ. Let N be the number of atoms in cr(X), then 
clearly N:,:; 2IX I. One can easily verify that K (22' ,cr(X), µ) isometrically embeds in JRN. ■ 

Some textbooks on measure theory, e.g. [33], define the notion "product measure space" only for a-finite 
measure spaces. However this restriction is not essential; there is a canonic way to define the product meas­
ure space for arbitrary measure spaces. See for instance [69, p. 304]. 
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In section 2 we shall show that a finite metric median space X can be embedded in 
1RIXI-•. 

1,6 Lemma. Let (d;);eo be a net of pseudo-metrics on a (fixed) set X converging point­
wisely to a pseudo-metric d. Then, if (X,p;) is K-embeddable for each i eD then so is (X,d). 

Proof: By Lemma 1.4, for each ieD there exists a measureµ; on a(X) such thatJx is an 
isometric embedding of (X,d;) in K(22',a(X),µd)· As (0, 00 ]11<Xl, endowed with the topology of 

pointwise convergence, is compact, the net (µd)ieD has a converging subnet. Letµ be the limit 

of this subnet. Then µ is a finitely-additive measure, and J x is an isometric embedding of (X, p) 
into K(22',a(X),µ). Observe that the measureµ need not be countable additive. However, by 
Theorem I: 1.8 we can isometrically embed K(22',a(X),µ), in K 1(X',..4,µ') for some measure 
space (X',..4,µ'). Whence, (X,p) is K-embeddable. ■ 

Proof of Theorem 1.2: The "only if' part of the theorem is evident. For a proof of the 
"if' part: fix beX. Let F be a finite subset of X. By 'F : X ➔Fu { b} we denote the following re­
traction: 

if xeF 

elsewhere. 

Now define the pseudo-metric dF on X by dF(x,y)=p(rF(x),rF(y)). 
By assumption, the space (X,dF) is L-embeddable, and whence (by Lemma 1.3) it is K­

embeddable. Let Y be the set of all finite subsets of X. Clearly p is the pointwise limit of the 
net (dy)ye:J where Y is directed by inclusion. Hence by Lemma 1.4 p is K-embeddable, whence 
L-embeddable. ■ 

1.7 Remark. By Corollary 1.5 we can reformulate Theorem 1.2 as: 

A metric space (X, p) is isometrically embeddable in an L 1 (µ) space if! the metric sub­
space (F, P1F) is isometrically embeddable in (IR2i,

1, I I. I !_.)for all finite subsets F of X. 

1.8 Superextensions. Let X be a set. A linked system in zX is a (non-empty) subcollec­
tion of zX consisting of pairwise intersecting sets. See [84]. The set of all maximal linked sys­
tems (mls's) in zx, denoted by 11.(X), is called the superextension ofX. (3) The superextension 
11.({l, · · · ,n}) is simply denoted by 11.(11). For instance one can easily verify that for each xeX 

the collection of type {S I xeS !;;X }, is a maximal linked system. Whence, the mapping 
lx :X ➔A(X) is a (set-theoretic) embedding. If X= {l, · · · ,n} for some nelN, then this embed­
ding is simply denoted by J •· 

Let /e11.(X), The following observations are easily verified. 
(1) If A !;;X, then either A E / or X \A e /, but not both. 
(2) If A et and B;;;iA, then Be I. 

Observe that this definition uses Zorn 's lemma. 
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Denote the median of the (distributive) lattice 22' by m •. The following is implicitly 
shown in [84, p. 4]. 

1.9 Lemma. A(X) is a median stable subset o/22'. 

Proof: We have to verify that m.(l 1 ,/ 2,/3 ) is an mls for each/ 1 ,/ 2,/3 E A(X). By definition 
we have m.(/ 1,/ 2,/3)=(/ 1n/2)u(/ 1n/3)u(/2n/3). Hence the collection m.(/ 1,/2,/3) is at least a 
linked system. Suppose that A ~X meets every element of m.(l 1 ,/ 2 ,/ 3), then at least two of the 
following formulae hold: 

AE/ 1 ; AE/ 2 ; AE/3. 

Indeed, if for instance Aec/ 1 and Aec/ 2 , then X\AE/ 1 and X\AE/2 • Hence, X\AEm.(! 1,/ 2,!3 ), 

contradicting the assumption on A. From this observation we deduce that A Em,(/ 1 ,/ 2 ,/3 ). ■ 

In general the median subspaces A(X), cr(X) of 22' are not comparable. It follows from 
[84], that the superextension of a finite set X, is the median stabilization of {Ix(x) I xEX}. 
Whence in this situation A(X) ~ cr(X). 

The following result is due to Verbeek [84]. We give an alternative proof. 

1.10 Theorem. Let X be a median space. Each function f:{1,2, .. ,n} ➔ F can be ex­
tended (with respect to the standard embedding Jn) to a unique median preserving mapping 
f :A.(n) ➔ X. 

Proof: The unicity of such an extension follows as A(n) is the median stabilization of 
ln(1 ), · · · ,l.(n ). 

For mE A.(n) we take: 

f(m)= n co(f(M)). 
Mem 

The proof that f is as desired goes in three steps. 
First for mEA(n), and for M 1,M2Em we have that f(M 1)nf(M 2)clc0. Hence, the convex sets 

appearing in the right-hand side of formula (1) meet two by two. As the cardinality of m is 
finite, the right-hand side of (1) is at least non-empty. 

Next, suppose that x,yEf(m). There exists a halfspace H with xEH and ye,H. Precisely one 
of the formulae J 1 (H)E m, J 1 (X \ H)E m holds, say the first one. But then co(f(J1 (H))) misses y, 

contradicting the assumption that yEf(m). This shows that f' determines a function A(n) ➔X, 

as desired. That f' extends the standard embedding Jn is evident. 
Finally, we verify that f is median preserving. To this end, let/ 1,1 2,1 2 E A(X). Striving for a 

contradiction we suppose that 

a =m(f(l 1),f'(/2),/'(/3)) ; b = f'(m.(l 1 ,12,/3)) ; a tcb. 

Let H be a halfspace in X with aEH and bee H. Clearly at least two of f(I 1),f'(/ 2),f(/3) must lie 
in H, say f (I 1 ),f (I 2). Hence there are M;E I; (i = 1, 2), with co(f(M;)) ~ H. But now we have 
M I uM zEm.(/ 1 ,/z,/3), and therefore b = f(m.(l 1 ,12,1 3))ECo (f (M 1 uM 2)) ~H, a contradiction. ■ 

The following result shall be of crucial importance. 
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1.11 Corollary. Let (X,m) be a median space, and let F ,;;;,X be a finite set. Then the 
median stabilization med (F) consists of at most 221 ' 1 points. 

Proof: By Theorem 1.10 there exists a median preserving function f :A.({1,2, .. ,n})➔X, 

that contains F in its image. Clearly Im (f ') is a median stable subset of F, i.e. med (F) ,;;;,Im (f '). 
Also as 221' 1 consists of 221 ' 1 points, the cardinality of the subset A.({1,2, .. ,n }) is majorized by 
that number. Hence so is the set Im(/). ■ 

§ 2 Isometric embedding in L 1 (µ) spaces 

2.1 Lemma. Let (X, m) be a median algebra, and let C be a subset with a gate function 
Pc· Then the set 

cone(C,a)= { beX I bel(a,pc(b))} 

is the smallest convex subset of X including C and a. 

Proof: The only problem is to see that the right-hand side of the above formula is m-
convex. This can be obtained by "halfspace reasoning", see I: 2.15. ■ 

We will refer to cone(C,a.) as the cone with basis C with apex a. Note that 
cone(C,a)=co(Cu{ a }). 

2.2 Lemma. let (X, p) be a median metric space, and let C be a subset with gate func­
tion Pc· If C x IR is equipped with the sum metric p., then the function 

fc :cone(C,a) ➔ CxIR, x ➔ (p(x),p(x,p(x)), 

satisfies the following equality for all xecone(C,a): 

p.,(/c(x).fc(a))=p(a,x). 

Proof: Letxecone(C,a). By Lemma 2.1, we havexe/(a,pc(x)) and hence that 

p(a,x) + p(x,p (x )) = p(a,p (x )). (*) 

Now consider the following equalities: 

p(p (x),p(a )) + p(p (a),a)- p(p (x),x) = p(a,p (x))- p(p (x),x)= p(a,x). (**) 

The first equality follows by definition of the gate p(a). The second equality is just property 
(*). From(**) we conclude that 

p(p (a),a )- p(p (x),x)= p(a,x)-p(p (a ),p (x)). 

As p is con tractive (Proposition II: 4.1 ), the right-hand side of the equality is non-negative. 
Therefore, (**) can be rewritten as 

p(p(x),p(a))+ I p(p(a),a)-p(p(x),x) I =p(a,x), 

which gives the result. • 
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2.3 Theorem. A median metric space (X, p) with n points is isometrically embeddable 
in I 1(n-1). 

Proof: We establish the theorem by induction on n. For n=l, the situation is clear. Sup­
pose the result holds for median. metric spaces with at most n points, and suppose that X has 
n+l points. Let (C;)i"=J be a maximal chain of non-empty convex sets in X. We consider 
C=Cm-J. By virtue of the maximality of the chain, there is a point aeX such that 
X=co (Cu{ a } ). We shall show that the map fc :X ➔ C xIR, considered in the previous lemma, 
is an isometry. 

To this end take x,yecone(C,a). If both x,y are members of C then, evidently, 
p,(fc(x),!c(y))=p(x,y). If xecone(C,a)\C, then cone(C,x)=cone(C,a) (otherwise we could in­
sert an extra term cone(C,x) in the above chain). By Lemma 2.2 we conclude that 
P.,(fc(x),!c(y))=p(x,y). Therefore fc is an isometry. Now Chas at most n points and by induc­
tive assumption, it embeds isometrically in I 1 (n -1 ). This yields an isometric embedding of X 
in / 1(n-l)xIR (sum norm), which in turn is isometric with / 1(n). ■ 

2.4 Theorem. For a metric space (X, p ), the following conditions are equivalent. 
( 1) (X, p) is a median metric space. 
(2) (X, p) is a median stable subspace of an l 1 (µ)-space. 
(3) (X, p) is a median stable subspace of a K 1 (µ)-space. 

Proof: The implications (3),(2) ➔ (1) are obvious. For a proof of implication (1) ➔ (2), 

take any finite set F in X. By Corollary 1.11 the median stabilization med (F) of F is finite. 
Hence the metric space (med(F),Pimed(F)) is median. By Theorem 2.3, we conclude that 
(med (F), p lmed(FJ) is isometrically embeddable in a (finite dimensional) l 1 (µ) space. In particu­
lar, its metric subspace (F, PF)c(med(F),Pimed(F)) is isometrically embeddable in an L 1 (µ) 
space. Now Theorem 1.2 and Lemma 1.3 finish the proof of the theorem. ■ 

§ 3 Congruences and optimality 
We recall the following results. Let (X,m) be a median algebra. If f: X ➔ Y is a surjec­

tive, median preserving function, then f maps convex sets onto convex sets (Theorem I: 4.8). 
Moreover, if the convex set C ~ X is gated, then so is f (C), and the respective gate functions 
commute with f -see Corollary I: 4.11. We finally remark that a gate function preserves the 
median, as one can verify by "halfspace reasoning" (see I: 2.15). 

For each pair of disjoint convex sets C,D in a median algebra X there is a homomor­
phism X ➔ { 0, 1 } mapping C to O and D to 1 -see Theorem I: 4.19. This result is frequently 
applied in case C={ a }, D={ b }. In a situation where / (a,b )={ a,b }, the commuting of 
homomorphisms with gate maps implies that, up to interchanging 0, 1, there can be only one 
homomorphism separating such a pair of points. 
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By a congruence relation on X is meant an equivalence relation = such that 
m(a 1,b,c)=m(a 2 ,b,c) whenever a 1 aea 2 • Fot a congruence"=" on X, consider the quotient 

q: X ➔ X f=. An induced median m can be defined on X I= as follows: 

m(q(a),q(b),q(c)) = qm (a,b,c). 

By definition, q is a median-preserving function. Conversely, every median-preserving func­
tion of median algebras induces a congruence relation on its domain in the obvious way. 

3.1 Lemma. ((8)) Each congruence relation on a product X I x X 2 of two median alge­
bras X 1, X 2 is the product of a congruence on X I with a congruence on X 2• 

Proof: Let X=X I x X 2 and fix a point of reference c = (c 1,c 2) e X. The following two 
sets are gated: 

C I = { C I } X X 2; C 2 = X I X { C 2 }. 

Let q: X ➔ X be the quotient function, associated with the given congruence on X. We obtain 

convex sets q (C;) = C; ~ X which are gated. Let p;: X ➔ Ci and Pi: X ➔ Ci denote the gate 
functions (i = I, 2). This gives a median preserving function 

P =(p,,pz):x ➔ c, xc2, 
which we show to be an isomorphism. 

As homomorphisms commute with gate functions, we have equalities Pi' q =q 0 Pi for 
i = I, 2. It follows that p is surjective. Let b = (b 1,b 2) e X. By using the idempotent law of the 
constituting factor medians, we see that m((c 1,b 2),c,(b1,c 2))=c. Hence c is the infimum in 
(X,:s;c) of (c 1,b 2) and (b 1 ,c 2). Similarly, b is the infimum in (X,:s;b) of (b 1,c 2) and (c 1,b 2). As 
median prese:ving functions also preserve basepoint orders, we find that the point q (b) is the 

infimum in (X,:s;q(b)) of u =q(c 1,b 2) and v =q(b 1,c 2). Hence q(b) is the supremum of u, v in 
the basepoint order of q(c). Now u = p 1q(b) and v = p2q(b ), and injectivity easily follows. 111 

If each non-trivial congruence relation on a median algebra X identifies some points of 
the subset Y, then Y is said to be optimal in X. 

3.2 Proposition. Let Y be a subset of a product X I x X 2 of two median algebras. Then 
there exist median-preserving quotients 

-
q;:X; ➔ X; _ _ 

of X; (i = 1, 2) such that q I x q 2 is injective on Y and q (Y) is optimal in X I x X 2• 

Proof: Evidently, if a nest of congruence relations is given on a median algebra X, then 
its union is again a congruence relation. A simple application of Zorn's lemma yields a 
congruence relation = on X I x X 2, maximal with the property that no two distinct points of Y 

are related. By Lemma 3.1, the relation = splits over the factors, yielding the desired quo­
tients. 111 

In the next results we operate on product sets Xh x Xv. The labels "h" and "v" refer to 
the viewpoint of a "horizontal" resp. "vertical" factor. The coordinate projections are denoted 
by 
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Tth:Xh xXV ➔ xh; Ttv:Xh xxv ➔ xv. 

A pair of points a #bin Xh x Xv is called horizontal (vertical) provided the vertical (horizontal) 
projection Ttv (1th) identifies the pair. A pair which is neither horizontal nor vertical is called 
skew. A few lemmas are required. 

3.3 Lemma. Let a,b,c,d be four points in a product of two median algebras, and let 

c = m (c,d,a); d = m(c,d,b ). 

If a, b is a horizontal (vertical) pair, then so is c, d. 

Proof: Just use that the product's median commutes with both factor projections. 111 

The diagonal of [0, 1 ]2 is a typical example of a non-optimally embedded algebra. The 
(subalgebra) interval between (0,0) and (1, 1) allows no horizontal pair, and yet the pair of end­
points is not a vertical one. In contrast we have: 

3.4 Lemma. Let X be a median algebra which is optimally embedded in Xh x Xv, and let 

a, b e X. If lx(a,b) includes no horizontal pair, then a, bis a vertical pair. 

Proof: Assume to the contrary that 

ah= 1th(a) # bh = 1th(b ), 

and consider the smallest congruence relation = on the product space which identifies the con­
vex set C = lh(ah,bh) x { bv }, viz., 

u = v ~ 3 u', v' E C: u = m (u',u, v); v = m (v',u, v) (*) 

(cf. Bandel! and Hedlikova [8]). Suppose u # v in X are congruent under=, and let u',v'eC be 
corresponding points as in (*). Being in C, these points constitute a horizontal pair. By Lem­
ma 3.3, u, v are horizontal, and so are the projections 

u = m (a,b,u); v = m (a,b,v) 

onto the interval J(a,b ). These points are in lx(a,b) since X is median stable, so by assumption, 
u = v. The definition of gate gives that 

u e lx(u,u'), 

whereas the intersection of the intervals lx(u,v) and cox(u,u') consists of u only. Hence, u is the 
gate of u in I x(u, v ). Similarly, v is the gate of v in lx(u, v ). As u = v, this is a contradiction. We 
conclude that some further identification can be performed on Xh xXv without touching at X, 
and the embedding is not optimal. Ill 

3.5 Construction. Let (X,p) be a median metric space which is embedded as a subalge­
bra of Xh x Xv, and let a, b e X. We construct thret real numbers 

Ph(a,b ), pv(a,b ), Ps(a,b);:;: 0 

as follows. Let F s;; lx(a,b) be a finite median-stable set including a, b, and let K s;; F be a 
maximal totally ordered set (a maximal chain) in the basepoint order ~. joining a, b. We let 
Ph,K (resp. Pv,K, Ps.K) be the sum of all distances between successive points of K which consti­
tute a horizontal (resp., vertical, skew) pair. Note that 
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Ph,K + Pv,K + Ps,K = p(a,b), 

since each point other than a is taken from the metric interval between its predecessor and b. 

We first verify that these numbers do not depend on the particular choice of K. Suppose 
K' ,;;; F is another maximal chain joining a, b. In the finite median algebra F, each "atomic 
pair" (i.e., a pair of type x, y such that IF(x,y) = { x,y } ) can be separated by exactly one 
homomorphism X-, { 0, I }. If we pick one atomic pair of successors in K, then the 
corresponding map separates between a, b, and hence it somewhere cuts an atomic pair of K'. 

As this chain is increasing, only one such pair is cut. This establishes a bijective correspon­
dence (4) between successor pairs of Kand of K'. Two corresponding pairs - say: u < v in K 
and u' < v' in K' - yield mutual gates u, u' and v, v', and hence they are of the same type and at 
the same distance. 

So we arrive at three numbers Ph(F), Pv(F), ps(F) ~ 0, the sum of which equals p(a,b ). If 
G ;;i Fis another finite median-stable subset of lx(a,b ), then each maximal chain Kin F extends 
to a maximal chain L in G. Evidently, a horizontal (resp. vertical) atomic pair of K subdivides 
into atomic pairs of L which are exclusively horizontal (resp. vertical). A skew atomic pair of 
K may subdivide into a mixture of all three types. In each case, the distances sum up to the dis­
tance of the original atomic pair of K. We conclude that 

Ph(F)::; Ph(G), p.,(F)::; Pv(G), p,(F) ~ p,(G). 

Now the collection of all finite median-stable subsets of lx(a,b) is updirected under in­
clusion. The previous observations yield three numbers 

Ph(a,b) = sup F Ph(F); Pv(a,b) = sup F pv(F); p,(a,b) = inf F ps(F), 

such that 

p(a,b) = Ph(a,b) + Pv(a,b) + ps(a,b). 

3.6 Proposition. Let (X, p) be a metric median space which is optimally (algebraically) 
embedded into a product Xh x X., of median algebras. Then: 
(1) Each of the functions Ph, Pv, p, is a pseudo-metric on X. 
(2) A pair of points a, b E X is horizontal (vertical) if! pv(a,b) = 0 (Ph(a,b) = 0). In either 

case, ps(a,b) = 0. 

(3) If a, a' and b, b' are horizontal pairs, then p,(a,b) = ps(a',b') and Pv(a,b) = p..(a',b'). A 
similar statement holds for vertical pairs. 

(4) If c E lx(a,b) then p.(a,b) = p.(a,c) + p.(c,b ), where the subscript "*" denotes any of 
h, v, s. 

(5) If c EX and 1th(c) f/ 1thlx(a,b), then p1,(a,b) < Ph(a,c) + Ph(c,b). A similar formula works 
for the projection 1tv· 

Proof: (1 ): The properties 
p.(a,b) = 0 if a= b, and 

This argument also shows that maximal chains between two points are of equal length. Compare Theorem 
I: 4.26. 
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p.(a,b) = p.(b,a), 
are straightforward for all three functions. As for the triangle inequality, consider a, b, c E X. 

It suffices to verify the property on a collection of finite median stable subsets of X including 
a, b, c and inducing a cofinal collection of subsets on each of the intervals 
fx(a,b), fx(a,c), lx(c,b). 

To this end, consider three finite median stable subsets Fab, Fae, Feb of the respective in­
tervals and let F be the (finite) median stabilization of F ab u Fae u Feb· Consider maximal 
chains Kac, Kcb !;;; F joining the points referred to by the label. We project the points of 
Kac u Kcb into lx(a,b) by the map m(a,b, · · · ). The images are in F n lx(a,b) by median stabil­
ity. An atomic pair is either identified, or it maps to another atomic pair of F, in which case the 
corresponding endpoints form mutual gates and the image pair is of the same type. Finally, 
pairs which correspond under mutual gate mappings are isometric (since gate projections are 
non-expansive). 

(2): If a, b E X is a vertical pair of points then evidently each discrete chain in lx(a,b) is built 
with vertical pairs. Hence there is no contribution to Ph or to Ps· The converse follows from 
Lemma 3.4 

(3): Think of two horizontal pairs. By the triangle inequality we have 

Ps(a,b) ::::p.,(a,a') + p,(a',b') + p,(b',b ). 

The first and third term are zero by (2). The opposite equality obtains similarly. The same 
kind of argument works with p, replaced by Pv· 

(4): The argument is a simplification of the one given in (1): consider all finite median stable 
subsets of fx(a,b) which contain a, b, c. As the choice of a maximal chain in a given median 
stable subset is irrelevant, we need only consider chains through c. The result follows easily. 

(5): Let d =m(a,b,c). Then dis in each of the intervals fx(a,b), lx(a,c), lx(c,b), and three ap­
plications of ( 4) give 

Ph(a,c) + Ph(c,b) - 2·ph(c,d) = Ph(a,b ). 

Now the pair of points c, dis not vertical, since 1th(d) is in lx(1th(a),1t1,(b)) and 1t1,(c) is not. 
Hence, by (2), Ph(c,d) > 0. ■ 

3. 7 Corollary. Let the median metric space (X, p) be optimally embedded as a subalge­

bra of Xh x Xv, and suppose that the coordinate projections map X surjectively onto each of the 
factors. Then there exists a metric Ph on Xh and a metric Pv on Xv with the following proper­
ties. 

(1) Ph generates the median of X1, and Pv generates the median of Xv­

(2) P"' Ph + Pv· 

Proof: Given two points a1,,bh E X1,, choose pre-images a, b EX. With the above nota­
tion, we put 
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(*) 

Note that if different representatives a', b' are taken in X, then a, a' and b, b' are vertical pairs 
and by Proposition 3.6(3), the terms at the right-hand side of (*) remain unchanged. This 
defines a metric by Proposition 3.6(1) and (2), which is compatible with the median of Xh by 
Proposition 3.6(4) and (5). After defining a metric Pv on Xv in the same way, we obtain that 
the metric p of X satisfies p = Ph + Pv, as required. ■ 

3.8 Proposition. Let (X, p) be a median metric space which embeds algebraically into a 
totally ordered set. Then there is an isometric embedding of(X, p) into the real line. 

Proof: X is assumed to be a median stable subset of a totally ordered set L. This yields 
that the median convexity of X is the relative convexity, induced from the (standard) order con­
vexity of L. In particular, the interval function of X is derived from the relative total order in­
duced on X. In the sequel we consider X=L. 

Define a function f:X ➔IR as follows. Fix OeX and put 

{ 
p(O,x) if x>O 

J(x)= -p(O,x) if x::;O. 

To see that f is an isometric embedding into IR, let a,beX. For reasons of symmetry we need 
only consider the following two possibilities. 

CASE I: O<a<b. Following the order-theoretic definition of I(a,b), we have ae/(0,b). 
Following the metric definition of I(a,b), we find p(O,a)+p(a,b)=p(O,b). Hence 
f(b)-J(a)=p(a,b). 

CASE II: a<O<b. 
-f (a)+J (b) = p(a,b ). 

This time, we have p(a,O)+p(O,b)=p(a,b), and hence 

■ 

Combining the previous results leads us to the following. 

3.9 Theorem. Let (X, p) be a median metric space which embeds algebraically into a 
product of n totally ordered sets. Then there is an isometric embedding of (X, p) into 11 (n ). 

Proof: We proceed by induction on the number n of factors. For n=l this is the previous 

result. Let X be algebraically embedded into rr;:/ l;. By Proposition 3.2, we obtain an op­

timal embedding of X into a product of a quotient of IT7= 1l; with a quotient of ln+I· As 
median-preserving functions also preserve intervals and basepoint orders, it is evident that the 
quotient of a totally ordered median algebra is totally ordered. By (inductive) application of 
Lemma 3.1, we see that the former quotient is again a product of n totally ordered sets. Let Xh 
be the projection image of X into this product, and let Xv denote the other projection image of 
X. By Corollary 3.7, we obtain median metrics on each of the spaces Xh,Xv, such that the 
corresponding "sum metric" on x,, x Xv agrees with the given metric of X. By the induction hy­
pothesis, these metric factor spaces can be isometrically re-embedded in, respectively, / 1(n), 
and JR. The sum-metric on the product of these two spaces corresponds exactly with the sum­
norm of I 1 (n + 1 ). ■ 
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We remark that the restriction to finitely many factors is essential: there exists a median 
metric space which is algebraically embeddable in IRJN but can not be isometrically embedded 
in / 1 (JN). Indeed, consider the following dense subspace of L 1 ((0, 1]) 

W = {f; Q) ➔ IR I / is continuous}. 

In view of Corollary IV: 2.11, W cannot be isometrically embedded in any / 1 (/) space. 

The application of Theorem 3.9 requires a method of verifying whether a median 
(metric) space is algebraically in a product :if totally ordered sets. The following result was 
found by E. Evans [23]. 

3.10 Theorem. The following are equivalent for a median algebra (X,m ). 
(]) m (a,b,c)E {a,b,c} '<la,b,cEX. 
(2) Either, X is embeddable in a totally ordered set (as a subalgebra), or it is a graphic 

square. 

Combining the previous theorem with Proposition 3.8 we obtain: 

3.11 Corollary. A median metric space X satisfying formula 3.10(1) is either a metric 
subspace ofIR or a graphic square. 



CHAPTER VI 

AMALGAMATING SPACES 

Suppose we have two geometric interval spaces (X 1 ,Ii) and (X 2,1 2) such that X I nX 2 is 
gated in both spaces. In section 1 we shall show that the interval operators I 1, 12 can be 
extended in a canonical way to the whole of X=X 1 uX2• This yields an interval operator/ 
on X, which is the unique geometric extension to X of 11, 12 , such that the sets Xi,X2 are 
gated. Uniqueness of such extensions is relevant as this enables us to recover a geometric 
interval space from a cover of (two) convex sets. 

In section 2 we obtain a construction to extend compatible metrics on (X1,f1) and 
(X 2,/ 2) to the whole of (XJ). As compatible metrics on median spaces have the (F,2)-IP, 
we this yields a method to construct such metrics on certain median interval spaces. This 
construction is applied in section 3 to create median and hyperconvex metrics on collapsi­
ble polyhedra. 

§ 1 The amalgamation of geometric interval spaces 
For convenience we introduce the following convention. Let X 1,X 2, · · · ,Xn, Y be sets. A 

set of functions /; : Xf ➔ Y (i = I, 2, · · · ,n) is said to be matching if for all I <;, i,j <;, n the mappings 
J;,Jj coincide on (X; nXj)2 (this set may be empty). Subsets of type X; nXj with i * j are called 
connectors. 

We now come to an extension theorem for geometric interval operators. This result was 

inspired by a result of van de Vel [80, Theorem 3.1 ], where an extension theorem for (topo­

logical) median convexities is shown (cf. Theorem 1.4 b~low). 

1.1 Theorem. Suppose that (X 1 ,/ 1) and (X 2 ,[z) are matching geometric interval 
spaces, with a commonly gated connector. Let p; :X; ➔ X 1 nX 2 be the gate function (i = 1,2). 
Then there is one and only one geometric interval operator I on X I v X 2 that extends 11 and 12 

with the property that an I-interval that meets X I and X 2 also meets X 1 nX 2. If a EX I and 
b EX 2, then I is given by 

I (a,b )=/ 1 (a,pz(b)) v / 2(p 1 (a),b ). (1.1.1) 

Proof: Let / be the extension of / 1 ,/ 2 satisfying formula (1. 1.1 ). Then I is at least a 
(well-defined) interval operator on X I vX 2• Let x;EX; and let "> t, denote the (original) 

basepoint order of (X;,/;) (i =I, 2). The basepoint relation of / shall be denoted by "> x 
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(xEX 1 uX2). The following formula describes the compatibility of:,; and :,;i. If a EX 1, bEX2 
and xEX 1, then 

X ::;.b <=> X ::;!p 2 (b ). (2) 

A similar formula holds for xEX2 • The implication from right to left in (2) is evident. Let 
x :,;a b. In view of the definition of/ we only have to consider the situation that xE/ 2(p 1 (a ),b) 
(see Figure 1.1 ). 

X 1 nX2 

p 2(b) ........................... b 

X 

a ........................... ► P1(a) 

Fig. 1.1: extending matching interval spaces 

As x is a member of the connector we have p 2(b)$T,x by definition of a gate. By the geometric 
property of/ 2 we conclude xEI 2(p 1 (a),p 2(b )), i.e. xE/ 1 (p 1 (a),p 2(b )). By the geometric proper­
ty of I I the last set is contained in I 1 (a,p 2(b )). 

For a proof that/ is geometric we use (I: 3.2). To this end, let a,b,x,yEX I uX 2 and 
y :,;a b and x :,;a y. We have to show that 

(4) 

We may assume that a,xEX 1 and b,yEX2, since by formula (2) other situations reduce to the 
original interval spaces. With the aid of formula (2) and the definition of gate we obtain the 
following implications: 

{
x::;!P1(x)$!pz(y) (*) {y$T,pz(y)$T,p1(a) (+) 

x$ay ⇒ P1(x)E / 1(p1(a),pz(y)) (**); y $ab ⇒ pz(y)E /z(p2(b),P1(a)) (++) 

Combining(**) and (+)yields y ::;1,p 1 (x), i.e. y $bx by formula (2). We obtain p 2(y)$!p 2(b) by 
using the definition of the gate p 1 (a) on ( ++ ). Combining this with formula (*) yields 
x$!p 2(b), i.e. x$0 b by formula (2). This completes the proof of (4), showing that/ is 
geometric. 

One can readily verify that an interval/ (a,b) meeting X I and X 2 will meet X 1 nX 2 in the 
gate of a ( or b) in X I n X 2 • 

For a proof of unicity, suppose that / is another geometric extension of / 1,/ 2 onto 
X 1 uX2 as described. Let aEX 1 and bEX 2, and let zEl(a,b)nX I nX2 • Then 

p 1 (a )E / 1 (a,z) =/(a,z) c;;;I(a,b ). 

Hence the point p 1 (a) is the gate of a in X 2 • Similarly the point p 2(b) is the gate of b in X 1• By 

the assumed geometrical property of I we obtain that the sets /(a,p 2(b)) and / 2(p 1(a),b) are 
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subsets of l(a,b ), i.e. I (a,b) is contained in l(a,b ). Let xEl(a,b ), say xEX 1• We established ear­
lier that p 2(b) is the gate of bin X 1, so in particular p 2(b)El(b,x). By the assumed geometric 
property of I we deduce that xE!(p 2(b),a), that is xEI (a,b ). As aEX 1 and bEX 2 were arbitrary 

we conclude that I =I. ■ 

The geometric interval space (X I uX 2 ,/) described in the previous theorem, is called the 
(geometric) amalgamation of (X 1 ,I 1) and (X 2 ,/z). We remark that if we do not require the 
intersection-property of intervals appearing in the previous theorem, then there may be more 
than one extension on X I u X 2. See Theorem 1.4 below for an affirmative result on modular 
spaces. 

The following result, which is easily verified, provides us with a different description of 
the geometric amalgamation. 

1.2 Proposition. Let (X,J) be a geometric interval space and let X 1, X 2 be subsets of X 
such that X 1 uX 2 =X and X 1 nX 2 is gated in X. Then following are equivalent. 
(J) Every I-interval meeting X I and X 2 also meets X I nX 2• 

(2) The subsets X 1, X 2 are gated in X. 

Jn the above situation, the gate maps X ➔X I and X 2 ➔X 1 nX 2 coincide on X 2• ■ 

1.3 Matching modular spaces. For modular interval spaces there is a simpler descrip­
tion of the geometric amalgamation. 

1.4 Theorem. Suppose that (X 1 ,/ 1) and (X 2 ,/z) are matching modular interval spaces 
with a commonly gated connector. Then, 
( J) The amalgamation interval operator I of X 1 ,X 2 is the unique modular interval operator 

on X I uX 2 that extends I 1 and 12• 

(2) If a EX I and b,cEX 2 then, 

M (a,b,c)=M 2(p 1 (a),b,c). 

Jn particular, if (X 1 ,/ 1) and (X 2,/ 2) are median then so is the amalgamation. 

Proof: The validity of statement (2) follows from the description of the amalgamation 
interval operator (Formula 1.1.1) and Formula (2) appearing 'n the proof of Theorem I. I. 

It immediately follows from (2) that the geometric amalgamation of (X 1 ,/ 1) and (X 2,/z) is 
modular. We are left with the unicity part of (2). To this end, let/ be another interval operator 
as described in the theorem. Aiming at the use of Theorem 1.1, Let a EX I and bEX 2 • Let 
p 1 (a) be the gate of a in X 1 n X 2 • By assumption there is a point 

- - -
XE J(a,p 1 (a)) n/(a,b) n I(b,p 1 (a)). 

As I extends I 1 ,/z we conclude that xEI 1 (a,p 1 (a)) n/ 2(b,p 1 (a)), i.e. xEX1 nX 2 • Hence, I(a,b) 

meets X I nX 2 • We can now apply Theorem 1.1 to obtain I =i. ■ 

1.5 Matching metric interval spaces. A collection {(X;,p;) I i=l,2, · · · ,n} of metric 
spaces is said to be matching provided the metric functions are matching, and all connectors 
X;nXi are closed inX; (1 $ictj$n). 
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Let (X 1 ,p 1) and (X 2 ,p2) be two matching metric spaces with a non-empty connector. We 
construct an extension p of p 1, p2 on X I uX 2 as follows. 

p(x 1,x 2)= inf p 1(x 1,c)+pz(c,x2) (x 1EX1,x2EX2)-
ceX1 nX2 

It is easy to see that p is a metric on X u X 2 • This metric is called the path-metric with respect 
to p 1, p2. In general the path-metric is not the only extension of p 1 and p2, but it is the largest 
metric extension on X I uX 2. The induced topology on X uX 2 is independent of the extension 
and equals the "Whitehead topology", see below. 

1.6 Theorem. Let (X 1 ,/ 1) and (X 2 ,/z) be matching interval spaces with a commonly 
gated connector. Suppose that 11,I 2 are derived from matching metrics p1 and p2 on X I and 
X 2 respectively. Then the following hold. 
(I) The path-metric p w.r.t. p 1,p2 is the unique metric on X 1 uX2 extending p1 and p2 and 

inducing the amalgamation interval operator I. 
(2) For a EX I and bEX 2 we have: 

p(a,b) = p 1 (a,p 1 (a))+ p2(p 1 (a ),b ). 

Moreover, if the metrics p 1, p2 are convex then so is p. 

Proof: First, we will show equality (2). To this end, let aEX I and bEX 2 • For each 

cEX1 nX2, 

p1 (a,p 1 (a))+ pz(p 1 (a ),b) ~ p 1 (a,p 1 (a))+ pz(p 1 (a ),c) + pz(c,b) 

= P1 (a,p 1 (a))+ P1 (p 1 (a), c )+ P2(c,b) = P1 (a,c) + P2(c,b ). 

The inequality is the triangle inequality of p2 • The first equality is due to compatibility of the 
metrics p1 ,p2 on X I nX 2, and the second equality only invokes the definition of the gate p 1 (a). 
By virtue of the definition of a path-metric we conclude to equality (2). 

Secondly, from the equality in (2) it follows that the metric interval operator of p 
equals /. Finally, for a proof of the unicity part of statement (1 ), note that a metric extending 
p1 and p2 and inducing/ must have the form as described in (2). ■ 

1.7 Repeated matchings; topological properties. The following result describes the 
convex and gated sets of.the geometric amalgamation. 

1.8 Proposition. A non-empty subset C of a geometric amalgamation (X I uX 2,/) is 
convex (resp. gated) if and only if 
(i) C nX; is convex (resp. gated or empty) in (X;,/;). 

(ii) If C meets X I and X 2 then it meets X I nX 2• 

Proof: By Proposition 1.2 X; is a gated subset of the amalgamation (i = 1,2). If C is a 
convex subset of the amalgamation meeting X 1 (say in x 1) and X 2 (say in x 2), then the gate of 
x 1 onto X 2 is a member of /(x 1,x 2)r;;;;C. The subset CnX; is evidently convex in (X;,/;) 

(i = 1,2). If C is gated in the amalgamation, then the intersection of gated sets C nX; is either 
empty or gated by (I: 3.4.4). 
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Conversely, let C be a subset as described in (i), (ii) with respect to "convex". If C is 
contained in either X I or X 2 , then C is evidently convex . in the amalgamation. Otherwise C 

meets X 1 nX2 , say in z. For anyx 1EX1 and.x 2EX2 we have 

l1(x1,P.2(x2)h;;l1(x1,z)~C ; l2(x1,P1(x 1))~12(x2,z)~C. 

Hence in view of Theorem 1.1 I (x 1,x 2) ~C. Whence C is a.convex subset of'the. amalgamation. 
Suppose C is as described in (i), (ii) with respect to "gated". If C meets X 1 nX 2 , then the 

gate of x;EX; in C nX; is the gate of x1 in the whole of C (i = 1,2). Indeed, assume i = l, and let 
zECnX2 • Then p 2(z)ECnX2. Hence the gate of x 1 in CnX 1 is contained in l(xi,p 2(z)) 
which is a subset of !(x 1 ,z). If C is contained inX I orX 2 , then we can apply (I: 3:4.3) to obtain 
that C is gated in the amalgamation. a; 

We are interested in topologies on geometric interval space such that convex sets are 
connected and gated sets are closed. Such topologies arise frequently, cf. Theorem II: 2.14 and 
Proposition II: 4.1. These topologies enabfo us to formulate condition (ii) of Proposition 1.8 
in terms of (topological) closure and connectedness. We work towards such a description for 
convex and gated subsets for an arbitrary finite sequence of matchings. 

First we introduce some notions. A collection of topological spaces (X;, t;);'=1 is said to 
be matching provided for all l:,; i,j:,; n the relative topologies induced on the connector X; nXj 
by X; and Xj coincide and the subset X; nXj is closed in X;. The Whitehead topology on 
u{X; I i = I, 2, · · · ,n} is defined as follows. A subset F of the union is closed if and only if 
A nX; is closed in (X;, t;) for all i. There is a similar description for open sets. 

(1.9) The Whitehead topology is the unique topology on u{X; I i=l,2, · · · ,n} such that tire 
spaces (X;, t;) occur as closed subspaces (i = 1,2, · · · ,n). 

From (1.9) it follows that any extension of two matching metric spaces with a non• 
empty closed connector induces the Whitehead topology. Unless stated to the contrary we take 
the Whitehead topology on the union of matching topological spaces. 

1.10 Lemma. Let (X 1,! 1) and (X 2h) be matching geometric interval spaces. Letb; 
(i=l,2) be a cover of X; consisting of gated sets endowed with a.topology such that•·b; is 
matching and 
(i) A subset C ~X; is convex iff C is connected and for each GE b; the set C n G is convex. 
(ii) A non-empty subset C ~X; is gated iff C is connected and for each.GE b; the set C n G is 

gated or empty. 
Then with respect to the Whitehead topology on the geometric amalgamation, 
(iii) A subset C ~X I uX2 is convex iffC is connected and for each GEb 1 ub2 the set.C nG 

is convex. 
(iv) A non-empty subset C ~X, uX2 is gated if! C is connectedandfor each GEh 1 ub 2 the 

set C n G is gated or empty. 

Rtoofl: Note that the cover, b 1 u b 2 is matching, LeLC £;:;A\ uX2 be a convex,.subser of: 
the amalgamation; meeting both,X:1 andX 2 . Then C meetsx I nX2 by Prop0s:ition'1~8. Hence 
C = (C nX 1 ) u ( C nX2) is a connected•subset of X:1 uX2 • Next let•C <;;;X 1.uX2 be connected 
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and for all Geh 1 vh2 the set C nG is convex. Let i = 1,2. As all intersections of type C nG 
with Gehi are connected by assumption, the subset C nXi splits into a finite number of com­
ponents, which by virtue of (i) are convex in Xi. Let C; denote the collection of such com­
ponents. 

Assume that K,l are distinct components in C1• As C is connected in X I vX 2 there exists a 
sequence of successively intersecting members C1 vC2 , starting with Kand ending with L. 
Note that the members of this chain must alternate between C1 and C2 • In particular, there ex­
ists a member L 'e C1 different from K, and a member Me C2, that meets both Kand L '. But 
then M nX I nX 2 is a convex set, hence connected, subset in C nX I meeting Kand L '. That is 
K =L ', a contradiction. 

We conclude that the set C nX 1 (i = 1,2) is connected and hence convex in (X 1,/ 1) by 
assumption (i). Similarly we obtain that the set C nX 2 is convex in (X 2 ,/z). As C meets the 
connector by connectivity, we obtain that C is convex in the amalgamation by Proposition 1.8. 
We have shown statement (iii). The proof of statement (iv) is similar. ■ 

Let {(X;,/i, t;) I i = 1,2, · · · ,n} be a finite collection of geometric interval spaces and topo­
logies such that for all i = 1, 2, · · · , n, convex subsets in Xi. are connected, and gated subsets in Xi 
are closed. From the previous lemma we conclude that if there is a matching procedure yield­
ing a geometric interval operator on the union v {(Xi,/i, tJ I i = 1,2, · · · ,n }, then: 

a non-empty subset of the union is convex (gated) iff it is connected and intersects each 
, Xi in a convex (gated or empty) part. (*) 

In particular, the convexity on the union is independent of the matching procedure. If all 
(X;,/;) are modular, then so is the interval operator on the union obtained by matching (use in­
duction and Theorem 1.4). As a median interval between two points equals the convex hull of 
these points, we deduce that the median interval operator is independent of the matching pro­
cedure. We don't know whether this holds for general modular spaces. 

There is a special type of space where the matching techniques are applicable, the con­
nected cubical polyhedra. See section 3. Van de Vel has shown that if there is a median con­
vexity on a cubical polyhedron (which need not come from a matching procedure!) that ex­
tends the interval operators on the cubes, then the convexity must be of type (*). 

If (Xi,li, t;) are as above, and if the I; are derived from matching (convex) metrics p; that 
induce the topology ti (i = 1,2, · · · ,n), then an interval operator on v {(X;,/i,t;) I i = 1,2, · · · ,n} 
obtained by a matching procedure is also induced by a (convex) metric. This follows by induc­
tion and Theorem 1.6. Somewhat surprisingly it turns out that this metric is independent of 
the matching procedure. In fact something stronger holds. 

The following notions are well-known. Let A ~X be sets and let Q be a cover of X. A 
chain of Q on A is a finite sequence Ui, · · · ,u.en such that U;nUi+I nA ;1,0 for all 
i = 1,2, · · · ,n - I. Two points a,beA are connected on A by a chain of Q if there is a chain of Q 

on A such that ae U I and be u •. 
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1.11 Lemma. Let nEIN and let Q= {(X;,p.;) Ii= 1, · · · ,n} be a collection of matching 
metric spaces. There is at most one metric p onX=u7=1X; such that 
(i) p extends p; for each i = 1,2, · · · ,n. 
(ii) Each a,bEX can be connected by a chain of Q on I p(a,b ). 

Proof: Suppose that d is another metric on uf =tXi with properties (i) and (ii). We verify 
the following statement by induction on k ~ 1: 

If a,bEX are connected by a chain (X;)j=, on / p(a,b ), then p(a,b) ~ d(a,b ). (*) 

Formula (*) trivially holds fork= 1. Assume that (*) holds for some kEIN. Let a,b EX and let 
(Xi)j!/ be a chain of Q on lp(a,b). Fix xElp(a,b)nX;, nX;,,.. Then p(a,x)=d(a,x) and 

p(x,b)~d(x,b) by the induction hypotheses. AsxElp(a,b) we obtain 

p(a,b) = p(a,x) + p(x,b) ~d(a,x) +d(x,b) ~ d (a,b ). 

This concludes the induction. By permuting the roles of p and d we obtain d(a,b)~p(a,b). 
Whence d(a,b)=p(a,b). 111 

1.12 Corollary. If (X;,p;)f=I are matching metric spaces (n EIN), then there is at most 
one metric p on u{Xi I i = 1,2, · · · ,n} with connected intervals and extending all Pi· Ill 

1.13 Corollary. Let (X;,p;)?=, be a finite collection of matching modular metric spaces. 
( 1) If for all i 5 n the metric p; is convex, then there is at most one convex modular metric p 

on u{X; I i = 1,2, · · · ,n} extending all Pi· 
(2) If the set u {X; I i = 1, 2, · · · , n} is connected, then there is at most one modular metric p 

on this union extending all Pi· 

Proof: If all (X;,p;) are complete, then so is the metric p on the union. By Theorem 
II: 2.14 p has connected intervals in both circumstances (1) and (2). Hence we can apply 
Corollary 1.12. The proof of the general case follows by taking completions (by Theorem 
II: 3.1 the completion of a modular metric space is modular). 111 

L14 Problem. Does there exist a metric as in 1.11 or 1.12 or 1.13? 

§ 2 Matching adapted metrics 
The following theorem, which is formulated in a general setting, states that two compatible 
metrics on the summands of a geometric amalgation can be extended to the amalgamation, 

2;f Theorem. Let (X 1 ,/ i), and (X 2,/ 2) be matching geometric interval spaces with: a 
commonly gated connector, and letd 1, d2 be convex compatible metrics ow(X1,r1), (X2,I2) 

respectively, that match. If all balls of type 

Dd,(x;,df(xi,X, nX2)) 

for i= 1,2 and x;EX; are gated, then there is one and only one convex metric d1owX 1 uX2 exc 
teridlrig d, ,d2 that is compatible with (X I uX 2,/). The metric d equals the path-metric 1-iV'.t: 
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Proof: Letddenote the path-metric w.r.t. di,d 2 • The closed balls of d 1,d2 ,d are denoted 
by, respectively D 1 ,D 2 ,D. By p; (i = 1,2) we denote the gate function X; ➔X1 nX2 • 

Assertion: Let aeX 1, beX 2 and t = d 1 (a,X I nX 2). Then there exists a ceX I nX 2 with 

d(a,b)=d 1(a,c)+d 2(c,b) ; d 1(a,c)=t. (1) 

In particular, c realizes the infimum appearing in the definition of path-metric. 
To this end, by Lemma IV: 3.4(1) the crmvex set D 1(a,t) meets X 1 nX2 (e.g. in p 1(a)). 

Hence, the subset D 1(a,t)nX 1 nX2 is gated in X 1 nX2 • Let c be the gate of b in 
D 1 (a,t) nX I nX 2. We claim that c satisfies (1). See the figure below. 

pz(b) ________ b 

m 

By Lemma IV: 3.4(1), c realizes the distance of b to D 1(a,t)nX 1 nX2. Now let 
meX 1 nX2 • As d 1 is convex we can find m'eX 1 with 

d 1 (a,m)=d 1 (a,m')+d 1 (m',m), and d 1 (a,m')=t. 

That is, 

m'eD 1(a,t), m'eD 1(m,d(a,m)-t). (2) 

Letm" be the gate of m' inX 1 nX2 • Then by virtue of formula (2) and (I: 3.4.1): 

(3) 

Note that m' and m" lie in the boundaries of the balls that occur in (2), (3). In particular, we 
have d 1 (a,m ")=t =d 1(a,c). Hence we have the following inequality: 

d, (a,c)+d2(c,b) ~d, (a,m ")+d2(m ",b ). (4) 

From (3) we also obtain the following equalities: 

d, (a,m)=d 1 (a,m ')+d 1 (m ',m)=d 1 (a,m ")+d 1 (m ",m). 

That is 

d(a,m ")=d(a,m)-d(m ",m). (5) 

Now, the triangle inequality of d and formula (5) give 

d 1 (a,m ") +d 2(m ",b )~d 1 (a,m ")+d 2(m ",m)+d 2(m,b )~d 1 (a,m)+d 2(m,b). 

Whence, d 1(a,c)+d 2(c,b)~d,(a,m)+d 2(m,b), by formula (4). As meX1 nX2 was arbitrary we 
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conclude to formula (1) by invoking the definition of d. 
From formula (1) one can easily deduce that dis convex. Next, let C be a convex subset of 

the amalgamation and r > 0. We consider two cases. 
Case (i): C nX I nX 2 '# 0. In this situation we claim that the following formula holds for 
i= 1,2: 

D(C,r)nX; =D;(C nX;,r). (6) 

We may assume that i =I. The inclusion from right to left is evident. For a proof of the other 
inclusion, let y be a member of the left-hand side of (6). We shall show the following: 

For all E > 0 there exists a cE C nX I such that d 1 (y,c) < r + e. (7) 
Take E > 0. By definition of distance to the subset C, there exists a cE C such that d(y,c) < r + e. 
If ceX I we are done. Otherwise, by the Assertion there exists an mEX I nX 2 such that 

d 1 (y,m)+d 2(m,c)=d(y,c) < r +E. 

Now lets =d 2(m,c). Then the ball D 2(m,s) contains c and, being convex, it also contains the 
gate p 2(c) of c. Hence we have d 1 (y,m)+d 2(m,p 2(c) < r +E, so d(y,p 2(c) < r + e. This finishes 
the proof of (7). From (7) we conclude that d 1 (y,C nX 1 )$ r, i.e. y is a member of the right-hand 
side in (6). 

By applying Proposition 1.8 to formula (1) we conclude that D(C,r) is convex in the amalga­
mation. 
Case (ii): C nX I nX 2 =0. By Proposition 1.8 this means that the subset C is exclusively con­
tained in X 1 or X 2 . We may assume that C c;;;X 1• Lett =d 1(C,X 2 nX 1). Then, 

D(C,s)=D 1(C,s) (0$s$t). (8) 

To this end, as the inclusion from right to left in (8) is evident, let x be a member of the left­
hand side of (8). Suppose that xEX 1• As X I is d-closed there exists an E > O such that D(x, E) 

avoids X 1. Also there is a cE C with d (c,x) < s + E. Now by the Assertion there is a point 
yeX I nX 2, with d(c,x)=d(c,y)+d(y,x). Whence d(c,y) < s, a contradiction. 

From formula (8) we conclude that D (C,s) is convex for each s $ t. As d is a convex metric, 
we have the following equality for s > t, 

D(C,s)=D(D(C,t),s -1). (9) 

By (8) we have D(C,t)=D 1(C,t)c;;;X 1, whereas Lemma IV: 3.4(1) implies that 
D 1(C,t)nX 1 nX2 '#0. Hence, we can apply case (i) to the right-hand side of(9), which yields 
thatD(C,r) is convex in the amalgamation. 

Finally, let d' be another metric as described, and let the closed balls of d' be denoted 
by D'. As d' extends d 1, d 2 we have d'$d. Let aeX 1, beX 2 and let t =d 1 (a,X 1nX 2). Then, 

D 1(a,t)=D'(a,t). (10) 

As the inclusion from left to right in (10) is evident, let y be a member of the right-hand side of 
(10). By Proposition 1.2 the gate p 1 (a) of a in X 2 nX 2 is also the gate of a in the whole of X 2 • 

So we obtain from Lemma IV: 3.4(1) that 

d'(a,X 2 )=d'(a,X 1 nX2)=d'(a,p 1(a))=t. (11) 

Now observe that each point different from y in the d '-interval ld•(a,y) must lie in X 1, and that y 
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is the limit of such points by the metrical convexity of d'. As the gated set X I is d'-closed 
(Lemma IV: 3.4(1)), we obtain that yeX 1• Whence y is contained in the left-hand side of (10). 

We also conclude from formula (11) that d'(a,b):?.t. As the metric d' is convex we can find 
meX 1 uX2 with 

d'(a,m)+d'(m,b)=d'(a,b) ; d'(a,m)=t. 

In view of formula (10), me D 1 (a,t) \;X 1, hence the gate m' of m in X I nX 2 is also contained in 
D 1(a,t). Similarly, m'eD'(b,d'(a,b)-t) as meD'(b,d'(a,b)-t). Whence, 

d 1 (a,m')+d2(m ',b)5 t +d'(a,b )-t =d'(a,b ). 

By invoking the definition of the path-metric d, we conclude d(a,b)5d'(a,b). P..s aeX 1 and 
beX 2 were arbitrary we have shown d =d'. ■ 

2.2 Theorem. Let (X;,p;) and (X 2,p2) be complete modular metric spaces such that the 
connector is gated in both spaces and let d; (i=1,2) be convex adapted metrics on X; that 
match. Then the path-metric of d 1 ,d2 is the unique convex metric on the union of X 1, X 2 that is 

adapted to the path-metric of p1 ,pz. 

Proof: Closed balls around points in (X;,d;) are p;-convex and closed, hence they are gat­
ed by virtue of Theorem II: 5.7. Hence by Theorem 2.1 the path-metric d of d 1 ,d2 is the 
unique convex compatible metric on the geometric amalgamation of the X I and X 2 • Using 
Theorem 1.6 we obtain that dis adapted to the path-metric of p1 ,p2• ■ 

§ 3 Application: special metrics on collapsible polyhedra 
We recall the following definitions of Mai and Tang (53]. Let K be a cubical complex. 

A subset Y of I K I is called a generalized cuboid, abbreviated GC, if Y is connected and for 
every cube Jk the subset Y nlk is either empty or takes the form 

(3.1) {(y 1, • • · ,yk) I s;5y;51;,i=l,2, · · · ,k}, 

for certain s; 5t; (i = 1,2, · · · ,k) in /. Alternatively, if we equip all cubes of K with the sum­
metric then Y is connected and meets every cube in a gated subset. 

K is called collapsible if there is a sequence of subcomplexes K 0 ,K 1, • • • ,Kn of K, and 
non-empty subcomplexes L; of K; (i=l,2, · · · ,n), such that K 0 is a point, Kn=K, and 
K;+ 1=K; ul; x/, where 

L;X/={cx{O},cx/,cx{l} I eel;} (i=0,1, · · · ,n-1). 

K is called regular if each L; is a GC of K; 

The following is easily verified. 
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3.2 Lemma. let (X 1,/ 1 ), (X 2,/ 2) be geometric interval spaces with compatible metrics 
d 1, d2 respectively. Then the max-metric dm onX 1 xX2 given by 

dm((x 1,x2),(y 1,Y2))=max(d 1 (x, ,y 1),di(y 1,Y2)), 

for x 1 ,y I EX I and x 2,y 2EX 2 is compatible with (X I xX 2,1 1 x/ 2). Moreover, dm is convex if d 1 

and d 2 are. ■ 

3.3 Theorem. Let K be a regular collapsible cubical polyhedron. Then the following 
hold. 
(1) There exists a unique convex median metric p on K such that the restriction of p to each 

cube of K is the sum-metric. Moreover, a subset C of K is gated precisely if C is a GC. 
(2) There exists a unique convex metric d adapted to p such that d restricted to each cube of 

K yields the max-metric. 

Proof: The unicity of statements(!) and (2) follow from Corollary 1.13. For a proof of 

existence of these metrics, let K;,Li be as in the definition of collapsible cubical polyhedron. 
We shall show that (1) and (2) hold for Ki with induction on i. For i = O this is obvious. Let 
i >0, and let d;,P; be metrics satisfying (1) and (2) for Ki. By the induction hypotheses, L; is a 
gated subset of K;, Hence the restriction of p; to Li yields a convex, median metric. So the 
sum-metric p, on Li x I is also a convex median metric. Moreover the subset Li occurs as a gat­
ed subset of L; x /. Hence we can apply Theorem 1.6 to obtain a convex median metric P;+i on 

K;uL;xf=K;+i· First, the restriction of Pi+t to cubes of K;+i is the sum-metric. Next, the 
description of gated sets of K;+i is as desired by Lemma 1.10. This concludes the induction 
step for statement ( 1 ). 

By the induction hypotheses (Ki,d;) is a convex metric adapted to Pi· Using Proposition 
IV: 3.6 we obtain that the restriction of d; to Li is a convex metric, adapted to the restriction of 
Pi to L;, Hence the max-metric dm on Li x/ yields a convex metric adapted to ds -see Lemma 
3.2. We can now apply Theorem 2.2 to obtain an adapted metric of P;+i that extends d; and 
dm. This adapted metric evidently satisfies (2). This concludes the induction step for state­
ments (1 ), (2). ■ 

In [53, Lemma 1] it is shown that a collapsible polyhecfron S (see [78]) can be subdivid­
ed to a regular collapsible cubical complex K such that the polyhedron of any subcomplex of S 

is exactly the polyhedron of the corresponding subcomplex of K. Hence, from Theorem 3.3 we 
obtain the following. 

3.4 Theorem. If S is a collapsible polyhedron, then there are metrically-convex metrics 
p,d on S, such that (S, p) is a median metric space, and dis adapted to p. ■ 

3.5 Corollary. ([53, p. 336]) A collapsible polyhedron admits a hyperconvex metric. ■ 

It is an open problem whether the converses of Theorem 3.4 or Corollary 3.5, hold. 



CHAP'I'ER VII 

MEDIANS VERSUS STEINER TREES 

The theory of Steiner trees deals with the following type of problem. How can you design 
a network connecting all consumers and minimizing the quantity of material used? This 
type of problem arises in the design of telephone networks, oil pipelines, and electrical cir­
cuitry. The main result of this chapter is that in general median metric space such trees 
exist and can be found in a finite number of steps. This generalizes and strengthens a result 
of M. Hanan [35] in the plane. The method employed by Hanan is rather technical and 
ad-hoe as it involves highly specific constructions in the plane. In contrast, we have based 
our methods on a fairly well developed geometry of median metric spaces. In particular, 
there is no need to restrict to two dimensions. (') 

§ 1 Introduction 
Let (X,p) be a metric space. Let G = (V,E) be a graph in X, i.e. V .;;;X. The length of an 

edge is the distance between its vertices and the length of G is the sum of all edge lengths. 
Let C = { c 1, · • • , c.} be a subset of X. The graph G is connecting C if G is connected and 

C.;;; V .;;;X. In this circumstance vertices in V\C are called additional. Suppose that we have a 
graph of minimal length connecting C. By minimality, removing an edge must result in a 
disconnected graph. Hence the connecting graph must be a tree (see for instance [24, Theorem 
2.1 ]). From now on, a graph connecting C of minimal length will be called a Steiner tree of C, 
after J. Steiner who considered the case n =3. In this case at most one additional point is re­
quired (see below), i.e. the Steiner point as encountered in section 4 of Chapter I. 

In general a Steiner tree will contain several additional points, however the number of 
such points can be restricted. To show this we recall the following (well-known) formula for a 
tree (T,£) (cf. [24, pp. 22-24]): 

#End (T)- 2 = 'J:,dcg(p)2'leg (p )- 2, (*) 

in which the degree, deg(p), of a point pe T is the number of neighbors of p, and End(T) 

denotes the endpoints of T, i.e. the points of degree 1. 
Now consider a tree (T,£) connecting C. We can discard any additional point of degree < 3 

to obtain a Steiner tree connecting C where all additional vertices have degree ;:: 3. In particu-

The results of this chapter were obtained by van de Vel and the author. 
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lar, endpoints of the tree must be members of C. It then follows from formula (*) that. the 
number of additional vertices does not exceed #C - 2. Hence without loss of generality we may 
assume that any tree connecting C is a tree with at most #C -2 additional points, This observa­
tion implies the existence of a Steiner tree in situations where the set.of (potential) additional 
points can be taken compact, e.g. when closed balls are compact. 

Mbst research on Steiner trees is done in the context of the Euclidean plane. For a sur0 

vey see [29), a less technical survey can be found in the January 1989 edition of Scientific 
American [14]. 

In a 1961 paper Z.A. Melzak [54] gave a finite algorithm for finding.Steiner trees in the 
Euclidean plane - see also the book of Melzak [55). Fifteen years later it was shown by 
Garey, Graham and Johnson [27) that the computation of Steiner trees in the Euclidean plane 
is "NP-hard". The NP-hard problems - NP stands for Non-deterministic Polynomial - are a 
wide class of problems with the following important property: 
- No NP-hard problem is known to be solvable by a polynomial time-bounded algorithm. If 
any NP-hard problem can be solved in such a fashion then all NP-hard problems can be solved 
in such a fashion. 

In contrast, finding a tree of minimal length without introducing extra points can be 
solved in polynomial time, see [24, p. 26). The class of NP-hard problems includes many 
problems notorious for their computational difficulty, such as the traveling salesman problem, 
the graph chromatic number problem, tautology testing, and clique finding. It is widely be­
lieved (though not yet proved) that no NP-hard problem can be solved in polynomial time. 
Hence, NP-hardness is a very strong indication for inherent intractability. 

As an example of this, calculating a Steiner tree in the Euclidean plane on 29 points was 
close to the limit of computing capabilities in 1989 ([14]). The following is quoted from [68). 
When the Long Lines Department of the Telephone Company establishes a communications 

hookup for a customer, federal tariffs require that the billing rate is proportional to the length 
of a Steiner tree connecting the customers termini. In light of the previous this kind of billing 
is not attainable. 

Sometimes other metrics than the Euclidean are considererl, Most notably is the Steiner 
tree problem for points in the plane endowed with sum metric, which has an important applica­
tion in printed circuitry. Here n points on an insulated plate are to be electrically connected: 
For important technical reasons the nozzle that sprays the thin metal lines onto the plate can 
only move vertically or horizontally. 

It was shown by M. Hanan in 1966 [35) that in these circumstances a Steiner tree can be 
found' in the lattice generated by the original points. Hence; such trees can be found in a finite 
number of steps. Unfortunately, just as in the Euclidean case the complexity of the problem: is 
NP-hard; as is shown by Garey and Jbhnson [26), 

As medians areSteiner points{<rorolliuy II: 1.12), and'as the. sum metric on,the plane is 
one of the most prominent' examples of a median metric, the question arises wltether there are 
general results on Steiner: trees for median metnic spaces. The answer, which is• affirmative, 
shall be the topic of the nexrsection. 
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§ 2 The main result 
In this section we will prove that in general median metric space a Steiner tree exists and 

can be found in the (finite!) median stabilization of the original points. Hence, also these trees 
can be found in a finite number of steps. We mention that two methods to compute the median 
stabilization were described at the end of section 2 in Chapter I. 

From now on we let (X, p) be a median metric space and C ~X. 

2.1 Lemma. Let G ~X be gated with gate function p, and let xeX. If yeco(G u{x}) 
then p(G,y)S p(G,x). 

Proof: By JHC there exists a ceG with ye/(x,c). On the one hand p(x,c) equals 

p(x,y) + p(y,c) = p(x,y) + p(y,p (y )) + p(p (y ), c ). 

On the other hand p(x,c) equals 

p(x,p (x )) + p(p (x ),c) = p(x,p (x )) + p(p(x ),p (y )) + p(p (y ),c ). 

Comparing these expressions yields 

p(y,p(y)) = p(x,p(x)) +p(p(x),p(y))- p(x,y) S p(x,p(x)). 

The latter inequality holds by contractivity of p. 

The following result is fundamental. 

■ 

2.2 Theorem. There exist Steiner trees connecting C. In fact, there is a Steiner tree 
with vertices in the median stabilization of C. 

Proof: h suffices to prove the result for finite median metric spaces X. Indeed, start with 
any tree connecting C, say with vertices in V. Then the median stabilization of V is a finite 
median metric space, hence by assumption there exists a tree in med(C) whose length does not 
exceed the original one. This then shows the theorem for general X. 

If X is finite then the first statement is evident. For a proof of the second; let S = (T,E) be 
a Steiner tree connecting C such that the number points in med (T) is minimal. Suppose that 
med(T)'#med(C). From now on, we consider med(T) as the ambient median metric space. By 
Theorem I: 2.19 there exist halfspaces H 1, H 2 in med (T) such that 

H 1 nH 2 '#0 ; H 1 nH 2 nC=0. 

We may assume that H 1 and H 2 are minimal with this property. The convex hull of any point 
in Hi (i=l,2) and the whole of (H;)' equals med(T), as otherwise we could contradict the 
minimality of Hi. So by Lemma 2.1 the distance p(s,(Hi)') for seH 1 nH 2 and i=l,2 only 
depends on i. We will denote these distances by Pi. For i = I, 2 we let Pi denote the gate func­
tion X ➔ (H;)', 

By adding extra points if necessary we may assume that if a point seH 1 nH 2 has a 
neighbor in (H;)' then this neighbor equals the gate of sin (Hi)'. Let n 1 be the number of points 
in H 1 nH 2 which have a neighbor in (Hi)', but not in (H 2)'. Define n 2 analogously. 
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For· i = 1, 2, let F; : T ➔(H I n H 2)' be the identity on points of (H I n H 1)' and F;(s) = Ph) 
for•points ofH'i nH2 • Consider the graph G; (i = 1,2) with vertex set eqoal'to the image of F;; 

two vertices F;(u), F;(v) are neighbors iff u and v are. 

One can easily show the following estimations: 

length (G 1 )~ length(S)+(n 1 -n2)P1 ; length (G 2) ~ length (S) + (n2 -n1)P2 

Hence n I must equal n2 and both G i, G 2 must be Steiner trees connecting C in (H I nH 2)'. 

Being the union of two convex sets, the set (H I n H 2)' is median stable. Moreover it is a 
genuine subset of med(T), thus contradicting the minimality assumption on T. Hence 
Tr;;;,med(C). ■ 

The lattice generated by a set of points in the plane yields a median stable set, which is 
generally larger than the median stabilization. Hence Theorem 2.2 is a strengthing ofthe result 
of Hanan in the plane. Our result is moreover applicable to other spaces such as IR" with the 
sum metric (nelN), or more general spaces of type L 1 (µ) or K 1 (µ) (e.g. probabilistic spaces). 

With the use of the amalgamation technique we developed in Chapter VI, we can construct 
"tailor-made" median metric spaces. As an illustr_ation of this, one could say that Hanan was 
designing a telephone network for Manhattan without taking the heights of the buildings in ac­
count - the consumers of the network are all supposed to be located on the ground floor. 
There is a natural concept of distance between points of Manhattan. Inside a building the dis­
tance involved is the sum metric; the distance between points in different buildings is the dis­
tance between the projections on the ground floor plus the respective heights. This metric 
space can be constructed by "repeated amalgamation of buildings with the plane". In view of 
Theorem VI: 1.6 this metric is median, hence Theorem 2.2 is applicable. 

We observe that not every Steiner tree connecting C lies in the median stabilization as 
simple examples in the plane show. However each Steiner system lies in the (median) convex 
hull of C. This result is similar to the situation in the Euclidean plane. Each Steiner tree in the 
Euclidean plane lies in the convex hull of the original points ([29, 3.5 ]). We need the follow­
ing result. 

2.3 Lemma. let G r;;;,X be gated with gate function p, and let x 1, • • • ,x.eX such that 
x 1eG. Then 

r,;;:/ p(x1,X;+1);?: p(p (x.),x.) + r,;;:/ p(p (x;),p(X1+1 )). 

Proof: By induction on n. For n=2 the result follows directly from definition-of gate; As 
to the step n ➔n + 1, use that 

p(x.,p(x.)) + p(xn,Xn+I);?: p(Xn+1,p(x0 ))= p(xn+I ,p(xn+I ))+ p(p (x.),p(x,..+1)). • 
2;4. Proposition. Let G = (V,E) be a- connecting gmph of C r;;;,X lei' c 0e C and: let 

p :X ➔ co(C\{c 0 }) be the gate mapl "Chen-the graphB''=p(G)u{p(o 0 )hH'),witk 

E'={p(u)p(v) I uveE}u{cop{c 0)} 

connects C and its length does not exceed tliat of G. 
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Proof: Consider a path yfrom c0 into co(Cl{c 0 }). Then, by Lemma 2.3 and the con­
tractivity of p we obtain: 

LuvEEp(u, V) = Luvqp(u, V) + Luvel(u, V) 

$ p(p (c o),co) + Luvqp(p (u ),p (v )) + Luvel(p (u ),p (v )). 
1111 

2.5 Theorem. The vertices of a Steiner tree connecting C are contained in the convex 
hull of C. 

Proof: Suppose that T = (V,E) is a Steiner tree connecting C and that m is an additional 
vertex. T is evidently also a Steiner tree of Cu {m }. Consider the graph as constructed in Pro­
position 2.4 with respect to m. Suppose that ml/. co (C). Let p be the gate of m in co (C). By re­
moving the vertex m and vertex mp (m) we obtain a graph connecting C of smaller length, a 
contradiction. Hence me co (C). 11 
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