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## Preface

In the preface of this essay I think a few remarks on the way by which I came to this subject should be given. After more than half a century of activity in the world of mathematics I feel a growing want of motivation. Half a century ago - at the beginning of my career - modern mathematics was still in its early years and in any case university programmes were mainly classical. Just mathematicians of these generations have observed a gigantic development. They have experienced the transition from the old phase into the modern one. This development raised the question in me what the sense of this all would be and what mathematics is after all.

I feel a growing need of seeing structure in the evolution. Such questions ask for historical foundation. I see a way in research of fundamental historical kind in connection with philosophical reflections. Earlier I already published some studies of a somewhat more special kind in this area. The present study gives a broader picture of the general way of the evolution, ultimately leading to a tentative to formulate a standpoint with respect to the nature of mathematics. In this area standpoints grow gradually and they can change. Therefore they are of a subjective character. Just this makes discussion with other mathematicians desirable. Here especially my discussions with D. van Dalen, which appeared to be very fruitful, must be mentioned.
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## Preface to the second edition

This essay is an essentially enlarged and revised edition of the first edition from 1984. The publication of a book written by Professor S. Dresden entitled Wat is creativiteit? (Amsterdam, 1987) stimulated the author to write this new edition. Although Dresden is mainly concerned with reflections on creativity in the area of Arts - the alpha-culture - science is not entirely excluded, and it was most exciting to observe that many aspects discussed in this book find parallels with facets in the evolution of mathematics. Indeed, creativity is a most important feature of mathematics. This essay and Dresden's book are in some way of the same character. The essay is not mathematics, it is a writing about mathematics. Special emphasis is laid on the influence and various forms of creativity in mathematics. In an Appendix I add some remarks on the fundamental concept of "proving" in mathematics: "proofs" are in some way the closure of acts of creativity.

As a consequence the style of writing is rather unusual for mathematicians, being more contemplative and speculative, not always verifying the strong criteria for mathematical writings. It must be taken into account that strong and sharp definitions of the various concepts, as is necessary in mathematics itself, can hardly be formulated. Who can exactly define "making" or "doing" mathematics, "inventing" respectively "discovery", "creating" or "creativity"? The many interrelations between such concepts make it very difficult to seperate them exactly in a discussion, although their significance is different. Therefore it is difficult to treat the subject in the traditional mathematical form of chapters, paragraphs, sections, under-sections, etc. Reading Dresden's book, one will perceive the same style. For these reasons I designed the book as an "Essay", because it is perhaps closer to Alpha-science than Beta-science, where essays are not customary. In this context I point to the relations with and the influences by the discipline Signifika, a philosophical-linguistical domain that is concerned with acts of communication by languages, initiated in the first decades of our century by the Dutch mathematician-philosopher G. Mannoury, who was active in the group of L.E.J. Brouwer, D. van Dantzig, Fred. van Eeden and some others. I found an opportunity in this essay to give some more details. A more complete introduction should have taken too much place. In fact parts of this book are in the domain of Signifika, rather than in mathematics.

Finally a more personal remark. After 60 years of uninterrupted intensive working in mathematics, my interest in new concrete mathematical theories shifted to more philosophical contemplative aspects. At an old age, one asks
himself what after all would be the deeper sense of what one has been doing: the way towards philosophy and human culture. I hope that this essay, which was written as it came up in my mind, may stimulate others to continue in the same field, since there seems to be a growing interest in this subject among mathematicians.

My collegue A.W. Grootendorst from the Technical University at Delft and my sons A.D.A. and W.A.A. Monna have critically read the manuscript. Because of my age it would have been impossible to publish this essay without their assistance.
A.F. Monna

De Bilt/Utrecht
The Netherlands
Summer 1991
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## I. Introduction

## I.1. The aims of this study

In previous papers I published some reflections on general trends in the progress of mathematics. These reflections were of a mixed character: partially of historical kind, partially mathematical-philosophical [1]. The subjects concerned:
a. History and analysis of the phenomenon of tendencies towards algebraization of mathematics;
b. The introduction of sets as a methodological apparatus, and their influence in mathematics and in particular in analysis (the notion of existence in mathematics);
c. Reflections on external, respectively internal influences in the evolution of mathematics;
d. Reflections on the gigantic growth of mathematics in modern times.

These studies differed from the most common historical papers. Most of these are studies on the history of special domains, investigations on the work of mathematicians in the various periods of the past, etc. My aim was a different one. I tried to eliminate special results and theories in order to find the general way of mathematics. So I considered the evolution of mathematics as a whole. In studies of this kind conclusions must be based on results and theories, on facts. But their role is only to support opinions on the general evolution. What I want is a kind of synthesis, a total-history, a history of mathematics finding a place in the general History of Ideas. Themes may be: "The development of mathematical concepts"; "The rise and ways towards abstractness"; and as a main theme the Idea to form a theoretical model of mathematics. There are not many studies of this type but I think there are numerous more special studies on which such a general history can be based.

In the present study some ideas on a synthetical study are formulated. It has the intention to serve as a program for a research project in this field. I shall discuss problems on causal relations in the great line of the evolution and suggest to see the evolution of mathematics as a chain of phases, etc. A study of this kind is not merely descriptive. It does not concern the history itself but a Theory of the evolution. Such a Theory is not a natural or logical consequence of the facts and therefore of a new level. I think it is important to consider another aspect: how were fundamental developments realized? Under what conditions and situations did mathematicians create new ways? How did they come alive? Can all be explained by purely historical processes or was there
more? The attitude and the way of working of mathematicians must find a place; it is a psychological aspect of the progress of mathematics.

A study of this kind should be concerned more with explanation or better understanding of the rise of developments than with a description of facts. This is a difficult domain. When we ask how certain developments came to life the answers will have the danger of subjectivity. Arguments are difficult, more difficult I think than when it concerns description. In the present paper one will find some personal ideas on some of the essential problems. They should be seen as first attempts and more profound study will be necessary in the framework of a research project. In an Appendix some concrete examples will be given of the problems which I have in mind, including some personal remarks. Such a project can presumably not be the work of one man and will take several years.

## I.2. SUBJECTIVITY AND OBJECTIVITY

I will make some remarks on the question of subjectivity and objectivity for such a project. When it concerns reflections on the great line of the evolution of mathematics it is not easy to avoid personal opinions. Does strict objectivity exist? It should be kept in mind that the historian already knows what has happened after the developments he wants to analyse. In some way he has an overall picture of the field. Can he escape from the danger of taking too less distance from his complete knowledge when he wants to describe and explain certain developments? Will he not be inclined to project his own opinion on the facts of the past, and to take them as the base of his judgments? This is a danger when interpreting the evolution. I think I did not escape myself. In my publication [1c] on external, respectively internal influences in the evolution of mathematics, I saw the classical period as one with mainly external influences. However, I looked on modern mathematics as a science which is developing mainly in an autonomous way, a science that is produced by internal factors. In my view there is an essential gap between these periods which I consider as a discontinuity in the evolution. But probably this view is based on my personal concept of mathematics as a free mental activity. In this view internal factors lie at the base of the explosive developments of modern time. What can be said about them? Modern mathematics as an "idea"? Probably my previous studies on strong and weak existence in mathematics are not free from personal concepts. Earlier I described the phenomenon of the algebraization of mathematics [1a]. This is also a personal interpretation. Surveying the history as a whole I came to my interpretation as the way of "algebraization". Starting from this concept I tried to find more examples which confirm this point of view. But is this an objective way of research? For modern theories and results algebraization is perhaps a feature which is quite evident and it can be accepted as an objective fact when thinking of the all penetrating influence of algebraic structures. But is it allowed to describe a systematic algebraization as an essential aspect beginning with Descartes? How did mathematicians as Bourlet and Drach look on their attempts to "algebraizise" the notion of the
derivative of a function? (see [1a]). Was there a conscious strive towards algebraization, or is there a projection of personal concepts on the course of history? In the same light one has to see my reflections in the present paper on the question whether there exists what I shall call a "natural progress" in the evolution of mathematics.

Should a so subjective historiography be rejected? I think there is no reason to do so. Just by means of interpretations from different points of view it is possible to get more insight in the nature of mathematics and this seems to be especially useful in a time of explosive growth.

## II. The Way of Mathematics

## II.1. The evolution of mathematics: a natural development?

In my previously mentioned papers on the great line of the evolution it was stated that there are certain essential aspects in the evolution which deserve special attention. I designed them as discontinuities in the evolution [1d]. Examples were given as for instance the arithmetization by Descartes, the developments around Leibniz and Newton, Cantor and the theory of sets, and in particular the transition from the classical to the modern era.

Such discontinuities should be considered as a breakthrough in the course of the evolution in the sense, that after such a point, or after such a period in the developments, the image of mathematics changed considerably and essentially new aspects were added. They are not always connected with the work of one special mathematician and they cannot always be fixed exactly in time. Sometimes the realisation took several years and needed a long time to come fully in development.

This notion of "discontinuity" will be a major topic in this paper. It is related to the way of progress in mathematics. Is there an aspect in the evolution which can be called "continuity", without giving for this moment a definition of what should be meant by it? Certainly there is something like continuity in the sense that mathematics is steadily growing, for instance in such a way that old areas are incorporated in new broader areas by activities of generalization or otherwise. There is the tendency towards "general theories". There is also the phenomenon that subjects are pushed to the background but in later phases return in a new form. It is a kind of global continuity. But, when speaking on discontinuities, that is not the feature I mean. I think of a psychological discussion on how progress is realized and on the connections with the past.

Let me illustrate what I have in mind by some examples. In a historical study about the axiom of choice [2] Cassinet constructs a reasoning leading to the conclusion that the axiom of choice is a natural product ("produit naturel") in the evolution of mathematics. This conclusion is based on several examples from the history of mathematics in which acts of choice have played a role. There are examples from the period before as well as after Cantor in which, however, sets as such do not play a role. In particular he mentions some papers from 1896 by Bettazzi, a predecessor of Zermelo.

Here the question must be posed what should be meant by a "natural" process, a "natural" product, in mathematics. Should it be a process that finds its
base in the nature of objects, an issue from the nature of things? Or is it simply to be seen as a process with obvious, plausible inferences, results that are obtained by skilful applying the available apparatus such as it exists? Is this the way in which progress in mathematics - fundamental progress by which the borders are essentially extended - is realized? Is the progress in mathematics a "natural process", whatever that may be? This is a question that occupies me in the present paper.

Another example, an older one. In a paper from 1896 Volterra studied integral equations. To solve the equation he reduced the integral equation by means of a process of discretization to a linear algebraic equation with infinitely many unknowns. He then finds the solution of the integral equation by passing to the limit. Volterra says that this method is based on the "idee toute naturelle" to consider the integral equation as the limiting case of algebraic equations (see [3]).

Is this really a method of treating the problem which comes from its nature? Here it concerns the transformation from the continuous into the discrete. The relation between these two aspects is not simple. Perhaps Volterra had the idea that this method was obvious, in some way trivial. Perhaps he had thought of Riemann's definition of an integral as a limit of finite sums, although he gives no references. But in that case the situation was a different one. Riemann wanted to give a definition of the concept of an integral (I return to this later on). Was discretization a normal tool in the classical period? In Antiquity there was Archimedes and the method of exhaustion, but in the ancient geometric period this had no direct follow up. I think that it cannot be said that in 1896 it concerned a quite "natural idea". Volterra approximated given equations. Further research may give more and new light on the role of discretization in the development of mathematics. Much more can be said on the relation between discrete and continuous. It concerns here basical problems, problems at the origin. I mention for instance non-archimedean analysis, i.e. analysis over non-archimedean valued fields, in which there are aspects of discreteness that cannot be given here in a detailed way [4]. I only point to the non-archimedean valued field of the $p$-adic numbers; the set of the values of its elements is the set of the powers $p^{n}(n \in \mathbb{Z})$ for a fixed given prime number $p$. The ordinary analysis, however, i.e. analysis over $\mathbb{R}$ or $\mathbb{C}$, "archimedean" analysis, is not a sort of limiting case of non-archimedean analysis ([5]. See also [6]).

In my opinion there is in the evolution of mathematics something more than a skilful application of the available tools, and there are aspects that cannot be explained by something like causal relations with the past and with existing areas. This can be illustrated with examples from my own work. They concern two areas: potential theory and non-archimedean analysis.

In the early forties I started with non-archimedean analysis, in particular non-archimedean functional analysis. There were only few publications in this area. There was an example in Banach's book Théorie des opérations linéaires (1932), where there is a reference to some studies over the complex numbers. So the idea of starting the theory over the $p$-adics was not so far away. That
essentially new ideas appeared to be necessary in the development of the theory is quite another matter. That is a situation one always meets when new theories are developed.

There is a very different aspect to be found in my work on potential theory. In the late thirties potential theory was still very classic. There were important publications by Brelot opening new ways; topological elements entered the scene. I could also add some results. But application of the theory of linear operators did not find a place in this theory at that moment. I formulated a certain problem in the theory of what is called "Dirichlet's problem" which concerned a question of unicity and had the idea to attack this problem with methods of the theory of operators. I remember studying chapters in the book by M.H. Stone, Linear transformations in Hilbert space and their applications to analysis (A.M.S. 1932), hoping to find there the possibility of applying theorems on the extension of operators. But I did not find there the right way, and could only give a partial answer to my problem. Later a complete solution was given by other mathematicians (Brelot, Keldych), partially independently from my work, and the theory was further developed. I think the psychological side of this piece of research is different from the situation in non-archimedean analysis. Here the idea was to formulate a new problem in such a way that the theory of operators and the at that time still rather young functional analysis, a domain until then without contacts with potential theory, could now be introduced. Was this something like a "natural" development, an obvious way?

Before proceeding in a more systematic way let me add here a last example which is a good illustration for the situation. Later on some more examples of wider extent will be given. In his thesis from 1931 (Groningen) Studiën over topologische algebra, D. van Dantzig introduced topological algebras as a combination of topological and modern algebraical properties, areas that were in full development, but in origin conceptually separated. In his introduction he posed the question: "Waarin is dan echter de eigenlijke oorzaak gelegen van de fundamentele rol, die het getallen continuum in de gehele wiskunde vervult?" [7]. Can such a question, being at the origin of a new domain, rise in a "natural" way? I do not think so. In my view it is the result of profound thinking on the background of the areas, and there may have been a spontaneous idea. The introduction of such a new field cannot easily be seen as an obvious consequence in existing theories: a new idea was necessary.

I believe there is more in the evolution than a skilful application of results and methods. In my opinion such developments are not determined by historical processes. They grow under the influence of the past developments, but they are not determined by them.

After these examples I shall now formulate and comment several problems which I propose as a subject of further research. These problems do not concern the facts, the theories, etc. themselves; they are beyond these facts. I see them as problems in the domain of Theoretical History. They all concern problems on necessity, causality, in the creation of essentially new areas and the relations between new developments and the past.

Is there in the succession of theories and results an evolution which to some extent can be considered as a kind of necessity?

It will be clear that in the first place I think here on the really great results in the evolution, the facts that involved essential progress or changes, not on the succession of theorems in existing theories. On this smaller scale there are evidently developments which find their origin directly in the previous history. It is the way of constructing a theory on the base of new concepts and ideas. Sometimes something as "natural" patterns can be indicated, patterns which seem to be inherent with the nature of the objects. There are analogies, imitations, generalizations, algebraic methods, etc. In this sense there is a kind of necessity or, weaker, obvious inference.
But thinking of the really great activities, the performances that essentially changed the direction, the creation of new concepts, I believe that the situation is quite different. Earlier I used the term "natural process" and illustrated the idea in my examples, but it is not easy to give a precise definition of such a concept. It is connected with the existence of a law in the evolution, deductive ordering of the area, necessity in the evolution, processes that are direct issues from the past and proceed along more or less fixed lines. I think in general large scale progress cannot be explained as a "natural process". When it concerns the creation of really new areas and new ways, there is "more" that is needed. It is not easy to say what "more" means. One can get some idea of what I mean from the foregoing examples. It concerns mental activities, creative powers that are connected with deeper layers of thinking and knowledge. This "more" is in some way connected with the discontinuities in the evolution, mentioned before, and what happened after such discontinuities. It is the freedom in creation as cognitive activity from which they result. I believe that this is one of the essential aspects of the evolution of mathematics. It is this "freedom" by which continually higher levels could be reached [8]. But the situation is still more complicated. Is there a necessity in the sense that theories in some way would necessarily have been created in the course of the evolution? This leads me to the next question:

To what extent are the great developments determined by the previous history?
Here again in my opinion the freedom in creation plays a role.
It is of interest to compare the situation in mathematics with the circumstances in physics. In a lecture on the tendency towards abstraction in modern Art en Sciences, given in Salzburg in 1969 [9], W. Heisenberg said that in modern natural sciences the questions are always determined by a historical process and the attempts of the scientists were always directed towards answering these questions.

I do not know exactly what Heisenberg meant with the word "determined", but I suppose it should be understood as something of a causal relation. Whatever this may be, in my opinion there is a different situation in mathematics. I think it goes too far to say that in mathematics questions and theories are determined in a causal way by a historical process. I do not believe that, in a general sense, the activities of mathematicians were and are in a strict causal sense directed by historically determined fields of problems. Mathematics was,
and still is, developed under the influence of the past, but I think we cannot say that it was in a strict causal way determined by the past developments. The relations with the past should be expressed in a more restricted sense: theories are in some way prepared by the past, they are initiated by older theories, but not always in a causal way. In fundamental developments someone had to do a final step, perhaps in cooperation with others, to cross a border, to open a door to a new area. In my view "free creation" is an essential aspect of mathematics, "creation" in non-platonic sense.

To give an example on the large-scale development of mathematics: can the thesis be defended that the "infinite" as an idea in mathematics, with all what happened around it, was settled ultimately on the basis of the "finite" in some causal way? Does it find its final roots in deepest sense in the "finite"? Is the idea of the "infinite" an extreme consequence of the "finite"? Evidently the natural numbers to some extent have prepared the way, just as in all mathematics - perhaps with the exception of geometry - but I have some difficulty in seeing this in a causal relation, as an aspect of determinism.

In a recent book of L. Young, Mathematicians and their times [10], the author writes in another sense about causality in mathematics. In his Introduction he states that "in history, and generally in science, our main interest lies in a supposed causality". He remarks that in some sciences causality can be checked to some extent by experiment but that in history "supposed causality is all we can aim for". It will be clear from the present study that I do not agree with him, at least with respect to mathematics. It can be one of the aims of historical studies - and for mathematics it is - to see whether there is causality in the line of the evolution and to what extent. But writing history supposing causality means forcing history in a framework which is not always in agreement with the developments of history. Does he mean a law a posteriori? It is not the way to suppose causality. On the contrary, one of the things that make historical writings interesting is to observe that in the evolution there are developments that can not be explained by causality, and in my opinion such developments exist in mathematics. Just these facts emphasize the freedom in creation in the human mind and they may be a subject of psychological investigation. How do new ideas arise? Compare Hadamard's book An essay on the psychology of invention in the mathematical field (Princeton, 1949). It is another matter that I have the impression that the general history of mathematics is often treated in a way as if mathematics consists of a sequence or sequences of results in succession, suggesting in some way an evolution of causal relations in theories and results, a matter of deductive ordering of the area. The episodes of strain in the lines of evolution could have more emphasis. Is this supposed causality? Is history commonly written in a way of causality a posteriori? Is there something like an intellectual need of causality? Is this what Mie (1893) meant when he wrote in a treatise on differential equations about "unser Causalitätsbedürfniss"? [1c, p. 15]. That factual accuracy would lead to a "primitive and childish view" ([10], p. 12) is not my opinion, provided that this is accompanied by attempts to explain developments. I think this is just one of the aims of historical research.

To finish this chapter another, rather speculative, question suggested to me by D. van Dalen: Does the present stage of mathematics suggest its future?
Reflections on the past evolution in relation to the present stage may be a contribution to a discussion about this interesting question.

## II.2. BASIC DISCONTINUITIES

As a contribution to a first answer to these problems some examples of fundamental developments will be given which I consider as "discontinuities", developments that are not "natural". They concern the introduction of new ideas and concepts which fundamentally changed the image of mathematics. In my opinion they are not - or at least not strictly - connected with previous developments by arguments of necessity. In a research project these examples will certainly need further elaboration. Afterwards I shall use these examples to support an idea of writing the great line as a succession of phases.
(i). An important development which in my view must be considered as non-natural, a development that cannot be explained by reasons of necessity, took place in the 17th century. There is no need for more exact dating. All the more, as I observed before, discontinuities cannot always be strictly fixed in time. In this period the transformation took place from the towards geometry directed mathematics of lines, triangles, remarkable points, planes and all kinds of curves and other geometrical figures with geometric methods (elementary geometry, geometrical maps for instance the inversion), into the mathematics in which the notion of number is going to play a dominating role. It is an aspect of connecting the continuous with the discrete, the arithmetization of mathematics. This is a first step towards the algebraization, which is an important aspect in modern mathematics. Of course Descartes must be mentioned here (see [11]). It can be said that the geometric period with geometric arguments came to an end, without entirely disappearing (Monge, Poncelet).
Algebraic methods in geometry began to prevail and this direction is continued up to modern times. Algebra entered the picture as a method for solving problems outside algebra itself, for instance in geometry. Later algebra created ways of formulating problems in itself, and in a more recent period algebra penetrated analysis. I think here it is difficult to see elements of necessity in the developments. This is an example of the freedom in creation as source of the evolution.
(ii). In the 17 th century we see, besides the work of Descartes, the introduction of infinitesimal calculus connected with the names of Leibniz and Newton, a development which I see as an important discontinuity, although there was some preparatory work (Fermat, Cavalieri). But I want to go further backwards in the line of the evolution. There are two elements that should be discussed in this framework.

First there is the question of the introduction of variable numbers in mathematical problems and reasonings. Next to arithmetical and purely algebraical problems, where problems with fixed numbers are studied, the element of change, expressed by numerical variables, entered in mathematics and this
opened new areas. Variables replaced the dominating role of fixed numbers. I shall not try here to trace the origins of the introduction of variable numbers in mathematics. In a more complete study one should perhaps go back to Greek philosophy (Heraclitus, Parmenides). Was there some necessity in this development?

Secondly there is the introduction of the concept of numerical functions. Both subjects were in some way related to physical reality and are historically connected. In history this has been a very fundamental step in the development of nearly all areas of mathematics. Were there elements of a "natural" development, of a causal relation with the past in the first appearance of this subject? I have some doubt, because in essence there is an abstract background for a general idea of functional relation - in any case in somewhat later stages - but a study of the early years of the rise of the idea of function will be necessary to bring more light. The history of the idea of a function is a long one. It goes from functions as analytical expressions, especially for making calculations, via Dirichlet's general definition to the modern notion of a map [12]. See how Dirichlet formulated a definition of a continuous function for emphasizing the difference with a function as analytical expression: "Man denke sich unter $a$ und $b$ zwei feste Werthe und unter $x$ eine veränderliche Grösse, welche nach und nach alle zwischen $a$ und $b$ liegenden Werthe annehmen soll. Entspricht nun jedem $x$ ein einziges, endliches $y$, und zwar so, dass während $x$ das Intervall von $a$ bis $b$ stetig durchläuft, $y=f(x)$ sich ebenfalls allmählich verändert, so heisst $y$ eine stetige oder continuirliche Function von $x$ für dieses Intervall. Es ist dabei gar nicht nöthig dass $y$ in diesem ganzen Intervalle nach demselben Gesetze von $x$ abhängig sei, ja man braucht nicht einmal an eine durch mathematische Operationen ausdrückbare Abhängigkeit zu denken".

How did Dirichlet come to this quite new definition? I do not know indications in the works of preceding mathematicians tending in this direction: I think it is not easy to see in his definition an obvious consequence of previous developments, a kind of necessity, a causal relation. Here is the very beginning of the general notion of a map, functions as mathematical entities, and, when we think of intervals as domain of definition in a somewhat later phase, I perceive here a first small step on the way of forming collections. It is a hierarchical process that will find its continuation - but neither by means of a "natural" process - in the work of Cantor. The notion of a limit - inexact as it was in the beginning - could develop on this base. In this period analysis gradually was developed; its beginning - a discontinuity - is connected with the names of Leibniz and Newton. This period was not free from more discontinuities, but were they of an equally fundamental importance as the very beginning of this development: the introduction of numerical variables and functions? Without derogating from inventiveness at that time - good ideas and inventivity are indispendable in any development - I am inclined to see that period of analysis, based on Leibniz's and Newton's work, in some measure as one of a technical development, a technical process. For the birth of the concept of functions see [1f] and [12].

However, looking at this period as a whole and comparing it with the earlier
geometric period, I think it must be considered in its totality as a discontinuity in the evolution; this took many years and the work of many mathematicians.
(iii). Now we come to Cantor and the theory of sets. I think there is no need to indicate here the fundamental importance of this development in mathematics. Nearly all modern analysis is based on it. Next to the concept of a function this was the decisive step towards collectivization. Many mathematicians contributed to the further introduction. The theory of measure, already studied by Cantor and continued by Jordan, Borel, Lebesgue must be mentioned. There were Arzelà, Fréchet, F. Riesz with function spaces, metrical spaces, etc.

Several questions can be connected with this point in the evolution. They concern necessity. To what extent was the mathematics of the foregoing period, the classical period, a condition for Cantor's work? It is clear that great mathematical erudition was necessary. There were preparatory studies, especially by Dedekind. Long before Cantor there were discussions on the actual infinite. Johann Bernoulli and Leibniz played a role here. Cantor refers for example to Riemann (see [13] and notes in Cantor's collected works). In the very beginning there were countable sets. Cantor introduced an essentially higher level, ideas of a fundamental new character. I believe that it is not so easy to consider Cantor's work as a more or less "natural" process, as a necessity in the evolution, as a development in some conscious causal relation with the past. Cantor did a step which in my view is scarcely connected with the past, a step that cannot easily be explained from the existing mathematics at that moment. Could a theory of sets - perhaps in a different form - already have been created in an earlier phase? And if Cantor had not developed his theory, would there have been at some epoch another mathematician to create a set theory? Evidently these are purely speculative questions and a reasonable answer seems to be difficult. But such questions are typical for the situation with respect to the evolution in mathematics, which I do not see as identical with the history of mathematics.
The arguments to support my opinion that the period beginning with Cantor must be seen as discontinuous in relation to the previous developments, can be found in Cantor's works, but especially in the applications to analysis. Set theory has led to results which are totally different from the classical results. They concern, for instance, properties of collections of the objects of classical analysis: sets of continuous respectively discontinuous functions, sets of functions in relation to Fourier series, measure-theoretical subjects, etc. There are questions about the characterization of sets of all objects of a certain kind. Earlier I introduced, in an attempt to characterize the differences, the notions of strong and weak existence [1c]. Such ideas could not be posed in the classical period. They are connected with the past, they were sometimes prepared by classical analysis, but they could not be foreseen and they were not determined by the previous theory. Such results are on an essentially new level. This can be illustrated with an elementary, very simple example. Working in a given set $E$ of functions, a function space, determined by some specific conditions, theorems often begin with: "Let $f$....", without any further specification. This can be seen as a reasoning on an abstract, higher level. The non-
mathematicians shall be inclined to ask: "Which $f$ do you mean?". The mathematician, however, does not see any difficulty in such a statement. Perhaps just such abstract formulations make that mathematics is called difficult in the non-mathematical world.

The history of the penetration of Cantor's ideas in the first years after his publications is an interesting subject of further research which may support my idea that in mathematics not all problems are determined by a historical process. However, this is a subjective opinion. D. van Dalen informed me that in his opinion some "continuity" as regards to set theory can be defended. This is an interesting subject for further discussion.
(iv). The phenomenon of axiomatic methods in mathematics is a broad subject for discussions on questions concerning "natural" progress, on necessity, "discontinuous" developments. In previous publications [1c], [1d] I already made some remarks on the development of axiomatic methods and I observed that a line can be drawn from geometry in Antiquity to the modern widespread axiomatic methods in geometry, and also in algebra and analysis. But has it real meaning to draw such a line if we are, for instance, concerned with the explanation of the appearance of axiomatic methods outside geometry?

The history of axiomatic in geometry is very well known. So I will restrict myself to just a few remarks. After Euclides there were the struggles about the axiom of parallel lines in the 18th and 19th centuries. Saccheri already did some axiomatic work, but this work had not the level of the later solution of the problem by Bolyai and Lobatschewsky. By the work of these two it became clear that geometries different from euclidean geometry are possible. Can this insight in the old problem be seen as a "natural" consequence in the evolution? I think an essentially new idea was born, not as an obvious consequence of the previous development. Discussions on the question whether the "real space", physical space, was euclidean or not are connected with this new insight. This line continues to Hilbert's Grundlagen der Geometrie (1900), which is the starting point for further developments.

There is a difference between the axiomatic of Antiquity and modern axiomatics which in my view is essential. In Antiquity the objects which are at the base of elementary geometry - points, lines, planes - were introduced by means of definitions - only apparent definitions - such as: a point is what has no parts, a line is what has length, etc. Next postulates are formulated concerning these objects. They are to be interpreted as predicates which can be reduced no more. (see Dijksterhuis [14] and chapters in Enriques [15], [16]).

In his Grundlagen der Geometrie Hilbert reversed things. A system is constructed by means of axioms. They concern objects called points, lines, etc., which are not defined. The geometrical elements are introduced by the way of implicit definition, just to avoid the difficulties of explicit definitions. I quote from Hilbert [17] p. 2:
"Erklärung. Wir denken drei verschiedene Systeme von Dingen: die Dinge des ersten Systems nennen wir Punkte und bezeichnen sie mit $A, B, C, \ldots$; die Dinge des zweiten Systems nennen wir Gerade und bezeichnen sie mit $a, b, c, \ldots$;
die Dinge des dritten Systems nennen wir Ebenen und bezeichnen sie mit $\alpha, \beta, \gamma, \ldots$.; die Punkte heissen auch die Elemente der linearen Geometrie, die Punkte und Geraden heissen die Elemente der ebenen Geometrie und die Punkte, Geraden und Ebenen heissen die Elemente der räumlichen Geometrie oder des Raumes". On this base a system of axioms is introduced and the usual properties are proved. The nature of points, etc. is thus realized in an implicit way.

It may be that Hilbert had the opinion that there was no need to give definitions of the elements because everybody knew what is meant. But the way Hilbert formulated his intentions gives me the idea that an essentially new method was opened, which returned later in axiomatic methods in algebra and analysis. There is some resemblance to the situation, considered before, with regard to theorems on functions, without explicit information. Nonmathematicians may ask perhaps how it is possible to formulate reasonings without precising the nature of the objects. However, this is common in mathematics and to some extent even characteristic in mathematics of our time.

Although it can perhaps not be denied that there is some evidence in the development - there were earlier attempts, for instance by Pasch -, I think it is not so easy to explain this axiomatic work as a "natural" consequence of past developments, as a sort of necessity, as a causal relation. (for the question of implicit definition see also [18]).

Up to now I considered the line of axiomatization in geometry. This is in some way an internal development because originally the axiomatic method came from geometry. However, the introduction of axiomatic methods in algebra and analysis, considering the various subjects of mathematics, can be seen as an external development and this seems to lead to more complicated questions when we want to give an explanation. Indeed, in classical algebra and analysis we find no motives for the introduction of axiomatic methods in these areas. There are intriguing questions here. By which way mathematicians came to introduce axiomatics here? To what extent was this a "natural" process? Has there been an influence of the development of axiomatics in geometry on the introduction of the theory of groups, vector spaces, analysis in axiomatic form? Or does it concern an independent development? To what extent was Cantor's work a necessary condition in this evolution? How did axiomatic become a method for itself, operating on undefined objects? I propose these questions to be a subject of research.
(v). There are good reasons to consider the foregoing remarks on axiomatics against the background of the fundamental discussions on the foundation of mathematics towards the end of the 19th and in the 20th centuries, which have led to various trends as formalism, intuïtionism, and, more recently, the development and perhaps some decline of Bourbakism. They concerned different opinions on the nature of mathematics and the problem how mathematics should be founded. The same questions as before can be posed again. How were these trends introduced and what was there place with respect to past developments? In particular I mention intuïtionism with its
very special ideas on the way by which mathematics must be developed: mathematics as a mental activity, constructivity, logic and mathematics, the rejection of the principle of the excluded third, etc. Intuitionism must be considered as a fundamental discontinuity. That intuïtionism is not accepted by every mathematician is another matter. I shall not discuss this; there is much literature and, furthermore, I must leave this to the experts in this area.

## II.3. Case-Studies

In the preceding section some great developments were considered which have influenced the whole of mathematics. Next I will consider some special cases. They do not touch the whole of mathematics but they are interesting enough to analyze their realization. The question of "natural" or "non-natural" progress will again serve me as guide. Case-study is perhaps a kind of game, but it is a game with deep backgrounds. It is a way of getting an image of the evolution of mathematics and it may be helpful to get insight in the nature of mathematics. It is a game with subjective conclusions; it is an activity which needs careful examination of the conditions under which certain developments could be realized. It is a way of travelling through history.
(i). In II.2, example (iv) I observed in Hilbert's work on the axiomatization of geometry an aspect of a conversion of ideas. This aspect can be observed at more places. First there is Riemann's definition of an integral. After many years of using integrals in the old traditional way as an area or as primitive function, i.e. the inverse operation of differentiation, Riemann broke with the past and went a new way. In a classical paper [19] he asked what the meaning should be of $\int_{a}^{b} f(x) d x$. Apparently an integral was no longer a given concept for him. Here we see the aspect of conversion: traditional properties were the starting point for him. How did Riemann come to this idea? There are no indications in his treatise. The idea was essentially new, and I wonder whether some "natural" consequence of preceding developments can be ssen here. In my opinion the later work of Lebesgue, however important it was, was less radical in this respect. On the other hand, in a later development in this line, how should from this point of view the definition of an integral as given by Perron be considered? He took as a starting point the classical relation between integration and differentiation. Apparently a new idea!

The idea of a conversion of the line of thought can also be observed on a larger scale. The development of the theory of groups for instance is an example. Beginning with properties of concrete groups, for instance transformation groups, the introduction of abstract groups is based on the same idea. Properties are taken here as definitions or as axioms. This is the way of axiomatization. Bourbaki's definition of an integral as linear functional has the same background: the linear structure is the point of departure. To some extent this can be seen as a consequence of the method of algebraization. Is it a "natural" development?

It can even be defended that there is an idea of conversion in the way by which non-euclidean geometry was introduced. I already mentioned Bolyai and Lobatschewsky. By their work there came an end to the attempts (e.g. Legendre, Saccheri) to obtain the geometric property, which was originally expressed in the form of an axiom, as a theorem that should be proved with the aid of the other axioms. They reversed things and constructed a geometry in which this axiom is no longer included in the system of axioms on which this geometry is founded [20]. This is perhaps our way of looking towards this development and we may be sure that in those days it was not seen as a conversion of ideas.

In my view the idea of conversion cannot be explained as a "natural" consequence. Sudden ideas about connections may perhaps be at the base, but there is no necessity.
(ii). Let us now consider the rise of projective geometry from these points of view. It is a subject that goes back to Monge and Poncelet [21], perhaps even further (Desargues). It is developed in several directions: in geometrical form and in a more algebraic form under the influence of algebraization. Monge and Poncelet came to projective geometry in connection with their criticism of the usual analytic geometry with coordinates. Descartes's methods were too much algebraical and not really geometrical. It was in some way a methodological criticism. Does it concern a "natural" process?

There was some earlier criticism of this kind (Leibniz). I am inclined to see here no aspects of necessity. Such ideas, observed as discontinuities, may come from sudden good ideas, but also from a gradually growing personal insight that some methods and theories are unsatisfactory and should be improved. Much has been written on the history of projective geometry, but as far as I know the subject was never considered from the point of view of the present essay.
(iii). The introduction of Banach spaces is another interesting subject. In the first place it is very important in modern mathematics and in the second place its realization is more easily to trace than the preceding examples. Banach spaces were introduced in the late twenties and early thirties by Banach. Helly, nearly forgotten, also played a role [22]. Several lines in history can be drawn to Banach's axiomatic theory: integral equations, the problem of moments, the theory of systems of infinitely many linear equations with infinitely many unknowns, the "fonctions de lignes" of Volterra ([23]. For the history see [3]). Banach [24], and also some others as Mazur and Steinhaus (see papers in Fundamenta Mathematica), gave applications of his theory on classical problems of the theory of real functions, problems on convergence and divergence of Fourier series, etc. In classical form many of these problems were treated in books published in the Collection-Borel, which was rather famous in those years. In some of these books one finds the concept of space in the concrete form such as function spaces, or spaces of sequences, i.e. in non-axiomatic form. So, although perhaps less obvious, a line can be drawn through books of this series. Why did the authors take their examples from this area? Is it because of some French traditions in Poland? No reason can be found in any
of these results and concrete theories to explain the step towards the abstract axiomatic theory, where the axiomatic concept of a norm is of first importance.

In algebra and in geometrical context there were earlier developments towards axiomatic theories. There is the work of Grassmann. In 1888 Peano gave a nearly exact definition of vectorspaces in algebra. But these works were for a long time forgotten and only in the twenties vectorspaces found definitely their place [25]. I already treated this subject before [3].

I see Banach's work from 1932 as a first step in a new area which hardly can be explained as a "natural" consequence of existing theories; it is a step that is not connected with a form of necessity, a step not finding its base in the subject itself, although in some way prepared by the past [26].
(iv). There is another interesting example in the classical theory of conformal mappings. This subject was initiated by Riemann. I have the impression that it has no more the great interest it had before. The development went another direction. There is a classical theorem of Liouville which states that the generalization of the theory of conformal mappings to $\mathbb{R}^{3}$ only leads to some trivial classes of mappings. Was Liouville's theorem the result of a systematic research for generalizations of the classical theory in $\mathbb{R}^{2}$ to higher dimensional spaces? Because of this result conformal mappings was a domain that was restricted to $\mathbb{R}^{2}$. However, in recent times a more general theory was developed. The main condition of conformal mappings was weakened and this led to the concept of quasi-conformal mappings. On this base a non-trivial theory was developed in $\mathbb{R}^{n}$, and this theory is still a subject of research in our time. One may suppose that the result of Liouville has had some influence on the creation of this new theory. However, I do not think this was a "natural" development, an obvious generalization, a theory that could be expected. In the way by which quasi-conformal mappings are defined there is no reason to think on a "natural" evolution. A sudden good idea was necessary to find the way to a new theory and this idea was in some way connected with the previous results but was not determined by them [27].

The origin of the theory of conformal mappings is a geometrical property of complex analytic functions (invariance of the angle between intersecting curves). There is still another theory which finds its origin in analytic functions and deserves to be mentioned in this framework.

It is the theory of quasi-analytic functions of real variables. These are classes of functions, defined by taking another property of the analytic functions as definition (the property that two functions are identical when they are equal on an arbitrary small domain). This is something like a conversion. It is most remarkable that the theory of these functions is connected with several other domains, domains which at first sight have not much in common: continued fractions, divergent series, the problem of moments, partial differential equations. How can such connections be explained in the light of free creation? What has been the way by which these connections were discovered? I think that just such relations demonstrate that good definitions have been taken as the point of departure. Whether such connections should be considered as "natural" is a highly subjective matter. In any case, we have here an
interesting example of the fascinating activity of looking for lines that can be drawn between various subjects. Such lines reveal structures. This example deserves specialistic historical research [28]. Another subject one can discuss in this area is Weierstrass's idea of analytic continuation. Should it be seen as a discontinuity, a discontinuity of a more secondary type?
(v). Now we return to the axiom of choice mentioned at the beginning. Is this axiom a "natural product" of the evolution [2]? In my opinion acts of choice which can be traced in reasonings on subjects of classical analysis where - for instance in the years before Cantor - sets explicitly did not play a role, cannot be given as examples in favour of a statement that it concerns here a "natural" development. I think there was no awareness among mathematicians that it concerned here a method that had, or deserved, special attention. The examples concern concrete situations and it is not easy to see them as predecessors of an abstract statement. Abstraction, such as appears in Zermelo's formulation, was not a feature of classical analysis. That in the works of Bettazzi aspects can be found tending to the axiomatic form is another matter; this was in a period in which the theory of sets existed as a discipline. But then the line is rather short.

Furthermore, if we want to see here a "natural" process in the evolution, how shall we explain the fundamental discussions about the question whether Zermelo's statement should be accepted or should be rejected? If the axiom was "natural" there would have been no reason for discussion. I think there is an essential discontinuity in Zermelo's work, a discontinuity with important consequences.

## III. Mathematics: Chains of Phases

The evolution of mathematics has led to an immense building of theories and special results, sometimes closely connected with each other, sometimes at a greater distance. As mentioned in the introduction the aim of this essay is to get a global insight in the line of the evolution, trying to avoid microscopy in order to come to a macroscopic view. One of the purposes of section II was to prepare such an attempt.
Now I consider again the discontinuities described in II.2. They have led me to an attempt to describe the great line of the evolution as a chain, or several chains, consisting of phases, a succession of phases of increasing level, each characterized by characteristic properties or special methods. Avoiding microscopy in this way one can get insight in the sense and the essential aspects of the evolution and the way by which the evolution developed. The roots of this idea of phases can be found in my previous publications [1a], [1b]. I considered the trend towards algebraization, in a later stage followed by collectivization. The combination of these two trends has led to the modern building. This is a way of classification with respect to methodological aspects. It is a very rude classification, doing no right to the results in the course of the evolution. Still more global is a classification with respect to the influences which played a role. There is the classical period as an external phase, created under strong influences of physics. The modern period can be seen as a mainly internal phase [1c]. Such classes are too global; they give no insight in the essence of the subjects which concern mathematicians. In defining phases new ideas as well as new methods should be taken as a guide.
In my view the following large phases can be discerned in such a model.
As the first phase I see the old mathematics, directed towards geometry, that is the mathematics such as existed in Antiquity and in our western culture before Descartes.
A second phase begins with the arithmetization of Descartes, a process that radically changed the picture and influenced all further developments.
A third phase begins with the introduction of the concepts of variable and function. Any further development was unthinkable without these concepts. In this phase the creation of infinitesimal calculus finds its place.

A fourth phase begins with the introduction of the general concept of sets of mathematical objects and abstract sets. Totally new areas were opened then.
As a fifth phase an axiomatic phase must perhaps be mentioned, but it is not easy to distinguish it from the fourth.

Now the arguments to support this idea of phases. Evidently the phases should not be considered as separated stages in the evolution, as if in a new phase the old phases were forgotten. Each of the phases has been of influence on the rise of the next one. Each phase is in some way prepared by the preceding ones. But, as will be clear from the preceding pages, in my opinion they are not historically determined by preceding phases. A new phase develops from a discontinuity in mathematical thinking, created by one, or sometimes more, mathematicians. The origins are essentially to be found in the "freedom of creation".

These five phases are only intended as a first, rather global, classification. A common aspect of any of these phases is that in the transformation from a phase to the next one new ideas, new concepts, are added to the preceding phase. Sometimes these ideas did not come from the existing theories; sometimes it concerned mathematical elements which did not yet find a useful place in the theory. These new ideas were then incorporated in the methodological apparatus. This led to new fields of problems, sometimes connected with existing problems, but also to entirely new domains. They were, in my opinion, not always historically determined. Methodological aspects were important in these transformations such as arithmetization, algebraization and collectivization. In any of these phases special characteristic elements can be recognized, which cannot be found in preceding phases.

Let me try to give these general remarks a somewhat more concrete form. In passing from the first to the second phase numbers are brought in connection with the geometrical concepts, curves, etc. They took the place of the usual geometrical reasonings. This is the way of arithmetization, the development of a new apparatus.

The transformation from the second into the third phase needs scarcely explanation. In the preceding phase mathematics was, globally said, of a "statical" type: problems concerned fixed numbers, fixed figures. In the third phase numerical variables and numerical functions were introduced, first in connection with a physical reality, in a later stage as functions in a more abstract form, an abstract mental idea, thus coming from outside the existing theory. The idea of change, as related to numbers, came into the picture and mathematics of a "dynamical" type started.

In the fourth phase the introduction of sets of undefined elements, abstract sets, is a characteristic feature. The idea is to consider different objects in some mutual connection as a unity on higher level and to perform operations with such unities. This is the way towards function spaces, abstract spaces in analysis and many other areas of modern mathematics. New types of problems were introduced, for instance a new type of existence theorems. The idea of collectivization as a methodological apparatus in a mathematical form was new, coming from outside existing mathematics. A special mental activity was necessary [1b], [1c].

In the fifth phase there is the idea of building theories starting from premises by the methods of deductive reasonings. I already discussed axiomatics, perhaps to be seen as a way of 2000 years, but in the time of modern
mathematics, our century, I think it must be considered as a new idea, an idea that did not find a place in the preceding phases. Nevertheless there are close relations between the fourth and the fifth phase.

However, too much of the existing mathematics has been left out in these global classes; some more details are desirable in order to get an impression of what is going on and to do justice to mathematics. More structure is possible and I think this is possible with avoidance of microscopy. Within each of these periods more lines can be drawn, leading to more structure.

A line can be seen from early projective geometry (Poncelet, Monge) to the developments in modern mathematics with regards to this subject. Aspects of algebraization also find a place within this line.

There is a large line from the early axiomatic theory of Banach spaces (Banach 1932) - perhaps beginning earlier with the introduction of infinite dimensional spaces - to developments in more modern times: there are the locally convex spaces, where the geometrical notion of a convex set is added to the theory, and some more spaces in analysis, leading far into functional analysis. Furthermore I observe a line connecting algebra and topology: topological algebras, valued fields.

I also mention the developments in potential theory, leading from the classical theory to the axiomatic theory. (Compare also the remark in II.3, example (iv) on a line coming from analytical functions).

In this way one can bring more structure in the picture of the evolution of mathematics. Mathematics appears as a kind of tree. The idea to see this evolution as an ordered chain - or chains - of phases, main phases or more secondary ones, connected by "discontinuities", leads to some fundamental questions when we try to understand this evolution.

What can be said about the situation towards the end of a phase, a situation that evidently may have lasted several years? This is the problem of the motives by which mathematicians are - and were - led in their work. Was there among mathematicians involved some consciousness of coming near to new ideas and concepts because the development of existing mathematics asked for it, apparently needed it? Was there, perhaps, some feeling of discomfort? Was there a feeling that something should happen - for instance in connection with unsolved problems - when looking at mathematics as a domain of "problemsolving"? Are there in mathematical literature features of something like a crisis towards the end of a phase and, if so, were mathematicians aware of it?

Some concrete questions may illustrate this. Considering Cantor's work, was there before Cantor some outlook about things to come? I think this is not so likely because with Cantor totally new areas were opened, areas with problems and results that in no way could be foreseen. Perhaps there was a somewhat different situation in the third phase; the phase of developing analysis. I am inclined to think that often there may have been some view on the direction of developments, on coming results. In some way that period was "constructive", rather "technical" ([29]; see II. 2, (ii)). In general it was - and still is - not unusual to formulate conjectures. It concerned conjectures inside a theory, an internal affair.

Riemann's famous hypothesis about the zeros of the Z-function is a classical example. Cantor also formulated some conjectures, for instance on the continuum hypothesis (see [13], p. 11), but this too was inside the theory he had created. To some extent there is prediction inside theories [30]. Should this be considered as a strong form of "problem solving"?

Describing the evolution as chains of phases may lead to a picture of mathematics as a system of lines in some causal relation, a strict causal system. From the foregoing it will be clear that in my opinion this is not the right point of view. Partially there is something of causality and a kind of necessity in the evolution may even be frequent in developing theories, but the really great progress comes from what I called "discontinuities". They are produced by "free creation". I emphasize that the idea to consider the evolution of mathematics in the form of chains of increasing level has the character of a theoretical model, well to distinguish from the level of the mere facts, that is the descriptive level.

An analogous idea to consider a system of growing "levels of thinking" as a theoretical contribution to better understanding and insight in didactical processes, a theory of learning mathematics, in particular with respect to secondary education, is found in a theory developed by P.M. van Hiele in his thesis from 1957 [31]. The thesis of D. van Hiele-Geldof [32] is in close connection with Van Hiele's thesis. Van Hiele observes in the didactical process the existence of "levels of thinking" which led him to introduce a "leveltheory" (niveau-theorie). The theory is concerned with a theoretical analysis of the facts such as they present themselves to us in the field of didactics. On a higher level there is better understanding as is necessary for getting more insight. The didactical process goes along a way of increasing levels. His theory is a model for the process of learning. In his theory there is an essential gap between the level of the mere facts, the descriptive level, and the theory of levels. His thesis is that the theory cannot be derived from the descriptive levels and that the difference between description and theory is essential.
I also mention the contribution of Van Hiele in a book containing a series of essays on aspects of teaching mathematics, written by various qualified teachers [33]. Reflecting about his doctoral thesis, he refers to the insights of modern philosophers and especially to the influence and ideas of G. Mannoury (1867-1956), professor of philosophy of mathematics at Amsterdam University. In the framework of the theory of discontinuities in the evolution, which I developed before, it is of interest to quote a passage from this essay. Under the head "Theorie is een persoonlijke schepping" [Theory is a personal creation] Van Hiele writes: "Theorie kan, zeggen ze, niet uit de feiten worden afgeleid. De theorie is een eigen schepping. Dat betekent dat je niet hoeft te proberen het theoretische te bewijzen, want dat is onmogelijk" [Theory cannot, they say, be derived from the facts. The theory is a creation for its own. This means that it has no sense trying to prove the theoretical, because this is impossible].

The transition of a level towards the next higher one can thus be considered as a "discontinuity" in thinking, such as I developed before. Van Hiele gives
many arguments to support his theory; it is not well possible to give a summary. I only remark that it is curious to observe that there is a parallel between a theory on the evolution of mathematics and the didactical process of learning. Theoretically they follow to some extent the same way.

With regard to the question to derive a theory from the facts there is the same situation in both cases. The representation of the evolution of mathematics in the form of phases, such as I developed before on the base of the mathematical facts, has no form of necessity. I gave a first great line and I pointed to smaller and more detailed lines just to do more right to the representation in the form of a model. However, it is evidently possible that other, and perhaps better, models of the evolution can be developed: the facts do not lead in a form of necessity to the chain-model, because personal interpretations play a role. The description and the theory are of a different level.

A main problem thus is: How do mathematicians come to their new ideas and results? Here I see creativity as a most important feature. In the next section we will discuss therefore various aspects of creativity.

IV. Mathematical Creativity

## IV. 1. MATHEmatics: objects and aims

The reflections in the preceding pages lead to the question of the nature of mathematics. The diversity of theories and objects might lead to the conclusion that an answer - valid for all time and for all that is going on - to the question what mathematics in essence is, shall be difficult to give, perhaps cannot be given, if we try to do right to this diversity. Saying that mathematics consists of a system of propositions with proofs, without any specification, seems too simplistic. Mathematics grows and creativity is a main tool. So there is reason to discuss creativity and its aspects in various forms.

In former times it was sometimes stated - and I observed it even recently that mathematics is the science in which the properties of space and number are studied [34]. It is a statement that found its base in a realistic standpoint with regard to mathematics, mathematics in relation with "physical reality". It relates mathematics to external elements. For instance, if we suppose to have some picture of the real numbers as a straight line, this is an external interpretation. Real numbers, introduced as equivalence classes, as a completion of the field of rational numbers, are "abstract" things, whatever we may understand by "abstract". In fact they are no less abstract than, for instance, the p-adic numbers, which are also a completion of the rational numbers, but with respect to another metric (see p. 6). And for the $p$-adic numbers there is no such realistic picture. There are fundamental mathematical differences between these fields, but they have nothing to do with abstractness. That there are differences between them with regard to the possibility of application in physics, has probably topological reasons and is a matter of physics. With respect to "space" I mention the evolution of the idea of space from the classical "realistic" picture as a 3-dimensional, later $n$-dimensional, euclidean space $\mathbb{R}^{n}$ to the idea of what we nowadays call a space in a general sense, in which the concept of the neighborhood of a point takes a central place and which is now far away from "reality" [35]. The statement "space and number" must be seen against the background of mathematics in the classical period, a period which I mentioned in the foregoing pages. This was a phase with highly external influences, a phase in which mechanics, physics and mathematics formed a certain unity, an "external phase". For modern mathematics, in which the tendency towards abstraction is an essential aspect, such a statement is entirely out of date.

There is another historical aspect in the points of view with respect to the
essence of mathematics. It is treated extensively in a paper from Bos [36]. First he mentions Proclus in Antiquity. For Proclus the way of mathematical reasoning, the method to obtain results, was of primary importance, not the results of the reasonings. Bos observes an analogous standpoint with regard to the essence of mathematics in the ideas of Wolff (1679-1754). For both, methods in mathematics are primary because they bring us nearer to certainty and truth ([36], p. 122).

Boutroux has a similar standpoint in his most interesting book L'idéal scientifique des mathématiciens (Paris, 1920), a classic with regard to reflections like these. In the chapter "Le point de vue de l'analyse moderne, I L'évolution de l'analyse mathématique au XIXe siècle" he wrote: "Composer, à partir d'éléments simples, des assemblages de plus en plus complexes et bâtir ainsi de toutes pièces, par sa propre industrie, l'édifice de la science, telle apparaît désormais la tâche du mathématicien. La faculté créatrice du savant se trouve à tel point exaltée, dans cette période nouvelle, que, de moyen qu'elle était, elle se transforme bientôt en but. Laissant aux praticiens le soin d'interpréter et d'utiliser ses théories, le mathématicien de l'école algébriste attache moins de prix aux théories construites et aux résultats acquis qu'à la méthode par laquelle il y parvient. Son but principal n'est pas de connaître des faits nouveaux, mais d'accroître sa puissance créatrice et ses ressources de constructeur en perfectionnant de plus en plus ses procédés" (p. 182).

This passage should be placed in the context of the underlying philosophy of that book. Boutroux presents the evolution of mathematics as a stream of mathematical thoughts and ideas, somewhat in phases, where an algebraic period precedes the period of analysis. The preceding chapter concerns "L'apogée et le déclin de la conception synthétiste", where one finds the section "Les limites de l'algèbre". In the pages which follow this quotation the author describes the reaction against this idea of "methods" as an essential aspect: "Il est bien évident tout d'abord que le mathématicien ne saurait construire dans le vide. Il importe que ses théories soient applicables à la géométrie et la physique. Or, les besoins de ses sciences obligent le savant à étudier des relations mathématiques qui ne se réduisent pas à des combinaisons algébriques".

Has this old idea to see "methods" as the essence something to do with the formal structure of algebra?

It is interesting to compare this with the situations in modern mathematics. On the way towards abstraction - an important feature of modern mathematics - methods were important: algebraization - to some extent classical -, collectivization, axiomatization. In some way they were at the origins of the modern developments. In this context one should mention the rise of Bourbakism where the structural aspects of mathematics and the axiomatic form as method are important, perhaps primary. However there seems to be some decline in this point of view [36].

Do all such standpoints lead to the conclusion that the methodological apparatus in connection with "doing" forms the essence of mathematics? Should mathematics fundamentally be considered as a "way of thinking"? I
think such a conclusion does no right to the amount of theories and results in mathematics of all times: mathematics is more. However, the problem of the nature of mathematics remains.

It is remarkable that in discussions on fundamental concepts and ideas - for instance on the essence of mathematics in relation to mathematical methods often arguments pro as well as contra with respect to individual points of view can be given. This leads to uncertainty. When we conclude that mathematics is "more" without specification what means "more", we can point to some other aspects.
There is the place and function of what is called "applied mathematics". I have in view here mathematics which is directed towards applications in other disciplines, like physics, mechanics, etc. Considering the phenomenon of such applications from a fundamental point of view - that is the possibility, disregarding the factual situations - one may ask what is of primary importance: the mathematical results for themselves or the applicability, the methodological apparatus which appears to be available. What is more important in the applied area: mathematical methods or specific results? What is primary in these circumstances of the evolution: theorems and results or the fact that some methods are recognized as being useful for a systematic apparatus? Perhaps the answer is that it is not well possible to separate these aspects in a strict way. Only by way of illustration of the idea, and not without much hesitation - being well aware of the fact that I am leaving my usual domain and raise a question that surely has been analyzed extensively - I wonder: when Einstein developed his general relativity theory, the mathematical apparatus appeared to be available, but what was the essential thing for him: the suitable apparatus or the specific results themselves?
Such applications have to do with mathematics in relation to external elements. In some way it concerns here the reverse of the classical development of the introduction of infinitesimal calculus, where preceding mechanical and physical backgrounds played a role. Here I point to the reverse: from mathematical methods to concrete external facts.

But, discussing the place of mathematical methods, I also want to consider some aspects of mathematics of an internal character.

A traditional aspect of mathematics is "to do mathematics", to cultivate, to practice mathematics. This has to do with technical capability, the practice of mathematical methods. For mathematicians who cultivate the methods this way, the mathematical apparatus is of fundamental importance and perhaps more in the foreground than results. So mathematics can be approached from at least two sides.
Methods come in the foreground when we concern the way by which we transfer mathematical knowledge. Transfer is related to "doing" mathematics; we have to show how to treat mathematical problems and problems of mathematical kind which present themselves in life. It can be a way towards new developments and applications. We have to cultivate a mathematical attitude. But how to stimulate this? Methods are of special importance here. Already at secondary level this methodological aspect is characteristic. The
exercises are not important for themselves; what is important is the way to solve them. I agree that this side of doing mathematics is mainly educational: on this secondary level it concerns teaching and learning mathematics, and it has to do with "doing". But on a higher level it is also a more intrinsic aspect of mathematics: mathematics as a game. It has some relation to "problemsolving" at a high level and is to some extent in the neighborhood of "methods" as essence of mathematics. At high level we find this aspect in some journals in the section "Problems". These problems are exercises of high level. The composer knows the solution and it is the task for the readers to find a solution. I think for them it is not of first importance to know the result, but the satisfaction to be able to find a solution may be more in the foreground: it is mathematics as a game. Here one needs inventivity; it is an activity of methodological character. There may be ways of solving that differ essentially from those which were initiated originally. It is even possible that by some chance new and rather unexpected relations with other areas are found. In this respect there is some, although perhaps weak, connection with aspects of creatitvity. This "problem-solving" is part of our Mathematical Culture. It is indeed a very classical activity among mathematicians to pose problems to each other as a method of stimulation. Already in the time of Leibniz this was customary [37]. In the next section some more remarks on "problem-solving" and the aspect of invention in mathematics.

In the preceding pages I discussed the problem of the essence of mathematics in relation to the methodological apparatus in mathematics. Now I want to make some more general remarks on the nature of mathematics. This is a domain of the philosophers among the mathematicians, which is not very familiar for me; for more profound reflections I must therefore refer to literature [38].

Firstly there is the question of the objects of mathematics. This problem presents itself in particular when classical mathematics (the mathematics of the third phase) is compared with modern mathematics. Classical mathematics was in some way related to a physical reality and the objects had more or less connections with concepts of the physical world (there is perhaps a somewhat different situation with respect to concepts of algebra). From a modern point of view one can be inclined to say that there were already abstract concepts in that period, for instance the real numbers (as I discussed before), or the general concept of a function. But did the mathematicians of that period themselves look at such objects as in some way abstract things? In any case, in this respect the classical phase can scarcely be compared with the modern period with its abundance of abstract things: rings, fields, varieties, lattices, etc. What in essence are the objects of these areas of modern mathematics? I think we must say that in many respects mathematics as it is nowadays, has broken with ideas of a certain "physical reality". The old objects with their orientation towards "physical reality" are still present - one can easily indicate such areas - but next to them new objects were created which are abstractions from concepts of preceding phases. They were created by means of "free" human
mental acitivity. The distance between the old objects and these abstractions may be large, but I think that in most cases in some way a road backwards can be traced. A careful analysis of the origins of fundamental objects would be interesting. I think we can say that in modern mathematics "physical reality" is replaced by "abstract reality". This idea deserves further attention.

Next there is the question of the aims of the practising mathematicians. What are the general purposes in mathematics? Of course I have in view here the really general purposes. Evidently there are purposes in special domains, for example the problem of classification of finite groups. Then there still are just as in the classical period - external purposes. But this is not what I mean. I want to compare the new situation again with the circumstances in the classical period. The abundance of abstract theories we have nowadays, may perhaps encourage the impression that after all the situation was more simple in the classical period; at least this might be a feeling of the older generations. One might think that it is nowadays more difficult to discover the way. And indeed, the domain of mathematics nowadays is much more extensive than before. But is this a reason for seeing a fundamental difference between the actual situation and earlier phases? If we might have the impression that formerly there was more order in the development, could this not be because we look backward at the older periods from our higher level, a point of view from which we have in some way an overall picture of the past? One would like to know how the mathematicians of the earlier periods looked at the developments of their time. Did they have some idea of an unlimited growth, such as some have with respect to modern developments?

In former phases the mathematicians explored by means of the methods of their time - geometrical, algebraical and analytical methods - the consequences of the concepts they had introduced. They explored an area with a certain "physical reality", sometimes near to the original concepts, sometimes at greater distance. Perhaps there was a special place for algebra.

This is not different in our time. The mathematicians explore by means of the adequate methods of our time - the analogical method, algebraization, collectivization, axiomatization, etc. - the new concepts they have introduced, concepts that are often of an abstract character. It is a domain with a certain abstract reality.

Previously I published a paper entitled Where does the development of mathematics lead to? [1d]. This question is connected with the problem posed before: "What is mathematics?" After some more reflection I am now inclined to say that this question does not make sense, because what we call mathematics exists in fact for two thousand years or even more as a human activity, presenting itself in various forms - often connected with each other, changing in the course of time -, that pass away but sometimes return in new forms. It has no much sense to ask why all this exists and whether or not there is a final goal. There is perhaps even no answer to the question what mathematics is. I am more inclined now to compare the existence of mathematics with the existence of other Human Activities such as the Art of Painting, Literature, Poetry, etc. I wonder whether there are analogies between the ways of pure
mathematics and the Art of Painting. Here I think of the tendency from realism (classical mathematics) towards abstraction. I refer for instance to the nearly mathematical-geometrical work of the Dutch painter Mondriaan. Can we compare this with developments in Art? (I already made some remarks on "physical reality" and "abstract reality"). Although it is not my domain I venture to ask: has there ever been given a formal definition or a characterisation of the Art of Painting, embracing all the tendencies in this Art? Should we say that this Art consists of "games with colours", just as Poetry as "games with words", and then mathematics as "games with symbols"? And what about music? Nevertheless I am afraid these characterisations do not contribute to more insight into the nature of these subjects.

Perhaps there is another way to come nearer to the essence of mathematics. We can try to give an analysis of the developments of the methods, the ways of thinking. Progress is in close connection with creativity. In the next section we shall discuss the various aspects of creativity.

## IV.2. Creativity and ways of thinking

In direct attempts to come nearer to the essence, the nature, of mathematics, as I tried before, one meets serious difficulties. Problems arise also when one tries to follow the way of analyzing the methodology, the methods of progress and creativity, the ways of generating mathematics. One should think on apparatus such as imitation, analogy, generalization, discovery and invention, "doing", and in particular creativity and creation. What is creativity in mathematics and do all mathematicians mean the same when speaking about it? I think this is rather questionable. The best one can do is to analyze such concepts in their mutual relations and in particular to give examples of developments.

In his recent book Wat is creativiteit? (1987) S. Dresden is concerned with problems that arise in an analysis of creativity. Although science is not entirely excluded - there are references to H. Poincaré, J. Hadamard, M. Planck - the author mainly deals with the domain of the Arts: Painting, Literature, Poetry. The examples used as illustrations are mainly taken from these domains. However, the problematic is placed in a broad and general framework and so the mathematician shall read this very interesting and beautiful book with in his mind ideas about the progress of mathematics. Reading this book I was surprised to find several parallels with ideas and aspects one meets when studying the problematic of the progress of mathematics. I mention analogy, imitation, "problem-solving" they all find a place under the head of creativity. But is there a reason to be surprised? In both cases it concerns general structural insights with respect to progress in relation to creativity. Are the really fundamental elements of progress in mathematics different from those in other disciplines? Certainly, there are elements of mathematical thinking that cannot be replaced in other domains: for instance algebraization and collectivization, which seem to be strictly reserved for mathematics, although even these aspects can be seen in the light of ways of thinking. One then comes in the domain of
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reflections about the origins of mathematical concepts and ideas to which we return later on.
In this section I shall discuss several elements of progress in mathematics. The examples used as illustration shall be taken from this domain. It may finally be interesting to make a comparison with Dresden's work.

I think most mathematicians, when reflecting about creativity, will have in mind the great historical creations, which brought forward mathematics. But this vision is too restricted. Creativity is also necessary when it concerns "doing" or perhaps "making" mathematics. Nevertheless there is not much risk in saying that mathematicians consider this last element of creativity as of another, more technical character, as of a somewhat lower level than the great creations which initiated new ways. It is closer to "problem-solving" and connected with inventivity. Real creation has aspects of another character.
"Doing" mathematics is in some way associated with technical capacity, which leads to more or less occasional results, but not with fundamental new developments, although for the latter technical knowledge is unavoidable. In my view creativity is placed in a contraposition to practising mathematics, to "doing". Is there a good reason for such a distinction? Letting aside that it is difficult to give objective criteria for quality and value, I think it concerns here opposite positions. "Doing" and "making" are more connected with mathematics as a "knowledge", as technics, a knowledge that is "certain" (compare the Dutch term "wiskunde"). This comes close to of what Dresden describes as the Latin "ars", "technè" in Greek. He gives a detailed analysis of these concepts, which I shall not repeat here. His observations are equally applicable to mathematics, a curious fact which I already mentioned. "Ars" is according to Dresden a system of rules established for "doing". Opposite to it is mathematics considered as a discipline of creativity and creations, a discipline that is steadily growing by acts of creativity.

Creativity is generally associated with introducing new theories, concepts and ideas that did not exist before, or at least were not introduced. This standpoint differs from the idea that non-mathematicians sometimes - not to say mostly - have about mathematics. It is not uncommon that they have the idea that mathematics is in some way finished, that all has been done, that there is no "new", that mathematicians occupy themselves with solving problems that present themselves in life or in the framework of what already exists, with studying "old things". They ask: "Is there anything new?" Clearly, there is some creativity in "doing", but I think "creativity" should not be confused with "inventivity". Can we say that mathematics is "made"? There is some difference between "doing" and "making". The first has to do with things that already exist, the second concerns that what not yet exists - in whatever sense and should be made. But the difference is rather subtle and I refer again to Dresden for a detailed analysis with examples, of course taken from his field of interest. For the moment I only remark here that this leads to the question whether there is freedom in "making", in creativity. Some more remarks on this point will be made later on. Here I only observe that this leads to the following problem:

What are the origins of new areas and new ways? Where do they find their source?

These are questions related with the idea of "discontinuities", introduced before. It is no longer the question here what mathematics is, the problem of the nature of mathematics (which I let aside), but the question how general progress is realized. This is a subject which belongs perhaps more to the domain of psychology than to mathematics. It concerns an analysis of the ways of thinking, an element of creativity. It can be placed in the framework of the classical idea of "creatio ex nihilo", creation as an issue coming from the "Nothing" - whatever this may be -, creation finding its origins in the "Nothing". Dresden writes about this and refers to classical philosophy, to theology, and also to modern philosophical ideas. It is perhaps, from our point of view, a way of expressing that we do not know the real sources, that there is no strict causality. Later on some more remarks and examples.

Considering fundamental new areas and new concepts in relation to creativity, there are two other aspects which deserve attention. They have also to do with the concept of "new". They are (i) the process of "discovering", and (ii) the process of "invention".

## A. Methodological aspects

The elements of progress, mentioned above, should carefully be distinguished, with special emphasis on aspects of creativity. Discovering, such as I use this term here, has to do with establishing and presenting results which in fact already "exist" in the framework of a theory. They were not yet explicitly known or formulated and should therefore be "discovered" by practising mathematics. Perhaps this activity contains elements of creativity, but I think it is more based on a profound knowledge of the areas which it concerns. High intellectual capacity and inventivity are needed, and a feeling for perhaps rather unexpected relations. A form of creativity is needed, but not in the sense described before, where I introduced "creation" as the mental activity to do decisive steps opening the door into a fundamentally new domain. "Discovering" is based on some sense of "reality". Should the introduction of noneuclidean geometry by Bolyai and Lobatschewsky be considered as a "discovery"? I do not think so (compare p. 13). Let us consider another example. When Stieltjes established the remarkable relation between the problem of moments - a problem that originally had its sources in mechanics - and the theory of continued fractions, this can scarcely be considered as a fact of creation in the last sense. This is a result from a process of high inventive discovering: the connection "existed" as a matter of fact but should be discovered. Evidently it was a work of very high quality. Later on there appeared to be connections with the theory of quasi-analytic functions: again a process of discovering. It is easy to give more examples. For instance, the formulas for elliptic functions "existed" before they were derived, "discovered". This is connected with technical capability, with "mathematical knowledge". Should this be considered as "creation"? The introduction of the field of $p$-adic numbers is also a
matter of discovering. I think this must be seen as the development of a theory, "making" mathematics. It is connected with inventivity, the capacity of "doing".

This brings me to consider the concept of "invention" as element of progress in mathematics. Is there "invention" in mathematics in a strict sense? What is the position of "invention" with respect to creation? If we want to give invention a place, I think it can be considered in a special sense as an act of "creativity". It can be seen as creativity with respect to certain more or less well defined goals and directed by ideas about them, stimulated by other developments, maybe in different areas. In this way "invention" can be considered as "directed-creation", creation directed towards goals. I think for example of the introduction of infinitesimal calculus (Leibniz, Newton) in relation to problems in mechanics and physics. Should we speak of "invention"? It does concern creativity, but is this "free-creativity"? Anyhow, I think it is difficult to see this development as a form of "creatio ex nihilo". The way was prepared by preceding theories. And, to consider a development in recent time: how do we consider the recent proof of Bieberbach's conjecture on univalent functions? Is it invention, discovery or creation? I think the formulation of the conjecture itself is an act of creativity. The proof is invention. But is it invention by hazard or directed?

Here appears the problem of the motives for certain developments. What can in general be said about motives for mathematicians to go certain ways? There may be external and internal motives; how is their relation to creativity? The motives for creations in modern developments seem mostly to be found in itself. I refer to my idea to see the modern period as an "internal phase", in opposition to the earlier "external phase". In this direction several questions can be posed. For instance, should Cantor's work be considered as a product of "creatio ex nihilo"? Or is creation in some way connected here even with chance? I will leave this last question open here.

Let us now consider some more special methodological aspects in their relation to creativity. They concern the methods of analogy, imitation and generalization.

Are there any aspects of creativity in the very common method of analogy? An answer depends on the standpoints with respect to "creation". If we connect creativity with strict originality of concepts, the answer should perhaps be negative. These three methods apply to what already in some way exists. They are not concerned with creatio ex nihilo; there are relations with the problematic of "existence".

Dresden introduced the concept of "imitation", which is not much used in mathematics. One can design imitation as nearly "the same" with respect to other objects, in some way similarity. As an example I mention the transformation of analytic geometry in $\mathbb{R}^{2}$ into analytic geometry in $\mathbb{R}^{3}$. It is a rather evident copy. So there are scarcely elements of creativity in it.
With respect to analogy in a general sense the situation has deeper facets. There are many examples tending towards a deeper insight. I point to the
effects of algebraization and collectivization where analogical methods are used to unify separated areas and in fact "new" domains are created. One can think of the introduction of Lie groups and Lie algebras in modern form detached from differential equations. This is perhaps not to be seen as creatio ex nihilo, but it demonstrates the power of analogy. This leads to the following question: Is the analogical method creative and what is the power of mathematical analogy? I think this power must be found in the Idea which opens the door to the possibility of using analogical methods. Ideas may perhaps find some sources in imitation and similarity, as for instance with respect to the way from analytic geometry in $\mathbb{R}^{n}$ to Hilbert space. Such ideas may help to bring separated areas into contact with each other. In my view this is an aspect of creativity and more than analogy itself a constructive method of developing. Considered in this way analogy can lead to new areas. Sometimes such new areas shall be considered as generalizations.

It is now the place to make some general remarks about processes of generalization. Such processes are very common in the progress of mathematics. Every mathematician knows its various aspects: proving theorems under more general conditions than originally were posed; generalization of concepts, sometimes bringing them together in a more general theory; generalization of theories leading to abstract concepts and theories; etc. In a general way one can say that it concerns the realization of ever broader and more embracing theories. The question then rises if there are connections with "creativity". I think the creative aspect of processes of generalization must be found in the fact that ways are indicated which open the possibility of generalization in certain situations. Just as with the methods of analogy it is the Idea that is creative, more than the process itself. But does "generalization" lead to essentially and fundamentally new things? Anyhow it is no creatio ex nihilo.

There is then a reason for some critical notes. An intriguing question is if there is unlimited generalization, and, in case there should be no final goal, what are the consequences of such processes. Unlimited tendency towards generalizing theories has some features of the tendency towards perfection - a term used by Dresden - in the realization of ever more general frameworks. A general theory can surpass itself with respect to the results that are comprised. Paradoxically, "absolute generality, "perfection", may lead to theories which to some extent are sterile: theories in which no "specific properties" can be proved in their framework; there are no "special cases". With "specific" I mean something like: "under the conditions (restrictions) $X$ a property $P$ is valid for a certain class $A$ of objects of the theory". In some way they can be called "exceptional cases" in the general situation. In absolute, ultimate, generality they find no place. In such a situation "invention", "discovering" and "creativity" have no longer a function and as a consequence the concern of mathematics, the essence, would change fundamentally: progress is fundamental for mathematics.

Perhaps "doing mathematics" would be the aspect that remains. To illustrate: if a certain property $P$ is valid for all curves, whatever they may be, this
may be interesting, but the subject of research is cut down. Such theories, if they anyhow should exist, are too "general", too "perfect", and seem to have no real function in the building. The utmost generality has no function. The paradox then is that, in order to get specific properties, restrictions on the theory will be necessary. This can be expressed in a paradoxical way: "if we want to have "all", we shall have "nothing". Such generality may thus lead to introduce other concepts such as conditions on effectivity or constructivity.

Dresden points to an analogical situation in the Art of painting: a perfect painting is in some way sterile, dead; it is too beautiful.

Let me give some other examples to illustrate this paradox. As a first case some consequences of the theorem of Hahn-Banach in functional analysis can be mentioned. By means of this theorem one proves the following results:

1. To any bounded real-valued function $f$, defined on an interval $I$, a real number, designed by $\int f$, can be associated verifying the usual properties of the ordinary Riemann-integral (finite addivity, etc.). This number is called the Banach-integral.
2. To any bounded sequence $\left(a_{n}\right)$ of real numbers a real number can be associated, the Banach-limit, $\operatorname{Lim} a_{n}$, such that the ordinary conditions are verified (additivity, etc.).
In this way any bounded function is integrable and the concept of "integrability" has no longer sense. We have a similar situation with regard to "summability" of series. Can we "do" anything with these concepts? They are too general, too "perfect". If we want to "do" mathematics with them, we have, paradoxically, to make restrictions on the "integral" or the "sum", returning to more "constructive" classical concepts (Riemann, Lebesgue). "Integrability" and "summability" exist as useful concepts just because of their restricted sense, their "exceptional" position; just this opens the possibility of specific properties.

The situation is even more paradoxical. The proof of the theorem of HahnBanach is based on Zorn's lemma (or the axiom of choice), and therefore also these results on integration and summation. To some extent these results can be called "empty": we cannot practice mathematics with them. They demonstrate the power of the method. In some sense the attention is shifted from the result towards the apparatus, the method. In cases of extreme generalization and perhaps these cases can be seen as extreme - the method is dominating; in some way it has become the essence, the way to show its power. Is this "generalization" as a goal for itself, something like a process "from goal to method" such as L.E.J. Brouwer introduced in his thesis Over de grondslagen der wiskunde (1907)? See in Mannoury, Handboek der analytische Signifika, II, 96 (see p. 22). Here I point to my remarks on historical standpoints with regard to the essence of mathematics. The paradox here is that this same theorem of Hahn-Banach is applicated in many other branches, for instance in the rather "constructive" area of partial differential equations, despite its nonconstructive base. One may ask why some applications are useful and others not (unless to show the power of a method). This demonstrates the limitations
of the method of "generalization" in the process of the growth of mathematics.
I mention another example. The tendency towards abstraction is one of the features of modern mathematics. It may be seen as an attempt to reduce theories to their very essence, to most general theories that embrace concrete theories and transform them into abstract theories. In extreme situations there may be some danger in doing so: the way of abstraction can result in theories that are sterile in the sense that specific properties no longer can be proved and find no applications in other areas. The theory has become too general, perhaps too abstract to "do" mathematics. Paradoxically such developments can lead to the introduction of more and more detailed refinements of concepts and definitions, with no other goal than to reach the utmost generality. An example is the work of Maurice Fréchet presented in his book Les espaces abstraits (1928) in the area of topological spaces. This book is full of new and very detailed concepts and definitions, but contains little or no specific properties connected with these concepts. Should this work be considered as a "super-generalization", no longer allowing properties in these detailed situation? Fréchet announced the idea to write a second volume, treating general analysis in connection with these general abstract spaces. But it never appeared. Was this general theory after all not well possible? To come to a succesful theory one must paradoxically return to less detailed and less general concepts, to more traditional ones, for instance metric spaces or more usual, less exotic, topological spaces. Here is the same situation as we observed with respect to the Banach-integral. In this context two monographs of Appert must be mentioned: Propriétés des espaces abstraits les plus généraux, 1, 2 (1934), composed under the influence of Fréchet. Has there ever been a useful continuation of the ideas developed in these books?

Just as in section III with respect to the presentation of the evolution of mathematics in its totality in the form of chains of phases, the way towards abstraction can be presented in the form of a series of levels. The concept of abstractness is in close connection with the problematic of the specific identity of the objects with which mathematics is concerned. In processes of abstraction one makes abstraction from some adequate aspects of the specific identity of objects. It is a traditional method. The idea of a derivative of a function $f$ is introduced in this way. One defines

$$
f^{\prime}(x)=\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h}
$$

firstly without any further conditions and specification of $f$; questions on the existence come later on. No specific identification of $f$ is given. In some way it is an abstract method and perhaps such methods make mathematics difficult for non-mathematicians. There is an analogous situation when studying curves in geometry respectively algebra by the process of algebraization. Abstraction is made from the pure geometric concepts and the evolution turned to study chapters of algebra without specific identity of the elements and then giving geometric interpretations. There is the same situation when placing classical versus modern algebra, for instance the formal theory of groups. In this way
modern algebra can be seen under the head of processes of algebraization.
Let us now consider the general process of abstraction as a series of levels. Non-mathematicians will be inclined to say that all real mathematics is "abstract", just because of statements which often begin with "let $f$ be ..." or "let $x$ be ...", these objects to be taken from certain sets. The abstractness is then in the indetermination of $f$ or $x$. But this sense of abstractness differs from what mathematicians understand by the term "abstract". Just for this reason it is desirable to specify the mathematical concept of abstractness and this can be done by considering the mathematical way towards abstractness. Therefore I introduce a series of corresponding levels, which begins with the concrete level.

1. Traditional classical analysis in its first stages. Investigations on concrete objects: solutions of concrete differential equations, computations of integrals, maxima, minima, etc.
2. Studies of objects that are defined in an implicit way by means of conditions which they satisfy but whose concrete specific identity is not known. Their existence is considered as evident, for instance as a consequence of physical arguments. In a later phase formal existence theorems were introduced. As an exmplae I mention the implicit study of differential equations, where concrete solutions are unknown.
3. Studies of theories whose objects are unknown; their existence is axiomatically posed. They even have no specific identity and in constructing a theory one does not need their identity. It concerns a different kind of "existence", in some way perhaps comparable with science fiction. Compare for instance the axiomatic geometry of Hilbert I mentioned before. It is the abstract phase of axiomatic theories. See for instance the axiomatic potential theory in comparison to classical potential theory.
4. Formal studies about objects which in principle have no specific identity. For abstract groups and rings; algebras, etc. Studies which are concerned with structures. It is no problem to give examples to illustrate.
For non-mathematicians there may even be some "mystery" in the fact that mathematical operations are possible - even fundamental for modern mathematics - working on such "unknown" objects. Operations like $\oplus$ or $\otimes$, the direct sum respectively the tensor product, are mysterious for laymen. The definition of the derivative for the non-specific symbol $f$, which I gave before, is perhaps already strange for them, abstract as it is. Properties with proofs and theories are based on such operators. What is the sense of operators working on "unknown" objects, on entities whose specific identity is unknown, or even cannot be given in a concrete way for reasons of principle, as a consequence of special methods of proving (Zorn's lemma)? What is their creative power? How to explain this? Mathematicians will answer that such operations are based on specified rules and that it concerns formalisms. What means mathematical "existence" for objects without specific identity? I pose in opposition to each other the traditional classical constructive-existence, and the pure-existence as we use in mathematics of our times. They are essentially of a different type, belonging to different levels with respect to their philosophical
backgrounds. In previous publications I designed them by strong respectively weak existence [1f]. Banach's Théorie des opérations linéaires - a book I already knew in my first years - is still fascinating reading in this context. (Compare this with the theory on discontinuities in the evolution I developed before. See also some passages in the next section "Ways of thinking" (p. 43)).

This is the place to mention Mathesis en Mystiek, een signifiese studie van kommunisties standpunt by the philosopher Mannoury (Amsterdam 1924; second edition with an introduction by J.Ch. Boland (Utrecht 1978); for Mannoury see the remarks in section III). In this book he gave his vision on the "mystery" of mathematics. He developed his curious and original ideas with regard to the philosophical foundation of mathematics in the context of general philosophical points of view. He gave reasonings in a polemical or paradoxical, sometimes even enigmatical form. Just some examples from the chapter "Geloven en Zijn" [To believe and to be]: "Is er iets dat waarlijk is?" [Is there something that really is?]; "... en daarom voert de mathesis tot mystiek en de mystiek tot mathesis..." [... and therefore mathematics leads to mystery and mystery to mathematics...].

Such contemplations brought Mannoury to the development of a new discipline of philosophical kind, which he called Signifika. It is not easy to express in a few lines what is meant, but let me try. Signifika is in a general sense concerned with a critical analysis of the means of communication and their relation to the things, concepts, ideas, theories that are introduced. These "means" may be linguistic acts but Mannoury considered them in a broader sense, designing them as "taaldaden" ( $=$ acts in language). One should take into account that such expressions are not always clear and objective. I mention, for instance, the various meanings given to the mathematical notion of "existence" (see before). It is a science in which concepts are important (sets, functions, convergence, existence, etc.). I refer to the introduction by Boland in the second edition of 1978. It would take too much place to give details and I can only give some catchwords in this discipline: means of communication and their objectives, problems on exact formulation, symbols, the problem of causality in relation to lines of development, free will, questions on interpretation (see I.2), intuition, forms of negation and conjunction, equality and identity, formalization. Furthermore see the following books by Mannoury:

1. Mathesis en Mystiek, already mentioned before.
2. Les fondements psycho-linguistiques. Bussum 1947.

3a. Handboek der analytische Signifika, I. Geschiedenis en Begripskritiek. Bussum 1947.
3b. Handboek der analytische Signifika, II. Hoofdbegrippen en Methoden der Signifika, Ontogenese en fylogenese van het verstandhoudingsapparaat. Bussum 1948.
4. Signifische Dialogen, by L.E.J. Brouwer, Fred. van Eeden, Jac. van Ginneken S.J., G. Mannoury. Utrecht 1939.
The present essay deals with lines of development in connection with "discontinuities", aspects of creativity, freedom of creativity and further elements of the mathematical evolution. These problems are to some extent also
treated in Signifika and therefore the ideas developed in the present essay can find a place in it. One should take into account that the elements of the mathematical evolution, on which my reflections are based, were already present in the fifties. My essay could have been written in those years but, as far as I know, no one has written something alike. One can add that since those years there appeared to be less interest in this field. For the reasons of the decline of this interest see Appendix no. 8.

With these remarks on Signifika and general philosophy I perhaps deviated too far from my proper subject. Let me therefore return to the more limited area of mathematics.

In the framework of abstractness there is another idea which is customary among mathematicians and therefore should find a place here. I mean the fact that some theories or notions are said to be pathologic. They are called pathologic when they seem to be against all common sense, in contrast to natural insight, abstract to such a degree that it is doubtful whether they are of any use. I mention for instance the curve of Peano and the so-called paradoxical decompositions of geometric figures. There is the theorem that a ball can decomposed in two disjoint parts such that each of these parts is congruent to the given ball, i.e. "making two balls from one ball". Such decompositions, however, play a role in measure theory (the paradox of Hausdorff). But letting aside the term "pathologic", which was introduced in a more modern period, the idea is much older. Such notions must then be considered in the historical context. There is the example of functions whose definition is in adequate way given by more than one analytic expression, formerly considered as not fashionable or even not allowed and not being a "real function". Continuous functions without a derivative were in the first years considered as abnormal; nevertheless they had to be accepted, in contrast to natural insight. Furthermore there are the examples of functions whose Fourier series is everywhere divergent. In those years this was considered as "pathologic", although one did not use this denomination. The line goes into modern times. I mention for instance Köthe, who calls path ogic any topological linear space whose dual space (i.e. the space of continuous linear functionals) only consists of the element $O$ ([39], p. 160).

All such results are the product of creative thinking. One may ask what is the sense of such creations. I think they have sense in the line of the historical development. Such things should be seen as stations on the way of the evolution. It is an area that can be studied under the head "Creativity and the problematic of the identity of mathematical objects".

It seems that all these methods have some restricted meaning when it concerns the question whether or not results obtained by them deserve a definite place in the mathematical building, although it is difficult to formulate concrete restrictions. Applications of these methods may sometimes have features of a "game", but a "game" very different from the "game" of "problem-solving", mentioned before. Here is meant a "game" which finds its goal in itself, born
in freedom and perhaps in some way connected with aspects of hazard, because the future will show what remains and what shall be forgotten or proved to be useless. Is the situation in mathematics in this respect essentially different from the Arts? In Dresden's book one actually find similar developments.

One may be inclined to summarize these methodological aspects under the heading of what is commonly called "research" and "doing research" as a special professional scientific activity. However, I have some difficulties in using this terminology when it concerns the really fundamental progress in mathematics. I miss in it the high importance of creation and in particular free creation. In "research" I feel some kind of restriction, the idea that there are some concrete results one wants to reach, efforts that may have success but on the other hand may fail - in which case one should try what can be reached. There is in some way a connection with directed creation (see p. 36). Research is also related with formulating conjectures, such as I considered in section III. Conjectures may be a way towards progress. But it is a method which has its limitations. I already mentioned (p. 22) the conjecture of Riemann concerning the zero's of the Riemann-Z-function. Evidently it has no sense to form a group of qualified mathematicians charged with the task to solve this problem. A similar case is the problem of Fermat. I do not believe so much in researchprojects for fundamental progress in mathematics. Fundamental progress affords highly individual work. Compare for instance the solution of the continuum-hypothesis by P.J. Cohen in 1963 (see Van Dalen [38]). More recent is the solution of the Bieberbach-conjecture in 1984 by L. de Branges. Essential progress is based on renewing ways of thinking as a creative process. It shall be the subject of the next section.

## B. Ways of thinking

In the preceding pages I mentioned the problem of the origins of new areas and theories. This is a problem that can be considered under the heading of "ways of thinking". Indeed, an analysis of ways of thinking can lead to a better understanding of the course of mathematics.
In this context I pointed to the classical idea of "creatio ex nihilo", however without giving there a discussion of the meaning of this idea. I stated that "nihilo" is perhaps a way of expressing that we do not know an answer to the question of the origins. Indeed, "nihilo" has apparently not much sense when it concerns concrete developments. But it may be different when it concerns ideas and ways of thinking, at least in case we try to give a suitable interpretation. All the more it is then perhaps a structural element of thinking which can also be traced in other areas than mathematics, thus placing mathematics in general Culture.

Creatio ex nihilo then should concern developments apparently established without strict causal relations or influences, spontaneously arising ideas or concepts, as issued from the "Nothing". It is perhaps only a way of speaking to
hide the elusive character of this creatio ex nihilo, which works unexpectedly and in different directions. Dresden deals with it in a general philosophical context. He points to Antiquity, to philosophy, to theology and in modern periods to Heidegger and Sartre. I shall not repeat his beautiful reflections. I only remark that the supposition that the "Nothing" has some sense - whatever this may be - leads to an internal paradox: indeed, "Nothing" should not be nihilo. In his book mentioned before Mannoury makes some interesting and rather confusing remarks on this. The mathematical concept of an empty set may be a matter of analogous paradoxical reasoning.

But I restrict myself to mathematics, putting the questions: 1. What should creatio ex nihilo mean in mathematics? and 2. Are there (or have there been) in mathematics developments which can be (or should be) considered as examples, as products, of creatio ex nihilo? Such information, such examples, can be helpful to make us more clear the mystery behind great creations (see my remarks on discontinuities). If creatio ex nihilo is taken in the most strict sense, the answer must evidently be that in mathematics there is no creatio ex nihilo, at least not when it concerns concrete mathematical theories with definitions, theorems, etc., concrete theories in the sense of non-philosophical theories, which however may still be "abstract" in the mathematical meaning of this word. With respect to ideas, being at the base of theories, we can consider this from another point of view.

The strict "Nothing" cannot be the base of developments in mathematics. Technical mathematical knowledge and also some abstract concepts are - and have been - indispensable in any concrete development, abstract things perhaps less in the older periods than in modern times. This concerns developments in mathematics dealing with "making" and "doing", mathematics in the classical sense of "ars", "technè" (compare Dresden). In section II I stated already that developments, even developments that cannot be explained by causal relations, what I called "discontinuities", are nevertheless prepared in some way by previous developments. They do not grow in vacuum. There are reasonable elements in the course of mathematics, although there is not always a strict causality. The past does not determine the future.

Let me give an example. Consider the so called pure-existence theorems in mathematics, i.e. the principally non-constructive theorems (for instance connected with the axiom of choice or Zorn's lemma). Should we say that it concerns here creatio ex nihilo in the sense that the objects stated in the theorem are brought to "mathematical" existence, by means of the proof, given by means of the methods of proving that are accepted - perhaps the methods that the mathematicians want to accept? Do they thus come from the "Nothing"? Or should they be considered as coming from a reservoir of mathematical ideas, whatever this may be? Do they already "exist" before the proof was given? This "Nothing" is anyhow different from "Construction".

On one hand the answer on this question depends on the way one looks at the nature of mathematics, i.e. the philosophical position. On the other hand it can be seen as a question of interpretation of "nihilo": should it be concerned as a question of ideas or in a concrete sense? But one thing is sure: in the
strict "Nothing", or at the base of the nihilo, no mathematics can be practised nor developed. Mathematics is always concerned with research on, or development of something, whatever this may be. So the problem is again: what do we understand by creativity in mathematics, or, formulated otherwise, what do mathematicians call creativity? Or perhaps: what is mathematical creativity?

But even if the initiation of new ideas on new developments should be considered as having something to do with creatio ex nihilo, the problem remains: where do they come from? When we consider the "Nothing" with respect to mathematics, should we interpret this as "free from causal relations" with past developments? Even this seems to be improbable: mathematics - and surely modern mathematics - is complex to such a degree that useful new ideas cannot be supposed to arise without any previous knowledge. Even in this more abstract sense technical capacity is inevitable. Should we perhaps think of spontaneously arising ideas, suddenly arising ideas or concepts coming from critical thinking on the already existing parts of mathematics? In this sense it should be considered as free creation where the mathematician who is occupied in a domain, for instance comparing it with other domains, is free in formulating his ideas and giving them form in a theory based on them. On the other hand he is free to abandon them when this theory seems unlikely. This is a form of freedom which does not imply "without any causal relation". It concerns an act of willing. Mathematicians have freedom to create new directions, although there is some continuity in the developments. But freedom is not identical with chaos. In some situations new directions may arise from dissatisfaction with the existing theories when one tries to find improvement. Is there a reservoir of ideas? I do not think so, and this even illustrates the freedom. For a mathematician it is a matter of decision whether or not he thinks it useful to develop a theory around an idea. Interpreted in the right way such ideas can be seen as in some way results of creatio ex nihilo, because the causal connections are difficult to trace.

One may conclude that creativity is a process which is difficult to characterize, so it becomes more mysterious what we shall understand by creatio ex nihilo. Nevertheless, I think that many mathematicians - if not most of them when asked for information about the origin of a newly introduced idea, will answer that they do not know this exactly, and that the idea might have come spontaneously in their mind when reading and thinking. That is about the same as saying that it came from "Nothing". "Spontaneous" and "from Nothing" have some common aspects. I once asked Brelot, the master of potentialtheory and the initiator of axiomatic potential theory, for information about the origins of the axiomatic theory - clearly far away from differential equations - but I got no real answer, only some vague remarks. Evidently he did not remember any more his arguments to go this way. His idea to detach potential theory from the theory of the differential equations of Laplace and to form an axiomatic theory was highly original (there were some imitations by Tautz and Doob).

Obviously there is no kind of necessity in such new ideas. May we suppose that a concept which was not formulated in a certain period - although some
mathematician has had it perhaps in his mind but did not introduce or publish it because of a supposed lack of usefulness - would certainly appear in a future period under other circumstances? Evidently this is an academic question, but I think there is no necessity. But how is this with regard to the really fundamental creations? Is there, notwithstanding freedom, some kind of continuity in the course of mathematics?

Let us consider a concrete example to illustrate how difficult it is to trace the origins of ideas. This example concerns part of my own work from 1942, continued in 1952. I do not mention it because of its importance - there was not much follow up, although the number-theorist Popken told me that he saw possibilities of further applications - but only because I remember the way that brought me to introduce the transformation in question.

This work was concerned with the field $Q_{p}$ of $p$-adic numbers. I already mentioned it before as a completion of the field of rational numbers with respect to the $p$-adic metric. This field can be considered in some way in contraposition to the field of real numbers. I was struck by a theorem in quite another area: the theory of probability. In his treatise Traité du calcul des probabilités et ses applications, tome II, fasc. 1: "Applications à l'arithmétique" (Paris, 1926) E. Borel proved a certain theorem which especially draw my attention. He defined a classification of the real numbers in two classes, defining what he called "nombres normaux" and "nombres exceptionnels" (i.e. numbers that are not normal). This is a definition in terms of the frequency of the digits of the decimal expansion of the number. He proved that the set of exceptional numbers has measure zero. In view of the well known representation of the elements of $Q_{p}$ as a series

$$
\Sigma a_{i} p^{i}
$$

I wondered if such a theorem could also be proved in $Q_{p}$. Therefore a measure analogous to Lebesgue measure in $\mathbb{R}$ was needed in $Q_{p}$. Turkstra just had defined such a measure in his thesis (V.U. Amsterdam, 1938) Metrische bijdragen tot de theorie der diophantische approximaties in het lichaam der $P$ adische getallen. But I had the idea that this could be done in a more easy way. The idea consisted in defining a map, $Q_{p} \rightarrow \mathbb{R}$ thus leading to a measure by means of this map. I succeeded and could prove the theorem of Borel for $Q_{p}$. This map was defined as the map from $Q_{p}$ into $\mathbb{R}$ generated by the simple transformation $p \mapsto p^{-1}$. I also had the hope that in this way I could get a certain realistic picture of $Q_{p}$ in some analogy to that of $\mathbb{R}$ in the straight line. But this hope appeared to be false: for topological reasons the map thus defined cannot be bicontinuous. Nevertheless I studied this map and some applications. The introduction of this map rested on a spontaneous idea, an idea that came suddenly in my mind. Should we say that it came from the "Nothing" because a strict origin is difficult to give or to trace, since such ideas come unconsciously? There was no direct origin. On the other hand, in connection with previous developments I introduced even developments in quite another area.

I think this example demonstrates the intricate way of processes of creation.

Creation goes its own way and is difficult to define. Having read Dresden, I think it is not different in other domains of our Culture.

In Borel's theorem on normal and exceptional numbers we have a rather paradoxical situation. Not a normal, nor an exceptional number is known in an explicit way. What is $\pi$ for instance? So Borel proved a theorem on objects, not knowing whether there exist any. But what is then the sense of such a classification? Shall we say that his theorem originates in the "Nothing"? (For more about normal numbers see [40]).

Evidently creativity can go too far. Not all what can be defined as a consequence of creativity has mathematical sense, not only because of a lack of usefulness, but also for deeper reasons which lay in the foundations of mathematics.

There is another way of thinking that can be traced in many developments in mathematics. All the more, it seems to be important in many other areas in a general sense, but I shall take my examples from mathematics.

In a previous paper on theoretical aspects of the historical developments in mathematics [1g] I pointed to the importance of tracing ways of thinking which can be seen at the base of historical developments. I mentioned the idea of conversion - where properties, proved in a certain theory, are in a later phase taken as a point of departure - and the dialectic way of thinking, unifying different areas. It is not easy to trace ways of thinking which are applicable in trying to understand developments in a general sense, and to place them in a broader framework. One should have some overall picture and I think there is no mathematician anymore who has such a broad view. Nevertheless I tried to do so and was led to the aspects mentioned above.

There is still another way of thinking which can be traced in a general way and has contributed to the progress. During long periods in the course of the development of mathematics one observes that there was much traditional thinking, thinking along customary roads, being conformistic about some theories or concepts, and not until these traditional patterns were broken, new or renewed areas were formed. Such decisive facts may have happened in the form of discontinuities or some spontaneously arising ideas. It is the force of non-conformistic thinking, of deviation from customary ways, which appears as a source of creativity, even of important creations. In this non-conformistic thinking one recognizes a conversion, but the deviation from conformistic is certainly broader. Dresden points to it in his reflections of the alpha-culture, but we find it also in mathematics. Before making some more fundamental remarks about the origins of non-conformistic thinking, I will illustrate this phenomenon by some examples. Let us first consider the history of the concept of an integral.

From the very beginning the concept of an integral was for centuries associated with computation of areas and volumes, with limits of sums (Riemann, Lebesgue, Stieltjes, etc.), with the computation of complicate integrals in closed form or numerical way, with application to other domains, but - except elementary facts, for instance the relation between differentiation and integration

- with little or no theory of the integral. Of course this computational aspect is still present in our days, because it is necessary in applications in nearly any domain of analysis, however not - as in earlier times - as a subject for itself. And furthermore nowadays computers play a role. The situation changed in the first years of our century. Next to traditional, conformistic thinking about the integral there came quite another way of thinking about this concept: non-conformistic thinking. The theoretical point of view came on the foreground. This needed a fundamental change in attitude of mind. This new idea is far away from limits of sums. From this new point of view the concept of an integral is defined as a linear map from a certain vectorspace into $\mathbb{R}$ : the integral is introduced as a linear form. The computational facet is no longer the departure, it concerns a more abstract approach. This is the result of a deviation from customary thinking and is in some contraposition to the "realistic" concept of an integral. It was Banach who defined in his book Théorie des opérations linéaires (Warszawa, 1932) for the first time this concept, a "universal integral". But what about the origins? It must be seen in the framework of the initiation of functional analysis, in which the Polish mathematicians did important work. So, when the book Adventures of a mathematician by S.M. Ulam, belonging to that circle, appeared, I had the hope to find some information in it. But there hardly is any. Many years later this way was also followed by Bourbaki, where one finds a real theory of the integral. Mathematicians do not write about their sources!

This result of Banach should be placed in a much broader framework. Banach's book was the first on the new area of functional analysis, and his universal integral was a rather elementary result in this field. This book can hardly be over-estimated. One finds there numerous results coming from nonconformistic thinking: linear operators, different types of convergence, weak and strong convergence, linear analysis, etc. At the base of this work is the abstract concept of a vectorspace, for itself a result of non-customary thinking about the concept of "space". The idea of vectorspaces differs from the classical way of looking at "space", coordinate-space, coordinate-geometry, because now there came a direct method of defining linear spaces with emphasis on the addition of points: the addition of vectors as a direct and axiomatics process.

Bourbaki's introduction of an integral finds nowadays application in many areas of analysis, for instance in non-archimedean analysis, i.e. analysis over a non-archimedean valued field. The introduction of an integral along the way of Riemann appeared not to be applicable. However, Bourbaki's method succeeded. But this was near to imitation.

To some extent the integral of Banach and Bourbaki can be seen as a result of conversion - I mentioned it before - but this is certainly not the case when we trace back the algebraic aspects of space. This way has been long and we have to go back to Descartes. Before Descartes there was properly speaking no real "algebra". When, for example, $a$ designed a line segment, $a^{2}$ was a square, not a rectilinear segment. According to Descartes $a^{2}$ was also a rectilinear segment. Thus, algebra and geometry were connected. To come to this standpoint a strong change in attitude was necessary: Descartes broke with classical
standpoints. However, it is quite another matter whether the mathematicians involved in such developments felt it as such. But we can look at it in this way and this may be helpful for us to understand.

In a more general framework the standpoint of Descartes can be seen as a first result of a process of algebraization. Such processes are not always to be considered as results finding their ground in conversion, but surely in nonconformistic thinking.

Looking through the history of mathematics it is not difficult to give more examples of such developments. I mention the process of the development of the concept of function. In its first years a function was an analytic expression in some connection with computation: maxima, minima, zero's, etc. In the hands of Dirichlet this became, as seen from quite another standpoint, as an entity, a map. This was a standpoint different from all classical ideas. Only Dirichlet's original way of thinking could lead to this result. We cannot understand this long process by means of the more restricted idea of conversion, nor by arguments of causality.
There is another example in the theory of differential equations. At the beginning one sees the process of finding explicit solutions, in some way processes that were tending to "doing", to computation. After a long period of this "doing", the attitude gradually changed. The emphasis turned to problems of solvability and to pure existence theorems, and for this a fundamental new attitude was necessary, more like the standpoint of modern mathematics. This is also a point of view in other areas of mathematics. All the more, the problem of explicit solutions changed in problems concerning integration by means of computers. We can express this in another way. "Doing" or "making" mathematics turned to creativity of quite another, sometimes more theoretical character. There is a shift from capability towards getting deeper insight, detaching from the classical connections with physics and mechanics, leading towards a more autonomous position.

## C. NECESSITY AND FREEDOM

Necessity and freedom seem to be contradictory. Do there exist developments in the course of mathematics which were in some sense introduced by sheer necessity? I think there are, at least when we interprete necessity and freedom in a suitable way. This concerns the necessity-problematic.

There are developments in mathematics which started as a consequence of a creative attitude contrary to customary points of view, but nevertheless had to be accepted as a matter of fact in a form of necessity. This again should be considered as a form of breaking with customary patterns of thinking and, seen in this way, they are an act of freedom. It is an aspect that is not limited to mathematics. Dresden points to Planck and the developments in quantum mechanics. Nevertheless there was some freedom for the initiators to go such ways.

There are well known examples in mathematics of such situations. They are
in the field of giving counterexamples, which is in some way a methodological aspect, perhaps even an aspect of the mathematical culture. They can to some extent be considered as directed creativity, directed in the sense of being in strong connection with existing theories. There is some causality a posteriori in it, but on the other hand there is also freedom. I mention the historical developments on the relations between continuity and differentiability of realvalued functions, and the examples of continuous nowhere differentiable functions, which necessarily had to be accepted in contrast to customary thinking. One can also mention the example of Fourier series, where the old idea that for any real-valued function its Fourier series converges to this function, appeared to be false by means of a counterexample [1f].

The really great progress exists thanks to creativity and in particular free creativity. From this point of view, the emphasis should perhaps more be laid on the fact that mathematics exists as a permanent process of growing, than on the question what mathematics is. If at any time this process would come to an end, the essence of mathematics would change, leaving only "doing", "practising" mathematics just as always has been done; in the foregoing I made some remarks about it. Perhaps it might become a science of applications to other domains. A "dead" science? From the current point of view mathematics exists by the grace of creativity and its results. Creativity is a rather confusing concept and I could not give a formal definition. We discussed: creation, invention, discovering, the power of analogy, imitation, the process of generalization, directed creation, creation in relation to processes guided by what can be called "the hazard" in some contrast to directed creation. Indeed, paradoxically, creativity seems to have limitations with respect to its results, although it seems difficult to formulate these limits explicitly. At most we can observe them when mathematicians are confronted with theories which appear to be not satisfying and therefore must be eliminated. I meant "the hazard" in this sense: not an arbitrary "trying without goal" but a critical judgment of results to which acts of creativity have led, something like "hazard a posteriori", with respect to acceptance of theories.

What do we understand by "freedom" in creativity? I think we have to understand by "free": ways not determined by strict causality. Free means that the mathematician is free to choose his way, taking into account the history and what has been done. Are there reasons to make choices? And on which grounds choices should be made? History shows that there are choices. Were they taken on objective or subjective grounds? Have choices to do with insights in the nature of mathematics, with ideas on what mathematics is or ought to be? There are examples of various types, taken on different grounds such as methodological criticism, lack of elegance, definite rejection of theories for reasons of principle, etc. The best way to illustrate this is by mentioning some examples from history. Already Leibniz criticized the algebraical way showed by Descartes to be of a too automatical character. However, after all he did not reject the methods of Descartes.
In a much later period Monge and Poncelet had a similar sort of criticism:
analytical geometry was unsufficiently geometrical. They did not want to eliminate analytical geometry, but their ideas led to new areas in geometry: projective geometry.

Another example. Steiner had objections to analysis and so he became the man of synthetic geometry.
I think in these cases the criticism is connected with the idea that some mathematicians did not make the right choice, or at least that other choices should be considered because they lead to "better" theories.

Here we can mention the discussions in the early years of Cantor's theory of sets with respect to questions whether or not this theory should be incorporated. I think here is not so much a question of choice; it is more a matter of principle.

There are also examples from more recent periods of mathematics, like the introduction of intuïtionism, created in connection with criticism on the foundation of the existing theory. This is again a matter of principle. Still more recent is the introduction of what is called constructive mathematics, in which for instance the axiom of choice is rejected.

On smaller and very secondary scale there are also acts of choice. In the early years of my research in non-archimedean analysis I introduced for reasons of systematization semi-non-archimedean and totally-non-archimedean spaces. Soon I rejected these semi-non-archimedean spaces, continuing with totally-non-archimedean spaces, then simply called non-archimedean spaces, because I had the idea that their definition would not lead to good results. Why? What is a "good" result? And who decides? I think the mathematical community in its totality decides, in the framework of future developments, what is useful and what has not much sense. On the other hand I studied, as an extension of non-archimedean valued fields, non-archimedean metric spaces in a general sense and even non-archimedean topologies. There are connections with topological spaces of dimension zero. In some way this process can be seen as a natural process (see section II).

In his fundamental work Über unendliche lineare Punktmannigfaltigkeiten (Abhandlungen mathematischen und philosophischen Inhalts, p. 139-246) Cantor wrote about the question of "freedom". From a paragraph where he is concerned with a philosophical discussion about the realistic versus the idealistic standpoint about the number system I quote the following passages - there are some more, but they are too lengthy -:
"Die Mathematik ist in ihrer Entwicklung völlig frei und nur an die selbstredende Rücksicht gebunden, dass ihre Begriffe sowohl in sich widerspruchslos sind, als auch in festen durch Definitionen geordneten Beziehungen zu den vorher gebildeten, bereits vorhandenen und bewährten Begriffen stehen".
"Es ist, wie ich glaube, nicht nötig, in diesen Grundsätzen irgendeine Gefahr für die Wissenschaft zu befürchten, wie dies von vielen geschieht; einerseits sind die bezeichneten Bedingungen, unter welchen die Freiheit der Zahlenbildung allein geübt werden kann, derartige, dass sie der Willkür einen äusserst geringen Spielraum lassen; dann aber trägt auch jeder mathematische Begriff
das nötige Korrektiv in sich selbst einher; ist er unfruchtbar oder unzweckmässig, so zeigt er es sehr bald durch seine Unbrauchbarkeit und er wird alsdann wegen mangelnden Erfolg fallen gelassen. Dagegen scheint mir aber jede überflüssige Einengung der mathematischen Forschungstriebes eine viel grössere Gefahr mit sich zu bringen und eine um so grössere, als dafür aus dem Wesen der Wissenschaft wirklich keinerlei Rechtfertigung gezogen werden kann; denn das Wesen der Mathematik liegt gerade in ihrer Freiheit (l.c. p. 182).

Cantor prefers to speak of "freie Mathematik" instead of "reine Mathematik".

The quotations illustrate the confusing, perhaps even paradoxical, situation.
Apparently in practice there are limitations to the freedom of creation, although these limitations sometimes seem to be of subjective character. How can such limitations be explained? Do such criticisms and rejections find their origin in mathematics itself, or are they results of personal points of view? Are they connected with the nature of mathematics? And what are the opinions of those who take a platonic point of view? When it concerns applications of mathematical theories in other domains of science there are perhaps exterior criteria, but when it concerns the internal evolution the facts are very different. In that case the situation is quite different from, for example, the situation in theoretical physics with its experimental criteria. These facts emphasize the special place of mathematics. A parallel can be observed in all these examples. Although there is freedom of creation, it seems that mathematicians had, and still have, some idea, be it a subjective idea, of what mathematics is or ought to be.

I think the majority of mathematicians nowadays take a pragmatic standpoint. Just as Hilbert said that nobody could drive mathematicians out of the paradise created by Cantor, I think the results that can be obtained by certain methods are the essential ground to accept theories. This implies, however, that sometimes points of view with respect to classical concepts must be changed. I mention for instance the evolution of the classical concept of existence in mathematics. Being constructive in former periods, most mathematicians nowadays take a much broader standpoint. In previous publications I discussed this evolution, introducing the ideas of strong respectively weak existence [1c]. This is an aspect of the evolution of "problem-solving" [41].

Another question connected with the idea of freedom of creation. In the history of mathematics are well known examples of the fact that sometimes new ideas and new concepts were, in nearly the same period, introduced independently by different scientists. There were perhaps some differences in the way of introduction, but the development went into the same direction. One can mention Leibniz, Newton and infinitesimal calculus, a discontinuity in the evolution. Poincaré and Stieltjes introduced the idea of asymptotic series from different sides. Banach and Wiener introduced normed spaces about the same time (although Wiener's name is nearly forgotten in this connection), a discontinuity. How can we explain such parallel ideas? Is it a phenomenon that is included in the nature of the special area, a kind of platonism? My personal
standpoint is to see this fact as a consequence of the structure of the mental considerations of the mathematicians. I believe they result from their specific way of thinking, from the nature of the mental processes which apparently agree among mathematicians. It is the way of thinking that makes mathematicians to what they are.

In particular in the quotations of Cantor, I find a reason to discuss the role, the function, of giving definitions as a way to introduce new, or renewed, concepts in order to stimulate progress. This problematic, which is connected with giving strong definitions along the rules of logic, belongs more to the domain of mathematical logic and the foundations of mathematics than to the subject of this essay. My remarks will be related to problems on creativity. Problems then are:
(i). Are there aspects of creativity in giving strong definitions to introduce new, or to renew, concepts?
(ii). Does everything that is defined - evidently under the condition that the definition does not contain internal contradictions - exist?
My intention is to demonstrate the sense of these problems by means of some examples in connection with the preceding pages. They illustrate confusing, even to some extent paradoxical situations. It is, however, a subject which deserves further historical studies.
In mathematics several types of definitions were developed in the various periods of history, going back to Antiquity. The nominal definition is classic and the most simple one. When we considered Hilbert's Grundlagen der Geometrie, we mentioned implicit definitions. Objects are characterized by means of typical properties, sometimes otherwise proved; they can then be considered as a reversed situation. It concerns a kind of definition of descriptive type. Implicit or descriptive definitions are connected with discussions on constructivity, placed opposite to non-constructive definitions. In constructive definitions one formulates the operations to be executed, in order to obtain the object one wants to define - in opposition to descriptive definitions. But the opinions differed as to what should be understood by "constructivity", in particular when it concerns matters of the transfinite hierarchy. In [12] I pointed to discussions about this problem between Baire, E. Borel and Lebesgue in the first years of the 20th century. Borel used the expression "nommer un objet" to design exact definitions. Peano made extensive studies on this subject. He introduced the idea of "definition by abstraction". An example is to define the equality of the areas of two figures by the fact that they can be decomposed in congruent parts (compare elementary geometry). In this context the work of Frege must be mentioned. Russell rejected this type of definition. See [42], [43].

As to the relation between definitions, existence and creativity the best we can do is to show by means of some examples that here too there are different opinions. In Kennedy [43] one reads under the heading "The existence of the thing defined is not necessary": "In mathematics definitions of non-existent things are numerous". He gives the following example (there are some more): Euclid gives a name to the largest prime number and then proves that it does
not exist, a paradoxical situation. This standpoint is in contrast with the attitude of Van Dalen, commenting a passage of Frege ("Jeder aus den definirten Namen rechtmässig gebildete Name muss eine Bedeutung haben"): "Met andere woorden men kan wel definiëren wat men wil, maar men wordt niet ontslagen van de verplichting aan te tonen dat het gedefiniëerde bestaat" [38].

Before I mentioned the introduction of a type of integral defined for any bounded real-valued function as an example of perfectness. It is called a universal integral, just because it is defined for any $f$. It concerns a nonconstructive result. But it is not difficult to give a descriptive definition. One formulates conditions on additivity - finitely additive whether complete - and invariance with respect to certain groups of transformations (for instance translations). It is known as the measure problem, formulated for measures in $\mathbb{R}^{n}$, which is equivalent. The problem is connected with the existence of such a measure for every bounded set: a universal measure. In some cases a universal measure is proved to exist; in other cases it does not exist. These results are proved with transfinite methods. Further studies led to the field of topology and concerned also questions of principle. I wonder whether one can "do" mathematics with them. However, the underlying idea is very interesting and based on a creative attitude. See [1f].

Another example concerns the so-called Denjoy integral. One may say that the difficulties with regard to differentiation and integration as opposite operations found their final solution in this integral. In the classic book of Saks on the theory of the integral [44] one finds the way of introducing it: (i) "Descriptive definition of the Denjoy integrals", and (ii) "Constructive definition of the Denjoy integrals". Constructivity must be understood here in a special sense because transfinite methods are used ("Denjoy constructed a transfinite hierarchy of methods of integration"; [44], p. V). Does this concern a means "to do"? It may be explained to some extent by considering constructivity in the sense of recursive definitions, operations which could be performed if we could go on for an infinitely long time. Saks compares the Denjoy integral with the classification of real-valued functions given by Baire. Should this classification be considered then as constructive? I think it is not so easy to give a descriptive definition here. Compare, from the other side, the descriptive definition of an integral according to Bourbaki.

A further example is the introduction of normal and exceptional numbers by Borel, as mentioned before. But what is the sense of Borel's theorem, taking into account that we do not know whether the objects with which this theorem is concerned exist or not. Compare a paper by Gale [40], where normal numbers are considered with regard to the problematic of the foundation. See also the introduction of the concept of a distribution by L. Schwartz. It is non-constructive, nevertheless very important for "doing" mathematics.

As a conclusion from these examples I think we may say that giving definitions just to introduce new or generalized concepts as a purpose for itself is hardly to be seen as a creative activity. I think, for instance, on the inventivity in introducing complicated concepts in general topology and the theory of real-valued functions in the years round the turn of the century. I made
some remarks about this in [1f]. But the ideas that precede definitions, ideas which grow in mind, may be of a very creative character, whether or not they appear worthwhile to be followed. And it is quite another matter whether ideas are followed by formal definitions. The ways of thinking are important. Do such ideas come from the "Nothing", creatio ex nihilo? Comparing with Dresden I think the situations in mathematics do not much differ from some aspects of the alpha-culture.

The idea of free creation leads to speculations about the future. Earlier I introduced the idea of looking at the evolution in the form of phases. Can a new phase be expected at a still higher level, after the theory of sets and axiomatization? Should the theory of categories be seen as such a higher level?

Freedom of creation also leads to speculations about the past. If there exist concepts which cannot be explained by means of some causal arguments - that means if there is free mental activity, creatio ex nihilo - is it conceivable that in the course of history of mankind "another mathematics", a "different mathematics", could have been developed, started by scientists thinking in another way and developing creations leading in a different direction? It is difficult to define what should be meant by "another mathematics". Perhaps one should think of a kind of "mathematics" with totally different concepts, unknown for us - such as the concepts of set theory were unknown before Cantor - but apparently on the basis of the natural numbers. It is clear that hardly any answer can be given. I only pose the question to emphasize the problems which present themselves when one enters the area of philosophical reflections about the nature of mathematics and the idea of "free creation", which is connected with it. However, to pose this question is less absurd than it may seem to be at first sight. There is even some literature about it. In a paper Mathématiques vides et mathématiques significatives, included in a series of articles by several mathematicians [45], Dieudonné, referring to the work of Gödel and Cohen, writes about various mathematics ("autant de mathématiques que vous voulez") and later on he points to mathematics according to the mind of mathematicians ("suivant le genre") [46]. It is not quite clear what Dieudonné means by various mathematics. Should it be understood in the sense that there are subjective elements in mathematics, i.e. that mathematics is not unique?

Wilder [38] speaks about mathematics in relation to other cultures than ours (Chinese, Maya, Arabic).

In a book review [47] I read that "there is now a whole spectrum of "experimental mathematics" which poses some very serious questions for mathematicians". What had happened if mathematics had been developed as an experimental science? A very recent note by Keith Devlin should be mentioned here: "Mathematics without theorems" [48]. The author discusses the idea of the mathematical enterprise as the study of structures, being a particular aspect of the world in the form of abstract representations (or models), analyzing these models in a rigorous logical fashion. It concerns "model-building" as an initial stage, preceding our "theorem-proving" aspect, thus opening the possibility of
"different models". Does Devlin mean "system-building", preceding "operations of proving", to be applied to them?

In another recent paper, "What do we do when we do mathematics?" Ernst Snapper raises explicitly the question of the unicity of mathematics: "I do not believe that mathematics is a unique doctrine, but that there are several kinds of mathematics, depending on how one chooses to create classes and chooses to prove theorems" [49].

In the same context there is an editorial note in Computers and Mathematics entitled "Computers and the nature of mathematics" [50]. The author gives as his opinion that "mathematics is the science of patterns". I have some difficulty with it. Can "doing" and problem-solving find a place under this heading? I am inclined to see strict logical proving as a characteristic aspect. Compare also the opinion of MacLane about the question what algebra is [1f].

The main question in all this is: our mathematics, such as we developed in two thousands of years in connection with "freedom of construction", is it unique? This is a theme that deserves further study.

A last remark. It might be expected that in this section some notes about the position of "free creation" against the background of the foundations of mathematics - in particular on the paradoxes and contradictions in relation to axiomatic systems - should have found a place. However, this subject was let aside because I have insufficient competence in that area. I only want to state that in my opinion problems on the foundations should well be distinguished from the problem what mathematics is and that this last problem should precede all discussion on the foundations.

## V. Conclusions

I will resume and try to come to conclusions. As seen from a very general standpoint the reflections in the preceding pages can be resumed as a study on the question "What is mathematics"? But then there are two directions. If the accent is on "what", it concerns a matter of quality of mathematics, about which I gave some examples. However, if the accent is given to "is", we have another interpretation and I think this is a deeper one. Reading the question in this way, it concerns the ontology of mathematics. This is a very difficult philosophical problem, on which there exists no common opinion.

To come to an answer - if possible anyhow - I tried to give an analysis of the origins and sources of mathematical theories and theorems, in connection with causality in the course of mathematics. I came to design creativity as a most important aspect. In particular free creativity was discussed.

At the end, reading Dresden's book on creativity once again, it is most remarkable to observe that most of the facets he discussed in his framework the so called alpha-culture - are in adapted form equally applicable to a study about the progress of mathematics. One gets an impression of unity, a kind of unity of alpha-culture and beta-culture. However, there is also a very fundamental difference. The fundamental aspect of proving in mathematics, according to strong rules of logic, does not find a place in Dresden's work. There is perhaps some kind of proving in the alpha-culture, but this is more in the sense of plausible inference, anyhow not according to strong logical reasonings. May we conclude that strong logical conclusions are restricted to mathematics and thus are characteristic for this science? I mean logical in the sense of the logical system that is accepted: intuïtionism, formal systems, etc. In mathematics acts of creativity need to be closed by strong logical proving. In other words: is this what we mean when we speak of the nature of mathematics which is different from discussing what mathematics in existential sense is? I think it is not the right point of view to see mathematics as a system that "is", that exists as a domain that is clearly fixed and demarcated, and that should be explored. In the preceding pages I gave special attention to mathematical creativity and its working. Mathematics has a strong dynamical character under the working of creativity. Mathematics is permanently involved in processes of generating new ideas and concepts, new theories: mathematics is not, mathematics is generated. Mathematics is connected with ways of thinking, specific mathematical-thinking. The capacity of "doing" is not the primary characterization. When this capacity is diminishing in the course of time, nevertheless this way of thinking remains. Just this makes it difficult to express the various aspects of the nature of mathematics in the form of a general
definition, valid for all what is going on and for all time, a method which in principle determines the direction to go in future. In view of the difficulties to come to more insight in the nature of mathematics one could, in stead of starting from the mathematical objects themselves, try to approach the problematic from the side of the mathematicians who are involved in the investigations, thus avoiding problems on existence. Shall we consider as "mathematics" any system in which the activity of strong logical proving and coming to conclusions is the most essential criterion (even if there are different opinions among mathematicians on what is accepted as a "strong proof")? I return to this idea in the Appendix (see also [51]).

This finally leads to the question Wat is creativiteit?, i.e. the title of Dresden's book. In the last pages he tried to find an answer to this question, but he remarked himself that he did not succeed in a satisfactory way. He could only pose counter-questions. I quote: creativity "bevindt zich tussen zijn en niet-zijn, en verwezenlijkt zich alleen maar voorlopig in een werk" [creativity is something between to be or not to be and is only provisionally actualized in a work]. I think this is also true for mathematics.

## Appendix

## Themes for Further Special Studies

In this Appendix I add to the considerations in the preceding chapters some special themes for further historical-philosophical studies. They are close to the preceding reflections.

1. The philosophy of the "why?" and "quod erat demonstrandum".
A. In the preceding chapters one shall miss more detailed remarks and reflections on the concepts of "proving" and "a proof", notwithstanding the fact that these concepts are of a high importance - perhaps even the most important aspect of mathematics. They should be taken into account when determining the place and function of mathematics among Human Sciences. It is the old "quod erat demonstrandum". I already made some remarks on this in [1h]. I prefer to incorporate this subject in an Appendix.

First of all: my intention with these remarks is that they may be of some use for formulating themes for further studies. There are more questions than answers. A possible reaction is that much has been written about this subject and that there is not much new in these reflections. But I observe that in a most general sense "proving" is not restricted to mathematics, although for mathematics with its strict formal lines and conclusions there is a special situation. I hope that reflections on "proofs" in such a broad sense, considering "proving" from a multi-disciplinary standpoint, may contribute to determine the position of mathematics. A future study in this field must be based on diverse specialistic knowledge and therefore perhaps needs cooperation. In mathematics "proving" is to some extent the closure of reasonings and the process of creation. On the other hand, proving theorems is not, by exclusion of any other method, the only way towards mathematical truth. There exist other ways. In the preceding chapters I pointed to "making" and "doing" mathematics, where technical methods to find formulas, propositions and applications, etc. play a role. There it concerned the question of capability, creation in another sense.
When I consider "proving" from a multidisciplinary standpoint, I mention for instance "proving" in the juridical sciences, and aspects of "proving" in some disciplines of the so-called Alpha-Culture. In such non-mathematical sciences one finds reasonings where methods are used which also appear in mathematics: implications, the reverse of reasonings, etc. But they not lead to the strict formal logical conclusions we have in mathematics. There is some analogy with mathematics in form, but not in intrinsical value. Seen in this way

- giving "proofs", asking for certainty and for truth, adapted to special cases and disciplines - the activity of "proving" must perhaps be considered as a special phenomenon of Human Culture. Is "proving", in whatever form, a fundamental element of progress in human civilization? Proving is connected with "not-believing-without-any-more". From such a standpoint "proving" belongs to the area of the problematic of the "why?", the problem of asking for motivations, for reasons of conclusions. The problem then arises of the origins and the development of the "why?". How far does this go back in history? The question then is not how we prove and which methods are used or accepted, but why we prove. Here it concerns the genesis of the problematic of the "why?". This should not be confused with the modern mathematical "prooftheory". I am not concerned with the proofs themselves and their theory, but with the philosophical backgrounds of "proving".
It seems apparent that the problematic of the "why?" and the activity of giving "proofs" are in a broad sense connected with each other and these connections have several sides. A comparative study of this domain is not only of interest from a philosophical and psychological point of view but also in a broader sense. I have conclusions in mind which can be drawn with respect to the place and the essence of mathematics. Let me give some examples.

Considering this problematic from a didactical-psychological point of view I refer to a passage due to Freudenthal: "The highest pedagogical virtue is patience. One day the child will ask why, and there is no use to start systematic geometry before that day has come. Even more: it can really do harm. For we have agreed upon teaching geometry as a means to make children feel the strength of the human spirit - that is of their own spirit - and we should not deprive them of the right to make discoveries of their own. The clue of geometry is the word "why". Only joy-killers will deliver the clue previously" [52]. In this context it is worth noting that when in my country one asks a child "Waarom doe je dat?" ("Why do you do that?"), it is not unusual that the answer is "daarom" (to some extent equivalent with "therefore"). The play with words is thus "wherefore - therefore". We are here in the field of psychology: the child does not yet understand that "daarom" is no motivation. So the parents' reaction is "daarom is geen reden" (therefore is no reason).

In the course of their development children have to learn what it means to give answers in reasoned-out forms, what is essentially different from saying that this is an innate aspect. This leads into the domain of psychology.

It is not my competence to analyze processes which are considered and called "proofs" in non-mathematical domains. I can only add some more remarks to what is said in the preceding pages. Considered from the mathematical point of view it does not concern here strong logical proofs and conclusions but reasonings leading to some form of credibility, to judgments based on implications, etc. There are reasonings based on methods of exclusion of situations by means of specialized criteria, but not in strong logical form. There are methods of "proving" the origin of old manuscripts or the identity of painters (problems of falseness, respectively authenticity). I also point to the witch-trials. Such reasonings can go far back in history.

But we return to mathematics. It is a matter of fact that the old Greek mathematicians had at their disposal methods of proving that were based on forms of logic, even axiomatic methods. It would be interesting to know something more about the arguments that led them to introduce and follow this way, that is again the question of the "why?". I think such knowledge could contribute to determine the place of mathematics among other sciences and to give insight in the structures. Did a period of "asking for truth" precede the way of axiomatics? It seems that classical Greek mathematics with its propositions based on strict forms of logic, more than 2000 years ago, was far ahead of other aspects of civilization. Is it possible to explain this advanced position of mathematics? An answer depends again on the question what mathematics in essence is. It concerns the problem here to determine the place of mathematics. When, for instance, we point in the juridical sciences to the method of the inversion of the burden of proof, which is in some analogy with indirect proofs in mathematics, we can of course not consider this as mathematics.

There are two elements that come in the foreground: (i) aspects of methodology and (ii) the problematic of the essence of mathematics. In this context a classical treatise written by the philosopher Spinoza (1632-1677) deserves special attention: the Ethica. Although the subject of this book belongs to philosophy and not especially to mathematics there are good reasons to write some words about it. Only after his death it was published in the Opera Posthuma of 1677 because he knew that his philosophical ideas were rather revolutionary. I refer to the Dutch translation of the Ethica by N. van Suchtelen [53]. For the purpose of this essay, which concerns developments in mathematics, it is of interest to mention it because of the rather unusual form which Spinoza gave to his theory and ideas about this subject. He presented them in a geometrical form: "Ethica ordine geometrico demonstrata". It must be remarked that Spinoza was well acquainted with the work of Descartes and his Discours de la méthode pour bien conduire sa raison et chercher la vérité dans les sciences (1637). Spinoza's Ethica was preceded by an older study about the "best method to come to true knowledge" ("Tractatus de intellectus emendatione"). He found this best method in the mathematical method. There were objections, even among cartesianists, against his philosophical ideas and towards this form of presentation in terms of geometrical concepts, the last being superfluous or unreadable (see in [53]). Spinoza gave his ideas in the form of a deductive system in form analogous to the classical treatment of plane axiomatic geometry along the way of Euclides: definitions, axioms, theorems with proof, remarks, thus all in a form alike a mathematical treatment. It demonstrates the still strong influence of the classical methods of geometry. See the illustrations from the Ethica on p. 62-64. Compare also with my remarks on methods as the essence of mathematics in the forgoing pages. In philosophical context Mannoury made remarks on the Ethica in his Handboek der analytische Signifika, I, p. 100, 147 mentioned before.

But does it really concern a subject that is appropriate to mathematization? Can an analogy in form of composition be an argument to say that it thus
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concerns mathematics? The answer is evidently negative. Analogy in form does for itself not imply strong logical reasonings, based on strong definitions and axioms, which is fundamental for mathematics. This example suggests me to follow another way when it concerns the problem of the essence of mathematics.

Taking into account these analogies in form of composition between various scientific disciplines and mathematics - in some cases more than in other ones - the problem presents itself to give an analysis of this phenomenon. Now, there is a fundamental difference, which can be found in the concept of "proving" as a means to build theories. In mathematics "proving" is essentially different from arguments in the weak form of credibility, based as it is on strong logical reasonings, reasonings in a formal form, i.e. formalization.

The philosophical problem of the nature, the essence, of mathematics is related to questions about "proving" and there is reason therefore to study this aspect somewhat nearer. In section IV, p. 29 I already made some remarks on relations between mathematics and disciplines of the Alpha-Culture and I pointed to some analogies.

The question of the nature of mathematics, the question what mathematics in existential sense is, is subject of several writings, but a more or less definite answer appears to be a difficult problem and, moreover, the opinions do not coincide. The preceding remarks on "proving" in a broad sense lead me to propose an approach of this problematic which perhaps is unusual. In view of the fact that giving "proofs", in whatever form, exists as a matter of fact in several disciplines, one can, in a sort of conversion of ideas, pose the problem to determine in a comparative study the place of mathematics in the totality of these disciplines. When the problem of the nature of mathematics is difficult to answer, one can at least try to find a demarcation of mathematics and the relative position with respect to other disciplines. It concerns then reflections about mathematics. Perhaps aspects of "proving" can be used as a criterion to mark this position. Is the place of mathematics in the totality of "proving-sciences" determined by the criterion of strong formal logical proving and coming to conclusions? Is this the deciding point for being mathematics, or, in a weaker form, for being considered as mathematics or perhaps called mathematics, accepting the subjectivity of this standpoint? This would be a criterion avoiding the difficulties in formulating standpoints with respect to the nature of the mathematical objects, a difficult domain, mostly studied with rather vague results.

I am well aware of the fact that such a thesis does not concern the problem what mathematics is. But I consider this as another problem, as it is also another matter which methods of proving are allowed, provided that they are given along strict logical lines. This leads into the area of the standpoints about mathematics: Hilbert with formalism, Brouwer with intuïtionism, etc. This concerns the matter of the foundation of mathematics and in my view the problem of the nature of mathematics as a philosophical problem should precede questions of foundations. Before we can speak about foundations there
must be clearness about what it concerns. From the preceding chapters it will be clear that in this respect I think in the first place of human creativity and not in some way on origins of modern mathematics in "nature", whatever this may be. The problematic sketched above is in close connection with Dresden's general reflections in Wat is creativiteit. Compare [54].

I propose the developments around the "Why?" and "proving" to be the subject of a multi-disciplinary study, a theme for a general dispute [55]. The essence should be "The philosophy of the "Why?". Besides mathematics and logic there should be a place for a study on the origins, the form and function of the "Why?" and "proofs" in, for instance, (1) philosophy, (2) antiquity, (3) psychology, (4) some alpha-sciences, (5) juridical sciences, (6) experimental sciences.
B. The origin of the idea and the evolution of mathematical proof and the signification of proving in the course of times. What is the genesis of the concept of proof in mathematics as a phenomenon? How rose the need of proving and what was considered as a proof? Which were the means of proving in the course of history? Here the ideas of what is accepted as a proof in the various periods should be taken into account. A critical view on what we call mathematical rigour should find a place, avoiding to impose modern standpoints on the past. The way towards intuïtionism and constructivism should be discussed. And with respect to recent developments the role of computers can be a point of discussion. See also my remarks on experimental mathematics. See also in [54], [16].
2. Problems on axiomatization. The history of methods of axiomatization from the geometrical origins in Antiquity to the penetration in algebra and analysis.
3. History of "problem-solving". Here the various standpoints play a role which were taken by mathematicians in the historical periods with respect to the means by which problems were or ought to be solved. Under which circumstances was a problem considered as being solved? In previous publications I already mentioned that only half a century ago the solution of a problem in elementary geometry (a construction of some figure) should consist of four elements: an analysis, the construction, a proof that the construction satisfies the conditions, a discussion of the conditions under which there is solution. Which are the origins of these conditions? Well known is the classical condition on the use of ruler and compasses. Why just these? How was the development of other methods? Connections with classical unsolved problems and the role of approximations should have attention. Many centuries later geometry with only the compasses was developed. In algebra the developments on the solution of algebraic equations in terms of radicals is another subject. This finds its continuation in the next subject.
4. Constructivity and constructions. The role of constructions in the periods of history and the evolution towards non-constructive theories. In particular I have in view here the developments in analysis. In the classical, constructive period mainly explicit solutions, for instance of differential equations, were accepted. Existence was constructive. Which was the way towards the
acceptation of non-constructive results and theories? What has been the role and place of approximations? See [56] (p. 128) and also my publication on strong respectively weak existence in analysis [1f]. Finally there is the way back to constructive theories and the rejection of non-constructive theories by some mathematicians in recent times [57].
5. External and internal influences. Earlier [1c] [1f] I designed the classical period as a period with strong external influences, whereas modern mathematics is a mainly internal period, with strong autonomous developments. The transformation from the external into the internal period should be a subject for further studies. Compare my idea of describing the evolution as a chain of phases.
6. Sets and algebra. Mutual relations in the development of the theory of sets and modern algebra. See [1e] p. 340.
7. Modern algebra and analysis. The penetration of concepts of modern algebra in analysis.
8. Rise and decline of mathematical subjects. The last subject, which I shall explain here in a somewhat more elaborate way, is not so much concerned with the evolution of concepts; it concerns the rise and decline of subjects in mathematics.

It is a common phenomenon in the history of mathematics that subjects, which in their proper period seemed to be important, passed into the background or even nearly disappeared.

Only half a century ago, for example, the theory of continued fractions found a place on the university programmes beside the theory of infinite series. Now they have lost their place. Continued fractions have never been of equal importance as the theory of series. However, there are indications that continued fractions return in a somewhat different form in connection with algorithms.

The strict theory of real functions, important in the early years of the theory of sets and in the first decennia of our century, has not so much interest any more (see [1a], p. 57). Which are the reasons for the decline?

One can also mention the rise and decline of descriptive geometry. Classical analytic geometry with coordinates has lost the important place it had half a century ago in the programmes of the universities. It is mostly replaced by linear algebra. Has there been any influence of this old form of geometry on the creation of the new form of geometry?

Classical differential geometry in the sense of Gauss is replaced by a subject with a very different and much more abstract character (theory of varieties, etc.). In a review of a book on Riemannian geometry [58] one can find the following passage:
"One has only to compare this material to that in the collected works of Cartan and Lie and in Darboux' Théorie des surfaces to realize how much of our heritage has been jumped overboard. Perhaps this is due to our overemphasis on maintaining our status in the eyes of our big brothers, the topologists".

There are analogous aspects in the development of algebraic geometry as
treated in the classical way by means of coordinate systems. It is still fully alive, but in a quite different form. Methods of modern algebra and modern algebraical concepts have taken the place of the old methods. Algebraic geometry has become an abstract theory to such an extent that one may ask whether it concerns algebra or geometry [59]. This development is an aspect of the general tendency towards abstraction. But it is curious to learn from algebraic-geometers that in recent years the more concrete algebraic geometry seems to return to some extent. There seems to be a more general tendency to a revival of more concrete results. What can be said about the reasons of such a development?

In the rise, decline and sometimes return of subjects we seem to have a general phenomenon in the evolution of mathematics, whose general aspects deserve to be studied. Are there something like waves in the evolution? What can be said about the motives of this phenomenon in a general way? Do the reasons differ from case to case? Perhaps some subjects fade away because new and important results in such an area are no longer obtained in new, and in general higher phases. Perhaps they return sometimes because just in the light of new phases new light can be thrown on the subject, or because the matter appears to be useful in a new phase [60].

The interesting question rises whether there are analogous situations in other sciences. In physics there are empirical reasons for the rise and decline of subjects. I think in mathematics this is mainly due to internal influences.

In this respect $D$. van Dalen posed an interesting question. Mathematicians are used to speak of a beautiful theory or proof. His problem is whether a subject can survive because it is beautiful or elegant, even if it is perhaps of no much use. I do not know an example of such a phenomenon. But there is then the question: what is "beauty" in mathematics? Such a qualification seems to be of a subjective character; the opinions of specialists may differ. And furthermore, how can there be a connection between formal, emotionless, strict logical, "cold" truth, where there is only true or false, and judgments on quality? They seem to be of a quite different character.

With this question we are back again at the problem of the nature of mathematics, a question which was stated on several places in the preceding part. Here just some more remarks.

Oxtoby writes in a review [61]: "In mathematics a real classic seldom dies, nor does it just fade away. It is more likely to be enhanced by a later one than superseded by it". The journal from which I quote this passage, The mathematical intelligencer, regularly contains contributions about this subject.

In 1950 Wilder wrote about the problem what mathematics constitutes in a paper entitled "The cultural basis of mathematics". I quote the following passage ([62], see also [38]):
"Let us look for a few minutes at the history of mathematics. I confess I know very little about it, since I am not a historian. I should think, however, that in writing a history of mathematics the historian would be constantly faced with the question of what sort of material to include. In order to make a
clearer case, let us suppose that a hypothetical person, A, sets out to write a complete history, desiring to include all available material on the "history of mathematics". Obviously, he will have to accept some material and reject other material. It seems clear that his criterion for choice must be based on knowledge of what constitutes mathematics. If by this we mean a definition of mathematics, of course his task is hopeless. Many definitions have been given, but non has been chosen; judging by their number, it used to be accepted of every self-respecting mathematician that he would leave a definition of mathematics to posterity. Consequently our hypothetical mathematician A will be guided, I imagine, by what is called "mathematics" in his culture, both in existing (previously written) histories and in works called "mathematical", as well as by what sort of things people who are called "mathematicians" publish. He will, then, recognize what we have already stated, that mathematics is a certain part of his culture, and will be guided thereby".

Wilder illustrates this by giving several examples, for instance ChineseJapanese mathematics, Greek mathematics, all kinds of mathematics in other cultures than ours. I already mentioned this aspect in my reflections on freedom of creation (see p. 50). Interesting reading in this context is Wilder's paper The nature of mathematical proof [63].
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