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1. INTRODUCTION.

The major part of this monograph concerns density estimation. A well known nonparametric estimator of the common density \( f \) of \( n \) independent identically distributed observations \( X_1, \ldots, X_n \) is the Parzen-Rosenblatt kernel estimator \( f_{nh} \) (Parzen (1962), Rosenblatt (1956)). This estimator is defined by

\[
f_{nh}(x) := \frac{1}{nh} \sum_{i=1}^{n} K((x-X_i)/h),
\]

where \( h \) is a positive real number called the window or the bandwidth and \( K \) is a probability density function called the kernel. The performance of this estimator is studied in Chapter 2. In Chapter 3 we discuss cross-validation methods designed to compute bandwidths from the observations. Of course many other nonparametric density estimators have been proposed. For more general reviews of density estimation we refer to Prakasa Rao (1983), Devroye & Györfi (1985), Silverman (1986) and Devroye (1987). In Chapter 4 we leave density estimation and consider the deconvolution problem, i.e. estimation of an unknown distribution function in a situation where we have a sample from a distribution which is the convolution of the unknown distribution and a known one. We give a brief outline of the contents of the three chapters.

Following Van Eeden (1985) and Cline & Hart (1986) in Chapter 2 we do not restrict ourselves to estimation of smooth densities, but we also consider estimation of densities with discontinuity points. We allow discontinuity points in the first or second derivative as well. At those points we require the densities to have left and right Taylor expansions. Thus, apart from smooth densities \( f \), we also consider densities with jumps and kinks. In Section 2.1 we state the precise conditions on \( f \). For the moment we suffice with giving two examples.

**Example 1.1.** Let the density \( f \) be given by

\[
f(x) := \begin{cases} 
0 & \text{if } x < 0 \\
-\frac{x}{2} & \text{if } 0 \leq x < 2 \\
\frac{(x-3)^2}{\alpha} & \text{if } 2 \leq x < 3 + \sqrt{2} \\
0 & \text{if } x \geq 3 + \sqrt{2}
\end{cases}
\]

where \( \alpha := \int_0^2 \left(2-x^2\right)dx + \int_2^{3+\sqrt{2}} \left(2-x^2\right)dx = 6.5523 \). Then \( f \) has a jump in the point 0, a kink in the point 2 and a kink in the point 3+\sqrt{2}.
We use this density repeatedly as an example of a typical non-smooth density.

**Example 1.2.** A situation where a jump and a kink appear naturally is given by *Wicksell's corpuscle problem*. Let \(X_1, \ldots, X_n\) denote \(n\) radii of spheres of different random size in an opaque medium, such as drops of oil in a piece of rock. Suppose that we can not observe these spheres directly. Instead we can observe the radii of the circular profiles of the spheres obtained by taking a slice of the medium. Denote the radii of the circular profiles by \(Y_1, \ldots, Y_n\), which we assume to be independent. Defining \(f\) as the sphere radius density and \(g\) as the circle radius density, Wicksell (1925) showed that under suitable regularity conditions the next relations between \(f\) and \(g\) hold,

\[
(1.3) \quad g(y) = \frac{1}{\mu} \int_0^\infty \frac{y}{\sqrt{r^2 - y^2}} f(r) \, dr, \quad 0 < y < \infty
\]

and

\[
(1.4) \quad f(r) = \frac{2\mu}{\pi} \frac{d}{dr} \int_0^\infty \frac{1}{\sqrt{y^2 - r^2}} g(y) \, dy, \quad r \geq 0,
\]

where \(\mu\) equals the expectation of the sphere radii. Several parametric and nonparametric methods have been proposed for estimating the density \(f\) or its distribution function. For reviews of the Wicksell problem and related methods see Ripley (1981) and Stoyan, Kendall & Mecke (1987). Estimators of the density \(f\) related to the kernel estimator were proposed by Taylor (1983), Hall & Smith (1988) and Van Es & Hoogendoorn (1990). All these estimators suffer from a large bias close to zero, which can be explained from the fact that, no matter how smooth the density \(f\) is, the density \(g\) has a kink in zero. This is immediate from relation (1.3). Moreover, Hall & Smith propose an estimator based on the squared circle radii. Since the density of the squared circle radii equals \(g_1(r) = (2r^{1/2})^{-1} g(r^{1/2})\), it is readily seen that it has a jump in zero.

In our opinion kernel estimators can be used for estimating non-smooth densities, even though they have a larger error and thus require larger sample sizes. Moreover, these densities might occur without the statistician being aware of it. For the same reason we have also studied the performance
of likelihood cross-validation for such non-smooth densities. In fact, in an important special case, treated in Corollary 3.6, the density \( f \) has jumps. Some of the results derived in this chapter are also used frequently in Chapter 3.

To compute a kernel estimate of a density we have to choose a kernel and a bandwidth. It is generally recognized that for most loss functions the choice of the bandwidth is more important than the choice of the kernel. In Chapter 3 we consider so-called cross-validation methods to determine a good bandwidth for a kernel estimator. Least squares cross-validation was introduced and studied by Rudemo (1982) and Bowman (1984) and has since received considerable attention. Stone (1984) established an important optimality result with respect to the integrated squared error. This result states that a kernel estimator with a bandwidth computed by least squares cross-validation asymptotically performs as well as a kernel estimator with the best possible non-random bandwidth. This optimality holds for all bounded densities. For smooth densities, i.e. essentially densities with a continuous second derivative, the asymptotic distribution of the computed bandwidths and the corresponding integrated squared error was derived by Hall & Marron (1987b). Likelihood cross-validation was introduced earlier by Habbema, Hermans & Van den Broek (1974) and Duin (1976). We establish the almost sure rates of convergence to zero of bandwidths computed by this method and the asymptotic distribution theory. It turns out that the asymptotic behavior is similar to the asymptotic behavior of least squares cross-validation, provided we use a modification proposed by Marron (1985), and provided we exclude densities with jumps. We show that likelihood cross-validation does not give asymptotically optimal bandwidths for densities with jumps. For densities without jumps likelihood cross-validation gives bandwidths which are asymptotically optimal with respect to a weighted integrated squared error, where the weight is equal to \( 1/f \) (Marron (1985)). For a detailed introduction to cross-validation methods we refer to Section 3.1.

Chapter 4 is devoted to estimation of an unknown distribution function in the nonparametric deconvolution problem. Since the Wicksell problem, suitably transformed, also has a convolution structure, estimation of the distribution function of the sphere radii is one of the examples. In particular we consider nonparametric maximum likelihood estimation. We present a minimax theorem which shows that in the deconvolution problem, even for estimating a distribution function at one fixed point, different rates of convergence appear, a phenomenon well known in density estimation. For several examples we discuss the nonparametric maximum likelihood estimator of the distribution function.
2. KERNEL ESTIMATION IN NON-SMOOTH CASES.

We consider the performance of the kernel estimator (1.1) with the emphasis on its properties in situations where \( X_1, \ldots, X_n \) is a sample from a distribution on the real line, having a density \( f \) which does not satisfy the usual smoothness conditions. Under these smoothness conditions \( f \) is essentially required to have two continuous derivatives. While the results for the smooth case date back to Rosenblatt (1956), studies on the behavior in non-smooth cases, allowing discontinuities in \( f \) and its derivative, are fairly recent, see for example Van Eeden (1985) and Cline & Hart (1986).

The conditions we impose on \( f \) and \( K \) are given in Section 2.1. In Section 2.2 we discuss the basic properties of the kernel estimator \( f_{nh} \), evaluated at a fixed point \( x \). The results presented in this section are needed to derive global properties of kernel estimators in later sections. They also have independent interest. The global behavior with respect to the integrated squared error and the supremum distance is treated in Sections 2.3 and 2.4. For the properties of kernel estimators with respect to the \( L_1 \) norm we refer to Devroye & Györfi (1985) and Devroye (1987). The last section of this chapter contains technical (parts of) proofs of results in the preceding sections.

2.1. Assumptions.

We consider densities satisfying the following conditions. Essentially we allow the densities to have jumps and kinks. A typical example of such a density is given in Figure 1.1 in the introduction.

**Condition F:**

- **(F.1)** The first and second derivatives of \( f \), denoted as \( f' \) and \( f'' \), exist at every point of the real line, except at a countable set of points which we denote as \( D \). In these points we give \( f' \) and \( f'' \) arbitrary values. We assume that \( \inf \{ |d_1 - d_2| : d_1, d_2 \in D \} \) is positive, i.e. the points in \( D \) are separated.
- **(F.2)** The functions \( f \), \( f' \) and \( f'' \) have finite left and right limits at the points in \( D \).
- **(F.3)** The function \( f \) has finite left and right first and second derivatives at the points in \( D \).
- **(F.4)** The second derivative \( f'' \) is continuous on the complement of \( D \).

The elements of the set \( D \) are called singular points. For the density of Example 1.1 the set \( D \) is equal to \( \{ 0, 2, 3 + \sqrt{2} \} \). The jumps of \( f \), \( f' \) and \( f'' \) at a singular point \( d \) are denoted by \( \delta^{(0)}(d) \), \( \delta^{(1)}(d) \) and \( \delta^{(2)}(d) \), so we have

\[
\delta^{(0)}(d) := f(d+) - f(d-), \\
\delta^{(1)}(d) := f'(d+) - f'(d-), \\
\delta^{(2)}(d) := f''(d+) - f''(d-).
\]
Condition (F.3) requires some further explanation. By the existence of a finite right derivative of $f$ at $d \in D$ we mean that the limit
\[
\lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} (f(d+\varepsilon) - f(d+))
\]
exists and is finite. By Taylor's theorem and (F.2) this limit equals $f'(d+)$. By the existence of the second right derivative of $f$ at $d \in D$ we mean that the limit
\[
\lim_{\varepsilon \downarrow 0} \frac{2}{\varepsilon^2} (f(d+\varepsilon) - f(d+) - \varepsilon f'(d+))
\]
exists and is finite. This limit then equals $f''(d+)$. Hence
\[
\lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon^2} (f(d+\varepsilon) - f(d+) - \varepsilon f'(d+) - \frac{1}{2} \varepsilon^2 f''(d+)) = 0.
\]
The left derivatives are defined similarly. With left limits replacing the right limits the relation above also holds for $f(d-\varepsilon)$. This means that we can use left and right Taylor expansions at the singular points.

Given the fact that we use a probability density, the choice of kernel is relatively unimportant. Hence we feel free to consider bounded support kernels only. This is further motivated in Section 2.3.1. We assume that the kernels satisfy the next condition.

**Condition K:**

(K.1) $K$ is a probability density function.

(K.2) $K$ has support $[-1,1]$.

(K.3) $K$ is bounded.

(K.4) $K$ is symmetric.

With respect to (K.2) note that
\[
\frac{1}{nh} \sum_{i=1}^{n} K((x-X_i)/h) = \frac{1}{nh_c} \sum_{i=1}^{n} K_c((x-X_i)/h_c),
\]
where $h_c = c^{-1}h$ and $K_c(x) := c^{-1}K(c^{-1}x)$, for all $x$. This shows that, when we are dealing with bounded support kernels, without loss of generality we can restrict our attention to the support $[-1,1]$.

**2.2. Basic properties of the kernel estimator.**

Since $f_n(h)(x)$ is an average of i.i.d. random variables its expectation is given by
\[
E f_n(h)(x) = E \frac{1}{n} K((x-X_1)/h).
\]
To compute the variance note that a straightforward computation gives

\[ E f_{\text{fwhm}}(x) = \frac{1}{nh} E \left( \frac{1}{h} K^2((x-X_1)/h) \right) + \frac{n-1}{n} (E \left( \frac{1}{h} K((x-X_1)/h) \right))^2. \]

and therefore

\[ \text{var}(f_{\text{fwhm}}(x)) = \frac{1}{nh} E \left( \frac{1}{h} K^2((x-X_1)/h) \right) - \frac{1}{n} (E \left( \frac{1}{h} K((x-X_1)/h) \right))^2. \]

Also note that the expectation (2.2) depends on the bandwidth but not on the sample size. The variance depends on both the sample size and the bandwidth. A further observation is that for \( E f_{\text{fwhm}}(x) \) to converge to \( f(x) \) we have to assume that \( h \) tends to zero.

The expectations appearing in (2.2) and (2.3) are of the same form. They can be written as

\[ g(x,h) := E G_h(x-X_1), \]

where \( G \) is a measurable function, not necessarily a density, and \( G_h \) is defined by

\[ G_h(x) := \frac{1}{h} G \left( \frac{x}{h} \right). \]

In (2.3) we take \( G \) equal to \( K^2 \) for the first term and equal to \( K \) for the second term. This shows the necessity of expansions of such quantities for bandwidths \( h \) tending to zero. The next lemma consists of two parts. Suppose that \( f \) satisfies Condition F and recall that that \( D \) denotes the set of singular points of \( f \). The first part gives an expansion of \( g(x,h) \) for \( h \) tending to zero and \( x \) in the set \( D_h \), where

\[ D_h := \{ x : |x-d| > h \text{ for all } d \in D \}, \]

i.e. the set of all points of the real line which are at least at distance \( h \) of the singular points of \( f \). In Example 1.1 the set \( D \) is equal to \( \{0,2,3+\sqrt{2}\} \). The set \( D_h \) is equal to the following union of intervals,

\[ D_h = (-\infty,h) \cup (h,2-h) \cup (2+h,3+\sqrt{2}-h) \cup (3+\sqrt{2}+h,\infty). \]

For technical reasons we establish the uniformity of the expansion over the sets \( D_h \cap [-M,M] \) for arbitrary positive integers \( M \). The second part of the lemma gives an expansion of \( g(x,h) \) for \( x \) in a shrinking neighborhood of some fixed point \( x_0 \). Here we consider points \( x=x_0+th \) and we let \( h \) tend to zero. The expansion holds uniformly on bounded \( t \)-intervals. Furthermore we prove uniformity of these expansions for the bandwidths \( h \) in intervals \((0,h_0]\), where \((h_0)\) is a fixed sequence of real numbers satisfying

\[ h_n > 0 \text{ for } n = 1,2,... \text{ and } \lim_{n \to \infty} h_n = 0. \]
Lemma 2.1. Let $G$ denote a bounded measurable function with support $[-1,1]$ and let $X$ denote a random variable having a distribution with density $f$. Suppose that $f$ satisfies Condition F.

(a) Then

\[ g(x,h) = E G_h(x-X) = \]

\[
(2.5) \quad f(x) \int_0^1 G(u)du - hf'(x) \int_0^1 uG(u)du \rightleftharpoons \frac{1}{2}h^2f''(x) \int_0^1 u^2G(u)du + r_1(x,h),
\]

where the remainder $r_1$ satisfies

\[
(2.6) \quad \lim_{n \to \infty} \sup_{0 \leq h \leq h_n} \sup_{x \in D_n \cap (-M,M)} h^2 |r_1(x,h)| = 0,
\]

for every positive $M$.

(b) For $x_0$ a fixed point we have

\[ g(x_0+th,h) = E G_h(x_0+th-X) = \]

\[
(2.7) \quad f(x_0) \int_0^1 G(t-u)du + f'(x_0) \int_0^1 G(t-u)du + \frac{1}{2}h^2f''(x_0) \int_0^1 u^2G(t-u)du + r_2(t,h),
\]

where the remainder $r_2$ satisfies

\[
(2.8) \quad \lim_{n \to \infty} \sup_{0 \leq h \leq h_n} \sup_{-M \leq t \leq M} h^2 |r_2(t,h)| = 0,
\]

for every positive $M$.

Proof. By a substitution we obtain

\[ g(x+th,h) = E G_h(x+th-X) = \]

\[
(2.9) \quad \int_0^1 G(\frac{x+th-v}{h})f(v)dv = \]

\[ = \int_0^1 G(t-u)f(x+hu)du . \]
To show (a) we take \( t \) equal to zero and we assume that \( x \) belongs to the set \( D_h \). Relation (2.9) then becomes

\[
g(x,h) = \frac{1}{h} \int G(-u) f(x + uh) du.
\]

Since \( x \in D_h \) the interval \([x-h,x+h] \) contains no points of \( D \) and hence by Condition F the function \( f \) allows a three term Taylor expansion for \( f(x + uh) \) around the point \( x \). We get

\[
g(x,h) = \frac{1}{h} \left[ G(-u) \left[ f(x) + h f'(x) + \frac{1}{2} h^2 f''(x) \right] du + r_1(x,h) \right],
\]

where \( r_1 \) equals

\[
(2.10) \quad r_1(x,h) = \frac{1}{2} h^2 \left[ u^2 G(-u) \left( f''(x) - f''(x) \right) du
\]

and \( \xi(x,hu) \) is the point between \( x \) and \( x + hu \) appearing in Lagrange's version of the remainder term in the Taylor expansion of \( f(x + hu) \). In order to complete the proof of part (a) it remains to show (2.6). Let \( (h_n) \) be an arbitrary sequence of bandwidths satisfying \( 0 < h_n \leq h_0 \) for all \( n \), and let \( (x_n) \) be an arbitrary sequence of points in \( D_{h_n} \cap [-M, M] \), where \( M \) is an arbitrary positive number. It suffices to show

\[
(2.11) \quad \lim_{n \to \infty} h_n^2 r_1(x_n, h_n) = 0.
\]

Under Condition F the interval \([-M, M] \) contains a finite number of singular points, \(-M \leq d_1 \leq d_2 \leq \ldots \leq d_m \leq M \), say. The second derivative \( f'' \) is uniformly continuous on the intervals \([-M, d_1], (d_m, M] \), and \((d_i, d_{i+1})\), \( i = 1, \ldots, m-1 \). Since for \(-1 < u < 1\) the points \( x_0 \) and \( \xi(x_0, hu) \) belong to the same interval we have

\[
\lim_{u \to 0} f''(\xi(x_0, hu)) - f''(x_0) = 0,
\]

so the integrand in (2.10) converges pointwise to zero. By the dominated convergence theorem we then obtain (2.11) and the proof of part (a) is finished.

The proof of part (b) is similar, except that since \( x_0 \) is allowed to belong to \( D \) we have to use left and right Taylor expansions of \( f(x_0 + th) \). In fact this is an important special case. The details of the proof of part (b) are given in Section (2.5).

By (2.2) we can now expand \( E_{f_{ab}}(x) \). Since Condition K implies that the integral of \( u K(u) \) vanishes, taking \( G \) equal to \( K \), part (a) of the lemma gives

\[
E_{f_{ab}}(x) = E K(x - X_1) = \int f(x) \left[ K(u) du - h f'(x) \int u K(u) du + \frac{1}{2} h^2 f''(x) \int u^2 K(u) du + r_1(x,h) \right] =
\]
\[ f(x) + \frac{1}{2}h^2 f''(x) \int_0^1 u^2 K(u)du + r_1(x,h). \]

By (2.6) this expansion is only meaningful for \( x \) a non-singular point of \( f \). On the other hand for \( x \) a singular point we can apply part (b) with \( t=0 \). We get

\[
E f_{ab}(x) = \frac{1}{2}((f(x^-) + f(x^+)) + h\delta^{(1)}(x)\int_0^1 uK(u)du + \frac{1}{2}h^2 (f''(x^-) + f''(x^+))\int_0^1 u^2 K(u)du + r_2(0,h),
\]

where \( r_2 \) satisfies

\[
\lim_{n \to \infty} \sup_{0 \leq h \leq h_n} h^2 |r_2(0,h)| = 0.
\]

The next two theorems give expansions of the bias \( b(x,h) := Ef_{ab}(x)-f(x) \) and the variance of \( f_{ab}(x) \). Note that the bias, just as the expectation, is independent of the sample size. It only depends on the bandwidth. Similar to part (b) of Lemma 2.1 we give an expansion of \( b(x_0+\text{th},h) = Ef_{ab}(x_0+\text{th})-f(x_0+\text{th}) \), i.e. for values \( x=x_0+\text{th} \) close to a point \( x_0 \). However, since by Condition \( F \) the value of \( f \) in a jumping point is arbitrary, we have to exclude \( t=0 \). We first introduce some functions which appear in the expansion of \( b(x_0+\text{th},h) \).

**Definition 2.2.** The functions \( b_0, b_1 \) and \( b_2 \) are defined by

\[
b_m(t) := \left\{ \begin{array}{ll}
\int_{-\infty}^{t} (t-u)^m K(u)du & \text{if } t < 0 \\
0 & \text{if } t = 0 \\
\int_{t}^{\infty} (u-t)^m K(u)du & \text{if } t > 0
\end{array} \right.
\]

for \( m = 0,1,2 \).

![Figure 2.1. The functions \( b_0, b_1 \) and \( b_2 \).](image-url)
The pictures above show the graphs of $b_0$, $b_1$ and $b_2$. We have used the kernel

$$K(x) = \frac{32}{3}(1-x^2)^3I_{[-1,1]}(x),$$

a symmetric bounded support kernel with support $[-1,1]$.

**Theorem 2.3.** Assume that the kernel $K$ satisfies Condition K and that the density $f$ satisfies Condition F.

(a) Then

$$b(x;h) = \frac{1}{2h^2}f''(x)\int u^2 K(u)du + r_3(x,h)$$

where the remainder $r_3$ satisfies

$$\lim_{n \to 0} \sup_{0 \leq \|\xi\| \leq \frac{1}{M}} b^{-2} |r_3(x,h)| = 0,$$

for every positive $M$.

(b) For $x_0$ a fixed point we have

$$b(x_0+th,h) = b_0(t)\delta^{(0)}(x_0) + \frac{1}{2}\int \delta^{(1)}(x_0) + \frac{1}{2h^2} \left[ \int u^2 K(u)du \{ f''(x_0)I_{(\infty,0)}(t) + f''(x_0)I_{(0,\infty)}(t) \} + \right.$$

$$\left. r_4(t,h), \right.$$  

where the remainder $r_4$ satisfies

$$\lim_{n \to 0} \sup_{0 \leq \|\xi\| \leq \frac{1}{M}} h^{-2} |r_4(t,h)| = 0,$$

for every positive $M$.

**Proof.** Notice that by (2.2) the expansion in part (a) is a direct consequence of the expansion in part (a) of Lemma 2.1 if we choose $G$ equal to $K$. By the symmetry of $K$ we have

$$\frac{1}{4} \int uG(u)du = \frac{1}{4} \int uK(u)du = 0,$$

and so, since $K$ integrates to one, the remainder $r_3$ is equal to the remainder $r_1$. 


To prove part (b) notice that \( b(x_0 + th, h) \) equals \( Ef_{th}(x_0 + th) - f(x_0 + th) \). Again by relation (2.2) the expectation can be expanded using part (b) of Lemma 2.1. Together with left and right Taylor expansions of \( f(x_0 + th) \) around \( x_0 \) the result can then be derived. The details are left to Section (2.5).

\[ \text{Theorem 2.4.} \text{ Assume that the kernel } K \text{ is a bounded probability density with support equal to } [-1, 1] \text{ and that the density } f \text{ satisfies Condition F.} \]

(a) Then

\[ \text{var}(f_{th}(x)) = \frac{1}{n} \int f(x) \left( \frac{1}{h} \int K^2(u) du + r_5(x, h) \right), \]

where the remainder term \( r_5 \) satisfies

\[ \sup_{0 < \|x\| < M} \sup_{h > 0} |r_5(x, h)| = O\left(\frac{1}{n}\right), \text{ for } n \to \infty, \]

for every positive \( M \).

(b) For \( x_0 \) a fixed point we have

\[ \text{var}(f_{th}(x_0 + th)) = \frac{1}{n} \int \left( \frac{1}{h} \int K^2(u) du + f(x_0 + ) \right) \left( \frac{1}{h} \int K^2(u) du + r_6(x, h) \right), \]

where the remainder \( r_6 \) satisfies

\[ \sup_{0 < \|x\| < M} \sup_{h > 0} |r_6(x, h)| = O\left(\frac{1}{n}\right), \text{ for } n \to \infty, \]

for every positive \( M \).

\[ \text{Proof. Recall that by (2.3) we have} \]

\[ \text{var} \left( f_{th}(x) \right) = \frac{1}{n} E \left( \frac{1}{h} \int K^2((x - X_i)/h) \right) - \frac{1}{n} \left( E \frac{1}{h} K((x - X_i)/h) \right)^2. \]

Both terms can be expanded by Lemma 2.1, taking the function \( G \) equal to \( K^2 \) to deal with the first term and equal to \( K \) to deal with the second term. It turns out that the second term is negligible. The leading terms in the expansions of the first term give the leading terms in the expansions of the variance.

\[ \text{Remark 2.5.} \text{ To derive the order } h^2 \text{ of the bias on the set } D_h \text{ in (2.12) we have explicitly used the} \]

fact that the integral of \( uK(u) \) is equal to zero. Assuming more smoothness of \( f \), a bias of order \( h^m \),

with \( m > 2 \), can be obtained using kernels satisfying...
\[ \int x^K(u)du = 0 \quad \text{for } i = 1, 2, \ldots, m-1, \]
and
\[ \int x^m K(u)du \neq 0. \]

Such kernels, called higher order kernels, clearly take on negative values. As a consequence they produce density estimates which can be negative. We don't consider higher order kernels here. We only mention that cross-validation, a technique discussed in the next chapter, can be used to select an appropriate order for a kernel, see Hall & Marron (1988).

Example 2.6. To illustrate the bias expansions we have computed the bias of a kernel estimator of the density \( f \) in Example 1.1. The kernel we have used is

\[ K(x) = \frac{35}{258} (1-x^3)^3 \chi_{(-1,1)}(x). \]

Figure 2.2.1 shows a graph of \( f \) and a graph of \( \text{E} f_{\text{nh}}(x) \) where we have taken the bandwidth \( h \) equal to \( \frac{1}{2} \). Figure 2.2.2 shows a graph of the bias \( b(x, \frac{1}{2}) \) of \( f_{\text{nh}}(x) \).

\[ \text{Figure 2.2.1. The density } f \text{ and } \text{E} f_{\text{nh}} \text{ for } h=\frac{1}{2}. \]

\[ \text{Figure 2.2.2. The bias of } f_{\text{nh}} \text{ for } h=\frac{1}{2}. \]
Recall that for this density the set $D$ is equal to $\{0, 2, 3+\sqrt{2}\}$ and the set $D_n$ is equal to the following union of intervals,

$$D_n = (-\infty, -h) \cup (h, 2-h) \cup (2+h, 3+\sqrt{2}-h) \cup (3+\sqrt{2}+h, \infty).$$

If $(h_n)$ is a sequence of bandwidths converging to zero then for every fixed $x \in D$ we have

$$b(x, h_n) = \frac{1}{h_n^2} f''(x) \int u^2 K(u) du + o(h_n^2), \quad \text{for } n \to \infty,$$

since $x \in D_{h_n}$ for $n$ large enough. In fact this expansion holds uniformly on $D_{h_n}$, hence is in all points of at least a distance $h_n$ to the singular points of $f$. In Figure 2.2.2 we see that the bias is much larger close to these points.

Next let us consider the jump at $x=0$. Then Theorem 2.3 gives the following expansion

$$b(x, h_n) = b_0(t) h_n^3 (0) + O(h_n), \quad \text{for } n \to \infty \text{ and } t=0.$$ 

This approximation holds uniformly for $t$ in $[-1, 1] \setminus \{0\}$, so on $[-h_n, h_n]$ the bias asymptotically resembles the function $b_0(t)$ times the jump of $f$ in zero. Notice that if $K$ is a symmetric kernel then the function $b_0$ is an uneven function. The bias will not converge to zero close to a jumping point if the distance to the jumping point is measured in terms of $h$.

For the point $x=2$ we have the expansion

$$b(x, h_n) = h_n b_1(t) h_n^3 (2) + O(h_n^3), \quad \text{for } n \to \infty \text{ and } t=2,$$

again uniformly for $t$ in $[-1, 1]$. This expansion shows that on the interval $[2-h_n, 2+h_n]$ the bias asymptotically resembles $h_n$ times the function $b_1$ times the jump of $f'$ in 2. By the symmetry of $K$ the function $b_1$ is an even function. Close to a kink the bias does converge to zero but it is not of the same order $h_n^2$ as it would have been in the smooth points in $D_{h_n}$. Here the bias is of order $h_n^2$. The point $x=3+\sqrt{2}$ can be treated similarly since $f$ has a kink in this point too.

All the previous considerations about the bias suggest that very small bandwidths give good density estimates. This is far from true. Using Theorem 2.4 we obtain the next expansion of the variance of $f_n h$ in a point $x$ which does not belong to $D$

$$\text{var}(f_n h(x)) = \frac{1}{n h} f(x) \int K^2(u) du + O\left(\frac{1}{n^2}\right), \quad \text{for } n \to \infty \text{ and } h \downarrow 0.$$ 

This expansion shows that very small bandwidths cause large variances of the kernel estimator. Part (b) of the theorem implies that this is also true if $x$ belongs to $D$. It follows that we should require $n h_n \to \infty$, for $n \to \infty$, otherwise the variance does not vanish asymptotically. For optimal choices of the bandwidth these two effects have to be balanced. Of course what we mean by optimal should be made precise. Two global optimality concepts are discussed in the next sections.
Here let us briefly discuss estimation of $f$ in a fixed point $x$. A common loss function when estimating a real valued parameter is the mean squared error. The mean squared error of $f_{nh}(x)$ is defined by

$$\text{MSE}_n(x,h) := E(f_{nh}(x) - f(x))^2.$$ 

A simple computation shows

$$\text{MSE}_n(x,h) = b(x,h)^2 + \text{var}(f_{nh}(x)).$$

Let $(h_n)$ denote a sequence of bandwidths converging to zero. By Theorems 2.3 and 2.4 for a point $x \in D$ the mean squared error can be expanded as follows

$$\text{MSE}_n(x,h_n) = \frac{1}{nh_n^4} f''(x)^2 \left( \int u^2 K(u) du \right)^2 + \frac{1}{nh_n^6} f(x) \left( \int u^4 K(u) du \right) + o(h_n^4 + \frac{1}{nh_n^6}).$$

Minimizing the leading term in this expansion we obtain the asymptotically optimal bandwidth

$$h_{np}^n = \left( \frac{f(x)}{\int u^4 K(u) du} / \left( \int u^2 K(u) du \right) \right)^{1/3} n^{-1/8}.$$ 

This choice results in a mean squared error of order $n^{-4/3}$. Since the expansion of the bias in a kink is different we also have a different expansion of the mean squared error. If $x$ is a point where $f$ has a kink then we have

$$\text{MSE}_n(x,h_n) = \frac{1}{nh_n^2} \left( \frac{1}{\int (0)\delta^{(1)}(x) du} \right) + \frac{1}{nh_n^6} f(x) \left( \int u^2 K(u) du \right) + o(h_n^2 + \frac{1}{nh_n^6}),$$

which leads to an optimal bandwidth of order $n^{-1/3}$ and a mean squared error of order $n^{-2/3}$. It is not clear what the value of $f$ should be in a jumping point so we don’t consider estimation of $f$ in such a point.

There is one more unexpected lesson to be learned from Example 2.6. Careful examination of Figure 2.2.2 on the interval $(1/3,2/3)$ suggests that the bias is identically equal to zero on this interval. The next remark shows that this is no coincidence.

**Remark 2.7.** If a density $f$ is linear on an interval $[a,b]$ then the bias of a kernel estimator is equal to zero on the set $[a+h,b-h]$, provided $h$ is smaller than $b-a$. The proof is left to the reader. Now suppose that we want to estimate $f$ at a point $x$ inside $[a,b]$. In that case bandwidths $h_n$, which asymptotically minimize the mean squared error of $f_{nh}(x)$, don’t converge to zero. This is immediate from the fact that the mean squared error for vanishing sequences of bandwidths can always be decreased by taking larger bandwidths. This follows since the estimator $f_{nh}(x)$ is unbiased and has a variance of order $1/(nh_n)$. On the other hand the bandwidths $h_n$ can not converge to infinity either, since then, if the kernel is bounded by $K > 0$, by

$$f_{nh}(x) \leq \frac{K}{h_n^2}$$

for all $x$.,
the estimate would converge to zero at every point of the real line. The conclusion is that in this case good choices for the bandwidth are asymptotically bounded away from zero and infinity.

At this point it should be noted that the merit of Theorems 2.3 and 2.4 lies not only in the pointwise properties just discussed, but also in the fact that these theorems give uniform approximations of the bias and the variance on any bounded interval of the real line. This can be achieved by considering $D_{h_a}$ and the $h_a$ intervals of around the points of $D$ separately. Thus we can also expand integrals involving the bias and the variance, provided we integrate over bounded areas.

2.3. The integrated squared error criterion.

In the remainder of this chapter we approach density estimation from a global point of view. Suppose that we want to estimate the density "well" on some subset $E$ of the real line instead of in a fixed point. What we mean by "well" could be quantified for instance by requiring that the estimate minimizes the integrated squared error loss

$$\text{ISE}_E(h) := \int_E (f_{abh}(x)-f(x))^2w(x)dx,$$

where $w$ is a nonnegative measurable weight function. Incorporating the indicator function of the set $E$ in the weight function we can rewrite (2.16) in the more convenient form

$$\text{ISE}_E(h) = \int (f_{abh}(x)-f(x))^2w(x)dx.$$

Since the integrated squared error measures the discrepancy between the random function $f_{abh}$ and the true density $f$, it is a random variable itself. The mean integrated squared error, defined as the expectation of the integrated squared error,

$$\text{MISE}_E(h) := \mathbb{E}\text{ISE}_E(h) = \mathbb{E}\int (f_{abh}(x)-f(x))^2w(x)dx,$$

is a deterministic loss function. We discuss the asymptotic behavior of the mean integrated squared error in the following section. We also derive the asymptotic distribution of the integrated squared error about its mean and discuss the relation between the two loss criteria.

2.3.1. The mean integrated squared error.

The mean integrated squared error can be rewritten as follows,

$$\text{MISE}_E(h) = \int \mathbb{E}(f_{abh}(x)-f(x))^2w(x)dx =$$

$$\int (b(x,h)^2 + \text{var}(f_{abh}(x)))w(x)dx.$$
This shows that $\text{MISE}_n(h)$ is a weighted average of the mean squared error of $f_n(x)$, the estimate at the point $x$. We can use the expansions of the bias and the variance in the previous section to derive an expansion of the mean integrated squared error.

Assume that $f$ satisfies Condition F. The set $D$ of singular points of $f$ contains at most countably many points $d_1, d_2, \ldots$. Recall that $\delta^{(0)}(d_i)$, $\delta^{(1)}(d_i)$, and $\delta^{(2)}(d_i)$ denote the jumps of $f$, $f'$ and $f''$ at the point $d_i$. We have to impose some extra conditions on the weight function $w$. We assume that $w$ has a bounded support, which we denote by $\text{supp}(w)$, and we assume that $w$ has finite left and right limits in the singular points of $f$. We further assume that these limits are not both equal to zero in those singular points of $f$ which also belong to $\text{supp}(w)$. Define

$$\Delta_w^{(0)} := \sum_{i=1}^{\infty} (w(d_i^-) + w(d_i^+)) \delta^{(0)}(d_i)^2$$

and

$$\Delta_w^{(1)} := \sum_{i=1}^{\infty} (w(d_i^-) + w(d_i^+)) \delta^{(1)}(d_i)^2.$$ 

By Condition (F.1) and the fact that $w$ has bounded support there are only finitely many elements of $D$ contained in the support of $w$. Hence the sums $\Delta_w^{(0)}$ and $\Delta_w^{(1)}$ exist of only finitely many nonvanishing terms. It turns out that the mean integrated squared error has a different asymptotic expansion in the following three cases:

- **case I**: $\Delta_w^{(0)} > 0$,
- **case II**: $\Delta_w^{(0)} = 0$ and $\Delta_w^{(1)} > 0$,
- **case III**: $\Delta_w^{(0)} = \Delta_w^{(1)} = 0$.

The meaning of these cases will become clear after we have proved the next theorem.

**Theorem 2.8.** Suppose that the density $f$ satisfies Condition F and that the kernel $K$ satisfies Condition K. Let $w$ be a bounded measurable nonnegative weight function with bounded support and finite left and right limits in the singular points of $f$. We assume that these limits are not both equal to zero for singular points in $\text{supp}(w)$. Then for any sequence of bandwidths $(h_n)$ converging to zero and for $n$ tending to infinity we have

$$\text{MISE}_n(h_n) = \frac{1}{nh_n} \int_{-\infty}^{\infty} K^2(u) du \int_{-\infty}^{\infty} f(x)w(x)dx + O(\frac{1}{n}) +$$

$$\begin{cases} 
\frac{1}{h_n} \delta^{(0)}(f(t)dt + o(h_n) & \text{in case I} \\
\frac{1}{h_n} \delta^{(1)}(f(t)dt + o(h_n) & \text{in case II} \\
\frac{1}{h_n} \left( \int_{-\infty}^{\infty} K(u)du \right)^2 \int_{-\infty}^{\infty} f''(x)^2w(x)dx + o(h_n) & \text{in case III}\n\end{cases}$$
Proof. By (2.17) the mean integrated weighted squared error can be written as the integrated weighted squared bias plus the integrated weighted squared variance. The basic idea of the proof is that we split up the integration area in the set $D_h$ and its complement, which in its turn is a countable union of $h_n$ neighborhoods of the elements of $D$. Starting with the integrated weighted variance we write

$$\int_{-\infty}^{\infty} \text{var}(f_{nh}(x))w(x)dx = \int_{D_h} \text{var}(f_{nh}(x))w(x)dx + \sum_{i=1}^{\infty} \int_{D_{h_i}} \text{var}(f_{nh}(x))w(x)dx. \quad (2.19)$$

The same decomposition is used for the integrated weighted squared bias. Since $w$ has bounded support Theorems 2.3 and 2.4 provide us with asymptotic expansions of the integrands over the integration areas. Thus part (a) of Theorem 2.4 implies that we have,

$$\int_{D_h} \text{var}(f_{nh}(x))w(x)dx = \frac{1}{nh_n} \int_{D_h} K^2(u)du \int_{D_h} f(x)w(x)dx + \int_{D_h} r_5(x,h_n)w(x)dx, \quad (2.20)$$

where $r_5$ satisfies

$$\sup_{x \in D_h/\text{supp}(w)} |r_5(x,h_n)| = O\left(\frac{1}{n^\gamma}\right), \text{ for } n \to \infty,$$

since the support of $w$ is bounded. This implies that the second term of (2.20) is of order $O(n^{-1})$. To deal with the first term notice that the Lebesgue measure of $\text{supp}(w) \setminus D_h$ is of order $O(h_n)$, so replacing the integral over $D_h$ by an integral over $\text{supp}(w)$ the difference is of order $O(n^{-1})$ and therefore (2.19) equals the first term in the expansion (2.18).

By part (b) of Theorem 2.4 it follows that for each $d_i$ belonging to $D$ we have

$$\int_{D_{h_i}} \text{var}(f_{nh}(x))w(x)dx = \frac{1}{nh_i^4},$$

and since there are only finitely many of such integrals which give a non-zero contribution to (2.19) the sum of these terms is also of order $O(n^{-1})$. This deals with the integrated weighted variance term.

Next we concentrate on the integrated weighted squared bias term. By part (a) of Theorem 2.3 we have

$$\int_{D_h} b(x,h_n)^2 w(x)dx = \int_{D_h} \frac{1}{nh_n} \int_{D_h} \left(\int_{D_h} f(x)\left[ u^2K(u)du + r_5(x,h_n)\right]\right)^2 dx =$$

$$\frac{1}{nh_n} \left(\int_{D_h} u^2K(u)du\right)^2 \int_{D_h} f(x)^2 w(x)dx + o(h_n^4). \quad (2.21)$$

which follows from similar arguments as above. We proceed with observing that for each $d_i$ belonging to $D$ we have
\[ \int_{0}^{h_{n}} b(x, h_{n}) x^{2} dx = \]
\[ (2.22) \quad h_{n} \int_{0}^{1} b(d_{i} + th_{n}, h_{n}) x^{2} dx = \]
\[ h_{n} \int_{0}^{1} b(d_{i} + th_{n}, h_{n}) x^{2} dx + h_{n} \int_{1}^{1} b(d_{i} + th_{n}, h_{n}) x^{2} dx + o(h_{n}). \]

Since cases II and III are similar to case I we only treat case I. By part (b) of Theorem 2.3 and the dominated convergence theorem (2.22) is asymptotically equivalent to,
\[ h_{n} \int_{0}^{1} b^{2}(t) s^{(0)}(d_{i}) x^{2} dx + h_{n} \int_{1}^{1} b^{2}(t) s^{(0)}(d_{i}) x^{2} dx + o(h_{n}). \]

which can be rewritten as
\[ h_{n} \int_{0}^{1} b^{2}(t) dx s^{(0)}(d_{i}) x^{2} dx + o(h_{n}). \]

The proof is completed by selecting the leading terms and adding them up. It should be noted that in cases I and II the terms (2.22) dominate over the term (2.21) while in case III it is the other way around. We need the condition that for singular points \( d \) in \( \text{supp}(w) \) either \( w(d- \) or \( w(d+) \) is positive to ensure that \( \Delta^{(0)}_{w} = 0 \) implies that all the jumps \( s^{(0)}(d) \) for points \( d \) in \( \text{supp}(w) \) are equal to zero, and similarly that \( \Delta^{(1)}_{w} = 0 \) implies that the jumps \( s^{(1)}(d) \) are equal to zero for points \( d \) in \( \text{supp}(w) \).

**Remark 2.9.** The expansion for the mean integrated squared error holds uniformly in interval \((0, h_{n})\), where \((h_{n})\) is a fixed sequence of bandwidths converging to zero. This follows from the proof above using the fact that the order bounds on the remainders in Theorems 2.3 and 2.4 also hold uniformly on such intervals.

Theorem 2.8 supplements the results of Van Eeden (1985) and Cline & Hart (1986) for \( \omega = 1 \) in the sense that we allow weight functions. In those papers however the kernels are not required to have a bounded support. Cline & Hart also consider the higher order kernels mentioned in Remark (2.5).

In Theorem 2.8 the weight function \( \omega = 1 \) is not allowed because of its unbounded support. Let us instead consider the weight function \( w(x) := 1_{E}(x), -\infty < x < \infty \), where \( E \) is a bounded interval \([a, b]\), \(-\infty < a < b < \infty \). With this weight function the mean integrated squared error equals
\[ \text{MISE}_{E}(h) = E \int_{E} (f_{nh}(x) - f(x))^{2} dx, \]
and the constants \( \Delta^{(0)}_{w} \) and \( \Delta^{(1)}_{w} \) are equal to
\[ \Delta_w^{(0)} = 2 \sum_{i=1}^{m} \delta^{(0)}(d_i)^2 + \delta^{(0)}(a)^2 + \delta^{(0)}(b)^2 \]
\[ \Delta_w^{(1)} = 2 \sum_{i=1}^{m} \delta^{(1)}(d_i)^2 + \delta^{(1)}(a)^2 + \delta^{(1)}(b)^2, \]

where \(d_1, \ldots, d_m\) denote the finitely many points of \(D\) inside \((a,b)\). Notice that the contribution of the points \(a\) and \(b\) differs from the contribution of the points \(d_1, \ldots, d_m\) which are strictly inside \(E\). This caused by the fact that \(w(a-) = w(b+) = 0\) and \(w(a+) = w(b-) = 1\). For the points \(d\) inside \(E\) both \(w(d-)\) and \(w(d+)=0\) are one. It follows that the cases we have distinguished in Theorem 2.8 correspond to the fact whether \(f\) has jumps in \([a,b]\), case I, whether \(f\) has kinks in \([a,b]\), but no jumps, case II, and whether there are neither kinks nor jumps in \([a,b]\), which corresponds to case III. Thus the conclusion to be drawn from Theorem 2.8 is that the presence of jumps and kinks in \(E\) causes a larger mean integrated squared error than in the smooth case III. Jumps increase the error most since in that case we are estimating a discontinuous function with a continuous one.

Similar conclusions hold for the error if the weight function is equal to \(w(x) = f'(x)g(x)\), where \(E\) is an interval as above and the density \(f\) is assumed to be bounded away from zero on \(E\). If \(f=0\) we also set \(w=0\). The mean integrated squared error criterion thus obtained, i.e.

\[ \text{MISE}_n(h) = E \left[ \int_E (f_{nh}(x) - f(x))^2 f^{-1}(x) \, dx \right], \]

plays an important role in the next chapter. Notice that this mean integrated squared error is the squared \(L_2\) norm over the set \(E\) of the random function

\[ f_{nh}(x) - f(x), \]

which for each fixed point which is not a jumping point by Theorem 2.4 has an asymptotic variance independent of \(x\). In this case the values of \(\Delta_w^{(0)}\) and \(\Delta_w^{(1)}\) are given by

\[ \Delta_w^{(0)} = \sum_{i=1}^{m} (f(d_i)^{-1} + f(d_i+)^{-1}) \delta^{(0)}(d_i)^2 + f(a^+) \delta^{(0)}(a)^2 + f(b^-) \delta^{(0)}(b)^2 \]
\[ \Delta_w^{(1)} = \sum_{i=1}^{m} (f(d_i)^{-1} + f(d_i+)^{-1}) \delta^{(1)}(d_i)^2 + f(a^+) \delta^{(1)}(a)^2 + f(b^-) \delta^{(1)}(b)^2. \]

This shows that, apart from the constants, jumps and kinks have the same influence on the asymptotic behavior of the mean integrated squared error as in the case of the previously considered weight function.

Returning to the expansion of Theorem 2.8 we see again that small bandwidths cause a large integrated variance term and that large bandwidths cause a large integrated squared bias term. Balancing these effects by minimizing the leading term in the expansion leads us to the following optimal bandwidths,
(2.25) \[ h_{\text{opt}}^n = \begin{cases} \alpha_I(f,w)^{1/2} \beta_I(K)^{1/2} n^{-1/2} & \text{in case I} \\ \alpha_{II}(f,w)^{1/4} \beta_{II}(K)^{1/4} n^{-1/4} & \text{in case II} \\ \alpha_{III}(f,w)^{1/5} \beta_{III}(K)^{1/5} n^{-1/5} & \text{in case III} \end{cases} \]

where the constants \( \alpha_i \), depending on the density \( f \) and the weight function \( w \), are given by

\[ \alpha_I(f,w) = (\Delta w^0)^{-1} \int f(x)w(x)dx \]

\[ \alpha_{II}(f,w) = (3\Delta w^0)^{-1} \int f(x)w(x)dx, \]

\[ \alpha_{III}(f,w) = \left( \int f''(x)^2w(x)dx \right)^{-1} \int f(x)w(x)dx, \]

and the constants \( \beta_i \), depending only on the kernel \( K \), by

\[ \beta_I(K) = \frac{1}{\sqrt{\int K^2(u)du}} \left( \int b_0(t)dt \right)^{-1} \]

\[ \beta_{II}(K) = \frac{1}{\sqrt{\int K^2(u)du}} \left( \int b_1(t)dt \right)^{-1} \]

\[ \beta_{III}(K) = \frac{1}{\sqrt{\int K^2(u)du}} \left( \int u^2K(u)du \right)^{-2}. \]

**Remark 2.10.** It is no surprise that Theorem 2.8 shows that the presence of jumps of \( f \) in the interval \( E \), case I, causes a large mean integrated squared error. Even if we use an asymptotically optimal bandwidth for case I, the mean integrated squared error is still of order \( n^{-1/2} \), while in case II and in case III it would have been of orders \( n^{-3/4} \) and \( n^{-4/5} \) respectively. If we don’t know where the jumps are then this large error is unavoidable if we use a kernel estimator. However, if a jump is known then the influence of this jump can be substantially reduced. For densities with support \([c,d]\), \([c,\infty)\) or \((\infty,d]\), \(-\infty \leq c < d \leq \infty \), with jumps at the points \( c \) or \( d \) which are known points, Schuster (1985) shows that the kernel estimator can be improved by a symmetrization device. The symmetrization has the effect that the error caused by the jump is reduced to an error caused by a kink. The special case of kernel estimation of decreasing densities on \([0,\infty)\) with a jump at zero is also treated in Devroye (1987) Section 8.4. Cline & Hart (1986) generalize this symmetrization device to be able to deal with known jumps which are not necessarily endpoints of the support of the density \( f \).

Until now we have only considered the choice of an optimal bandwidth. For all three cases there is also an optimal kernel.
First we consider case III. If we substitute the optimal bandwidth for this case in the expansion (2.18) we get

\[
\lim_{n \to \infty} n^{4/5} \text{MISE}_n(\theta^{(n)}) = \frac{\pi}{2} \left( \int f(x)w(x)dx \right)^{6/5} \left( \int f''(x)^2w(x)dx \right)^{1/5} \left( \int K^2(u)du \right)^{4/5} \left( \int u^2 K(u)du \right)^{2/5}.
\]

Under certain regularity conditions this expansion also holds for kernels with unbounded support. It is shown in Epanechnikov (1969) that the kernel which minimizes this expression over the class of symmetric kernels is

(2.26) \quad K(x) = \frac{2}{\pi} (1-x^2) \mathbb{1}_{[-1,1]}(x),

which is the well known classical optimal kernel. It is less well known that the same procedure can be carried out in the non-smooth cases. The optimal kernel in case I was derived by Van Eeden (1985), it equals the Laplace density function

(2.27) \quad K(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}, \quad -\infty < x < \infty.

The optimal kernel in case II, derived by Cline & Hart (1986) and simultaneously by Swanepoel (1987), is a bounded support density given by

(2.28) \quad K(x) = \left( 2 \sinh(\frac{x}{2}) \right)^{-1/2} \left( \cos(x) \cosh(\frac{x}{2}) - |x| + \sin(x) \sinh(\frac{x}{2}) - bx) \right) \mathbb{1}_{\mathbb{R} \setminus \{0\}}(x).

The last two kernels don't have support [-1,1]. By the scaling property (2.1) we can transfer the kernel (2.28) to a kernel with support [-1,1], without disturbing the optimality property. This can of course not be done with the Laplace kernel because of its unbounded support. However, Swanepoel (1987) gives bounded support kernels which approach the Laplace kernel (2.27) arbitrarily closely in the sense that the constants in the expansion of the mean squared error for the optimal bandwidth in case II become close to the optimal constants in this case, attained by the Laplace kernel. This shows that our use of bounded support kernels is not restrictive from the point of view of the mean squared error criterion.

2.3.2. Asymptotic normality of the integrated squared error.

The previous section dealt with the expectation of the integrated squared error and the optimal bandwidths which we derived asymptotically minimize this expectation. However, it is more natural to aim for minimizing the integrated squared error itself. From this point of view it is important that the variation of the integrated squared error around its mean does not dominate the leading terms in the asymptotic expansion of the mean integrated squared error, and thus disturb the optimality
property of the optimal bandwidths derived in the previous section. To quantify this variation we will derive a central limit theorem for the integrated squared error.

**Theorem 2.11.** Assume that \( f \) satisfies Condition F and that the kernel \( K \) satisfies Condition K. Furthermore assume that \( w \) is a bounded almost everywhere continuous nonnegative weight function with a bounded support and finite left and right limits in the singular points of \( f \). Also we assume that these left and right limits are not both equal to zero. Let \( (h_n) \), a sequence of nonnegative bandwidths, satisfy \( h_n \to 0 \) and \( nh_n \to \infty \). Then

\[
\mathbb{D} \left( \text{d}_{n}(\text{ISE}_{n}(h_n) - \text{MISE}_{n}(h_n)) \right)
\]

\[
\begin{align*}
&\begin{cases}
N(0,2\sigma^2) & \text{if } \mathbb{D} \left( \text{d}_{n} = nh_n^2 \right) \quad \text{and} \quad \text{if } nh_n^2 \to 0 \\
N(0,2\sigma^2+\lambda\sigma_f^2) & \text{if } \mathbb{D} \left( \text{d}_{n} = nh_n^2 \right) \quad \text{and} \quad \text{if } nh_n^2 \to \lambda, \text{ in case I}, \\
N(0,\sigma_f^2) & \text{if } \mathbb{D} \left( \text{d}_{n} = n^{1/2}h_n^2 \right) \quad \text{and} \quad \text{if } nh_n^2 \to \infty
\end{cases}
\end{align*}
\]

\[
\begin{align*}
&\begin{cases}
N(0,2\sigma^2) & \text{if } \mathbb{D} \left( \text{d}_{n} = nh_n^2 \right) \quad \text{and} \quad \text{if } nh_n^2 \to 0 \\
N(0,2\sigma^2+\lambda\sigma_f^2) & \text{if } \mathbb{D} \left( \text{d}_{n} = nh_n^2 \right) \quad \text{and} \quad \text{if } nh_n^2 \to \lambda, \text{ in case II}, \\
N(0,\sigma_f^2) & \text{if } \mathbb{D} \left( \text{d}_{n} = n^{1/2}h_n^2 \right) \quad \text{and} \quad \text{if } nh_n^2 \to \infty
\end{cases}
\end{align*}
\]

\[
\begin{align*}
&\begin{cases}
N(0,2\sigma^2) & \text{if } \mathbb{D} \left( \text{d}_{n} = nh_n^2 \right) \quad \text{and} \quad \text{if } nh_n^2 \to 0 \\
N(0,2\sigma^2+\lambda\sigma_f^2) & \text{if } \mathbb{D} \left( \text{d}_{n} = nh_n^2 \right) \quad \text{and} \quad \text{if } nh_n^2 \to \lambda, \text{ in case III}, \\
N(0,\sigma_f^2) & \text{if } \mathbb{D} \left( \text{d}_{n} = n^{1/2}h_n^2 \right) \quad \text{and} \quad \text{if } nh_n^2 \to \infty
\end{cases}
\end{align*}
\]

where the variances \( \sigma^2, \sigma_f^2, \sigma_f^2_1 \) and \( \sigma_f^2_2 \) are given by

\[
\sigma^2 := \mathbb{E} \left[ \int \left( \frac{1}{K(v)K(v+z)dv} \right)^2 dw^2(u) + \nu^2(u) \right]
\]

\[
\sigma_f^2 := 4 \sum_{i=1}^n \delta^{(0)}(d_i) \left( f(d_{i-}) \right) \int_0^1 \left( \frac{1}{K(t)C_0(t)dt} + \frac{1}{K(t+v)C_0(t)dt} \right) dv
\]

\[
\sigma_f^2_1 := 4 \sum_{i=1}^n \delta^{(1)}(d_i) \left( f(d_{i-}) \right) \int_0^1 \left( \frac{1}{K(t)C_1(t)dt} + \frac{1}{K(t+v)C_1(t)dt} \right) dv
\]

\[
\sigma_f^2_2 := \left( \int \frac{1}{K(v)dv} \right)^2 \left( \int f(x)^2 w^2(x) + \int f(x)^2 w(x) \right)
\]

Before we prove this theorem we first discuss its implications. Firstly the theorem shows that the asymptotically optimal bandwidths not only asymptotically minimize the mean integrated squared
error but that they also minimize the order of the variance of the integrated squared error. Secondly it is readily checked that in all the cases considered we have for $n$ tending to infinity

$$\frac{\text{ISE}_n(b_n) - \text{MISE}_n(b_n)}{\text{MISE}_n(b_n)} \to 0,$$

which implies

$$\frac{\text{ISE}_n(b_n)}{\text{MISE}_n(b_n)} \to 1,$$

in probability.

This theorem shows that the bandwidths which asymptotically minimize the mean integrated squared error also, in probability, asymptotically minimize the integrated squared error. Property (2.29) is shown for smooth densities by Hall (1982b). Under regularity conditions Marron & Härdle (1986) show that (2.29) holds almost surely uniformly in the bandwidths $b_n$. Furthermore they don't require smoothness of the density $f$. The uniformity in the bandwidths is useful for studying kernel estimation techniques with random bandwidths, in particular the cross-validation techniques discussed in the next chapter.

Central limit theorems for the integrated squared error for smooth densities have been derived by Bickel & Rosenblatt (1973) and by Hall (1984). Both theorems correspond to our case III. Bickel & Rosenblatt consider small bandwidths which satisfy $h_n = O(n^{-2/9})$, so their theorem is covered by the first line of the case III part of the theorem above. It should be noted that doing so they excluded the optimal bandwidths in that case which are of order $n^{-1/3}$. This was recognized by Hall who proved a central limit theorem for the integrated squared error of multivariate kernel estimators which is similar to our case III part in the one dimensional case.

Remark 2.12. A nice consequence of our theorem is that the asymptotic variance of the integrated squared error in case II is equal to zero if the value of the density in all the singular points where $f$ has a kink is equal to zero. This shows that for sequences of bandwidths $nh_n \to \infty$ the influence of a kink in the density on the variation of the integrated squared error is of smaller order if this kink is in a point where the density is zero.

Proof of Theorem 2.11. We rewrite the integrated squared error $\text{ISE}_n(h)$ as follows,

$$\text{ISE}_n(h) =$$

$$\int (f_{nh}(x) - f(x))^2 w(x)dx =$$

$$\int \left( \frac{1}{nh} \sum_{i=1}^{n} K((x-X_i)/h) - f(x) \right)^2 w(x)dx =$$
\[
\frac{1}{nh^2} \sum_{ij} - \int \frac{K(x_i - x_j)}{h} K\left(x_i - \frac{x_j}{h}\right) w(x) dx + \\
- \frac{2}{nh} \sum_{i=1}^{n} - \int \frac{K(x_i - \frac{x_j}{h}) f(x)}{h} w(x) dx + \\
\frac{1}{nh^2} \sum_{i=1}^{n} - \int K^2\left(x_i - \frac{x_j}{h}\right) w(x) dx + \\
\int \hat{f}^2(x) w(x) dx.
\]

It follows that the integrated squared error is equal to a quadratic form plus a linear term. Statistics of this type are treated in Appendix C, where special attention is paid to this specific case in Theorem C.2 and Remark C.3. If \(b(u, h)\) denotes the bias function of a kernel estimator, i.e. \(b(u, h) = \text{Ef}_n(u) - f(u)\), Theorem C.2 states that if we assume

\[
(2.30) \quad 4nh^2 \text{var} \left( \int \frac{K(\frac{u-x_j}{h_n}) b(u, h_n) w(u) du}{} \right) \to \alpha^2, \quad 0 \leq \alpha^2 < \infty
\]

then the integrated squared error is asymptotically normal and we have

\[
(2.31) \quad nh^2 \text{var} (\text{MSE}_n(h_n) - \text{MISE}_n(h_n)) \overset{\mathcal{D}}{\to} N(0, \sigma^2 + \alpha^2),
\]

where \(\sigma^2\) is defined above. Remark C.3 says that if (2.30) converges to infinity we also have asymptotic normality because then the linear terms in the proof of Theorem C.2 dominate over the quadratic term. In that case we have by (C.13)

\[
(2.32) \quad \frac{1}{\sqrt{n}} \left( \frac{1}{h_n} \left( \text{var} \left( \int \frac{K(\frac{u-x_j}{h_n}) b(u, h_n) w(u) du}{} \right) \right) \right)^{1/2} \text{var} (\text{MSE}_n(h_n) - \text{MISE}_n(h_n)) \overset{\mathcal{D}}{\to} N(0, 1).
\]

For a fixed sequence of bandwidths \((h_n)\), whether we are actually dealing with situation (2.31) or with situation (2.32) depends on whether (2.30) converges to a finite number or to infinity. This means that we have to expand the variance in (2.30). It turns out that the presence of singular points of \(f\) in the support of \(w\) influences the order of magnitude of this variance. Distinguishing the cases I, II and III, introduced in the previous section, we have

\[
\text{var} \left( \int \frac{K(\frac{u-x_j}{h_n}) b(u, h_n) w(u) du}{} \right) \sim \frac{1}{4} h_n^2 \sigma^2 \quad \text{in case I},
\]

\[
\text{var} \left( \int \frac{K(\frac{u-x_j}{h_n}) b(u, h_n) w(u) du}{} \right) \sim \frac{1}{4} h_n^2 \sigma^2 \quad \text{in case II},
\]
\[
\text{var} \left( \int \overline{\frac{X_1 - X_1}{h_0}} b(u, h_0) w(u) du \right) \sim \frac{1}{2} h_0^2 \sigma_1^2 \quad \text{in case III},
\]

Since the proof of these expansions is rather technical it is postponed to Section 2.5.

In case I we have

\[
4nh_1^{-1} \text{var} \left( \int \overline{\frac{1}{h_1}} b(u, h_0) w(u) du \right) \rightarrow \begin{cases} 
0 & \text{if } nh_0^2 \to 0 \\
\lambda \sigma_1^2 & \text{if } nh_0^2 \to \lambda \\
\infty & \text{if } nh_0^2 \to \infty
\end{cases}
\]

and

\[
\frac{1}{n^{1/2} h_1} \left( \text{var} \left( \int \overline{\frac{1}{h_1}} b(u, h_0) w(u) du \right) \right)^{1/2} \sim n^{1/2} h_1^{-1/2} \sigma_1^{-1},
\]

which proves the theorem for case I by (2.31) and (2.32). The other cases are obtained in a similar way.

2.4. Properties with respect to supremum distances.

Let \( E \) be a closed bounded interval on the real line. An alternative for the integrated squared error criterion and the mean integrated squared error criterion is the weighted supremum distance

\[
(2.33) \quad \sup_{x \in \bar{E}} \left| f_{ibh}(x) - f(x) \right| w(x),
\]

where \( w \) is a weight function with \( w(x) > 0 \) for \( x \in E \). Since \( f_{ibh} \) is a continuous function the supremum distance between \( f_{ibh} \) and \( f \) is always larger than some positive constant if the density \( f \) has a jump in \( E \). Therefore density estimation from the point of view of supremum distance loss functions is only meaningful for densities \( f \) which are continuous on some \( \epsilon \) neighborhood of \( E \). Consequently only such densities are considered in this section.

We discuss two aspects of kernel estimation from the point of view of supremum distances. In Section 2.4.1, using the bias expansions of Theorem 2.3, we supplement results of Stone (1982b) on the almost sure asymptotically optimal bandwidths for the specific supremum loss function

\[
(2.34) \quad \sup_{x \in \bar{E}} \left| f_{ibh}(x) - f(x) \right| f^{1/2}(x).
\]

Note that here \( w \) equals \( f^{1/2} \). In Section 2.4.2 we derive an almost sure order bound for

\[
(2.35) \quad \sup_{b \in \mathcal{B}} \left( \frac{nh}{\log n} \right)^{1/2} \sup_{x \in \bar{E}} \left| f_{ibh}(x) - E_{ibh}(x) \right| \]
Such bounds on the supremum distance between \( f_{nh}(x) \) and \( E_{nh}(x) \), uniformly in the bandwidth, are important tools in studying bandwidth selection methods. The presented bound is frequently used in Chapter 3.

The first results on strong uniform consistency were obtained by Nadaraya (1965). Other relevant references are Révész (1978), Silverman (1978b), Kolčinskii (1980), Serfling (1982) and Stute (1982b).

2.4.1. Almost sure asymptotically optimal bandwidths.

We consider the loss function (2.34). Note that by Theorem 2.4 the pointwise asymptotic variance of \((f_{nh}(x)-f(x))/(\sqrt{n})\) is independent of \( x \). We derive asymptotically good bandwidths for the supremum distance (2.34) by studying the two terms in the right hand side of the inequality

\[
\sup_{x \in \mathbb{E}} |f_{nh}(x) - f(x)| \leq \sup_{x \in \mathbb{E}} |f_{nh}(x) - E_{nh}(x)| + \sup_{x \in \mathbb{E}} |E_{nh}(x) - f(x)| \leq \sqrt{2}.
\]

The next theorem of Stute (1982b) gives the exact almost sure rate of the supremum norm of the error part in (2.36).

**Theorem 2.13.** (Stute 1982b) Let \((h_n)\) be a sequence of positive bandwidths with \( h_n \to 0 \), \( nh_n \to \infty \), \( \log(h_n^2) = o(nh_n) \) and \( \log(h_n^2) / \log(n) \to \infty \). Assume that \( f \) is continuous on \( E = [a,b] \), with \(-\infty < a < b < \infty \), and assume that \( \mathbb{E} |f(x)|^2 \leq M < \infty \), for all \( x \in E \). Furthermore let \( K \) be any kernel function of bounded variation with \( K(x) = 0 \) outside some finite interval \([s,s]\). With probability one we have

\[
\lim_{n \to \infty} \left( \frac{nh_n}{2 \log(h_n^2)} \right)^{1/2} \sup_{x \in \mathbb{E}} |f_{nh}(x) - E_{nh}(x)| \leq \left( \int K^2(u)du \right)^{1/2},
\]

where \( \mathbb{E}_E \) denotes the interval \((a+\varepsilon,b-\varepsilon)\) for some \( \varepsilon > 0 \).

Since Theorem 2.3 gives us uniform expansions of the bias function \( E_{nh}(x) - f(x) \) the next lemma with expansions of the bias part in the right hand side of (2.36) readily follows (recall \( b_1(0) = \int K^2(u)du \)).

The proof of this lemma is omitted. Just as in the previous section the presence of singular points in the set \( \mathbb{E} \) plays an important role. We only consider densities satisfying Condition \( F \) in Section 2.1 which are continuous on the interval \( E = [a,b] \), \(-\infty < a < b < \infty \). Let \( d_1, \ldots, d_m \) denote the singular points of \( f \) in the interval \( E \). Define two special cases,

**case II**: all jumps \( \delta^{(0)}(d_i), i = 1, \ldots, m \), are equal to zero and at least one of the jumps \( \delta^{(1)}(d_i), i = 1, \ldots, m \), is unequal to zero,

**case III**: all jumps \( \delta^{(0)}(d_i) \) and \( \delta^{(1)}(d_i), i = 1, \ldots, m \), are equal to zero.
Lemma 2.14. Let $f$, a density satisfying Condition F, be bounded away from zero on the interval $E=[a,b]$, $-\infty < a < b < \infty$. Let $d_1, \ldots, d_m$ denote the singular points of $f$ in the interval $E$ and let the kernel $K$ satisfy Condition K. We have in case II

\begin{align}
\lim_{n \to \infty} h_n^2 \sup_{x \in E} \left| \mathbb{E} \left[ f_{nH_2}(x) \right] - f(x)Y^{1/2}(x) \right| = \left( \frac{1}{6} \int_{[uK(u)du]} \max_{i=1,\ldots,m} f(d_i)^{3/2} g_i(d_i) \right)
\end{align}

and in case III

\begin{align}
\lim_{n \to \infty} h_n^2 \sup_{x \in E} \left| \mathbb{E} \left[ f_{nH_2}(x) \right] - f(x)Y^{1/2}(x) \right| = \left( \frac{1}{6} \int_{[uK(u)du]} \sup_{x \in E} f''(x)Y^{1/2}(x) \right).
\end{align}

By balancing the error and bias term in the right hand side of (2.36) we can now derive the asymptotically optimal bandwidths in the two cases described above. Stute (1982b) accomplished this for densities with a continuous third derivative. In exactly the same manner the following asymptotically optimal bandwidths can be derived, we omit the proof. Notice that Stutes result is covered by case III.

Theorem 2.15. Suppose that for some $\varepsilon > 0$, a density satisfying Condition F, is uniformly continuous on $[a-\varepsilon, b+\varepsilon]$, $-\infty < a < b < \infty$, with $0 < \min f(x) \leq M < \infty$ for all $x \in [a-\varepsilon, b+\varepsilon]$. Let $K$ be a kernel which satisfies Condition K and let $h_{n*}$ denote the bandwidth which minimizes the right hand side of (2.36), then

\begin{align}
    h_{n*}^\text{opt} \sim \left( \frac{1}{6} \int_{[uK(u)du]} \max_{i=1,\ldots,m} f(d_i)^{3/2} g_i(d_i) \right)^{1/3} \frac{\log n}{n} \quad \text{in case II}
\end{align}

and

\begin{align}
    h_{n*}^\text{opt} \sim \left( \frac{1}{10} \int_{[uK(u)du]} \sup_{x \in E} f''(x)Y^{1/2}(x) \right)^{1/5} \frac{\log n}{n} \quad \text{in case III}.
\end{align}

The corresponding orders of the supremum loss are almost surely $O((\log n/n)^{1/3})$ in case II and $O((\log n/n)^{1/5})$ in case III.

2.4.2. Uniformity in the bandwidths.

Let $I_n=[h_n^1, h_n^2]$ be an interval of bandwidths with $h_n^1 = n^{-1+\delta}$ and $h_n^2 = n^{-\delta}$ for some $\delta$ with $0 < \delta < 1/2$. Note that for all bandwidths $h_n$ in $I_n$ we have $h_n \to 0$ and $nh_n \to \infty$. We derive a uniform orderbound for (2.35). This bound on the supremum over the set of bandwidths $I_n$ is needed for
proofs in later sections. There we also consider kernel functions which are not probability densities. For a related result see Lemma 1 in Härdle & Marron (1985).

**Theorem 2.16.** Let $f$ be a bounded density and let $E$ be a bounded interval. Suppose that the kernel $K$ is a symmetric function with support $[-1,1]$, not necessarily a density, and that $K$ has a bounded derivative, then

$$\limsup_{n \to \infty} \sup_{h \in \text{int}} \left( \frac{nh}{\log n} \right)^{1/2} \sup_{x \in E} |f_{nh}(x) - E_{nh}(x)| \leq C, \text{ almost surely},$$

(2.40)

for some constant $C>0$.

**Remark 2.17.** Notice that for $h \in \text{int}$ we have $\delta \log n \leq \log(n^{-1}) \leq (1-\delta) \log n$ so the norming constant in (2.40) is of the same order as the constant in (2.37). By the conditions on $f$ in Theorem 2.13 the factor $f^{-1}(x)$ in (2.37) is bounded on $E$.

As a step in the proof of Theorem 2.16 we need a bound on the oscillations of $f_{nh}(x) - E_{nh}(x)$ as a function of both $h$ and $x$. Define for nonnegative real numbers $\alpha$ and $\beta$ the random variable

$$\Omega_n(\alpha, \beta) := \sup_{(h_1,h_2) \in A_n(\alpha)} \sup_{(x_1,x_2) \in B(\beta)} |f_{nh_1}(x_1) - E_{fh_2}(x_2)|,$$

where $h_1 \vee h_2$ denotes the maximum of $h_1$ and $h_2$,

$$A_n(\alpha) := \{(h_1,h_2) : h_1,h_2 \in \text{int}, |h_1 - h_2| \leq \alpha\},$$

and

$$B(\beta) := \{(x_1,x_2) : x_1,x_2 \in E, |x_1 - x_2| \leq \beta\}.$$  

**Proposition 2.18.** Assume that the conditions of Theorem 2.16 hold. Let $(\alpha_n)$ and $(\beta_n)$ be two sequences of real numbers such that

$$\alpha_n = o(h_n), \quad \beta_n = O(1) \text{ for } n \to \infty,$$

and

$$n(\alpha_n + \beta_n)(\log n)^2 \to \infty,$$

then

$$\Omega_n(\alpha_n, \beta_n) = o(\alpha_n + \beta_n), \text{ almost surely}.$$  

(2.41)

**Proof.** With $V_n(x) = n^{-1/2}(F_n(x) - F(x))$, the empirical process of the sample $X_1, \ldots, X_n$, we have by partial integration

$$f_{nh}(x) - E_{fh}(x) =$$

$$\frac{1}{h} \int_{-\infty}^{x} K((x-u)/h) d(F_n - F)(u) =$$
\[
\frac{1}{h^2} \int (F_n-F)(u)K'((x-u)/h)du = \\
\frac{1}{h} \int (F_n-F)(x+h\nu)K(\nu)dv \\
n^{1/2}h^{-1} \int V_n(x+h\nu)K(\nu)dv.
\]

Therefore for all \((h_1, h_2) \in A_0(\alpha_0)\) and all \((x_1, x_2) \in B(\beta_0)\) we have
\[
| f_{h_1}(x_1) - Ef_{h_1}(x_1) - f_{h_2}(x_2) + Ef_{h_2}(x_2) | = \\
n^{1/2}h_1^{-1} \int V_n(x_1+h_1\nu)K(\nu)dv - h_2^{-1} \int V_n(x_2+h_2\nu)K(\nu)dv | \\
n^{1/2}h_2^{-1} | (V_n(x_1+h_1\nu) - V_n(x_2+h_2\nu))K(\nu)dv | \\
n^{1/2}h_1^{-1} - h_2^{-1} | \int V_n(x_1+h_1\nu) K(\nu)dv |.
\]

Assuming that \(|K'|\) is bounded by the constant \(c > 0\) by \(|x_1 + h_1\nu - x_2 - h_2\nu| \leq \alpha_0 + \beta_0\) the first term is bounded by
\[
nc^{1/2}h_2^{-1}o_n(\alpha_0 + \beta_0),
\]
with
\[
(2.42) \quad o_n(t) := \sup_{x \in B_{\delta_0} \cap E_{\delta_0}} \sup_{s \in [0,1]} |V_n(x+s) - V_n(x)|,
\]
the oscillation modulus of the empirical process \(V_n\) on the interval \(E_{\delta_0}\) (the \(h_0^n\) neighborhood of \(E\)).

Since \(\int |K(\nu)dv = 0\) the second term can be rewritten as
\[
n^{-1/2}(h_1^{-1} - h_2^{-1}) | \int (V_n(x_1+h_1\nu) - V_n(x_2))K(\nu)dv |,
\]
which is bounded by
\[
nc^{1/2}o_n(h_0^n)^2o_n(h_1).
\]
Thus we have for \(n\) sufficiently large
\[
\Omega_n(\alpha_0, \beta_0) =
\]
\[
\sup_{(h_1,h_2) \in \mathcal{A}_0(\alpha_0)} \sup_{(x_1,x_2) \in B(\beta_0)} (f_{\alpha_0}(x_1) - E_{\alpha_0}(x_1) - f_{\alpha_0}(x_2) + E_{\alpha_0}(x_2)) \leq \\
\frac{c\alpha_0 h_1 h_2}{h_2} \omega_{0}(\alpha_0 + \beta_0) + c \alpha_0 \frac{h_1 h_2}{h_1} \omega_{0}(h_1) \leq \\
c(1 + \alpha_0 h_2) \left\{ (n(\alpha_0 + \beta_0))^{-1/2} (\alpha_0 + \beta_0)^{-1/2} \omega_0(\alpha_0 + \beta_0) \\
+ (n h_2)^{-1/2} \sup_{h_1} h_1^{-1/2} \omega_0(h_1) \right\} (\alpha_0 + \beta_0) \leq \\
o(1) (\log n)^{-1} \left\{ (\alpha_0 + \beta_0)^{-1/2} \omega_0(\alpha_0 + \beta_0) + \sup_{h_1} h_1^{-1/2} \omega_0(h_1) \right\} (\alpha_0 + \beta_0).
\]

The proof of Proposition 2.18 is finished by an application of the next lemma about the oscillation modulus \( \omega_0 \).

**Lemma 2.19.** Let the oscillation modulus \( \omega_0 \) be defined by (2.42) then for any \( \varepsilon > 0 \), any sequence of nonnegative real numbers \( (\epsilon_n) \), with \( \epsilon_n \to 0 \) and \( n \epsilon_n \to \infty \), and any constant \( T > 0 \), we have

\[
\limsup_{n \to \infty} \frac{1}{\log n} \sup_{t \leq T} t^{-1/2} \omega_0(t) \leq C, \text{ almost surely},
\]

for some constant \( C > 0 \).

The proof of this lemma is given in Section 2.5.

**Proof of Theorem 2.16.** Let \( (\epsilon_n) \) denote a sequence of nonnegative real numbers converging to zero. Since \( Eh^{-1} |K((x-X_1)/h)| = \int |K(u)|f(x+hu)du \) we have for some constant \( c > 0 \)

\[
\sup_{h \in I_n} \sup_{x \in B} E h^{-1} |K((x-X_1)/h)| \leq c^n.
\]

Consequently the exponential bound (A.4) in Appendix A implies for \( n \) large enough, for all \( x \in E \) and all \( h \in I_n \)

\[
P(h^{1/2} | f_{\alpha_0}(x) - E_{\alpha_0}(x) | \geq \epsilon_n) \leq \\
2 \exp\left( -n \epsilon_n^2 / (2K^* E h^{-1} |K((x-X_1)/h)| + h^{1/2} \epsilon_n) \right) \leq \\
2 \exp\left( -c n \epsilon_n^2 \right),
\]

for some constant \( c > 0 \). Here \( K^* \) is a constant bounding \( K \), i.e. \( |K(x)| \leq K^* \) for all \( x \).

Next define subsets \( I_n \) and \( E_n \) of \( I_n \) and \( E \) where \( I_n \) consists of \( n^2 \) equidistant points, the endpoints included, and, similarly, \( E_n \) consists of \( n^{1,54} \) equidistant points including the endpoints. Then for \( n \) large enough
\[ P(\sup_{h \in I_n} \sup_{x \in E_n} h^{1/2} |f_{ab}(x)| - E_{f_{ab}}(x)| \geq \epsilon_n) \leq \]
\[ \sum_{h \in I_n} \sum_{x \in E_n} P(h^{1/2} |f_{ab}(x)| - E_{f_{ab}}(x)| \geq \epsilon_n) \leq \]
\[ 2n^2 n^{1+\delta} \exp(-c'n \epsilon_n^2) = \]
\[ 2 \exp(-c'n \epsilon_n^2 + (3-\delta/4) \log n), \]

which is summable if we choose \( \epsilon_n = 5c^{-1}(\log n/n)^{1/2} \). Thus by the Borel-Cantelli theorem we get

\[ \limsup_{n \to \infty} \sup_{h \in I_n} \sup_{x \in E_n} \epsilon_n^{1/2} h^{1/2} |f_{ab}(x)| - E_{f_{ab}}(x)| \leq 1, \text{ almost surely,} \]

which in its turn implies (2.40) with the sets \( I_n \) and \( E \) replaced by \( I_n \) and \( E_n \).

We finish the proof by showing that the difference between the supremum over the finite sets and the supremum over the continuous sets vanishes almost surely. Let \( (h_1, x_1) \) be a point in \( I_n \times E \), and let \( (h_2, x_2) \) be the nearest point in \( I_n \times E_n \). Then we have \( |h_1 - h_2| < cn^{-2} \) and \( |x_1 - x_2| < cn^{1+\delta/4} \) for some constant \( c > 0 \). It suffices to show that

\[ l(\epsilon_n^{1/2}(\log n)^{1/2} (f_{ab}(x_1) - E_{f_{ab}}(x_1)) - (\epsilon_n)^{1/2}(\log n)^{1/2} (f_{ab}(x_2) - E_{f_{ab}}(x_2))) \]

converges to zero, uniformly for all points \( (h_1, x_1) \) and \( (h_2, x_2) \) as described above. Here Proposition 2.18 will be instrumental.

Writing \( \alpha_n = n^{-2} \) and \( \beta_n = cn^{1+\delta/4} \) we see that (2.43) is bounded by

\[ n^{1/2} (h_1 - h_2)^{1/2} (\log n)^{1/2} |f_{ab}(x_1) - E_{f_{ab}}(x_1)| - f_{ab}(x_2) + E_{f_{ab}}(x_2)| + \]
\[ n^{1/2} (h_1 - h_2)^{1/2} (\log n)^{1/2} 2K'h_{h_2}^{-1} = \]

\[ n^{1/2} (h_1 - h_2)^{1/2} (\log n)^{1/2} (h_1 - h_2)^{1/2} (\log n)^{1/2} 2K'h_{h_2}^{-1} = \]

(2.44)

\[ n^{1/2} (h_1 - h_2)^{1/2} (\log n)^{1/2} (h_1 - h_2)^{1/2} (\log n)^{1/2} 2K'h_{h_2}^{-1}, \]

where we have used

\[ |f_{ab}(x) - E_{f_{ab}}(x)| \leq 2K'h_n, \]

for all \( x \) and all \( h > 0 \).

The first term in (2.44) is bounded by

\[ n^{1/2} (h_1 - h_2)^{1/2} (\log n)^{1/2} (\alpha_n + \beta_n) (\alpha_n + \beta_n)^{-1} C_n(\alpha_n, \beta_n) \leq \]

\[ n^{1/2} n^{1-\delta/4} (n^{-2} + cn^{1+\delta/4}) (\alpha_n + \beta_n)^{-1} C_n(\alpha_n, \beta_n) \leq \]

by Proposition 2.18. In order to treat the second term in (2.44) notice

\[(h_1 \cdot v_2)^{1/2} = \]
\[(h_1 \cdot v_2)^{1/2}(1 + \alpha_{0/}(h_1 \cdot v_2))^{1/2} \leq \]
\[(h_1 \cdot v_2)^{1/2}(1 + \alpha_{0/}(h_1 \cdot v_2))^{1/2} \leq \]
\[(h_1 \cdot v_2)^{1/2}(1 + \alpha_{0/}(h_1 \cdot v_2)) = \]
\[(h_1 \cdot v_2)^{1/2} + \alpha_{0/}(h_1 \cdot v_2)^{-1/2}.\]

Therefore

\[n^{1/2}(h_1 \cdot v_2)^{1/2} - (h_1 \cdot v_2)^{1/2}(\log n)^{1/2} 2K^*(h_1 \cdot v_2)^{-1} \leq \]
\[n^{1/2} \alpha_{0/}(h_1 \cdot v_2)^{-1/2}(\log n)^{1/2} 2K^*(h_1 \cdot v_2)^{-1} \leq \]
\[2K^*(n(h_1 \cdot v_2)))^{1/2}(\log n)^{1/2} \leq \]
\[2K^* n^{-\delta/2} (\log n)^{1/2} = o(1).\]

Since these bounds don't depend on the h's or the x's we have indeed shown that (2.43) vanishes uniformly and the proof is completed.

2.5. Proofs.

Proof of Lemma 2.1 part (b). Let \(x_0\) be a fixed point and let \(M\) be an arbitrary positive number.

Recall that by (2.9) we have

\[g(x_0 + \theta h, h) = \frac{1}{\theta} \int_{-\infty}^{\infty} G(t)(f(x_0 + \theta h)du \ .\]

We omit the proof for \(x_0 \in D\) since then the same Taylor expansion argument as for part (a) can be used. Hence we assume \(x_0 \in \mathbb{D}\) and write

\[g(x_0 + \theta h, h) = \frac{1}{\theta} \int_{-\infty}^{0} G(t)(f(x_0 + \theta h)du + \int_{0}^{\infty} G(t)(f(x_0 + \theta h)du \ .\]

Next define \(r_1(t, h)\) by

\[r_1(t, h) := \int_{-\infty}^{0} G(t-u)f(x_0 + hu) - f(x_0) - u f'(x_0) - \frac{1}{2} u^2 f''(x_0)du\]

and similarly \(r_2(t, h)\) by

\[r_2(t, h) := \int_{0}^{\infty} G(t-u)f(x_0 + hu) - f(x_0) - u f'(x_0) - \frac{1}{2} u^2 f''(x_0)du\]
Then \( r_2(t,h) = r_2^1(t,h) + r_2^2(t,h) \). Now use (F.3) and the dominated convergence theorem, which can be applied since the integrals in the definition of \( r_2^2 \) is in fact an integral over a bounded area, to obtain

\[
\lim_{n \to \infty} h \int_{(t_n,h_n)} = 0,
\]

for all sequences \((t_n,h_n)\) with \(0 < t_n < S_{h_n}\) for all \(n\), and for all sequences \((t_n)\), with \(-M \leq t_n \leq M\) for all \(n\). A similar result holds for \( r_2^1 \) and therefore for \( r_2 \).

**Proof of Theorem 2.3** part (b). By (2.2) we have

\[
b(x_0+th,h) = E \frac{1}{h} K((x_0+th-X_1)/h) - f(x_0+th).
\]

Part (b) of Lemma 2.1 gives an expansion of the first term in this expression. The second term can be expanded as follows

\[
f(x_0+th) = (f(x_0) + t h f'(x_0) + \frac{1}{2} t^2 h^2 f''(x_0) +) I_{(-\infty,0]}(t) +
\]

\[
(f(x_0) + t h f'(x_0) + \frac{1}{2} t^2 h^2 f''(x_0) +) I_{(0,\infty)}(t) +
\]

\[r(t,h),\]

where the remainder term \( r \) has the property we have to prove for the remainder \( r_4 \) in the theorem. If \( x_0 \) is not a singular point of \( f \) this follows from a Taylor expansion argument and if \( x_0 \) is a singular point it follows from Condition (F.3), just as in the preceding proof. Combining these expansions we get

\[
b(x_0+th,h) = f(x_0) \int_{-\infty}^{0} K(t-u)du + f(x_0+) \int_{0}^{\infty} K(t-u)du
\]

\[- [f(x_0) I_{(-\infty,0]}(t) + f(x_0) I_{(0,\infty)}(t)] +
\]

\[- hf'(x_0) \int_{-\infty}^{0} u K(t-u)du + hf'(x_0+) \int_{0}^{\infty} u K(t-u)du
\]

\[- h[f'(x_0) I_{(-\infty,0]}(t) + f'(x_0+) I_{(0,\infty)}(t)] +
\]

\[- \frac{1}{2} h^2 f'(x_0) \int_{-\infty}^{0} u^2 K(t-u)du + \frac{1}{2} h^2 f'(x_0+) \int_{0}^{\infty} u^2 K(t-u)du
\]

\[- \frac{1}{2} h^2 f''(x_0) \int_{-\infty}^{0} u^2 K(t-u)du + \frac{1}{2} h^2 f''(x_0+) \int_{0}^{\infty} u^2 K(t-u)du
\]

\[- \frac{1}{2} h^2 f'''(x_0) \int_{-\infty}^{0} u^3 K(t-u)du + \frac{1}{2} h^2 f'''(x_0+) \int_{0}^{\infty} u^3 K(t-u)du
\]

\[r_4(t,h),\]

where the remainder \( r_4 \) has the property claimed in the theorem.
First consider the constant term in this expansion. Since $K$ integrates to one this term is for $t<0$ equal to
\[
\int_{-\infty}^{0} f(x_0) K(u) du + f(x_0^+) \int_{0}^{1} K(u) du - f(x_0^-) =
\]
\[
(f(x_0^+) - f(x_0^-)) \int_{-\infty}^{1} K(u) du =
\]
\[
b_0(t) \delta^{(0)}(x_0).
\]

Next consider the coefficient of $h$. Using the fact that the integral of $uK(u)$ is equal to zero we see that for $t<0$ this term equals
\[
h f(x_0^-) \int_{-\infty}^{0} (t-u)K(u) du + h f(x_0^+) \int_{0}^{1} (t-u)K(u) du - h f(x_0^-) =
\]
\[
h f(x_0^+) - f(x_0^-) \int_{-\infty}^{1} K(u) du + h f(x_0^-) \int_{-\infty}^{1} K(u) du - h f(x_0^+) =
\]
\[
h b_1(t) \delta^{(1)}(x_0).
\]

For $t<0$ the coefficient of $h^2$ is for $t<0$ equal to
\[
\frac{1}{2} h^2 f''(x_0^-) \int_{-\infty}^{0} (t-u)^2 K(u) du + \frac{1}{2} h^2 f''(x_0^+) \int_{0}^{1} (t-u)^2 K(u) du - \frac{1}{2} h^2 f''(x_0^-) =
\]
\[
\frac{1}{2} h^2 (f''(x_0^+) - f''(x_0^-)) \int_{-\infty}^{1} (t-u)^2 K(u) du + \frac{1}{2} h^2 f''(x_0^-) \int_{-\infty}^{1} (t-u)^2 K(u) du - \frac{1}{2} h^2 f''(x_0^-) =
\]
\[
\frac{1}{2} h^2 b_2(t) \delta^{(2)}(x_0) + \frac{1}{2} h^2 f''(x_0^-) \int_{-\infty}^{1} u^2 K(u) du.
\]

For $t>0$ similar arguments hold.

**Proof of Theorem 2.11.** The proof is completed by checking Condition (C.7) of Theorem C.2 in Appendix C which means that we have to expand the variance
\[
\text{var} \left( \int_{-\infty}^{\infty} K(u-X_1) b(u,h) w(u) du \right)
\]
for $n$ tending to infinity. If the set $D = \{d_1, d_2, \ldots\}$ denotes the set of singular points of $f$ and the set $D_h$, defined in (2.4), denotes the set of points at least at distance $h$ of $D$, then we write,
\[ E \left( \int_{D_{h_n}} K \left( \frac{u-X_l}{h_n} \right) b(u,h_n) w(u) du \right)^2 = \]

\[ E \left( \int_{D_{h_n}} K \left( \frac{u-X_l}{h_n} \right) b(u,h_n) w(u) du \right)^2 + 2 \sum_{i=1}^{m} \, \delta_{i+h_n} b(u,h_n) w(u) du + \left( \int_{D_{h_n}} K \left( \frac{u-X_l}{h_n} \right) b(u,h_n) w(u) du \right)^2 \]

\[ \sum_{i=1}^{m} \, \delta_{i+h_n} b(u,h_n) w(u) du \]

(2.47)

Notice that since \( w \) has a bounded support the conditions on \( f \) imply that there are only finitely many singular points \( d_1, ..., d_m \), say, which are in the support of \( w \). These points are the only singular points of \( f \) which can give a nonzero contribution to the sums above. All the singular points outside the support of \( w \) are at a positive distance from this support which means that their contributions are exactly equal to zero if \( n \) is larger than some fixed \( n_0 \). Using the fact that \( K \) has support [-1,1] and using the expansions of \( b(u,h_n) \) given by Theorem 2.3 we derive the following bounds,

\[ \int_{d_1-h_n}^{d_1+h_n} K \left( \frac{u-X_l}{h_n} \right) b(u,h_n) w(u) du = \]

\[ h_n \int_{1}^{1} K \left( \frac{X_l}{h_n} \right) b(d+h_n,h_n) w(d+h_n) dt = \]

\[ I_{d_1-2h_n,d_1+2h_n}(x) \, O(h_n^{5}(d) + h_n^{6}(d) + h_n^{3}), \]

for each \( d \in D \), and

\[ \int_{D_{h_n}} K \left( \frac{u-X_l}{h_n} \right) b(u,h_n) w(u) du = \]

(2.49)

\[ \int_{D_{h_n} \cap \{ x \in h_n,x+h_n \}} K \left( \frac{u-X_l}{h_n} \right) b(u,h_n) w(u) du = O(h_n^3). \]

From (2.48) it is immediately clear that the fourth term of (2.47) vanishes for \( n \) large enough. For the third term (2.48) and (2.49) give
\[
E \left( \int \frac{K \left(\frac{u-X}{h_n}\right)b(u,h_n)w(u)du}{d_n+h_n} \right) \left( \int \frac{K \left(\frac{u-X}{h_n}\right)b(u,h_n)w(u)du}{d_n-h_n} \right) =
\]
\[
d_n+h_n \int \frac{K \left(\frac{u-X}{h_n}\right)b(u,h_n)w(u)du}{d_n-h_n} f(x)dx =
\]
\[
O(\frac{h_n^2}{d_n} (\delta^{(0)}(d) + \frac{h_n^2}{d_n} \delta^{(1)}(d) + h_n^2)) =
\]
\[
O(h_n^2 (\delta^{(0)}(d) + h_n \delta^{(1)}(d) + h_n^2))
\]

It turns out that this term is also asymptotically negligible compared to the first two terms in (2.47). Using the expansion of \(b(u,h_n)\) given by Theorem 2.3 we can expand the first term as follows,
\[
E \left( \int \frac{K \left(\frac{u-X}{h_n}\right)b(u,h_n)w(u)du}{d_n+h_n} \right)^2 =
\]
\[
\int \left( \int \frac{K \left(\frac{u-X}{h_n}\right)b(u,h_n)w(u)du}{d_n-h_n} \right)^2 f(x)dx =
\]
\[
\frac{1}{h_n^4} \left( \frac{1}{h_n} \frac{\nu^2 K(v)dv}{f''(u)} \right) \int \left( \int \frac{K(y)}{h_n} f''(u)w(u)du \right)^2 f(x)dx =
\]
\[
\frac{1}{h_n^6} \left( \frac{1}{h_n} \frac{\nu^2 K(v)}{f''(u)} \right) \int \left( \int \frac{K(v)}{h_n} f''(u)w(u+\nu v)du \right)^2 f(x)dx =
\]
\[
\frac{1}{h_n^6} \left( \frac{1}{h_n} \frac{\nu^2 K(v)dv}{f''(u)} \right) \int \frac{f''(x)w^2(x)f(x)dx}{dx}.
\]

The last equivalence holds since for each \(x \in D\) the set \((D_{h_n} - x)/h_n\) converges to \((\infty, \infty)\) which, since \(f''\) is continuous outside \(D\) and since \(w\) is almost surely continuous, implies that for each fixed \(x \in D\) we have
\[
\int \frac{K(v)}{h_n} f''(x+\nu v)w(x+\nu v)dv \rightarrow \int K(v)dv f''(x)w(x) = f''(x)w(x),
\]
almost surely as a function of \(x\).

Concerning the second term in (2.47), just as in (2.48), for each \(d \in D\) again by Theorem 2.3 we get,
\[
E \left( \int \frac{K \left(\frac{u-X}{h_n}\right)b(u,h_n)w(u)du}{d_n+h_n} \right)^2 =
\]
\[
\frac{1}{h_n^4} \left( \frac{1}{h_n} \frac{\nu^2 K(v)dv}{f''(u)} \right) \int \left( \int \frac{K(v)}{h_n} f''(u)w(u+\nu v)du \right)^2 f(x)dx =
\]
\[
\begin{align*}
& h_3^\alpha \left\{ \frac{1}{-d} \int K(t+v)b(d+th_n,h_n)w(d+th_n)dt \right\}^2 f(d+vh_n)dv - \\
& R_1^\alpha \left\{ \frac{1}{-d} \int K(t+v)b_0(t)w(d+th_n)dt \right\}^2 f(d+vh_n)dv - \\
& h_3^\alpha \delta^{(0)}(d) \left( f(d-) \int_0^1 (w(d-)[K(t+v)b_0(t)dt + w(d+)\int_0^1 K(t+v)b_0(t)dt]^2 dv + \\
& f(d+) \int_0^1 (w(d-)[K(t+v)b_0(t)dt + w(d+)\int_0^1 K(t+v)b_0(t)dt]^2 dv). \\
\end{align*}
\]

If \( \delta^{(0)}(d) \) is equal to zero a similar argument gives

\[
E \left( \int_{d-h_n}^{d+h_n} K(\frac{u-X_1}{h_n})b(u,h_n)w(u)du \right)^2 - \\
\]

\[
h_3^\alpha f(d)\delta^{(1)}(d)^2 \int_0^1 (w(d-)[K(t+v)b_1(t)dt + w(d+)\int_0^1 K(t+v)b_1(t)dt]^2 dv,
\]

and if both \( \delta^{(0)}(d) \) and \( \delta^{(1)}(d) \) are equal to zero then we have

\[
E \left( \int_{d-h_n}^{d+h_n} K(\frac{u-X_1}{h_n})b(u,h_n)w(u)du \right)^2 = O(h_3^\alpha).
\]

In order to derive expansions for the variance let us successively consider the three cases introduced in Section 2.3.1. Recall the definition of the quantities \( \Delta^{(0)}_w \) and \( \Delta^{(1)}_w \).

\[
\begin{align*}
\Delta^{(0)}_w & := \sum_{i=1} \left( w(d_{i-}) + w(d_{i+}) \right) \delta^{(0)}(d_i)^2 \quad \text{and} \\
\Delta^{(1)}_w & := \sum_{i=1} \left( w(d_{i-}) + w(d_{i+}) \right) \delta^{(1)}(d_i)^2.
\end{align*}
\]

In case I we have \( \Delta^{(0)}_w > 0 \) which means that there is at least one singular point \( d_i \) with \( (w(d_{i-}) + w(d_{i+})) \delta^{(0)}(d_i)^2 > 0 \). Since this implies that for such a point either \( w(d_{i-}) \delta^{(0)}(d_i)^2 \) or \( w(d_{i+}) \delta^{(0)}(d_i)^2 \) is positive we get

\[
\begin{align*}
& h_3^\alpha \sum_{i=1} \delta^{(0)}(d_i)^2 \left( f(d-) \int_0^1 (w(d-)[K(t+v)b_0(t)dt + w(d+)\int_0^1 K(t+v)b_0(t)dt]^2 dv + \\
& f(d+) \int_0^1 (w(d-)[K(t+v)b_0(t)dt + w(d+)\int_0^1 K(t+v)b_0(t)dt]^2 dv + \\
\end{align*}
\]
\[ f(d_l+) \int_0^1 \left( w(d_l-) \int_0^{t_v} b(t) \, dt + w(d_l+) \int_{t_v}^{1} b(t) \, dt \right)^2 \, dv. \]

The bounds (2.48) and (2.49) imply that the squared expectation,

\[ E \int K \left( \frac{u-X_1}{h_n} \right) b(u, h_n) w(u) \, du \]

is asymptotically negligible in this case. Thus we get

\[ \text{var} \left( \int K \left( \frac{u-X_1}{h_n} \right) b(u, h_n) w(u) \, du \right) \rightarrow \frac{3}{h_n^2} \sigma^2. \]

In case II the situation is similar. Here we have \( \Delta_w^{(0)} = 0 \) and \( \Delta_w^{(1)} > 0 \). By our condition that for points \( d_l \) in the support of \( w \) either \( w(d_l-) > 0 \) or \( w(d_l+) > 0 \) is positive the fact that \( \Delta_w^{(0)} = 0 \) implies that all the jumps \( \delta^{(0)}(d_l) \) for points in the support of \( w \) are equal to zero. Since \( \Delta_w^{(1)} \) is positive there is at least one point \( d_l \) such that \( (w(d_l-)+w(d_l+)) \delta^{(1)}(d_l) \) is positive. We then have

\[ \text{var} \left( \int K \left( \frac{u-X_1}{h_n} \right) b(u, h_n) w(u) \, du \right) \rightarrow \frac{3}{h_n^2} \sigma^2. \]

and since in this case the squared expectation is also negligible we arrive at

\[ \text{var} \left( \int K \left( \frac{u-X_1}{h_n} \right) b(u, h_n) w(u) \, du \right) \rightarrow \frac{3}{h_n^2} \sigma^2. \]

In case III the situation is different because the squared expectation is no longer negligible. Here both \( \Delta_w^{(0)} \) and \( \Delta_w^{(1)} \) are equal to zero. Therefore all \( \delta^{(0)}(d_l) \) and \( \delta^{(1)}(d_l) \) for points \( d_l \) in the support of \( w \) are equal to zero. This leads to

\[ \text{var} \left( \int K \left( \frac{u-X_1}{h_n} \right) b(u, h_n) w(u) \, du \right) \rightarrow \frac{3}{h_n^2} \sigma^2. \]

Since we have

\[ E \int \int K \left( \frac{u-X_1}{h_n} \right) b(u, h_n) w(u) \, du \]

\[ \int \left( \int K \left( \frac{u-X_1}{h_n} \right) b(u, h_n) w(u) \, du \right) f(x) \, dx = \]
\[
\begin{align*}
\frac{h_n}{\Delta h_n} \int \left( \frac{1}{h_n} \int K \left( \frac{u-x}{h_n} \right) f(x) dx \right) b(u, h_n) w(u) du & \sim \\
\frac{h_n}{\Delta h_n} \int (f(u) + b(u, h_n)) b(u, h_n) w(u) du & \sim \\
h_n \int f(u) b(u, h_n) w(u) du & \sim \\
\frac{1}{\Delta^2 h_n} \int v^2 K(v) dv \int f''(u) w(u) f(u) du,
\end{align*}
\]

we find
\[
\text{var} \left( \int K \left( \frac{X \cdot X}{h_n} \right) b(u, h_n) w(u) du \right) \sim
\]
\[
\frac{1}{\Delta^6 h_n^6} \left( \int v^2 K(v) dv \right)^2 \int f''(x)^2 w^2(x) f(x) dx -
\]
\[
\left( \frac{1}{\Delta^3 h_n^3} \int v^2 K(v) dv \int f''(u) w(u) f(u) du \right)^2 =
\]
\[
\frac{1}{\Delta^6} \sigma_M^2.
\]

This completes the proof of Theorem 2.11.

Proof of Lemma 2.19. First we use the Bernstein inequality for the binomial distribution, i.e. inequality (A.3) in Appendix A, to derive the following exponential bound. For all \(x \in E_{\Delta},\) all \(t_0 < t < T\) and all \(0 \leq s \leq t\) such that \(x + s \in E_{\Delta}\) we have for any sequence \((\varepsilon_n)\) tending to infinity and \(n\) sufficiently large
\[
P(\varepsilon^{1/2} \leq |V_n(x+s) - V_n(x)| \geq \varepsilon_n) \leq
\]
\[
P(\varepsilon^{1/2} \leq |F_n(x+s) - F_n(x)| \geq \varepsilon_n) \leq
\]
\[
P(\varepsilon^{1/2} \leq \left| \sum_{i=1}^{n} I(x_i + s)(X_i) - P(x < X_i \leq s + x) \right| \geq \varepsilon_n) \leq
\]
\[
2 \exp \left( - \varepsilon_n^2 / 2 (c^2 + (m)^{-1/2} \varepsilon_n) \right) \leq
\]
\[
2 \exp(- \varepsilon_n),
\]

where \(c\) is a constant bounding \(f\), i.e. \(0 \leq f(x) \leq c\) for all \(x\). We have used \(0 \leq P(x < X_i \leq s + x) \leq c s \leq c t,\) and \((m)^{-1/2} \leq (n\varepsilon)^{1/2} \rightarrow 0.\)
Next let $J_n$ denote the interval $[t_n, T]$. Since $E$ is bounded and since $b_n$ converges to zero the intervals $E_{b_n}$ are uniformly bounded. Hence there exists a positive constant $M$ such that the interval $[-M, M]$ covers both $E_{b_n}$ and $J_n$ for all $n$. Let $G_n$ denote the grid of $2n^3$ points of $[-M, M]$, given by $g_i = iMn^{-3}$, $i = -n^3 + 1, \ldots, n^3$. Notice that consecutive points have a distance equal to $Mn^{-3}$. It follows for $n$ sufficiently large

$$P\left( \sup_{s \in J_n} \sup_{r \in E_{b_n}} \sup_{x \in \mathbb{R}} \left| t^{1/2} \left| V_n(x+s) - V_n(x) \right| \geq \varepsilon_n \right) \leq \sum_{s \in J_n} \sum_{r \in E_{b_n}} \sum_{x \in G_n} P\left( \left| t^{1/2} \left| V_n(x+s) - V_n(x) \right| \geq \varepsilon_n \right) \leq (2n^3)^3 \exp(-\varepsilon_n^3) = 8\exp(-\varepsilon_n^3 + 9\log n),$$

which is summable if we take $\varepsilon_n$ equal to $11\log n$, which we assume from now on.

Let $S_n$ denote the supremum over the discrete sets,

$$S_n := \varepsilon_n^{-1} \sup_{s \in J_n} \sup_{r \in E_{b_n}} \sup_{x \in \mathbb{R}} \left| t^{1/2} \left| V_n(x+s) - V_n(x) \right| \right.,$$

and $S_n$ the supremum over the continuous sets,

$$S_n := \varepsilon_n^{-1} \sup_{s \in J_n} \sup_{x \in \mathbb{R}} \sup_{t \in [0,1]} \left| t^{1/2} \left| V_n(x+s) - V_n(x) \right| \right..$$

By the Borel-Cantelli Theorem we have for $S_n$,

$$\limsup_{n \to \infty} S_n \leq 1, \text{ almost surely.}$$

It remains to show that the difference between $S_n$ and $S_n$ vanishes almost surely, since then

$$\limsup_{n \to \infty} S_n \leq 1, \text{ almost surely.}$$

From this result Lemma 3.19 is immediate since

$$\frac{1}{\log n} \sup_{t \in [0,1]} \frac{1}{t^{1/2}} \omega_B(t) \leq 11S_n,$$

we would have established the result of Lemma 2.19. To show that $S_n - S_n$ vanishes almost surely define the set $A$

$$A := \{d_n \leq M n^{-3}, \text{ infinitely often} \},$$

where $d_n$ denotes the smallest spacing of the sample $X_1, \ldots, X_n$. It follows from a result of Devroye (1982) that the probability of $A$ is zero. Actually Devroye considers uniform spacings but since the
density $f$ is bounded it also follows for the spacings of the sample $X_1, \ldots, X_n$. On the complement of $A$ for $t \in J_n$, $x \in E_{n^2}$ and $s \in [0,1]$ the value of

$$e_n^{-1/2} | V_n(x+s) - V_n(x) | =$$

$$e_n^{-1/2} n^{-1/2} | F_n(x+s) - F_n(x) - (F(x+s) - F(x)) |$$

changes for $n$ larger than a certain random index $N_0$ at most

$$e_n^{-1/2} n^{-1/2} (3n^{-1} - 3c'Mn^{-3}) =$$

$$3e_n^{-1} (nt_n)^{-1/2} (1 + c'Mn^{-2}) = o(1),$$

if we replace $t, x,$ and $s$ by their nearest points in the interval $J_n$, $E_{n^2}$ and $[0,1]$ which also lie on the grid $G_n$. Hence on the complement of $A$ we have

$$S_n \leq S_n \leq S_n + o(1), \quad n \to \infty,$$

and since the complement of $A$ has probability one we have indeed shown

$$S_n - S_n = o(1),$$

almost surely,

which completes the proof of Lemma 2.19.
3. BANDWIDTH SELECTION BY LIKELIHOOD CROSS-VALIDATION.

3.1. Introduction and results.

The results in the previous chapter show that optimal bandwidths for kernel estimators depend on the unknown density \( f \). A way to avoid this problem is to design procedures which compute a bandwidth, \( H_n = H_n(X_1, \ldots, X_n) \), from the sample \( X_1, \ldots, X_n \). For large sample sizes these bandwidths should be close to the optimal ones. Kernel estimators using these bandwidths are called automatic or data adaptive. Two such data adaptive bandwidth selection methods are likelihood cross-validation, which originates from a likelihood approach to the problem, and least squares cross-validation. Least squares cross-validation is briefly discussed in Section 3.1.1. Likelihood cross-validation has a history of trial and error. A review of its development is given in Section 3.1.2. For a comparison of cross-validation techniques in a more general setting see Marron (1987). Next, in Section 3.1.3, we give a heuristic derivation of our results on the rates of convergence to zero and the asymptotic distribution of the bandwidths selected by likelihood cross-validation. These results are proved in the remaining sections of this chapter.

3.1.1. Least squares cross-validation.

Let us first consider the least squares cross-validation. Suppose that our aim is to find bandwidths and corresponding density estimates with a small integrated squared error. In order to do so write

\[
\text{MISE}_n(h) = E \int_{-\infty}^{\infty} (f_{\text{nh}}(u) - f(u))^2 w(u) du =
\]

\[
E \int_{-\infty}^{\infty} f_{\text{nh}}^2(u) w(u) du - 2 E \int_{-\infty}^{\infty} f_{\text{nh}}(u) f(u) w(u) du + \int_{-\infty}^{\infty} f^2(u) w(u) du,
\]

where \( w \) is a nonnegative weight function. Since the third term is independent of \( h \) it suffices to find a bandwidth which minimizes

\[
E \int_{-\infty}^{\infty} f_{\text{nh}}^2(u) w(u) du - 2 E \int_{-\infty}^{\infty} f_{\text{nh}}(u) f(u) w(u) du,
\]

an expression depending on the unknown density \( f \). The least squares cross-validation method results in an unbiased estimator of (3.1). So we can estimate (3.1) as a function of \( h \) and compute the value of \( h \) which minimizes the estimate.

Define the "leave one out estimator" based on the sample \( X_1, \ldots, X_n \) with \( X_i \) left out by

\[
f_{\text{nh}}^0(x) := \frac{1}{(n-1)n} \sum_{j=1, j \neq i}^{n} K((x-X_j)/h)), \quad -\infty < x < \infty.
\]

Then
\[ E f_{nh}^{(0)}(x) = \frac{1}{n} E K((x - X_i)/h) = E f_{nh}(x), \]

and the independence of \( f_{nh}^{(0)}(x) \) and \( X_i \) implies

\[ E \frac{2}{n} \sum_{i=1}^{n} f_{nh}^{(0)}(X_i) w(X_i) = \]

\[ 2 \sum_{i=1}^{n} E f_{nh}^{(1)}(X_i) w(X_i) = \]

\[ 2 \int E f_{nh}^{(1)}(u) w(u) f(u) du = \]

\[ 2 \int E f_{nh}(u) w(u) f(u) du = \]

\[ 2 E \int f_{nh}(u) f(u) w(u) du. \]

Therefore

\[ (3.3) \quad LS_n(h) := \int f_{nh}^{(2)}(u) w(u) du - \frac{2}{n} \sum_{i=1}^{n} f_{nh}^{(0)}(X_i) w(X_i), \quad h > 0, \]

is an unbiased estimator of (3.1). For \( w = 1 \) this reduces to

\[ LS_n(h) = \int f_{nh}^{(2)}(u) w(u) du - \frac{2}{n} \sum_{i=1}^{n} f_{nh}^{(0)}(X_i) w(X_i), \]

where \( K^{(2)} \) denotes the convolution of \( K \) with itself. The factor \( 2/(n(n-1)) \) is often replaced by \( 2/n^2 \).


Hall (1983a) obtained the first asymptotic optimality result for densities \( f \) with a finite second moment and a continuous square integrable second derivative. Generalizing this result Stone (1984) showed that the optimality property holds for all bounded densities \( f \). In the univariate case and for kernels satisfying Condition K in Section 2.1 the theorem states the following.

**Theorem 3.1.** (Stone 1984). If \( K \) is Lipschitz of order \( \beta \), i.e., for some positive constants \( \beta \) and \( c \)

\[ |K(y) - K(x)| \leq c|x-y|^\beta, \text{for all real } x \text{ and } y, \]

then we have for all bounded densities \( f \) on the real line
(3.4) \[ \lim_{n \to \infty} \frac{\text{ISE}_n(H_n)}{\text{ISE}_n(h)} = 1, \text{ almost surely.} \]

where \( H_n \) is the bandwidth obtained by least squares cross-validation, i.e. the bandwidth which minimizes (3.3) and \( \text{ISE}_n(h) \) equals

(3.5) \[ \int (f_{\text{true}}(u) - f(u))^2 du, \]

the integrated squared error of the kernel estimate \( f_{\text{true}} \).

This theorem shows that asymptotically the bandwidths obtained by least squares cross-validation perform as well as the best possible deterministic ones.

The rate of convergence in (3.4) was investigated by Hall & Marron (1987a, 1987b). If \( H_n^* \) denotes the random bandwidth which minimizes the integrated squared error (3.5) then under some smoothness conditions on \( K \) and \( f \), essentially our smooth case III in Chapter 2, they show

(3.6) \[ \frac{H_n - H_n^*}{H_n} = O_p(n^{-1/4}), \]

and

\[ \frac{\text{ISE}_n(H_n) - \text{ISE}_n(H_n^*)}{\text{ISE}_n(H_n)} = O_p(n^{-1/4}). \]

In spite of the nice asymptotic optimality result (3.4), the convergence is very slow. However, Hall and Marron show that no data adaptive bandwidth selection method can have a faster convergence.

Before we discuss likelihood cross-validation we briefly mention other data adaptive methods. Silverman (1978a, 1986) gives a graphical method to compute bandwidths with good properties with respect to the supremum distance loss function, the so called test graph method. Scott & Factor (1981) and Bowman (1985) compare several other data adaptive methods by means of simulation studies.

3.1.2. The likelihood approach to bandwidth selection.

Again we consider the problem of selecting a bandwidth for a kernel estimator with a kernel satisfying Condition K. Now we argue as follows. A 'good' bandwidth \( h \) will give a large value to the "likelihood" \( L_n \), defined by

\[ L_n(h) := \prod_{i=1}^{n} f_{\text{true}}(X_i). \]

This suggests that we should use the value of \( h \) which maximizes \( L_n \) over \( [0, \infty) \). However, we can't use this value because it is always equal to zero. This can be seen from the inequalities

(3.7) \[ f_{\text{true}}(X_i) = \frac{1}{nh} \sum_{j=1}^{n} K((X_i - X_j)/h) \leq \frac{K(0)}{nh}. \]
and
\[ L_n(h) \geq (K(0)/(nh))^n, \]

which show that \( L_n(h) \) tends to infinity if \( h \) decreases to zero. Recognizing this phenomenon Habbema, Hermans & Van den Broek (1974) and Duin (1976) proposed to replace \( L_n \) by

\[ LCV_n(h) := \prod_{i=1}^{n} f_{nh}^{(0)}(X_i), \]

where \( f_{nh}^{(0)} \) is the "leave one out" kernel estimator defined by (3.2) in the previous section. The value of \( h \) which maximizes \( LCV_n \) is always finite, since for \( n \) fixed we have

\[ 0 < h < \max_{i=1,\ldots,n} \min_{j \neq i} |X_i - X_j| \Rightarrow LCV_n(h) = 0 \]

and

\[ 0 \leq f_{nh}^{(0)}(X_i) \leq K^* h \to 0 \text{ for } h \to \infty, \]

where we assume that the kernel is bounded by \( K^* > 0 \). In this way we lose the \( i \)-th term in (3.7), which is exactly the term which made it converge to infinity for \( h \) tending to zero. This technique is called likelihood cross-validation or Kullback-Leibler cross-validation.

The first undesirable property was reported by Schuster & Gregory (1981). Let \( H_n \) denote the positive value of \( h \) which maximizes \( LCV_n(h) \), then, since the kernel \( K \) has a support equal to \([-1,1]\], the next inequality holds. We have

\[ H_n \geq X_{n:n} - X_{n-1:n}, \]

where \( X_{1:n} \leq X_{2:n} \leq \ldots \leq X_{n:n} \) denotes the ordered sample. This inequality follows from the fact that \( LCV_n(h) \) is equal to zero for all bandwidths \( h \) with \( 0 < h \leq X_{n:n} - X_{n-1:n} \), since for these bandwidths the term in the product (3.8) corresponding to the largest sample point \( X_{n:n} \) is equal to zero. It follows that the computed bandwidth is always at least equal to the difference between the largest sample point and the second to largest. For certain densities \( f \) however this difference converges almost surely to infinity. Moreover, these densities are by no means pathological. It turns out that densities with an exponential tail form the border line. For densities with heavier tails the bandwidths \( H_n \) converge almost surely to infinity and therefore produce inconsistent estimates.

One possibility to avoid the problem discussed above is to restrict attention to densities with a compact support. If we know that \( f \) does not have a compact support we can always disregard all observations outside some bounded interval \( E \), next estimate the probability of this interval and use likelihood cross-validation to compute a bandwidth for a kernel estimate of the density, conditional on being in E. Chow, Geman & Wu (1983) and Devroye & Győrfi (1985) prove some positive results concerning the estimation of bounded support densities. An alternative to avoid the tail problems is to maximize the product.
where $E$ is a bounded interval on the real line. Note that this definition coincides with (3.8) if we can take $E$ equal to the support of $f$. Here we evaluate the leave one out estimators $f_{nh}^{(l)}$ only in the points $X_i$ in the interval $E$, instead of in all the points as we did in the original definition of $LCV_n$. It is important to notice that here $f_{nh}^{(l)}$ is still based on the whole sample $X_1, ..., X_n$ minus $X_i$, contrary to above where it was based on observations in $E$ only! By maximizing (3.9) we aim at finding a good bandwidth for estimating $f$ on the interval $E$ rather than on the whole real line as in the original definition (3.8). Accepting this restriction indeed avoids the tail problems discussed above, but instead we are faced with the next property reported in Hall (1982). The theorem is reformulated to hold for kernels satisfying Condition K.

**Theorem 3.2.** (Hall 1982). Let $E = [a, b]$, $-\infty < a < b < \infty$. Assume that $f$ is twice continuously differentiable on $(a - \epsilon, b + \epsilon)$ for some positive $\epsilon$. Furthermore assume that $f$ is bounded and that $f$ is bounded away from zero on $E$. Then the bandwidths computed by maximizing $LCV_n$, as defined by (3.9), are of order $n^{-\alpha}$ if $f''(b) < f''(a)$, and they are much larger if $f''(b) > f''(a)$. In the last case we might even have inconsistency. \[ \square \]

Notice that in neither case the order is $n^{-\alpha}$ which is the optimal one for the integrated squared error criterion (see (2.25)). Also the dependence on the derivatives in the endpoints of $E$ is very undesirable. However, Marron (1985) showed that if we maximize a modification $LCV_{nh}^2(h)$, instead of $LCV_{nh}(h)$, this behavior can be avoided. Then we even achieve asymptotic optimality with respect to a weighted integrated squared error with respect to the weight function $f^1E$. We obtain $LCV_{nh}^2(h)$ by multiplying $LCV_n$ by a correction factor,

$$LCV_{nh}^2(h) := LCV_n(h) \exp \left( \frac{1}{E} \int f_{nh}(u) du \right) = LCV_n(h) \exp \left( \sum_{i=1}^{n} \frac{1}{|E|} \int K((u-X_i)/h) du \right).$$

A heuristic motivation for this correction factor is given in Section 3.1.3. The corrected method has the following optimality property. The theorem is reformulated to hold for kernels satisfying Condition K.

**Theorem 3.3.** (Marron 1985). Let $E = [a, b]$, $-\infty < a < b < \infty$. Suppose $f$ is bounded away from zero on $E$ and suppose that $f$ satisfies a Lipschitz condition,

$$|f(x) - f(y)| \leq M|x - y|^\gamma$$

for some positive constants $M$ and $\gamma$. If $h_0^2$ denotes the value of $h$ which maximizes $LCV_{nh}^2(h)$ over the set $I_n = [0, h_0^2]$, where $h_0^2 = n^{-1+\alpha}$ and $h_0^2 = n^{-\alpha} \log n$ for some $\alpha > 0$, then

$$\frac{\text{ISE}_n(h_0^2)}{\inf_{h \in [h_0^2, h_0]} \text{ISE}_n(h)} \to 1 \quad \text{almost surely,}$$
\[
\text{and similarly}
\]
\[
\frac{\text{MISE}_n(h)}{\inf_{h \in [b_0,b_1]} \text{MISE}_n(h)} \rightarrow 1, \text{ almost surely.}
\]

Here the integrated squared error is defined by
\[
\text{ISE}_n(h) = \int_{E} (f_{\text{nh}}(x) - f(x))^2 F^{-1}(x) dx,
\]
and \(\text{MISE}_n(h)\) as its expectation.

This theorem was the first asymptotic optimality result for the likelihood cross-validation method. Just like Theorem 3.1 it says that the random bandwidths computed by cross-validation asymptotically perform just as well as the best deterministic ones except that here we are dealing with a weighted integrated squared error. In Section 3.1.3 we give an heuristic explanation for the appearance of this particular weighted integrated squared error.

The method studied by Chow, Geman & Wu and Devroye & Györfi differs from the one studied by Hall and Marron in one important aspect. Apart of course from the correction factor in Marron's modification, Hall and Marron assume that the interval \(E = [a,b]\) is strictly contained in the support of \(f\) in the sense that both the endpoints \(a\) and \(b\) are strictly inside the support. Chow, Geman & Wu and Devroye & Györfi study the case where \(E\) is equal to the support of \(f\). The results described in the next section show that this causes a quite different behavior.

Theorems 3.1 and 3.3 show that the two cross-validation methods have optimality properties with respect to appropriate (mean) integrated squared error loss functions. For these loss functions the choice of the kernel is relatively unimportant. Consequently we consider bounded support kernels only. It should be noted however that things change considerably if instead we want to minimize the Kullback-Leibler distance between our estimate and the true density, which can be desirable for instance in problems of discrimination. Likelihood cross-validation is studied from this point of view in Hall (1987a, 1987b). Actually in Hall (1987a) it is shown that in this context the choice of the kernel is important and that it is unwise to use kernels with a compact support.

3.1.3. Likelihood cross-validation: heuristics and results.

The original likelihood cross-validation method prescribes that we maximize the function \(\text{LCV}_n(h)\) given by (3.9). The main ingredients in the proofs in Hall (1982) and Marron (1985) are expansions of the logarithm of this function. Using such expansions they prove Theorem 3.2, Hall's surprising theorem about the original method, and Theorem 3.3, Marron's optimality result. In this section by heuristics in the same spirit we present our results concerning likelihood cross-validation, both uncorrected and corrected. Later sections contain rigorous proofs of these results. The basic theme of these proofs is the analysis of the derivative of the logarithm of \(\text{LCV}_n(h)\). We assume that
the density $f$ satisfies Condition F, so we also consider non-smooth densities. We don't impose the restriction required by Hall and Marron that the set $E$ is strictly contained in the support of $f$. On the other hand we do also have to require that $f$ is bounded away from zero on $E$.

Let $I_n$ denote the interval $[h_0, h_n^2]$, where $h_0 = n^{-1/2}$ and $h_n^2 = n^{-\sigma}$ for some $\sigma > 0$. From now on we assume $n \to \infty$, $h \to 0$ and $nh \to \infty$. Following Hall and Marron we write

$$\frac{1}{n} \log(LCV_n(h)) =$$

$$\frac{1}{n} \sum_{i=1}^{n} \log(f_{n_i}(X_i))I_E(X_i) =$$

$$\frac{1}{n} \sum_{i=1}^{n} \log(f(X_i))I_E(X_i) + \frac{1}{n} \sum_{i=1}^{n} \log \left(1 + \frac{f_{n_i}(X_i) - f(X_i)}{f(X_i)} \right)I_E(X_i).$$

Since the first term is independent of $h$ the problem is to maximize

$$(3.12) \quad \frac{1}{n} \sum_{i=1}^{n} \log(1 + \Delta_n(X_i, h))I_E(X_i),$$

where $\Delta_n(x, h)$ is defined by

$$\Delta_n(x, h) := \frac{f_{n_i}(x) - f(x)}{f(x)}, \quad i = 1, \ldots, n.$$ 

Defining

$$(3.13) \quad g(x) := \log(1 + x) - x + \frac{1}{2} x^2,$$

we can rewrite (3.12) as

$$(3.14) \quad \frac{1}{n} \sum_{i=1}^{n} \Delta_n(X_i, h)I_E(X_i) + \frac{1}{n} \sum_{i=1}^{n} \Delta_n^2(X_i, h)I_E(X_i) + \frac{1}{n} \sum_{i=1}^{n} g(\Delta_n(X_i, h))I_E(X_i).$$

Now assume that the variation in (3.14) is asymptotically negligible compared to the expectation, in the sense that, asymptotically, by maximizing $LCV_n(h)$ we are maximizing the expectation of (3.14). We don't give a proof of this assumption. However, proofs of the results coming from this heuristic approach are given in Sections 3.2 to 3.5.

The expectations of the first two terms in (3.14) are easily computed. Since

$$\frac{1}{n} \sum_{i=1}^{n} E(\Delta_n(X_i, h)I_E(X_i) \mid X_j, j=1, \ldots, n, j \neq i) =$$

$$\frac{1}{n} \sum_{i=1}^{n} \int_{X_i} \left( f_{n_i}(u) - f(u) \right) f(u) du =$$

$$\frac{1}{n} \sum_{i=1}^{n} \int_{X_i} \left( \frac{1}{(n-1)h} \sum_{j=1, j \neq i}^{n} K((u-X_j)/h) \right) du - \int_{E} f(u) du =$$


(3.15) \[
\frac{1}{n(n-1)E} \sum_{j=1}^{n} \sum_{i=1, i \neq j}^{n} \int \frac{K((u-X_j)/h)}{E} \, du - \int f(u) \, du =
\]
\[
\frac{1}{nh} \sum_{j=1}^{n} \int \frac{K((u-X_j)/h)}{E} \, du - \int f(u) \, du =
\]
\[
\int f_{nh}(u) \, du - \int f(u) \, du,
\]

the expectation of the first term in (3.14) is

(3.16) \[
E \int (f_{nh}(u) - f(u)) \, du = \int b(u,h) \, du,
\]

where \( b(u,h) \) is the bias of the kernel estimator \( f_{nh} \) at the point \( u \). Since Theorem 2.3 gives uniform expansions of the bias function we can also derive expansions for (3.16). To obtain the expectation of the second term in (3.14) note that

\[
\cdot \frac{1}{2} \sum_{j=1}^{n} E \left( \Delta_{\Theta}(X_i,h) \mid X_j, j=1,\ldots,n, j \neq i \right) =
\]
\[
\frac{1}{2} \sum_{j=1}^{n} \left( f_{nh}^{(0)}(u) - f(u) \right)^2 r^2(u) \, du.
\]

Therefore the expectation is given by

(3.17) \[
\frac{1}{2} \sum_{j=1}^{n} E \int \left( f_{nh}^{(0)}(u) - f(u) \right)^2 r^2(u) \, du =
\]
\[
\frac{1}{2} E \int \left( f_{nh}^{(1)}(u) - f(u) \right)^2 r^2(u) \, du =
\]
\[
\frac{1}{2} E \int \left( f_{nh}(u) - f(u) \right)^2 r^2(u) \, du.
\]

Expansions of this mean integrated squared error are given by Theorem 2.8. From (3.16) and (3.17) we conclude that by maximizing \( \log(\text{LCV}_n(h)) \) is asymptotically equivalent to maximizing

(3.18) \[
\int b(u,h) \, du - \frac{1}{2} E \int \left( f_{nh}(u) - f(u) \right)^2 r^2(u) \, du + E g(\Delta_{\Theta}(X_1,h)) \mid g(X_1).
\]

So if the second term dominates the other two terms then we are asymptotically minimizing the weighted mean integrated squared error

(3.19) \[
E \int \left( f_{nh}(u) - f(u) \right)^2 r^2(u) \, du.
\]

However it turns out that this not always true.
Before we proceed with considering separate cases note that at this stage we can also show the intuition behind Marron’s correction term. From the definition of $LCV_n(h)$ we have

$$ \frac{1}{n} \log(LCV_n(h)) = \frac{1}{n} \log(LCV_n(h)) - \int E f_n(u) du. $$

By (3.16) and (3.18) maximizing $LCV_n(h)$ is asymptotically equivalent to maximizing

$$ - \int E f(u) du - \frac{1}{2} E \left( f_n(u) - f(u) \right)^2 du + \varepsilon g(\Delta_1(X_1,h)) |E| E(X_1). $$

Note that the first term is independent of $h$. This means that in those cases where the third term is negligible compared to the second term, we are minimizing the weighted mean integrated squared error (3.19).

Let $E$ be a bounded interval $[a,b]$, $-\infty < a < b < \infty$, and let us again consider the three cases introduced in Section 2.3.1. If we take the weight function $w$ equal to $f^{-1} E$ then these cases were defined by

- **case I**: $\Delta^{(0)} > 0$,
- **case II**: $\Delta^{(0)} = 0$ and $\Delta^{(1)} > 0$,
- **case III**: $\Delta^{(0)} - \Delta^{(1)} = 0$,

where $\Delta^{(0)}$ and $\Delta^{(1)}$ are given by

$$ \Delta^{(0)} = \sum_{i=1}^{m} (f(d_i)^{-1} + f(d_i +)^{-1}) \delta^{(0)}(d_i) + f(a^-)^{-1} \delta^{(0)}(a) + f(b^-)^{-1} \delta^{(0)}(b) $$

$$ \Delta^{(1)} = \sum_{i=1}^{m} (f(d_i)^{-1} + f(d_i +)^{-1}) \delta^{(1)}(d_i) + f(a^-)^{-1} \delta^{(1)}(a) + f(b^-)^{-1} \delta^{(1)}(b). $$

Here $d_1, \ldots, d_m$ denote the singular points of $f$ in the open interval $(a,b)$. Further we assume without proof that for the cases II and III we have

$$ (3.20) \sup_{i=1,\ldots,n} \sup_{x \in E} |A_{nl}(x,h)| \to 0, \text{ almost surely}. $$

By $|g(x)| \leq \delta(x)$, for $x$ small enough, this implies that the third term in (3.18) is negligible. Since cases II and III correspond to densities which are smooth on $E$, having at most kinks, condition (3.20) is not an unreasonable assumption. This condition is not satisfied for case I. In that case there are two possibilities. If there is at least one jumping point $d$ in $(a,b)$ then

$$ \sup_{i=1,\ldots,n} \sup_{x \in E} |A_{nl}(x,h)| \geq \frac{1}{2} \delta^{(0)}(d) (\inf_{x \in E} f)^{-1} > 0, $$

and if one of the endpoints of $E$ is a jumping point then (3.20) also can't be valid.
In case III using the expansions given by Theorem 2.3 and Theorem 2.8 we see that (3.18) is asymptotically equivalent to

\[ \frac{1}{2} h^2 \int_a^b u^2 K(u)du \int f''(u)du + \]

\[ -\int \left[ \frac{1}{2} h^4 \left( \int_a^b u^2 K(u)du \right)^2 \left( \int f''(u)du \right) + \frac{b-a}{2nh} \right] K^2(u)du \]

\[(3.21) \frac{1}{2} h^2 \int_a^b \int f''(u)du \int_a^b u^2 K(u)du - \frac{b-a}{2nh} \int_b^a K^2(u)du.\]

Since for twice continuously differentiable f we have \( \int f''(u)du = f'(b) - f'(a) \) we get exactly n times the expansion derived by Hall (1982) to prove Theorem 3.2. Clearly if \( f'(b) - f'(a) \) is positive then (3.21) is an increasing function of h which does not have a maximum. It does have a maximum if \( f'(b) - f'(a) \) is negative. The point h where the maximum is attained is of order \( n^{-1/3} \).

Next we consider case II. Let \( d_1, \ldots, d_m \) denote the points in \((a,b)\) where f has a kink and recall that in case II there are no jumping points of f in E. Let \( D_h \) denote the set of points which are at least a distance h of the singular points of f. Then Theorem 2.3 gives the following expansion for the first term in (3.18),

\[ \int_a^b \frac{b(u,h)du}{a} = \int_a^{a+h} b(u,h)du + \sum_{i=1}^{m} \int_{d_i-h}^{d_i+h} b(u,h)du + \]

\[ \int_{D_h \setminus \{a,b\}} b(u,h)du = \]

\[ (3.22) h \int_{0}^{h} b(a+th,h)dt + h \int_{0}^{h} b(b+th,h)dt + h \sum_{i=1}^{m} \int_{d_i+th,h}^{d_i+th,h} b(u,h)du + \]

\[ h^2 \delta^{(1)}(a) \int_{0}^{h} b_1(t)dt + h^2 \delta^{(1)}(b) \int_{0}^{h} b_1(t)dt + h^2 \sum_{i=1}^{m} \delta^{(1)}(d_i) \int_{0}^{h} b_1(t)dt + \]

\[ \frac{1}{2} h^2 \left( \int_a^b u^2 K(u)du \right) \int f''(u)du = \]

\[ h^2 \left( \delta^{(1)}(a) + \delta^{(1)}(b) + 2 \sum_{i=1}^{m} \delta^{(1)}(d_i) \right) \int_{0}^{h} b_1(t)dt + \frac{1}{2} h^2 \left( \int_a^b u^2 K(u)du \right) \int f''(u)du. \]

The terms of order \( h^2 \) in (2.13) don't appear in this expansion because they are integrated over intervals of length 2h. We have also used
\[ \int_{a}^{b} f''(u) du = \int_{a}^{b} f''(u) du. \]

Because \( f' \) can be discontinuous on \((a,b)\) this integral is not necessarily equal to \( f'(b) - f'(a) \). By Theorem 2.8 it now follows that in this case we are asymptotically maximizing

\[
\begin{align*}
&h^2 \left( \delta^{(1)}(a) + \delta^{(1)}(b) + 2 \sum_{i=1}^{m} \delta^{(1)}(d_i) \right) \int_{0}^{1} b_i(t) dt + \frac{1}{2} h^2 \left[ u^2 K(u) du \int_{a}^{b} f''(u) du \right] + \\
&- \frac{1}{2} \left[ h^2 \left( \delta^{(1)}(a) + \delta^{(1)}(b) + 2 \sum_{i=1}^{m} \delta^{(1)}(d_i) \right) \int_{0}^{1} b_i(t) dt + \frac{1}{2} h^2 \left[ u^2 K(u) du \int_{a}^{b} f''(u) du \right] + \\
&\frac{b-a}{2nh} \int_{K^2(u) du} \right) = \\
&h^2 \left( \delta^{(1)}(a) + \delta^{(1)}(b) + 2 \sum_{i=1}^{m} \delta^{(1)}(d_i) \right) \int_{0}^{1} b_i(t) dt + \frac{1}{2} h^2 \left[ u^2 K(u) du \int_{a}^{b} f''(u) du \right] + \\
&- \frac{b-a}{2nh} \int_{K^2(u) du},
\end{align*}
\]

which leads for the uncorrected method to the same type of behavior as in case III above.

Since in cases II and III the third term in (3.18) is negligible the corrected method indeed asymptotically minimizes the weighted mean integrated squared error (3.19). This corresponds to Marron’s optimality result given in Theorem 3.3. Notice that in cases II and III the density \( f \) satisfies a Lipschitz condition on an \( \epsilon \)-neighborhood of \([a,b] \) for some \( \epsilon \) small enough. If the kernel \( K \) has a bounded support then this property can replace the condition in Theorem 3.3 that \( f \) should be Lipschitz on the whole real line.

Finally we consider case I. Suppose that \( d_1, ..., d_m \) denote the jumping points of \( f \) in \((a,b)\) then we have similarly to (3.22)

\[
\begin{align*}
&\int_{E} b(u,h) du = \\
&h \delta^{(0)}(a) \int_{0}^{1} b_0(t) dt + h \delta^{(0)}(b) \int_{0}^{1} b_0(t) dt + h \sum_{i=1}^{m} \delta^{(0)}(d_i) \int_{0}^{1} b_0(t) dt = \\
&h \left( \delta^{(0)}(a) - \delta^{(0)}(b) \right) \int_{0}^{1} b_0(t) dt,
\end{align*}
\]

since \( b_0 \) is odd. Notice that since \( b_0 \) is negative on \([0,1]\) the integral above is also negative. For the third term in (3.18) we have for \( h \) small enough

\[
\begin{align*}
&\text{E}g(A_{n1}(X_1,h))I_{E}(X_1) = \\
&\text{E}g(f_{\text{m1}}^{(1)}(X_1) - f(X_1))I_{E}(X_1) =
\end{align*}
\]
\[
\int \mathbb{E} \left( \left( \int_{a}^{b} + \sum_{i=1}^{m} \int_{q_{ih}^{t}}^{q_{ih}^{t+1}} \right) g((E_{n_{ih}}^{t})(u) - f(u))f^{1}(u)g(u) \right) du = \\
\int \mathbb{E} \left( \left( \int_{a}^{b} + \sum_{i=1}^{m} \int_{q_{ih}^{t}}^{q_{ih}^{t+1}} \right) g((E_{n_{ih}}^{t})(u) - f(u))f^{1}(u)g(u) \right) du = \\
\int \mathbb{E} \left( \left( \int_{a}^{b} + \sum_{i=1}^{m} \int_{q_{ih}^{t}}^{q_{ih}^{t+1}} \right) g(b(u,h)f^{1}(u))f(u) \right) du = \\
h \gamma(f,K),
\]

where

\[
\gamma(f,K) := \frac{1}{f(a)} \int \left[ g((f(a)+1)g^{0}(a)b_{0}(t))dt + \\
\int_{0}^{f(b)} \left[ g((f(b)-1)g^{0}(b)b_{0}(t)) + \sum_{i=1}^{m} \left( \int_{a}^{b} + \sum_{i=1}^{m} \int_{q_{ih}^{t}}^{q_{ih}^{t+1}} \right) g((E_{n_{ih}}^{t})(u) - f(u))f^{1}(u)g(u) \right) du + \\
\int_{0}^{f(d_{i})} \left[ g((f(d_{i}+1)g^{0}(d_{i})b_{0}(t))dt + f(d_{i}-1)g^{0}(d_{i})b_{0}(t)dt \right. \\
\left. + \sum_{i=1}^{m} \left( \int_{a}^{b} + \sum_{i=1}^{m} \int_{q_{ih}^{t}}^{q_{ih}^{t+1}} \right) g((E_{n_{ih}}^{t})(u) - f(u))f^{1}(u)g(u) \right) du. 
\]

So in case I this term is \textit{not negligible}. Again by Theorem 2.8 we see that in case I we are asymptotically maximizing

\[
h \left( \delta^{0}(a) - \delta^{0}(b) \right) b_{0}(t)dt - \frac{1}{2} \left( n \Delta^{0}(a) b_{0}^{2}(t)dt + \frac{b-a}{nh} \right) K_{2}(u)du \right) + h \gamma(f,K) = \\
\int \left( \delta^{0}(a) - \delta^{0}(b) \right) b_{0}(t)dt - \frac{1}{2} \Delta^{0}(a) b_{0}^{2}(t)dt + \gamma(f,K) \right) - \frac{b-a}{2nh} K_{2}(u)du. 
\]

However using the corrected method we are asymptotically maximizing

\[
h \left( - \frac{1}{2} \Delta^{0}(a) b_{0}(t)dt + \gamma(f,K) \right) - \frac{b-a}{2nh} K_{2}(u)du. 
\]

Since in case I situations the third term in (3.18) is not negligible neither the uncorrected nor the corrected method asymptotically minimizes the integrated squared error (3.19). So Marron's optimality result does not hold for densities with jumps in the interval [a,b]. Notice that if neither a nor b is a jumping point of f then there is no difference in the asymptotic behavior of the uncorrected and the corrected method because the first term in (3.24) vanishes.
These heuristics lead to the next theorem which gives the rates of convergence of the bandwidths obtained by likelihood cross-validation.

**Theorem 3.4.** Suppose that E is a bounded interval \([a,b]\), \(-\infty < a < b < \infty\), and that the density \(f\) satisfies Condition F and is bounded away from zero on E. Let \(d_1, \ldots, d_m\) denote the singular points of \(f\) in \((a,b)\). Further assume that the kernel \(K\) satisfies Condition K and has a bounded second derivative. For some \(\varepsilon > 0\) let \(I_0\) denote the interval \([h_0, h_0]\) with \(h_0 = n^{-1+\varepsilon}\) and \(h_0 = n^{-\varepsilon}\). Let \(H_n\) denote the value of \(h\) which maximizes \(\text{LCV}_n(h)\) over \(I_0\) and let \(H_n^*\) denote the value of \(h\) which maximizes \(\text{LCV}_n(h)\) over \(I_0\). The next statements hold almost surely.

(a) **Case I:** If \(H_n = C_n n^{-1/2}\) then

\[
\lim_{n \to \infty} C_n = \left\{ \frac{\frac{1}{2}(b-a) \int K^2(u) du}{\int (\delta^{(0)}(b) - \delta^{(0)}(a)) \int b_0(t) dt + \frac{1}{2} \delta^{(0)}(b) \int b_0(t) dt - \gamma(f,K)} \right\}^{1/2},
\]

provided

\[
(\delta^{(0)}(b) - \delta^{(0)}(a)) \int b_0(t) dt + \frac{1}{2} \delta^{(0)}(b) \int b_0(t) dt - \gamma(f,K) > 0.
\]

If \(H_n = C_n n^{-1/2}\) then

\[
\lim_{n \to \infty} C_n = \left\{ \frac{\frac{1}{2}(b-a) \int K^2(u) du}{\int \frac{1}{2} \delta^{(0)}(b) \int b_0(t) dt - \gamma(f,K)} \right\}^{1/2},
\]

provided

\[
\frac{1}{2} \delta^{(0)}(b) \int b_0(t) dt - \gamma(f,K) > 0.
\]

(b) **Case II:** If \(H_n = C_n n^{-1/2}\) then

\[
\liminf_{n \to \infty} (\log n)^{1/2+\varepsilon} C_n \geq 1
\]

\[
\limsup_{n \to \infty} \frac{1}{(\log n)^{1+\varepsilon}} C_n \leq 1,
\]

provided

\[
(\delta^{(1)}(a) + \delta^{(1)}(b) + 2 \sum_{i=1}^m \delta^{(i)}(d_i)) \int b_0(t) dt + \frac{1}{2} k^2 \int a^2 K(u) du \int f^{-1}(u) du < 0.
\]

If \(H_n = C_n n^{-1/4}\) then

\[
\lim_{n \to \infty} C_n = \alpha(f, w)^{1/4} \beta(f, K)^{1/4}.
\]
(c) **Case III:** If $H_n = C_n n^{-1/3}$ then

$$\liminf_{n \to \infty} (\log n)^{1/2+\epsilon} C_n \geq 1$$

(3.29)

$$\limsup_{n \to \infty} \frac{1}{(\log n)^{1/2+\epsilon}} C_n \leq 1,$$

provided $f'(b) < f'(a)$.

If $H_n = C_n n^{-1/3}$ then

$$\lim_{n \to \infty} C_n = \alpha_{III}(f,w)^{1/2} \beta_{III}(K)^{1/5}.$$

(3.30)

Here the constants $\alpha_{III}(f,w)$, $\alpha_{III}(f,w)$, $\beta_{III}(K)$ and $\beta_{III}(K)$ are the factors in the optimal bandwidths given in (2.25), where the weight function should be taken equal to $f^{1/2}$, and $\gamma(f,K)$ is defined in (3.23). So the limits (3.28) and (3.30) are the optimal constants in cases II and III respectively.

**Remark 3.5.** Since by Remark 2.9 the expansions of the mean integrated squared error hold uniformly for $h$ in $(0,h_n^*)$ for any sequence of positive $h_n^*$ converging to zero, for the corrected method in cases II and III the theorem above implies (3.11) of Theorem 3.3. By an argument based on a result of Marron & Härdle (1986), similar to the one Cline & Hart (1986) use to prove their Theorem 6, it can be shown that (3.10) also holds.

Next we consider the type of densities studied by Chow, Geman & Wu (1983) and Devroye & Györfi (1985), i.e. we assume that $f$ has bounded support $[c,d]$ and $E=[c,d]$. This means that we compute the product (3.9) over all the data points $X_i$. Also assume $f$ continuous and bounded away from zero on $E$. This is a case I situation with

$$\gamma(f,K) = \int (f(c)^+)^{1/2} f(c)^+ b_0(t) dt + \int (f(c^-)^{-1/2} f(c^-) b_0(t) dt =
$$

$$\int (f(c)^+ + f(d)^-) g(b_0(t)) dt < 0.$$

This constant is negative because $g$ is an increasing function on $(-1,\infty)$ with $g(0) = 0$. So $g$ is negative on $(-1,0)$ and since $b_0$ is negative on $(0,1)$ the function $g(b_0)$ is also negative. We also have by partial integration

$$\int (f^{(0)}(d) - f^{(0)}(c)) b_0(t) dt =
$$

$$\int (f(c)^+ + f(d)^-) \int K(u) du dt =
$$

$$\int (f(c)^+ + f(d)^-) \int u K(u) du > 0.$$
Using the equality $\Delta^{(0)} = f(c^+) + f(d^-)$ the next result now follows from Theorem 3.4.

**Corollary 3.6.** Let $f$ satisfy Condition $F$ and have bounded support $[c, d]$. Let $E = [c, d]$ and let $f$ be continuous and bounded away from zero on $E$. If $H_0 = C_{n^{-1/2}}$ and $H_0 = C_{n^{1/2}}$ then under the conditions of Theorem 3.4 we have almost surely

$$
\lim_{n \to \infty} C_n = \left\{ \frac{\frac{1}{2} (d-c) \int K^2(u) du}{(f(c^+) + f(d^-))(\int uK(u)du + \frac{1}{2} \int b_0^2(t)dt - \frac{1}{2} \int g(b_0(t))dt)} \right\}^{1/2}
$$

and

$$
\lim_{n \to \infty} C_n^2 = \left\{ \frac{\frac{1}{2} (d-c) \int K^2(u) du}{(f(c^+) + f(d^-))(\frac{1}{2} \int b_0^2(t)dt - \frac{1}{2} \int g(b_0(t))dt)} \right\}^{1/2}.
$$

**Remark 3.7.** The asymptotically optimal constant for the weight function $f^{-1}E$ in the case I situation of this corollary is given by (2.25). It equals

$$
c_{opt} = \left\{ \frac{\frac{1}{2} (d-c) \int K^2(u) du}{(f(c^+) + f(d^-))\frac{1}{2} \int b_0^2(t)dt} \right\}^{1/2}.
$$

The corresponding optimal bandwidth $h_{opt}^2$ is equal to $c_{opt} n^{-1/2}$. Note that the quotients of the limits in (3.31) and (3.32) and $c_{opt}$ depend only on the kernel function $K$ and not on the density $f$. This means that we can obtain almost sure convergence to the asymptotically optimal constant $c_{opt}$ by multiplying the computed bandwidths $H_0$ and $H_0^2$ by a known constant. However, even using the optimal bandwidths, unavoidably we have a large error since we are dealing with a case I situation. It would be better to use the symmetrization device described by Schuster (1985) combined with cross-validation to determine a good bandwidth. Cline & Hart (1986) discuss this approach for least squares cross-validation.

The two previous theorems show that in the cases II and III, i.e. if the density $f$ has no jumps in the interval $[a, b]$, the bandwidths $H_0$ are asymptotically almost surely equivalent to the deterministic asymptotically optimal bandwidths with respect to the weighted mean integrated squared error $MISE_0(h)$, where

$$
MISE_0(h) = E \int_a^b (f_{obs}(x) - f(x))^2 \cdot x^d dx.
$$
Let $H_n^*$ denote the positive value of $h$ which minimizes the integrated squared error $\text{ISE}_h(h)$. Since $H_n^*$ is the random bandwidth which we would like to approximate we derive the asymptotic distribution of $H_n^* - H_n$. The next theorem establishes the asymptotic normality of $H_n^* - H_n^*$ in the cases II and III. The proof is given in Section 3.4.

**Theorem 3.8.** Suppose that the conditions of Theorem 3.4 are satisfied. With $L(u) = K(u) + uK'(u)$ we define the constants $\sigma^2$, $\sigma_0^2$ and $\sigma_1^2$ by

$$\sigma^2 := 4(b-a) \int_0^1 L^2(u)du,$$

$$\sigma_0^2 := \Delta^{(1)} \int_0^1 \left( \int \left( t(u)L(u)du \right)^2 dt, \right.$$

$$\sigma_1^2 := \frac{1}{2} \left( \int \int \int \int \right) \left( \int \int \right) \left( \int \int \right) \left( \int \int \right).$$

and the constants $\alpha_0$, $\alpha_1$, and $\alpha_2$ by

$$\alpha_0 := \frac{b-a}{2} \int K^2(u)du,$$

$$\alpha_1 := \frac{1}{2} \left( \int \int \int \int \right) \left( \int \int \right) \left( \int \int \right) \left( \int \int \right).$$

$$\alpha_2 := \frac{2}{r} \Delta^{(1)} \int_0^1 \left( \int \right)^2 dt.$$ 

Then we have in case II

$$n^{3/4} (H_n^* - H_n^*) \overset{D}{\to} N(0, \frac{1}{2} (2\alpha_0 - 2\alpha_2 - 3\sigma_1^2 + \alpha_0 - 2\sigma_1^2 - 7\sigma_1^2 \sigma_0^2)).$$

and in case III

$$n^{3/10} (H_n^* - H_n^*) \overset{D}{\to} N(0, \frac{1}{2} (2\alpha_0 - 7\sigma_1^2 + 3\sigma_1^2 + \alpha_0 - 2\sigma_1^2 - 4\sigma_1^2 \sigma_0^2)).$$

The second statement of this theorem is similar to Theorem 2.1 in Hall & Marron (1987a), the asymptotic normality result for the bandwidths computed by least squares cross-validation, the only difference is in the asymptotic variance. It shows that for smooth densities we also have the slow convergence demonstrated by (3.6) for least squares cross-validation. Though formally it doesn't apply here since we use a different weight function, this result is coherent with Theorem 2.1 in Hall & Marron (1987b), which states that we can not expect a faster rate of convergence. This theorem assumes the densities to be twice differentiable, essentially our case III situation. It is a nice surprise that the first statement of our theorem shows a faster rate of convergence. In that case we have
\[
\frac{H_0^* - H_n^*}{H_n^*} = O_p\left(\frac{n^{-1/6}}{\sqrt{n}}\right) = O_p(n^{-1/6}),
\]

which is of smaller order than the bound \(O_p(n^{-1/10})\) which holds in the smooth case. Proceeding as in Hall & Marron (1987a) we would also obtain

\[
\frac{\text{ISE}_n(H_0^*) - \text{ISE}_n(H_n^*)}{\text{ISE}_n(H_n^*)} = O_p(n^{-1/6}), \quad \text{in case II}
\]

and

\[
\frac{\text{ISE}_n(H_0^*) - \text{ISE}_n(H_n^*)}{\text{ISE}_n(H_n^*)} = O_p(n^{-1/5}), \quad \text{in case III},
\]

which shows that the minimal integrated squared error is also better approximated in case II. However we should keep in mind that if \(f\) has kinks in \([a,b]\) this integrated squared error is of a larger order than it is for smooth densities.

### 3.2. The derivative of \(\log(\text{LCV}_n(h))\).

The proofs of Theorem 3.4 and Theorem 3.8 in the previous section are based on expansions of the derivative of the function \(\log(\text{LCV}_n(h))\). Before we can derive these expansions we give two successive decompositions of this derivative in Sections 3.2.1 and 3.2.2. In Section 3.3 we then obtain the expansions which prove Theorem 3.4. The proof of Theorem 3.8, stating the asymptotic normality of \(H_0^* - H_n^*\), is given next in Section 3.4.

#### 3.2.1. A decomposition.

We first consider the derivative of the kernel estimator \(f_{nh}\) with respect to the bandwidth \(h\). For \(K\) differentiable we have

\[
\frac{d}{dh} f_{nh}(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} K((x-X_i)/h) = \frac{1}{h} \sum_{i=1}^{n} K((x-X_i)/h) - \frac{(x-X_i)^2}{h^3} K''((x-X_i)/h) =
\]

\[
- \frac{1}{nh^2} \sum_{i=1}^{n} L((x-X_i)/h)
\]

with

\[
L(x) := K(x) + xK'(x), \quad -\infty < x < \infty.
\]

This function plays an important role in the sequel. For kernels \(K\), satisfying Condition \(K\) and having a bounded derivative, \(L\) has the following properties,

\[
L \text{ has support } [-1,1].
\]
(L.2) \[ L \text{ is bounded}, \]

(L.3) \[ L \text{ is symmetric}, \]

(L.4) \[ \int L(u) \, du = 0. \]

The first three properties are immediate and property (L.4) follows by partial integration.

The next figure shows the graph of the function \( L \) for the kernel \( K \), given by

\[ K(x) = \frac{35}{25}(1-x^2)^2 I_{[-1,1]}(x). \]

Notice that \( K' \) continuous implies \( L \) continuous, and that \( L \) has a bounded derivative if \( K \) has a bounded second derivative. This last property is required if we want to apply Theorem 2.16 to the derivative (3.33).

![Figure 3.1: The function L.](image)

Now consider \( \log(LCV_n(h)) \). Since

\[ \frac{1}{n} \log(LCV_n(h)) = \frac{1}{n} \sum_{i \in X \in E} \log(f_{\text{sh}}^{(0)}(X_i)). \]

and

\[ f_{\text{sh}}^{(0)}(X_i) = \frac{n}{n-1} f_{\text{sh}}(X_i) - \frac{1}{(n-1)n} K(0) \]

we have

\[ \frac{1}{n} \log(LCV_n(h)) = \]

\[ \frac{1}{n} \sum_{i \in X \in E} \log(\frac{n}{n-1} f_{\text{sh}}(X_i) - \frac{1}{(n-1)n} K(0)) \]

\[ \frac{1}{n} \sum_{i \in X \in E} \log(f_{\text{sh}}(X_i) - \frac{1}{nh} K(0)) + \log(\frac{n}{n-1}). \]

Next use (3.33) to obtain
\[
\frac{1}{n} \frac{d}{dh} \log(\text{LCV}_n(h)) = \\
- \frac{1}{nh} \sum_{i=1}^{n} \frac{1}{nh} \sum_{j=1}^{n} \frac{L((X_i - X_j)/h) - \frac{1}{nh} K(0)}{f_{nh}(X_i) - \frac{1}{nh} K(0)} = \\
- \frac{1}{nh} \sum_{i=1}^{n} \frac{1}{n^2} \sum_{j=1}^{n} \frac{L((X_i - X_j)/h) - \frac{1}{nh} K(0)}{1/n^2 \sum_{j=1}^{n} K((X_i - X_j)/h) - \frac{1}{nh} K(0)}.
\]

The following decomposition of this derivative is the key tool in our analysis of the behavior of likelihood cross-validation.

Proposition 3.9. If the kernel \( K \) is differentiable and satisfies Condition \( K \), and if we define the function \( L \) by (3.34), then

\[
\frac{1}{n} \frac{d}{dh} \log(\text{LCV}_n(h)) = \\
U_n(h) + V_n(h) + W_n(h) + Y_n(h) + R_n(h).
\]

where

\[
U_n(h) := \frac{1}{n^2} \sum_{i=j} U_{ij}(h), V_n(h) := \frac{1}{n^3} \sum_{i=j} V_{ij}(h) \text{ and } W_n(h) := \frac{1}{n^3} \sum_{i=j=k} W_{ijk}(h),
\]

with

\[
U_{ij}(h) := -\frac{2}{h^2} L((X_i - X_j)/h) f(X_i)^{-1} I_E(X_i),
\]

\[
V_{ij}(h) := \frac{1}{h^3} K((X_i - X_j)/h) L((X_i - X_j)/h) f(X_i)^{-2} I_E(X_i),
\]

\[
W_{ijk}(h) := \frac{1}{h^3} K((X_i - X_j)/h) L((X_i - X_k)/h) f(X_i)^{-2} I_E(X_i),
\]

and where

\[
Y_n(h) := \frac{1}{nh} \sum_{i=1}^{n} \left( \frac{1}{nh} \sum_{j=1}^{n} L((X_i - X_j)/h) - \frac{1}{nh} K(0) \right) \\
(3.36) \\
\left[ \frac{1}{nh} \sum_{j=1}^{n} K((X_i - X_j)/h) - f(X_i) - \frac{1}{nh} K(0) \right]^2 \\
\left[ \frac{1}{nh} \sum_{j=1}^{n} K((X_i - X_j)/h) - \frac{1}{nh} K(0) \right]^{-1} f(X_i)^{-2} I_E(X_i),
\]

and

\[
R_n(h) := \frac{2}{(nh)^2} \sum_{i=1}^{n} f(X_i)^{-2} I_E(X_i).
\]
Proof. Write the denominator in (3.35) as

\[
f_{nh}(x) - \frac{1}{nh} K(0) = f(x) + f_{nh}(x) - f(x) - \frac{1}{nh} K(0) = f(x) + \Delta_{nh}(h),
\]

thus defining \( \Delta_{nh}(h) \). Next we introduce the function \( g \) by

\[
g(x,s) := \frac{1}{x+s} \cdot \frac{1}{x} + s \cdot \frac{1}{x^2} = \frac{s^2}{x(x+s)}.
\]

This gives

\[
\frac{1}{f_{nh}(x)} - \frac{1}{nh} K(0) = \frac{1}{f(x)} \Delta_{nh}(h) + g(f(x), \Delta_{nh}(h)),
\]

and therefore by (3.35) we have

\[
\frac{1}{n} \frac{d}{dn} \log(LCV_n(h)) =
\]

\[
- \frac{1}{nh} \sum_{i \in G(n)} \left( \frac{1}{nh} \sum_{j=1}^{n} L((X_i-X_j)/h) - \frac{1}{nh} K(0) \right) \left( \frac{1}{f(x)} - \frac{1}{f(x)} \Delta_{nh}(h) + g(f(x), \Delta_{nh}(h)) \right),
\]

\[
- \frac{1}{nh} \sum_{i=1}^{n} I_{G}(X_i) \left( \frac{1}{nh} \sum_{j=1}^{n} L((X_i-X_j)/h) - \frac{1}{nh} K(0) \right)
\]

\[
\left( \frac{2}{f(x)} - \frac{1}{f(x)^2} \left( \frac{1}{nh} \sum_{j=1}^{n} K((X_i-X_j)/h) - \frac{1}{nh} K(0) \right) + g(f(x), \Delta_{nh}(h)) \right).
\]

This can be rewritten as

(3.37) \[ \sum_{i=1}^{n} Z_{ni}(h) + Y_n(h) \]

with

\[
Z_{n1}(h) := - \frac{2}{(nh)^2} \sum_{i=1}^{n} \sum_{j=1}^{n} L((X_i-X_j)/h) f(X_j)^{1} I_{G}(X_i),
\]

\[
Z_{n2}(h) := \frac{1}{(nh)^2} \sum_{i=1}^{n} \sum_{j=1}^{n} L((X_i-X_j)/h) K((X_i-X_j)/h) f(X_j)^{2} I_{G}(X_i),
\]

\[
Z_{n3}(h) := - \frac{1}{(nh)^2} K(0) \sum_{i=1}^{n} \sum_{j=1}^{n} L((X_i-X_j)/h) f(X_j)^{2} I_{G}(X_i),
\]

\[
Z_{n4}(h) := \frac{2}{(nh)^2} K(0) \sum_{i=1}^{n} f(X_i)^{1} I_{G}(X_i),
\]
\[ Z_{n3}(h) := - \frac{1}{(nh)^2} K(0) \sum_{i=1}^{n} \sum_{j=1}^{n} K((X_i - X_j)/h) f(X_i)^2 I_E(X_i), \]

\[ Z_{n6}(h) := \frac{K(0)^2}{(nh)^2} \sum_{i=1}^{n} f(X_i)^2 I_E(X_i), \]

and

\[ Y_n(h) := - \frac{1}{nh} \sum_{i=1}^{n} \left( \frac{1}{nh} \sum_{j=1}^{n} L((X_i - X_j)/h) - \frac{1}{nh} K(0) \right) g((X_i), \Delta_n(h)) I_E(X_i). \]

Now note that

\[ Z_{n1}(h) = -Z_{n4}(h) + U_n(h), \]

\[ Z_{n2}(h) = -Z_{n3}(h) - Z_{n6}(h) + V_n(h) + W_n(h), \]

\[ Z_{n5}(h) = \frac{1}{2} R_n(h), \]

which shows that (3.37) equals

\[ U_n(h) + V_n(h) + W_n(h) + Y_n(h) + R_n(h). \]

This completes the proof of the proposition. 

3.2.2. The relation to U-statistic theory: a second decomposition.

The statistics \( U_n(h), V_n(h) \) and \( W_n(h) \) in the preceding section are U-statistics. If \( \phi \) is a symmetric real valued function defined on the \( m \) dimensional Euclidean space then a U-statistic of degree \( m \) with kernel \( \phi \) is defined as

\[ \binom{n}{m}^{-1} \sum_{(i_1, \ldots, i_m) \in C_{n,m}} \phi(X_{i_1}, \ldots, X_{i_m}), \]

where \( C_{n,m} \) is the set of all ordered \( m \)-tuples \((i_1, \ldots, i_m)\) of different indices from the set \( \{1, 2, \ldots, n\} \).

Note that, with

\[ \phi^U_h(x,y) := -\frac{2}{h^2} L((x-y)/h)(f(x)^2 I_E(x)+f(y)^2 I_E(y)), \]

\[ \phi^V_h(x,y) := \frac{1}{h^2} K((x-y)/h)L((x-y)/h)(f(x)^2 I_E(x)+f(y)^2 I_E(y)), \]

we have

\[ U_n(h) = \frac{1}{n^2} \sum_{i \neq j} \phi^V_h(X_i, X_j), \]

\[ V_n(h) = \frac{1}{n^2} \sum_{i \neq j} \phi^V_h(X_i, X_j), \]
so up to normalizing factors \( U_n(h) \) and \( V_n(h) \) are indeed U-statistics. Also notice

\[
\varphi^U_n(X_i,X_j) = U_{ij}(h) + U_{ji}(h)
\]

and

\[
\varphi^V_n(X_i,X_j) = V_{ij}(h) + V_{ji}(h).
\]

Similarly we can write \( W_n(h) \) as

\[
W_n(h) = \frac{1}{n^2} \sum_{i<j<k} \varphi^W_n(X_i,X_j,X_k),
\]

where

\[
\varphi^W_n(X_i,X_j,X_k) = W_{ijk}(h) + W_{ikj}(h) + W_{kij}(h) + W_{jik}(h) + W_{jk}(h) + W_{kj}(h).
\]

i.e. the sum over all permutations of the indices. So \( W_n(h) \) is a U-statistic of order 3.

The kernel functions \( \varphi^U_n \), \( \varphi^V_n \) and \( \varphi^W_n \) depend on the bandwidth. To derive the asymptotic distribution theory for likelihood cross-validation we need the asymptotic distribution of \( U_{h_0}(h_n) \) for a sequence of bandwidths \( (h_n) \) (The terms \( V_{h_0}(h_n) \) and \( W_{h_0}(h_n) \) are negligible). In that case we are dealing with a statistic of the form

\[
U_n(h) = \frac{1}{n^2} \sum_{i<j} \varphi^U_{h_0}(X_i,X_j),
\]


Although we can not use the theory for U-statistics with fixed kernels, we can employ Hoeffding's projection technique to derive a decomposition of a U-statistic (Hoeffding (1948), Serfling (1980)). This results in the following decompositions

\[
U_n(h) = \frac{n-1}{n} E(U_{ij}(h)) + \frac{n-1}{n} \sum_{i=1}^{n} (E(U_{ij}(h)X_i) - E(U_{ij}(h))) + \frac{n-1}{n} \sum_{i=1}^{n} (E(U_{ij}(h)X_j) - E(U_{ij}(h))) + \frac{1}{n} \sum_{i<j} (U_{ij}(h) - E(U_{ij}(h)X_i) - E(U_{ij}(h)X_j) + E(U_{ij}(h)));
\]

which we rewrite as

\[
U_n(h) = \frac{n-1}{n} E(U_{ij}(h)) + \frac{1}{n} \sum_{i<j} (U_{ij}(h) - E(U_{ij}(h)X_i) - E(U_{ij}(h)X_j) + E(U_{ij}(h)));
\]
\[
\frac{n-1}{n} \sum_{i=1}^{n} \left( E(U_{ij}(h)|X_i) - EU_{ij}(h) \right) + \frac{n-1}{n} \sum_{j=1}^{n} \left( E(U_{ij}(h)|X_j) - EU_{ij}(h) \right) + \\
\hat{V}_n(h),
\]
where
\[
\hat{V}_n(h) := \frac{1}{n^2} \sum_{i,j} \hat{V}_{ij}(h),
\]
and
\[
\hat{V}_{ij}(h) := U_{ij}(h) - E(U_{ij}(h)|X_i) - E(U_{ij}(h)|X_j) + EU_{ij}(h).
\]

Similarly we decompose \(V_n(h)\) as
\[
V_n(h) = \frac{n-1}{n^2} \sum_{i=1}^{n} \left( E(V_{ij}(h)|X_i) - EV_{ij}(h) \right) + \frac{n-1}{n^2} \sum_{j=1}^{n} \left( E(V_{ij}(h)|X_j) - EV_{ij}(h) \right) + \\
\hat{V}_n(h),
\]
where
\[
\hat{V}_n(h) := \frac{1}{n^2} \sum_{i,j} \hat{V}_{ij}(h),
\]
and
\[
\hat{V}_{ij}(h) := V_{ij}(h) - E(V_{ij}(h)|X_i) - E(V_{ij}(h)|X_j) + EV_{ij}(h).
\]

Finally we also decompose the statistic \(W_n(h)\). We get
\[
W_n(h) = \frac{(n-1)(n-2)}{n^3} \sum_{i=1}^{n} \left( E(W_{ijk}(h)|X_i) - EW_{ijk}(h) \right) + \\
\frac{(n-1)(n-2)}{n^3} \sum_{i=1}^{n} \left( E(W_{ijk}(h)|X_i) - EW_{ijk}(h) \right) + \\
\frac{(n-1)(n-2)}{n^3} \sum_{i=1}^{n} \left( E(W_{ijk}(h)|X_i) - EW_{ijk}(h) \right) + \\
\hat{W}_n(h),
\]
where
\[
\hat{W}_n(h) := \frac{1}{n^2} \sum_{i,j,k} \hat{W}_{ijk}(h)
\]
and
\[
\hat{W}_{ijk}(h) := W_{ijk}(h) - E(W_{ijk}(h)|X_i) - E(W_{ijk}(h)|X_j) - E(W_{ijk}(h)|X_k) + 2EW_{ijk}(h).
\]
An important property of these decompositions is that the conditional expectations of the terms of 
\( \hat{U}_n(h) \) given the \( X \)'s vanish, i.e. for \( k=1, ..., n \)

\[ E(\hat{U}_{ij}(h)|X_k) = 0. \]

This implies that \( \hat{U}_n(h) \) and the linear terms in the decomposition of \( U_n(h) \) are uncorrelated, an
inherent property of the Hoeffding decomposition. The other two decompositions have a similar
property.

We obtain a further decomposition of the derivative of \( n^{-1}\log(LCV_n(h)) \) by plugging in the
previous ones of the statistics \( U_n(h), V_n(h) \) and \( W_n(h) \) in the decomposition derived in the
previous section. Then we compute the various conditional expectations appearing above. These conditional
expectations can be expressed in terms of functions \( b^G \) with \( G \) equal to one of \( K, L, \) or \( KL, \) the
product of the functions \( K \) and \( L. \) These functions \( b^G \) are generalizations of the bias function \( b \) in
Section 2.2. We also introduce generalizations of the functions \( \hat{b}_0, \hat{b}_1 \) and \( \hat{b}_2 \) which appeared in the
expansion of the bias.

**Definition 3.10.** The functions \( b^G, \hat{b}_0^G, \hat{b}_1^G \) and \( \hat{b}_2^G \) are defined by

\[ b^G(x,h) := E \frac{1}{h} G\left( \frac{x-X}{h} \right) - f(x) \int \frac{1}{h} G(u) du = \int \frac{1}{h} G((x-u)/h)f(u)du - f(x) \int \frac{1}{h} G(u) du \]

and

\[ b^G_{m}(t) := \begin{cases} \int - (t-u)^{m} G(u)du & \text{if } t<0 \\ \\
\int - (t-u)^{m} G(u)du & \text{if } t \geq 0 \end{cases} \]

for \( m=0,1,2. \)

The proof of the next lemma is a direct generalization of the proof of Theorem 2.3 and is therefore
omitted.

**Lemma 3.11.** Assume that \( G \) is a bounded symmetric measurable function with support equal to
\([-1,1]\) and that the density \( f \) satisfies Condition F. Let \( \{b_{n}\} \) be a vanishing sequence of positive real
numbers.

(a) Then

\[ b^G(x,h) = \frac{1}{2} h^2 f''(x) \int u^2 G(u)du + r_1(x,h) \]

where the remainder \( r_1 \) satisfies

\[ \lim_{n \to \infty} \sup_{0 \leq \| h \|_{\infty} \leq 1} \sup_{x \in D \cap \mathcal{C}^{0}(M,M)} h^2 |r_1(x,h)| = 0, \]

for every positive \( M. \)
(b) For $x_0$ a fixed point we have

$$b^G(x_0 + th, h) = b^G(0)(x_0) + hb^G(1)(x_0) + \frac{1}{2}h^2 b^G(2)(x_0) +$$

$$\frac{1}{2}h^3 \int [G(u)du (f''(x_0 + t) + f''(x_0) + t)](x_0(t)) +$$

$$r_2(t, h),$$

where the remainder $r_2$ satisfies

$$\lim_{n \to \infty} \sup_{0 \leq |h| \leq h} \sup_{-M \leq t \leq M} h^2 |r_2(t, h)| = 0$$

for every positive $M$.

We now state the main proposition of this section.

**Proposition 3.12.** If the kernel $K$ is differentiable and satisfies Condition K, and if we define the function $L$ by (3.34), then we have the following decomposition,

$$\frac{1}{n} \frac{d}{dh} \log(LCV_n(h)) =$$

$$\frac{n-1}{n} E_{ij}(h) + \frac{n-1}{n^2} E_{ij}(h) + \frac{(n-1)(n-2)}{n^2} E_{ijk}(h) +$$

$$\frac{n-1}{n} \frac{1}{n} \sum_{i=1}^{n} (u_1(X_i, h) - E_{u_1}(X_i, h)) +$$

$$\frac{n-1}{n} \frac{1}{n} \sum_{i=1}^{n} (v_1(X_i, h) - E_{v_1}(X_i, h)) +$$

$$\frac{n-1}{n} \frac{1}{n} \sum_{i=1}^{n} (w_1(X_i, h) - E_{w_1}(X_i, h)) +$$

$$\frac{(n-1)(n-2)}{n^2} \frac{1}{n} \sum_{i=1}^{n} (u_2(X_i, h) - E_{u_2}(X_i, h)) +$$

$$\frac{(n-1)(n-2)}{n^2} \frac{1}{n} \sum_{i=1}^{n} (v_2(X_i, h) - E_{v_2}(X_i, h)) +$$

$$\frac{(n-1)(n-2)}{n^2} \frac{1}{n} \sum_{i=1}^{n} (w_2(X_i, h) - E_{w_2}(X_i, h)) +$$

$$\frac{(n-1)(n-2)}{n^2} \frac{1}{n} \sum_{i=1}^{n} (w_3(X_i, h) - E_{w_3}(X_i, h)) +$$
\begin{align*}
\hat{Y}_n(h) + \hat{Y}_n(h) + \hat{Y}_n(h) + \\
Y_n(h) + R_n(h),
\end{align*}

where the functions $u_1, u_2, v_1, v_2, w_1, w_2, w_3$ are defined by

\begin{align*}
u_1(x,h) &:= -\frac{1}{h} b^x(x,h) f(x)^{-1} I_E(x), \\
u_2(x,h) &:= -\frac{1}{\mathbb{E}} \int L((u-x)/h) du, \\
v_1(x,h) &:= \frac{1}{\mathbb{E}} \int f(x) KL(u) du + b^{KL}(x,h)f(x)^{-2} I_E(x), \\
v_2(x,h) &:= \frac{1}{\mathbb{E}} \int KL((u-x)/h)f(u)^{-1} du, \\
w_1(x,h) &:= \frac{1}{h} b^x(x,h)b^y(x,h)f(x)^{-2} I_E(x), \\
w_2(x,h) &:= \frac{1}{\mathbb{E}} \int K((u-x)/h)f(u)^{-1} b^y(u,h) du, \\
w_3(x,h) &:= \frac{1}{\mathbb{E}} \int L((u-x)/h)f(u)^{-1} b^y(u,h) du.
\end{align*}

(3.38)

To prove this result we only have to compute the conditional expectations in the decompositions of $U_n(h), V_n(h)$ and $W_n(h)$. These conditional expectations are given by the next lemma.

**Lemma 3.13.** The conditional expectations of $U_{ij}(h), V_{ij}(h)$ and $W_{ijk}(h)$ are given by

(a) \[ E(U_{ij}(h) \mid X_i) = -\frac{2}{h} b^x(X_i,h) f(X_i)^{-1} I_E(X_i) = 2u_i(X_i,h), \]
\[ E(U_{ij}(h) \mid X_j) = -\frac{2}{h} \int L((u-X_j)/h) du = 2u_2(X_j,h), \]

(b) \[ E(V_{ij}(h) \mid X_i) = \frac{1}{\mathbb{E}} \int f(X_i) KL(u) du + b^{KL}(X_i,h)f(X_i)^{-2} I_E(X_i) = v_1(X_i,h), \]
\[ E(V_{ij}(h) \mid X_j) = \frac{1}{\mathbb{E}} \int KL((u-X_j)/h)f(u)^{-1} du = v_2(X_j,h), \]

(c) \[ E(W_{ijk}(h) \mid X_i) = -\frac{1}{2} E(U_{ik}(h) \mid X_i) + \frac{1}{h} b^y(X_i,h)b^y(X_i,h)f(X_i)^{-2} I_E(X_i) = \\
- u_i(X_i,h) + w_1(X_i,h), \]
\[ E(W_{ijk}(h) \mid X_j) = \frac{1}{b^2} \int \mathbb{E}(K((u-X_j)/h)f(u)^{-1}b^4(u,h)du = w_2(X_j,h), \]
\[ E(W_{ijk}(h) \mid X_k) = -\frac{1}{2}E(U_{ik}(h) \mid X_k) + \frac{1}{b^2} \int L((u-X_k)/h)f(u)^{-1}b^4(u,h)du = \]
\[ -u_2(X_k,h) + w_3(X_k,h). \]

**Proof.** We only derive the expressions for \( E(W_{ijk}(h)\mid X_j) \) and \( E(W_{ijk}(h)\mid X_k) \). The other expressions are obtained similarly. We get the conditional expectation of \( W_{ijk}(h) \) given \( X_i \) and \( X_k \) by integrating out \( X_j \).

\[ E(W_{ijk}(h)\mid X_i, X_k) = \]
\[ \frac{1}{b^2} \int \mathbb{E}(K((X_j-v)/h)L((X_j-X_k)/h)f(X_j)^{-1}I_{\mathbb{E}}(X_j)f(v)dv = \]
\[ \frac{1}{b^2} \int L((X_j-X_k)/h)f(X_j)^{-1}I_{\mathbb{E}}(X_j)f(v)dv + \mathbb{E}(K((X_j-v)/h)f(v)dv - f(X_j)) = \]
\[ \frac{1}{2}U_{ik}(h) + \frac{1}{b^2} \int L((X_j-X_k)/h)f(X_j)^{-1}I_{\mathbb{E}}(X_j)b^4(X_i,h). \]

Next we obtain \( E(W_{ijk}(h)\mid X_i) = E(E(W_{ijk}(h)\mid X_i, X_k)\mid X_i) \) by integrating out \( X_k \). This gives

\[ E(W_{ijk}(h)\mid X_i) = \]
\[ \frac{1}{2}E(U_{ik}(h)\mid X_i) + \frac{1}{b^2} \int L((X_j-w)/h)f(X_j)^{-1}I_{\mathbb{E}}(X_j)b^4(X_i,h)f(w)dw = \]
\[ \frac{1}{2}E(U_{ik}(h)\mid X_i) + \frac{1}{b^2} \int b^4(X_i,h)b^4(X_i,h)f(X_j)^{-1}I_{\mathbb{E}}(X_j). \]

Similarly we compute \( E(W_{ijk}(h)\mid X_k) \) by integrating out \( X_i \). This gives

\[ E(W_{ijk}(h)\mid X_k) = \]
\[ \frac{1}{2}E(U_{ik}(h)\mid X_k) + \frac{1}{b^2} \int L((u-X_k)/h)f(u)^{-1}I_{\mathbb{E}}(u)b^4(u,h)f(u)du = \]
\[ \frac{1}{2}E(U_{ik}(h)\mid X_k) + \frac{1}{b^2} \int L((u-X_k)/h)f(u)^{-1}b^4(u,h)f(u)du , \]

which is the correct expression.
Proposition 3.12 gives us a basis for deriving both the rates of convergence to zero as well as the asymptotic distributions of the bandwidths computed by likelihood cross-validation. In the following section we obtain results on the rates of convergence to zero. Distributional properties are studied in Section 3.4.

3.3. Rates of convergence: proof of Theorem 3.4.

Recall that the random bandwidth $H_n$ computed by the uncorrected likelihood cross-validation method is equal to the value of $h$ which maximizes the random function $LCV_n$, defined in (3.9), over the interval $I_n=[h_{n}^*, h_{n}^*]$, where $h_{n}^*=n^{1+\sigma}$ and $h_{n}^*=n^{\sigma}$ for some $\sigma>0$. The random bandwidth $H_n^c$ computed by the corrected likelihood cross-validation method is equal to the value of $h$ which maximizes the random function $LCV_n^c$ over the interval $I_n$. The function $LCV_n^c$ is obtained from $LCV_n$ by

$$LCV_n^c(h) = LCV_n(h) \exp \left( -\sum_{i=1}^{n} \frac{1}{n} \int_{E} K((u-X_i)/h) \, du \right).$$

In this section we prove Theorem 3.4 concerning the rates of convergence to zero of the random bandwidths $H_n$ and $H_n^c$. We consider the root and the sign of the derivative of the random functions $\log(LCV_n(\cdot))$ and $\log(LCV_n^c(\cdot))$.

Throughout this section we assume that the conditions of Theorem 3.4 are satisfied, i.e. we assume that $E=[a,b]$ and that the density $f$ satisfies Condition F and is bounded away from zero on $E$. Further we assume that $K$ satisfies Condition K and has a bounded second derivative. By $d_1, \ldots, d_m$ we denote the singular points of $f$ in the open interval $(a,b)$. We treat the points a and b separately.

The decomposition given in Proposition 3.12 gives the next expansion of the derivative of $\log(LCV_n(\cdot))$. The proof of this expansion is given at the end of the section.

**Proposition 3.14.** If we write

$$\frac{1}{n} \frac{d}{dh} \log(LCV_n(h)) =$$

$$-\frac{1}{n} \sum_{i=1}^{n} \frac{1}{h^2} \int_{E} L((u-X_i)/h) \, du +$$

$$\frac{b-a}{2nh^2} \int_{E} K(u) \, du +$$

$$\frac{1}{h} \int_{E} b^2(u,h)b^2(u,h)f(u)^{-1} \, du +$$

$$Y_n(h) +$$

$$R_n(h),$$
where \( Y_n(h) \) is defined by (3.36), then the remainder term \( R_{n1} \) satisfies

\[
\sup_{h \in \Omega} \alpha_n(h) |R_{n1}(h)| = o(1), \text{ almost surely,}
\]

with \( \alpha_n(h) \) equal to

\[
\alpha_n(h) = \begin{cases} 
\left( \frac{1}{nh^2} + 1 \right)^{-1} & \text{in case I} \\
\left( \frac{1}{nh^2} + h^2 \right)^{-1} & \text{in case II} \\
\left( \frac{1}{nh^2} + h^2 \right)^{-1} & \text{in case III}
\end{cases}
\]

Now we also automatically obtain an expansion for the derivative of \( \log(\text{LCV}_n(h)) \) since by (3.39) and (3.33) we have

\[
\frac{1}{n} \frac{d}{dh} \log(\text{LCV}_n(h)) = 
\]

\[
\frac{1}{n} \frac{d}{dh} \log(\text{LCV}(h)) - \frac{1}{n} \frac{d}{dh} \left( \sum_{i=1}^{n} \frac{1}{h} \int K((u-X_i)/h) du \right) = 
\]

\[
\frac{1}{n} \frac{d}{dh} \log(\text{LCV}(h)) - \frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} \int L((u-X_i)/h) dx 
\]

It follows that the correction factor removes the first term in the expansion of \( \frac{1}{n} \frac{d}{dh} \log(\text{LCV}_n(h)) \) given by Proposition 3.14. Using the expansions of the bias functions \( b^K \) and \( b^L \), provided by Lemma 3.11, next we expand the deterministic third term.

**Lemma 3.15.** We have

\[
\frac{1}{h} \left( b^J(u,h) b^K(u,h) f(u) \right)' du = 
\]

\[
\begin{cases} 
- \frac{1}{2} \Delta^{(0)} \int b^K(t)^2 dt + t_1(h) & \text{in case I} \\
- \frac{3}{2} h^2 \Delta^{(1)} \int b^K(t)^2 dt + h^2 t_2(h) & \text{in case II} \\
- \frac{1}{4} h^3 \left( \int u^2 K(u) du \right)^2 f "(u)^2 f(u) du + h^3 t_3(h) & \text{in case III}
\end{cases}
\]

where \( t_1(h), t_2(h) \) and \( t_3(h) \) converge to zero uniformly for \( h \in I_1 \).

**Proof.** Let \( D_h \) denote the set of points on the real line which are at least a distance \( h \) from the singular points of \( f \). For \( n \) large enough and \( h \in I_1 \) write
\[
\frac{1}{h} \int \int b^L(u,h) b^K(u,h) f^{-1}(u) du = \frac{1}{h} \left( \int_{a}^{b} + \int_{b-h}^{b} \sum_{i=1}^{m} \int_{d_i-h}^{d_i} \right) b^L(u,h) b^K(u,h) f^{-1}(u) du.
\]

First consider case III. Then the interval \(E = [a,b]\) contains no singular points. By Lemma 3.11 we have for \(n\) large enough

\[
\frac{1}{h} \int \int b^L(u,h) b^K(u,h) f^{-1}(u) du = \frac{1}{h} \left( \int_{\frac{1}{h} L}^{\frac{1}{h} L} v^2 L(v) dv + \int_{\frac{1}{h} L}^{\frac{1}{h} L} v^2 L(v) dv \right) + h^3 t_4(h),
\]

where the remainder term \(t_4(h)\) vanishes uniformly for \(h\) in \(I_n\) for \(n\) tending to infinity. Since by partial integration we have

\[
\int_{I_1} v^2 L(v) dv = -2 \int_{I_1} v^2 L(v) dv
\]

this proves (3.41) for case III. In the cases I and II the integral over \(E \cap D_h\) is asymptotically negligible and the term

\[
(3.42) \quad \frac{1}{h} \left( \int_{a}^{b} + \int_{b-h}^{b} \sum_{i=1}^{m} \int_{d_i-h}^{d_i} \right) b^L(u,h) b^K(u,h) f^{-1}(u) du
\]

dominates. Let \(d_i\) be a singular point of \(f\) in the open interval \((a,b)\). The term corresponding to \(d_i\) in the sum (3.42) is equal to

\[
(3.43) \quad \frac{1}{h} \int_{d_i-h}^{d_i} b^L(u,h) b^K(u,h) f^{-1}(u) du.
\]

By Lemma 3.11 this term is equal to

\[
\delta^{(0)}(d_i) b^L(d_i) b^K(d_i) f^{-1}(d_i + \theta h) dt + o(1) =
\]

\[
\delta^{(0)}(d_i)^2 \left[ b^L(d_i) b^K(d_i) f^{-1}(d_i + \theta h) dt + o(1) \right] =
\]

\[
\delta^{(0)}(d_i)^2 (f^{-1}(d_i + \theta h) \left[ b^L(d_i) b^K(d_i) dt + f^{-1}(d_i - \theta h) \left[ b^L(d_i) b^K(d_i) dt \right] + o(1) \right] =
\]

\[
\delta^{(0)}(d_i)^2 (f^{-1}(d_i + \theta h) + f^{-1}(d_i - \theta h)) \left[ b^L(d_i) b^K(d_i) dt + o(1) \right],
\]
since $b^0_h$ and $b^2_h$ are odd functions. If $\delta^{(0)}(d_i)$ is equal to zero then the expansion of (3.43) becomes
\[ \frac{1}{4} \Delta^{(0)}(d_i) b_\gamma(t) \delta^{(2)}(d_i) b_\gamma(t) f^1(d_i + \delta) dt + o(h^2) = \]
\[ h^2 \delta^{(0)}(d_i) f^1(d_i + \delta) f^1(d_i - \delta)(\frac{1}{4} b_\gamma(t) b_\gamma(t) dt + o(h^2)). \]

Similar expansions hold for the points a and b. The uniformity of these expansions is readily verified so it remains to show the equalities
\[ \int_0^1 b_\beta(t) b_\beta(t) dt = \frac{1}{2} b_\beta(t)^2 dt \]
and
\[ \int_0^1 b_\gamma(t) b_\gamma(t) dt = -\frac{3}{2} b_\gamma(t)^2 dt. \]

The proof of these equalities is postponed to the end of Section 3.5.

We also need a bound on the term $Y_n(h)$. For cases II and III it is given by Lemma 3.16. Lemma 3.17 provides information on $Y_n(h)$ for case I. Both lemmas are proved in Section 3.5.

**Lemma 3.16.** For some constant $c > 0$

\[ \limsup_{n \to \infty} \sup_{h \in I_n} \alpha_n(h) |Y_n(h)| < c, \text{ almost surely}, \]

where
\[ \alpha_n(h) = \begin{cases} \left( \frac{1}{h} \left( \frac{\log n}{nh} \right)^{3/2} + h^3 \right)^{-1} & \text{in case II} \\ \left( \frac{1}{h} \left( \frac{\log n}{nh} \right)^{3/2} + h^5 \right)^{-1} & \text{in case III} \end{cases} \]

First consider the corrected method in the smooth case III. Proposition 3.14, (3.40), Lemma 3.15 and Lemma 3.16 imply
\[ \frac{1}{n} \frac{d}{dh} \log(\text{CV}_n(h)) = \alpha_0 \frac{1}{nh^2} \cdot \alpha_1 h^3 + R_{n2}(h) \left( \frac{1}{nh^2} + h^3 \right), \]

where for some sequence of almost surely vanishing random variables $S_n$ we have for all $h \in I_n$

\[ |R_{n2}(h)| \leq S_n, \]

and the constants $\alpha_0$ and $\alpha_1$ are defined in Theorem 3.8. Substituting $h = cn^{1/5}$ in relation (3.46) and multiplying by $n^{3/5}$ we get
\[ \alpha_0 \frac{1}{cn^{2}} - \alpha_1 c^3 + R_{n2}(cn^{1/5}) \left( \frac{1}{c^2} + c^3 \right). \]
Let $c_0$ be equal to $(\alpha_0/\alpha_1)^{1/5}$ then $c_0$ is equal to the optimal constant for the mean integrated squared error in case III for the weight function $w = \Gamma^{-1}_E$ (see (2.25)). Next we rewrite (3.48) as

\[(3.49) \quad \left( \alpha_0 c^{-3} - \alpha_1 c^{3} \right) \left( 1 + R_{E2}(cn^{-1/5}) \frac{1}{\alpha_0 c^{-3} - \alpha_1 c^{3}} \right).\]

We see by (3.47) that for any $0 < \epsilon < c_0$ and for all $n$ larger than a random integer $N(\epsilon)$ the expression (3.49) is positive for all $c$ in $(0, c_0 - \epsilon) \cap n^{1/5} I_n$ and negative for all $c$ in $(c_0 + \epsilon, \infty) \cap n^{1/5} I_n$. So if we write $H_n = C_n n^{-1/5}$ then for all $\epsilon$ in $(0, c_0)$

\[c_0 - \epsilon \leq C_n \leq c_0 + \epsilon, \text{ for all } n \geq N(\epsilon).\]

Thus we have shown

\[\lim_{n \to \infty} C_n = c_0, \text{ almost surely,}\]

which proves (3.30), i.e. the almost sure convergence to the optimal constant for case III.

The proof of statement (3.28) of Theorem 3.4 for the case II is exactly the same except that the second term in (3.46) is of order $h^3$ instead of $h^2$. In case II we have

\[(3.50) \quad \frac{1}{n} \frac{d}{dh} \log(LCV_{n}(h)) = \alpha_0 \frac{1}{nh^2} - \alpha_1 h^2 + R_{E3}(h) \left( \frac{1}{nh^2} + h^2 \right),\]

where $\alpha_2$ is given in Theorem 3.8, and $R_{E3}(h)$ satisfies a condition similar to (3.47).

In case I the situation is different since then the term $Y_n(h)$ in the expansion of proposition 3.14 is no longer negligible. The next lemma deals with this term. The proof is given in Section 3.5.

**Lemma 3.17.** Let $d_1, \ldots, d_m$ denote the jumping points of f in (a,b). Then

\[Y_n(h) = \gamma(f,K) + R_{E4}(h),\]

where $\gamma(f,K)$ is defined in (3.23) and $R_{E4}(h)$ satisfies

\[\sup_{\text{he } I_n} \left( \frac{1}{nh^2} + 1 \right)^{-1} |R_{E4}(h)| = o(1), \text{ almost surely.}\]

We now get the following expansion of the derivative of $\log(LCV_{n}(\cdot))$,

\[(3.51) \quad \frac{1}{n} \frac{d}{dh} \log(LCV_{n}(h)) = \alpha_0 \frac{1}{nh^2} - \alpha_1 + \gamma(f,K) + R_{E5}(h) \left( \frac{1}{nh^2} + 1 \right),\]

where for some almost surely vanishing sequence of random variables $S_n$ we have for all $\text{he } I_n$

\[|R_{E5}(h)| \leq S_n.\]
Here \( \alpha_0 \) is the same as above and \( \alpha_3 \) is given by
\[
\alpha_3 := \frac{1}{2} \Lambda^{(0)} (0) \int_0^1 b \frac{h^3}{2} (t)^3 dt.
\]
Contrary to the previous cases here the leading term of (3.51) does not always have a root in \((0, \infty)\). If \( \alpha_3 - \gamma(f, K) < 0 \) then by the same argument as above the derivative is positive for all \( n \) larger than some random integer \( N \). This means that we find large values of \( H \). On the other hand if \( \alpha_3 - \gamma(f, K) > 0 \), defining \( H \) by \( H = C_n^{-1/2} \), we get (3.26) of Theorem 3.4.

Having dealt with the part of Theorem 3.4 about the corrected method we proceed with proving the results concerning the uncorrected method. The next lemma gives expansions of the expectation of the correction term
\[
\frac{1}{h} \sum_{n=1}^{N} \frac{1}{n} \int_{E} L((u - X_n)/h) du.
\]
Since the proof is a straightforward application of Lemma 3.11 it is omitted.

**Lemma 3.18.** We have
\[
E \frac{1}{h^2} \int_a^b L((u - X)/h) du =
\[
\begin{cases}
\left( \delta^{(0)}(a) - \delta^{(0)}(b) \right) \int_0^1 b \frac{h^3}{2} (t)^3 dt + r_1(h) & \text{in case I}
\end{cases}
\]
\[
\begin{cases}
h \left( \delta^{(1)}(a) + \delta^{(1)}(b) + 2 \sum_{i=1}^{m} \delta^{(1)}(d_i) \right) \int_0^1 b \frac{h^3}{2} (t)^3 dt + \\
\frac{b}{h} \int_a^b f (\cdot) du \left[ u^2 L(u) du + h r_2(h) \right] & \text{in case II}
\end{cases}
\]
\[
\begin{cases}
\frac{b}{h^2} \int_a^b f (\cdot) du \left[ u^2 L(u) du + h r_3(h) \right] & \text{in case III},
\end{cases}
\]
where the functions \( r_1(h), r_2(h) \) and \( r_3(h) \) converge to zero uniformly for \( h \to 0 \).

By the statement concerning \( u_2 \) in Lemma 3.19 below we also have almost surely
\[
\frac{1}{n \log n} \sup_{h \to 0} (nh)^{1/2} \left[ \sum_{i=1}^{n} \frac{1}{n} \int_{a}^{b} \left( L((u - X_i)/h) du \right) dt - E \right] \frac{1}{h} \int_a^b L((u - X)/h) du \right) = o(1),
\]
so the correction term is equal to
\[
(3.52) \quad E \frac{1}{h} \int_a^b L((u - X)/h) du + R_{56}(h) \frac{\log n}{(nh)^{1/2}},
\]
where \( R_{56}(h) \) for all \( h \to 0 \) satisfies
\(|R_{06}(h)| \leq S_{n}^{\alpha}\)

for some almost surely vanishing sequence of random variables \(S_{n}^{\alpha}\). It is not hard to show that the asymptotic standard deviation of the correction term is of the order \((nh)^{1/2}\), so apart from the factor \(\log n\) the bound in (3.52) is sharp.

First consider the uncorrected method in case III. Subtracting expansions (3.46) and (3.52) we get

\[
\frac{1}{n} \frac{d}{dh} \log(LCV_{0}(h)) = \\
\frac{1}{n} \frac{d}{dh} \log(LCV(h)) - \frac{1}{n} \sum_{i=1}^{n} \frac{1}{h^{2}} \int L((u-X_{i})/h)du = \\
\alpha_{1}h^{3} + \alpha_{4}h + R_{02}(h) \left( \frac{1}{nh} + h^{3} \right) - R_{06}(h) \frac{\log n}{(nh)^{1/2}},
\]

which by Lemma 3.18 equals

\[
\alpha_{1}h^{3} + \alpha_{4}h + R_{02}(h) \left( \frac{1}{nh} + h^{3} \right) - R_{06}(h) \frac{\log n}{(nh)^{1/2}} = \\
(3.53) \quad \alpha_{4}h + hr_{4}(h) + R_{02}(h) \left( \frac{1}{nh} + h^{3} \right) - R_{06}(h) \frac{\log n}{(nh)^{1/2}},
\]

where \(\alpha_{4}\) is given by

\[
\alpha_{4} = -\frac{1}{2} \int_{a}^{b} f^{\prime \prime}(u)du \left[ \frac{1}{nh}h^{2}L(u)du \right] = -\frac{1}{2} \int_{a}^{b} f^{\prime \prime}(u)du \left[ u^{2}K(u)du \right]
\]

and \(r_{4}(h)\) converges to zero uniformly for \(he I_{0}\). Next notice

\[
\frac{1}{(nh)^{1/2}} = \left\{ \begin{array}{ll}
\frac{1}{nh} & \text{if } nh^{3} \text{ converges to zero or infinity fast enough the term } (nh)^{-1/2}\log n \text{ is negligible compared to the leading terms in (3.53), uniformly for } he I_{0}. \text{ However if } ah^{3} \text{ remains bounded away from zero and infinity then this term is not negligible. Writing } h = cn^{1/3} \text{ and multiplying (3.53) by } n^{1/3} \text{ we rewrite } (3.53) \text{ as}
\end{array} \right.
\]

\[
\alpha_{1}c^{\alpha} + \alpha_{4}c - R_{06}(cn^{-1/3}) \log n + cr_{3}(cn^{-1/3}) + R_{02}(cn^{-1/3}) \left( \frac{1}{c^{2}} + c^{3}n^{-2/3} \right).
\]
Now assume that \( \alpha_4 \) is negative then \( \alpha_4 c^2 + \alpha_4 c \) has a root in \((0, \infty)\). By a similar argument as we used for the corrected method we then find that for \( n \) larger than a random integer \( N \) we have for all \( \varepsilon > 0 \)

\[
\frac{1}{(\log n)^{1/2} \varepsilon^2} \leq C_n \leq (\log n)^{1+\varepsilon}
\]

which gives

\[
\liminf_{n \to \infty} (\log n)^{1/2+\varepsilon} C_n \geq 1, \quad \text{almost surely},
\]

and

\[
\limsup_{n \to \infty} \frac{1}{(\log n)^{1+\varepsilon}} C_n \leq 1, \quad \text{almost surely},
\]

thus proving (3.29).

For case II the proof of (3.27) is exactly the same except that the constant \( \alpha_4 \) is different since Lemma 3.18 gives a different constant. Here \( \alpha_4 \) is equal to

\[
- h \left( \frac{\alpha_4}{b} + \frac{\alpha_4}{b} + \frac{2m}{\alpha_4} \right) \int_0^1 b_1(t) \mathrm{d}t - \frac{3}{4} \int_a^b \phi(u) \mathrm{d}u \int_a^1 u^2 L(u) \mathrm{d}u =
\]

\[
2h \left( \frac{\alpha_4}{b} + \frac{\alpha_4}{b} + \frac{2m}{\alpha_4} \right) \int_0^1 b_2(t) \mathrm{d}t + h \int_a^b \phi(u) \mathrm{d}u \int_a^1 u^2 K(u) \mathrm{d}u ,
\]

where we use (see the end of Section 3.5 for the proof)

\[
(3.54) \quad \int_0^1 b_1(t) \mathrm{d}t = - \frac{1}{2} \int_0^1 b_2(t) \mathrm{d}t.
\]

Statement (3.23) for case I can be proved in the same way as we proved (3.26) because in this case the variation of the correction term is negligible since uniformly for all \( h \in \mathbb{R} \) we have \( \log n (nh)^{1/2} = o(1) \). Here we need the relation

\[
(3.55) \quad \int_0^1 b_1(t) \mathrm{d}t = - \frac{1}{2} \int_0^1 b_2(t) \mathrm{d}t,
\]

the proof of which is also postponed to Section 3.5.

To complete the proof of Theorem 3.4 we now prove Proposition 3.14.

**Proof of Proposition 3.14.** The proof is based on the decomposition given by Proposition 3.12. Combining some of the terms of the decomposition we write

\[
\frac{n-1}{n} E U_j(h) + \frac{n-1}{n} E V_j(h) + \frac{(n-1)(n-2)}{n^2} E W_{jk}(h) + \frac{n-1}{n} \sum_{i=1}^n (u_2(X_i,h) - E u_2(X_i,h)) =
\]

\[
\frac{n-1}{n} (E U_j(h) X_j) - E u_2(X_i,h) + \frac{n-1}{n^2} E (E V_j(h) X_j) + \frac{(n-1)(n-2)}{n^2} E (E W_{jk}(h) X_j) +
\]
\[
\frac{n-1}{n} \sum_{i=1}^{b} \frac{1}{h} \int_{a}^{b} L((u-x_i)/h) du.
\]

By Lemma 3.13 this is equal to
\[
\frac{n-1}{n} \left( 2E_{u_2}(X_1,h) - E_{u_2}(X_1,h) \right) + \frac{n-1}{n^2} E_{v_1}(X_1,h) + \\
\frac{(n-1)(n-2)}{n^2} \left( -E_{u_1}(X_1,h) + E_{w_1}(X_1,h) \right) - \frac{n-1}{n} \sum_{i=1}^{b} \frac{1}{h} \int_{a}^{b} L((u-x_i)/h) du = \\
\frac{n-1}{n} E_{u_2}(X_1,h) - \frac{(n-1)(n-2)}{n^2} E_{u_1}(X_1,h) + \\
\frac{n-1}{n^2} E_{v_1}(X_1,h) + \frac{(n-1)(n-2)}{n^2} E_{w_1}(X_1,h) + \\
- \frac{n-1}{n} \sum_{i=1}^{b} \frac{1}{h} \int_{a}^{b} L((u-x_i)/h) du.
\]

Notice that by Lemma 3.11 we have
\[
\frac{1}{n} E_{v_1}(X_1,h) = \frac{1}{nh} \left( \int_{a}^{b} KL(u) du \sum_{i=1}^{1} f^i(x) dx + hr_4(h) \right) = \\
\frac{b-a}{2nh^2} \int_{a}^{b} K^2(u) du + \frac{h}{nh^2} r_4(h),
\]

where \(r_4(h)\) converges to zero uniformly for \(h \in \mathbb{I}_0\). Here we use the equality
\[
\frac{1}{n} KL(u) du = \int_{a}^{b} (K^2(u) + uK'(u)K(u)) du = \frac{1}{2} \int_{a}^{b} K^2(u) du.
\]

Furthermore we have
\[
E_{w_1}(X_1,h) = \frac{1}{h} \int_{a}^{b} \left( \frac{b}{2} - u(h) \right) (K(u) f(u)^{-1} du
\]

and since \(E_{u_1}(X_1,h) = E_{u_2}(X_1,h) = EU_i(h)\) we also get
\[
\frac{n-1}{n} E_{u_2}(X_1,h) - \frac{(n-1)(n-2)}{n^2} E_{u_1}(X_1,h) = \\
2 \frac{n-1}{n^2} E_{u_2}(X_1,h).
\]

It follows from Lemma 3.18 that (3.57) is asymptotically negligible and from Lemma 3.15, Lemma 3.18, (3.52) and (3.56) that the factors \((n-1)/n\) and \((n-1)(n-2)/n^2\) can be replaced by one.
Since the term $R_n(h)$ is readily dealt with it remains to show that the linear terms corresponding to the functions $u_1, v_1, v_2, w_1, w_2$ and $w_3$ and the quadratic terms $\hat{\Omega}_n(h), \hat{\Theta}_n(h)$ and $\hat{\Phi}_n(h)$ are asymptotically negligible. This is achieved by the next two lemmas which are proved in Section 3.5.

**Lemma 3.19.** Let $\varphi$ be one of the functions $u_1, u_2, v_1, v_2, w_1, w_2$ and $w_3$ and let $(\alpha_n(\cdot))$ be sequence of positive functions on $(0, \infty)$. The statement

$$\frac{1}{\log n} \sum_{i=1}^{n} (\varphi(X_i; h) - E\varphi(X_i; h)) = o(1), \text{ almost surely,}$$

is valid for $\varphi = u_1, \varphi = w_2$ and $\varphi = w_3$ if

$$\alpha_n(h) = \begin{cases} n^{-1/2} & \text{in case I} \\ n^{1/2} & \text{in case II} \\ n & \text{in case III} \end{cases}$$

It is valid for $\varphi = u_2$ if we take $\alpha_n(h)$ equal to $n^{1/2}h^{1/2}$, for $\varphi = v_1$ and $\varphi = v_2$ if we take $\alpha_n(h)$ equal to $n^{1/2}h^2$ and for $\varphi = w_1$ if

$$\alpha_n(h) = \begin{cases} n^{-1/2} & \text{in case I} \\ n^{-1/2} & \text{in case II} \\ n^{-1/2} & \text{in case III} \end{cases}$$

**Lemma 3.20.** For any $\alpha > 0$ we have

$$\sup_{h \in I_n} n^{-\alpha} (nh^{3/2}) |\hat{\Omega}(h)| = o(1), \text{ almost surely,}$$

$$\sup_{h \in I_n} n^{-\alpha} (n^2h^{5/2}) |\hat{\Theta}(h)| = o(1), \text{ almost surely,}$$

$$\sup_{h \in I_n} n^{-\alpha} (n^3h^2) |\hat{\Phi}(h)| = o(1), \text{ almost surely.}$$

The proof of Proposition 3.14 is completed by checking that the bounds provided by these two lemmas are small enough. For instance for the term corresponding to the function $u_1$ we use

$$n^{-1/2}h^{-1/2} = \begin{cases} \frac{1}{nh} (nh^2)^{1/2} h^{1/2} \\ 1 & \frac{1}{(nh)^{1/2}} h^{1/2} \end{cases}$$

which shows by distinguishing the cases $nh^2 \geq 1$ and $nh^2 < 1$ that we have

$$n^{-1/2}h^{-1/2} < \left( \frac{1}{nh^2} + 1 \right),$$

for $n$ large enough. So in case I the linear term corresponding to the function $u_1$ is indeed small enough. The other linear terms can be treated similarly. For the quadratic term $\hat{\Omega}(h)$ we write
\[ |\hat{u}_n(h)| = \frac{1}{nh^2} h^{1/2} n^{3/2} \hat{u}_n(h) \leq \frac{1}{nh} \left( n^{-3/2} h^{-3/2} \hat{u}_n(h) \right), \]

so by Lemma 3.20 this term is also asymptotically negligible. By similar bounds the other two quadratic terms are also negligible and the proof of Proposition 3.14 is completed.

3.4. Asymptotic distribution theory: proof of Theorem 3.8.

Before we study the asymptotic distribution of the bandwidths obtained by likelihood cross-validation we first derive some properties of \( H_n^* \), the value of \( h \) in the interval \( I_n \) which minimizes the integrated squared error \( ISE_n(h) \), given by

\[
ISE_n(h) = \int \left( f_n(x) - f(x) \right)^2 r_1(x) dx.
\]

In the proof of Theorem 2.11 we already noticed that

\[
ISE_n(h) = \frac{1}{nh^2} \sum_{i=1}^{n} \left\{ K\left( \frac{x - X_i}{h} \right) K\left( \frac{x - X_i}{h} \right) r_1(x) dx + \right. \\
- \frac{2}{nh} \sum_{i=1}^{n} \left\{ K\left( \frac{x - X_i}{h} \right) dx + \right. \\
\left. \frac{1}{nh} \sum_{i=1}^{n} \left\{ K^2\left( \frac{x - X_i}{h} \right) r_1(x) dx + \right. \\
\int \left( f(x) dx. \right) \right. \\
\int \left( f(x) dx. \right)
\]

Since with \( L \) as in (3.34),

\[
\frac{d}{dh} K\left( \frac{x}{h} \right) = -\frac{1}{h^2} L\left( \frac{x}{h} \right)
\]

we have

\[
\frac{d}{dh} ISE_n(h) = \\
- \frac{2}{nh^3} \sum_{i=1}^{n} \left\{ K\left( \frac{x - X_i}{h} \right) L\left( \frac{x - X_i}{h} \right) r_1(x) dx + \right. \\
\frac{2}{nh^2} \sum_{i=1}^{n} \left\{ L\left( \frac{x - X_i}{h} \right) dx + \right. \\
\left. - \frac{2}{nh^2} \sum_{i=1}^{n} \left\{ K\left( \frac{x - X_i}{h} \right) L\left( \frac{x - X_i}{h} \right) r_1(x) dx. \right. \right.
\]

Therefore

\[
\frac{d}{dh} ISE_n(h) = 
\]
\[-\frac{2}{n^2} \sum_{j \neq k} E(W_{jk}(h)X_j X_k) + \]
\[-\frac{1}{n} \sum_{j=1}^n E(U_{ij}(h)X_j) + \]
\[-\frac{2}{n^2} \sum_{j=1}^n E(V_{ij}(h)X_j), \]

with \(U_{ij}(h), V_{ij}(h)\) and \(W_{jk}(h)\) as in Proposition 3.9. Just as in Section 3.2.2, we use the Hoeffding projection technique and Lemma 3.13 to obtain the decomposition

\[
\frac{d}{dh} \text{ISE}_n(h) = \\
- \left(\frac{n-1}{n} + \frac{1}{2n^2}\right) E U_{ij}(h) - \frac{2}{n} E V_{ij}(h) - 2 \frac{n-1}{n} E W_{jk}(h) + \\
- 2 \frac{n-1}{n} \sum_{i=1}^n (w_2(X_i,h) - E w_2(X_i,h)) + \\
- 2 \frac{n-1}{n} \sum_{i=1}^n (w_3(X_i,h) - E w_3(X_i,h)) + \\
- 2 \frac{n-1}{n} \sum_{i=1}^n (w_4(X_i,h) - E w_4(X_i,h)) + \\
- 2 \frac{1}{n} \sum_{i=1}^n (v_2(X_i,h) - E v_2(X_i,h)) + \\
- \frac{1}{n} \sum_{i=1}^n (u_2(X_i,h) - E u_2(X_i,h)) + \\
- 2 \mathcal{W}_n(h),
\]

where the functions \(w_2, w_3\) and \(v_2\) are defined by (3.38) and

\[
\mathcal{W}_n(h) := \frac{1}{n} \sum_{j \neq k} (E(W_{jk}(h)X_j X_k) - E(W_{jk}(h)X_j) - E(W_{jk}(h)X_k) + E W_{jk}(h)).
\]

By the same arguments we used to prove the bound on \(\hat{\alpha}(h)\) in Lemma 3.20 we have for any \(\alpha > 0\)

\[
\sup_{\text{h in}} n^{-\alpha/(nh^{3/2})} \mathcal{W}_n(h) = O(1), \text{ almost surely.}
\]

Next notice the similarity of (3.61) and the decomposition given by Proposition 3.12, and also notice that the linear term corresponding to the function \(u_2\), which dominated the behavior in case of the uncorrected likelihood cross-validation method, is of lower order in (3.61). Proceeding in the same way as in Section 3.3 we obtain the next result which states that in the three cases I, II and III the random bandwidths \(H_n^*\) are asymptotically almost surely equivalent to the deterministic optimal
bandwidths for the mean integrated squared error, which is no surprise since we are directly minimizing $\text{ISE}_n(h)$. The proof of the theorem is omitted.

**Proposition 3.21.** Suppose that $E$ is a bounded interval $[a,b]$, $-\infty < a < b < \infty$, and that the density $f$ satisfies Condition $F$ and is bounded away from zero on $E$. Let $a_1, \ldots, a_m$ denote the singular points of $f$ in $(a,b)$. Further assume that the kernel $K$ satisfies Condition $K$ and has a bounded first derivative. For some $\alpha > 0$ let $I_n$ denote the interval $[h_n, h_n^\alpha]$, with $h_n = n^{1+\alpha}$ and $h_n^\alpha = n^{-\alpha}$. Let $H_n^*$ denote the value of $h$ which minimizes $\text{ISE}_n(h)$, given by (3.60), over $I_n$. The next statements hold almost surely.

(a) Case I: If $H_n^* = C_n^{1/2}$ then

$$\lim_{n \to \infty} C_n^* = \alpha_1(f, w)^{1/2} \beta_1(K)^{1/2}.$$  

(a) Case II: If $H_n^* = C_n^{1/4}$ then

$$\lim_{n \to \infty} C_n^* = \alpha_II(f, w)^{1/4} \beta_{II}(K)^{1/4}.$$  

(b) Case III: If $H_n^* = C_n^{1/5}$ then

$$\lim_{n \to \infty} C_n^* = \alpha_{III}(f, w)^{1/5} \beta_{III}(K)^{1/5}.$$  

Here the factors $\alpha_1$, $\alpha_{II}$, $\alpha_{III}$, $\beta_1$, $\beta_{II}$ and $\beta_{III}$ are the factors in the optimal bandwidths for the mean integrated squared error given in (2.25) with $w = f^{-1}I_E$.

Another important property of $H_n^*$ which we need is the fact that since the derivative of $\text{ISE}_n$ is equal to zero in the point $H_n^*$ we have by (3.61)

$$\{ \frac{(m-1)}{n} \sum_{i=1}^{n} (w_2(X_i,h) - Ew_2(X_i,h)) +$$

$$2 \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=i+1}^{n} (w_3(X_i,h) - Ew_3(X_i,h)) +$$

$$2 \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=i+1}^{n} (w_4(X_i,h) - Ew_4(X_i,h)) \} \bigg|_{h=H_n^*} =$$

$$-2 \mathcal{W}_n(H_n^*).$$

(3.63)
In order to derive the asymptotic distribution of $H_n^c - H_n^c$ we assume that the conditions of Theorem 3.4 are satisfied. Define the two random functions $D_{n,h}^{(1)}(.)$ and $D_{n,h}^{(2)}(.)$ by

$$D_{n,h}^{(1)}(h) := \frac{d}{dh} \log(LCV_{n,h}(h)), \; h > 0$$

and

$$D_{n,h}^{(2)}(h) := \frac{d^2}{dh^2} \log(LCV_{n,h}(h)), \; h > 0.$$

By the mean value theorem we have

$$D_{n,h}^{(1)}(H_n^c) - D_{n,h}^{(1)}(H_n^c^*) = - D_{n,h}^{(2)}(H_n^c) (H_n^c - H_n^c^*),$$

for some random variable $\tilde{H}_n$ between $H_n^c$ and $H_n^c^*$. Thus we have the equality

$$(3.64) \quad (H_n^c - H_n^c^*) = \frac{D_{n,h}^{(1)}(H_n^c)}{D_{n,h}^{(2)}(H_n^c)}. $$

First consider the denominator. In cases II and III it follows from Theorem 3.4 and Proposition 3.21 that $H_n^c$ and $H_n^c^*$ are asymptotically almost surely equivalent to the deterministic optimal bandwidths given by (2.25). The same is clearly true for $\tilde{H}_n$. By examining the derivative of the decomposition given by Proposition 3.9, using the same techniques which led to (3.50) in case II, and to (3.46) in case III, it can be shown that we have

$$\frac{1}{n} D_{n,h}^{(2)}(h) = \begin{cases} 
-2\alpha_0 \frac{1}{nh} - 2\alpha_2 h + R_{n7}(h) \left( \frac{1}{nh^2} + h \right) & \text{in case II} \\
-2\alpha_0 \frac{1}{nh} - 3\alpha_1 h^2 + R_{n8}(h) \left( \frac{1}{nh^3} + h^2 \right) & \text{in case III}
\end{cases},$$

with $\alpha_0$, $\alpha_1$ and $\alpha_2$ as in Theorem 3.8 and where we have almost surely

$$\sup_{h \in \tilde{H}_n} |R_{n7}(h)| = o(1) \quad \text{and} \quad \sup_{h \in \tilde{H}_n} |R_{n8}(h)| = o(1).$$

Since the optimal constants in the cases II and III are $(\alpha_0/\alpha_2)^{1/4}$ and $(\alpha_0/\alpha_1)^{1/4}$, respectively, we have almost surely

$$(3.65) \quad \frac{1}{n} D_{n,h}^{(2)}(\tilde{H}_n) \sim \begin{cases} 
-4\alpha_0^{1/4} \alpha_2^{3/4} n^{-1/4} & \text{in case II} \\
-5\alpha_0^{2/5} \alpha_1^{3/5} n^{-2/5} & \text{in case III}
\end{cases}.$$

Next we examine the numerator of (3.64). Recall

$$\frac{1}{n} D_{n,h}^{(1)}(h) = \frac{1}{n} \frac{d}{dh} \log(LCV_{n,h}(h)) - \frac{1}{n} \sum_{i=1}^{n} u_2(X_i,h).$$

Use Proposition 3.12, (3.40) and (3.63) to show that

$$(3.66) \quad \frac{1}{n} D_{n,h}^{(1)}(H_n^c) = T_{n,h}^{(1)}(H_n^c) + T_{n,h}^{(2)}(H_n^c).$$
where
\[
T^{(2)}_n(h) := \hat{U}_n(h) + \frac{n-1}{n} \sum_{i=1}^n (u_i(X_i,h) - E u_i(X_i,h))
\]
and
\[
T^{(2)}_n(h) := \frac{n-1}{n} \sum_{i=1}^n (u_1(X_i,h) - E u_1(X_i,h)) + \frac{(n-1)(n-2)}{n^2} \sum_{i=1}^n (w_i(X_i,h) - E w_i(X_i,h)) + \hat{W}_n(h) - \hat{W}_n(h) + Y_n(h) + R_n(h) + \frac{3}{2n} \sum_{i=1}^n (u_2(X_i,h) - E u_2(X_i,h)) + \frac{2n-1}{4n} \sum_{i=1}^n (u_1(X_i,h) - E u_1(X_i,h)) - \frac{1}{n^2} E W_1(h) - \frac{1}{n^2} E W_1(h) - \frac{2n-1}{n^2} E W_1(h).
\]

It turns out that \(T^{(2)}_n(H_n^*)\) is negligible compared to \(T^{(1)}_n(H_n^*)\). By the next two lemmas we derive the asymptotic normality of
\[
(3.67) \quad T^{(1)}_n(H_n^*) = \hat{U}_n(H_n^*) + \left\{ \frac{n-1}{n} \sum_{i=1}^n (u_i(X_i,h) - E u_i(X_i,h)) \right\}_{h=H_n^*}
\]

**Lemma 3.22.**

(a) In case II we have
\[
n^5 \left( T^{(1)}_n(H_n^*) - T^{(1)}(c_{opt} n^{-1/5}) \right) \xrightarrow{p} 0,
\]
where \(c_{opt}\) denotes the asymptotically optimal constant for case II given by (2.25).

(b) In case III we have
\[
n^{7/10} \left( T^{(1)}_n(H_n^*) - T^{(1)}(c_{opt} n^{-1/5}) \right) \xrightarrow{p} 0,
\]
where \(c_{opt}\) denotes the asymptotically optimal constant for case III given by (2.25).

**Lemma 3.23.**

(a) In case II we have for any \(c > 0\)
\[
n^5 \left( T^{(1)}_n(c n^{-1/5}) \right) \xrightarrow{d} N(0,c^{-3}(2\sigma^2+4\sigma^4))\]
with
\[
\sigma^2 := 4(a-b) \int L^2(v)dv
\]
and
\[
\sigma^4 := \Delta^{(1)} \int \frac{1}{t^2} dt.
\]

(b) In case III we have for any \(c > 0\)

\[ n^{7/10} \gamma_1^4(c_n^{1/5}) \overset{D}{\to} N(0, c^3(2\sigma^2 + c^5\sigma^4)). \]

with
\[
\sigma_n^2 := \frac{1}{b-a} \left( \int_a^b u^2 K(u) du \right)^2 \left( \int_a^b f''(x)^2 f^{-1}(x) dx \cdot \left( \int_a^b \int u^2 K(u) du \right)^2 \right). \]

A sketch of the proof of Lemma 3.22 and the proof of Lemma 3.23 are postponed to Section 3.5.

Lemma 3.22 shows that to obtain asymptotic normality of (3.67) \( H_n^* \) can be replaced by the deterministic asymptotically optimal bandwidth \((c_0/\alpha_2)^{1/4} n^{-1/4}\) in case II, and by \((c_0/\alpha_1)^{1/5} n^{-1/5}\) in case III. Provided \( T_n^2(H_n^*) \) is negligible by (3.64) we see from (3.64), (3.65) and the two previous lemmas that in case II

\[ n^{3/8}(H_n^* - H_n) = - n^{3/8} \frac{1}{n} \frac{D_n^{(1)}(H_n^*)}{D_n^{(2)}(\Omega_n)}, \]

is asymptotically normally distributed with zero mean and variance

\[ \frac{(c_0/\alpha_1)^{3/4}(2\sigma^2 + (c_0/\alpha_2)\sigma_n^2)}{16c_0^{1/2}\alpha_2^{3/2}} = \frac{1}{16} (2c_0^{-5/4}\alpha_2^{-3/4}\sigma^2 + c_0^{-1/4}\alpha_2^{-7/4}\sigma_n^2). \]

In case III \( n^{3/10}(H_n^* - H_n) \) is asymptotically normally distributed with zero mean and variance

\[ \frac{(c_0/\alpha_1)^{3/5}(2\sigma^2 + (c_0/\alpha_1)\sigma_n^2)}{25c_0^{4/5}\alpha_1^{4/5}} = \frac{1}{25} (2c_0^{-7/5}\alpha_1^{-3/5}\sigma^2 + c_0^{-2/5}\alpha_1^{-8/5}\sigma_n^2). \]

To complete the proof of Theorem 3.8 it remains to show that \( T_n^2(H_n^*) \) is indeed negligible. In order to deal with the term \( \hat{W}_n(h) \) we write

\[ \hat{W}_n(h) - W_n(h) = \]

\[ \frac{1}{n} \sum_{ij \neq k} (W_{ijk}(h) - E(W_{ijk}(h)|X_i) - E(W_{ijk}(h)|X_j) + E(W_{ijk}(h)|X_k) + 2EW_{ijk}(h)) = \]

\[ \frac{1}{n} \sum_{ij \neq k} (E(W_{ijk}(h)|X_i) - E(W_{ijk}(h)|X_j) - E(W_{ijk}(h)|X_k) + EW_{ijk}(h)) = \]

\[ \frac{1}{n} \sum_{ij \neq k} (W_{ijk}(h) - E(W_{ijk}(h)|X_i) - E(W_{ijk}(h)|X_j) + EW_{ijk}(h)) = \]

\[ \frac{2}{n} \sum_{ij \neq k} (E(W_{ijk}(h)|X_i) - E(W_{ijk}(h)|X_j) - E(W_{ijk}(h)|X_k) + EW_{ijk}(h)) = \]

\[ \hat{W}_n(h) - \frac{2}{n} W_n(h), \]

with
\[
\tilde{W}_n(h) := \frac{1}{n} \sum_{i \neq j \neq k} (W_{ijk}(h) - E(W_{ijk}(h)|X_i) - E(W_{ijk}(h)|X_j, X_k) + E(W_{ijk}(h))).
\]

Similarly to the proof of the statement concerning \(\tilde{W}_n(h)\) in Lemma 3.20 it can be shown that we have for any \(\alpha > 0\)

\[
\sup_{h \in \mathcal{H}} n^{\alpha(n^{3/2}h^{3/2})} |\tilde{W}_n(h)| = o(1), \text{ almost surely.}
\]

In case III we now have

\[
\ln^{7/10}(\tilde{W}_n(H^*_n) - W_n(H^*_n)) \leq \begin{align*}
&n^{7/10} - n^{-3/2} (H^*_n)^{-2} n^{3/2} (H^*_n)^{-2} |\tilde{W}_n(H^*_n)| + \\
&n^{7/10} 2 \frac{1}{n} (H^*_n) - 3/2 n (H^*_n) - 3/2 |W_n(H^*_n)| + \\
&(C^*_n)^{-2} n^{4/10} \sup_{h \in \mathcal{H}} (n^{3/2}h^{3/2}) |\tilde{W}_n(h)| + \\
&2 (C^*_n)^{3/2} n^{-1} \sup_{h \in \mathcal{H}} (nh^{3/2}) |W_n(h)|, 
\end{align*}
\]

which almost surely vanishes by statements (3.62) and (3.69) and Proposition 3.21. Thus we have shown that the term \(\tilde{W}_n(H^*_n) - W_n(H^*_n)\) is indeed negligible in case III. Case II can be treated similarly.

The terms

\[
\left\{ \frac{n-1}{n} \frac{1}{n} \sum_{i=1}^{n} (v_{1i}(X_i, h) - E v_{1i}(X_i, h)) \right\}_{h \in \mathcal{H}}^* \quad \text{and} \quad \left\{ \frac{(n-1)(n-2)}{n^2} \frac{1}{n} \sum_{i=1}^{n} (w_{1i}(X_i, h) - E w_{1i}(X_i, h)) \right\}_{h \in \mathcal{H}}^*
\]

and

\[
\left\{ \frac{3}{2n^2} \sum_{i=1}^{n} (u_{2i}(X_i, h) - E u_{2i}(X_i, h)) \right\}_{h \in \mathcal{H}}^*
\]

can be dealt with using Lemma 3.19 and the term \(\tilde{W}_n(H^*_n)\) using Lemma 3.20.

The last three terms of \(T^*_n(H^*_n)\) can be treated in the same way as in the proof of Proposition 3.14. Lemmas 3.15 and 3.18 can then be used to show that they are also asymptotically negligible. The fact that the term \(Y_n(H^*_n)\) is negligible follows from Lemma 3.16. Since this is obvious for \(R_n(H^*_n)\) the proof of Theorem 3.8 is completed.

3.5. Proofs.

Before we give the remaining proofs we derive the next bound on the number of points \(X_i\) in intervals of length \(2h\).
Lemma 3.24. Let \( f \) be a bounded density then we have for any point \( d \) for some positive constant \( c \)

\[
\limsup_{n \to \infty} \sup_{h \in I_n} \frac{d+h}{h} \int dF_n \leq c, \text{ almost surely.}
\]

Proof. By a discretization argument and the Bernstein inequality for the binomial distribution, i.e. inequality (A.3) in Appendix A, we can show for any \( \varepsilon > 0 \)

\[
\sup_{h \in I_n} \frac{n^{1/2}}{h^{1/2(\log n)^{1/2}}} \int d(F_n-F) = o(1), \text{ almost surely.}
\]

(3.70)

Since \( f \) is bounded we also have for some positive constant \( c' \)

\[
\int dF \leq c'h,
\]

for all \( h \in I_n \). Together these bounds complete the proof by the triangle inequality.

Proof of Lemma 3.16. First we introduce some notation. Define \( f^K_n \) and \( f^L_n \) by

\[
f^K_n(x) := \frac{1}{nh} \sum_{j=1}^n K((x - X_j)/h)
\]

and

\[
f^L_n(x) := \frac{1}{nh} \sum_{j=1}^n L((x - X_j)/h),
\]

so \( f^K_n(x) \) is the usual kernel estimator and \( f^L_n(x) \) is of the same form except for the fact that \( L \) is not a probability density. Specifically it integrates to zero instead of to one (see (L.1) - (L.4) in Section 3.2.1). Next define the random variables \( S^K_n \) and \( S^L_n \) by

\[
S^K_n := \sup_{h \in I_n} \sup_{x \in E} \left( \frac{nh}{\log n} \right)^{1/2} |f^K_n(x) - E(f^K_n(x))|
\]

and

\[
S^L_n := \sup_{h \in I_n} \sup_{x \in E} \left( \frac{nh}{\log n} \right)^{1/2} |f^L_n(x) - E(f^L_n(x))|.
\]

Notice that by Theorem 2.16 we have with probability one for some constant \( c > 0 \)

(3.73)

\[
\limsup_{n \to \infty} S^K_n \leq c
\]

and

(3.74)

\[
\limsup_{n \to \infty} S^L_n \leq c,
\]

It follows that for any subset \( E' \) of \( E \) for all \( x \in E' \) and all \( h \in I_n \) we have

\[
|f^K_n(x) - f(x)| \leq
\]

(3.75)

\[
|f^K_n(x) - E(f^K_n(x))| + |E(f^K_n(x)) - f(x)| \leq
\]
\[(\frac{\log n}{nh})^{1/2}S_n^K + \sup_{x \in E} |b^K(x,h)|,\]

and similarly for \(f^K_{\text{sn}}\).

\[(3.76) \quad |f^K_{\text{sn}}(x)| \leq \left(\frac{\log n}{nh}\right)^{1/2}S_n^L + \sup_{x \in E} |b^L(x,h)|.\]

Here the functions \(b^K\) and \(b^L\) are defined in definition 3.10.

Let \(d_1, \ldots, d_m\) denote the singular points of \(f\) in the open interval \((a,b)\) and let \(D_h\) as usual denote the set of points on the real line which are at least a distance \(h\) of all the singular points of \(f\). Notice that \(Y_n(h)\), defined by (3.36), can be written as

\[Y_n(h) = -\frac{1}{nh} \sum_{i=1}^{n} \left[ f^K_{\text{sn}}(X_i) - \frac{1}{nh} K(0) \right] \left[ f^K_{\text{sn}}(X_i) - f(X_i) - \frac{1}{nh} K(0) \right]^2 \]

\[\left\{ f^K_{\text{sn}}(X_i) - \frac{1}{nh} K(0) \right\}^{-1} f(X_i)^2 I_{E_n}(X_i) = Y_{1,n}(h) + Y_{2,n}(h),\]

with

\[Y_{1,n}(h) := -\frac{1}{nh} \sum_{i=1}^{n} \left[ f^K_{\text{sn}}(X_i) - \frac{1}{nh} K(0) \right] \left[ f^K_{\text{sn}}(X_i) - f(X_i) - \frac{1}{nh} K(0) \right]^2 \]

\[\left\{ f^K_{\text{sn}}(X_i) - \frac{1}{nh} K(0) \right\}^{-1} f(X_i)^2 I_{E \cap D_h}(X_i)\]

and

\[Y_{2,n}(h) := -\frac{1}{nh} \sum_{i=1}^{n} \left[ f^K_{\text{sn}}(X_i) - \frac{1}{nh} K(0) \right] \left[ f^K_{\text{sn}}(X_i) - f(X_i) - \frac{1}{nh} K(0) \right]^2 \]

\[\left\{ f^K_{\text{sn}}(X_i) - \frac{1}{nh} K(0) \right\}^{-1} f(X_i)^2 \]

\[I_{E \cap [a,a+h]}(X_i) + I_{E \cap [b-h,b]}(X_i) + \sum_{k=1}^{m} I_{E \cap [d_k,h,k+h]}(X_i).\]

For \(Y_{1,n}(h)\) we have by (3.75) and (3.76)

\[Y_{1,n}(h) \leq \frac{1}{nh} \left\{ \left(\frac{\log n}{nh}\right)^{1/2}S_n^L + \sup_{x \in E \cap D_h} |b^L(x,h)| + \frac{1}{nh} K(0) \right\} \]

\[\left\{ \left(\frac{\log n}{nh}\right)^{1/2}S_n^K + \sup_{x \in E \cap D_h} |b^K(x,h)| + \frac{1}{nh} K(0) \right\}^2.\]
\[
\left\{ \inf_{x \in E} f(x) - \left( \frac{\log n}{nh} \right)^{1/2} \mathcal{K} \right\} \sup_{x \in E \setminus D_n} \mathbb{I}b^K(x,h) - \frac{1}{nh} \mathcal{K}(0) \right\}^{-1/2} \left\{ \inf_{x \in E} f(x) \right\}^2,
\]
for all \( h \in I_n \). By Lemma 3.11 we have for some positive constant \( c' \) and for \( n \) large enough uniformly for \( h \in I_n \)

\[
\sup_{x \in E \setminus D_n} \mathbb{I}b^K(x,h) \leq c'h^2
\]

and

\[
\sup_{x \in E \setminus D_n} \mathbb{I}b^I(x,h) \leq c'h^2.
\]

Since for \( n \) large enough uniformly for \( h \in I_n \) we have

\[
\frac{1}{nh} < \left( \frac{\log n}{nh} \right)^{1/2} \to 0
\]

the term \( \frac{1}{nh} \mathcal{K}(0) \) is asymptotically negligible. A combination of these bounds then gives

\[
\limsup_{n \to \infty} \sup_{h \in I_n} h \left( \frac{\log n}{nh} \right)^{1/2} + h^2 \mathbb{I}Y^{(1)}(h) < c, \text{ almost surely.}
\]

Using \((x + y)^3 \leq 2(x^3 + y^3)\) for all \( x, y > 0 \) we obtain

\[ (3.77) \quad \limsup_{n \to \infty} \sup_{h \in I_n} \left( \frac{1}{n} \frac{\log n}{nh} \right)^{3/2} + h^3 \mathbb{I}Y^{(1)}(h) < 2^3c, \text{ almost surely.} \]

Since in case III the term \( Y^{(1)}(h) \) is equal to zero for all \( h \in I_n \) for \( n \) large enough we also have (3.77) for \( Y_n(h) \) which proves the case III part of the lemma. Next assume that we are dealing with a case II situation and consider the term \( Y^{(2)}(h) \). If \( N_n(h) \) denotes the number of points \( X_i \) in the set

\[ (3.78) \quad B_n \cap E = [a, a+h] \cup [b-h, b] \cup \bigcup_{i=1}^m [d_i-h, d_i+h], \]

then by Lemma 3.24 we have for some positive constant \( c \)

\[
\limsup_{n \to \infty} \sup_{h \in I_n} \frac{N_n(h)}{nh} \leq c, \text{ almost surely.}
\]

By Lemma 3.11 we have for any point \( d \) where \( f \) has a kink, for some positive constant \( c' \) and for \( n \) large enough uniformly for \( h \in I_n \)

\[
\sup_{x \in E \setminus (d-h, d+h)} \mathbb{I}b^K(x,h) \leq c' h,
\]

and

\[
\sup_{x \in E \setminus (d-h, d+h)} \mathbb{I}b^I(x,h) \leq c'h.
\]

By a similar argument as above, taking into account the number of points \( X_i \) in the set (3.78), we find for some positive constant \( c'' \)
\[(3.79) \limsup_{n \to \infty} \sup_{h \in I_n} \left( \frac{\log n}{nh} \right)^{32} + h^5 < \frac{1}{nh^2} + 1, \]

for all \( h \in I_n \) for \( n \) large enough (3.77) implies

\[
\sup_{h \in I_n} \left( \frac{1}{nh^2} + 1 \right)^{1/2} |Y_n^{(2)}(h)| = o(1), \text{ almost surely.}
\]

Now consider \( Y_n^{(2)}(h) \). We can write \( Y_n^{(2)}(h) \) as the sum of \( m+2 \) terms

\[
(3.80) \quad - \frac{1}{nh} \sum_{i=1}^{n} \left[ f_{th}(X_i) - \frac{1}{nh} K(0) \right] \left[ f_{th}(X_i) - f(X_i) - \frac{1}{nh} K(0) \right]^2
\]

\[
\left[ f_{th}(X_i) - \frac{1}{nh} K(0) \right]^{-1} f(X_i)^2 \mathbb{E}_{\mathbb{E}_{-d,h+d}(X_i)},
\]

where \( d \) is one of the points \( a, b, d_1, ..., d_m \). We can write (3.80) as

\[
(3.81) \quad \frac{1}{nh} \mathbb{E}_{\mathbb{E}_{-d,h+d}(X_i)} \mathbb{E}_{\mathbb{E}_{-d,h+d}(X_i)}
\]

where \( F_n \) is the empirical distribution function based on the sample \( X_1, ..., X_n \) and

\[
G_{th}(x) := \left\{ f_{th}(x) - \frac{1}{nh} K(0) \right\} \left[ f_{th}(x) - f(x) - \frac{1}{nh} K(0) \right]^2
\]

\[
\left[ f_{th}(x) - \frac{1}{nh} K(0) \right]^{-1} f(x)^2
\]

\[
\left[ f(X_i) + b^K(x,h) + f_{th}(x) - \mathbb{E}f_{th}(x) - \frac{K(0)}{nh} \right] \left[ f(X_i) + b^K(x,h) + f_{th}(x) - \mathbb{E}f_{th}(x) - \frac{K(0)}{nh} \right]^2
\]

\[
\left[ f(X_i) + b^K(x,h) + f_{th}(x) - \mathbb{E}f_{th}(x) - \frac{K(0)}{nh} \right] f(x)^2
\]

Recall that in case I Lemma 3.11 implies that for some constant \( c > 0 \) and for \( n \) large enough we have

\[
\sup_{x \in E} |b^K(x,h)| \leq c \quad \text{and} \quad \sup_{x \in E} |b^L(x,h)| \leq c.
\]

Further, defining \( S_{th}^K \) and \( S_{th}^L \) as in (3.71) and (3.72), notice that we have
\[ t_n^K(x) - E_t^K(x) \leq \left( \frac{\log n}{nh} \right)^{1/2} S_n^K \]

and

\[ g_n^K(x) - E_g^K(x) \leq \left( \frac{\log n}{nh} \right)^{1/2} S_n^K. \]

By (3.73) and (3.74) and the fact that \( \log n/\text{nh} \) vanishes uniformly on \( I_n \) we see that with probability one for \( n \) large enough

\[ |G_{nh}(x) - g_{nh}(x)| \leq c \left( \frac{\log n}{nh} \right)^{1/2}, \]

for all \( x \in E \) and \( h \in I_n \), where we define \( g_{nh}(x) \) by

\[ g_{nh}(x) := \frac{b^+(x,h)b^K(x,h)^2}{(f(x) + b^K(x,h))^2}. \]

Then, with

\[ R_{nh}(h) := \frac{1}{h} \int_{E \cap [d-h,d+h]} [G_{nh}(x) - g_{nh}(x)] \, dF_n(x), \]

it follows that

\[ |R_{nh}(h)| \leq c \left( \frac{\log n}{nh} \right)^{1/2} \int_{E \cap [d-h,d+h]} \, dF_n(x). \]

Hence by Lemma 3.24 we have now shown

\[ \sup_{h \in I_n} |R_{nh}(h)| = o(1), \text{ almost surely.} \]

Next we consider the term

\[ \frac{1}{h} \int_{E \cap [d-h,d+h]} g_{nh}(x) \, dF_n(x). \]  

(3.82)

By Lemma 3.11 we have for \( n \) large enough for some constant \( c'' > 0 \)

\[ |g_{nh}(x) - \left( \frac{\delta^{(0)}(d)b^h((x-d)/h)b^h((x-d)/h)^2}{f(x) + \delta^{(0)}(d)b^h((x-d)/h)} f(x)^2 \right) | \leq c'' h, \]

for all \( x \in E \) and all \( h \in I_n \). Then, with

\[ R_{n10}(h) := \frac{1}{h} \int_{E \cap [d-h,d+h]} \left( g_{nh}(x) + \frac{\delta^{(0)}(d)b^h((x-d)/h)b^h((x-d)/h)^2}{f(x) + \delta^{(0)}(d)b^h((x-d)/h)} f(x)^2 \right) \, dF_n(x), \]

we have

\[ |R_{n10}(h)| \leq c'' h \int_{E \cap [d-h,d+h]} \, dF_n(x), \]
and by Lemma 3.24
\[
\sup_{h \in I_n} |R_{n10}(h)| = o(1), \text{ almost surely.}
\]

We continue with
\[
(3.83) \quad - \frac{1}{h} \delta^{(0)}(d)^3 \int_{E^{-d+h-d+h}} \frac{b_k((x-d)h)b_k((x-d)h)^2}{f(x) + \delta^{(0)}(d)b_k((x-d)h)} f(x)^2 \, dF_n(x).
\]

Since the integrand in (3.83) is a bounded function, by a discretization argument and the Bernstein inequality, (A.2) in Appendix A, with
\[
R_{n11}(h) := \frac{1}{h} \delta^{(0)}(d)^3 \int_{E^{-d-h+d+h}} \frac{b_k((x-d)h)b_k((x-d)h)^2}{f(x) + \delta^{(0)}(d)b_k((x-d)h)} f(x)^2 \, d(F_n - F)(x)
\]
we have almost surely
\[
\sup_{h \in I_n} |R_{n11}(h)| = o(1).
\]

Finally, assuming that \(d\) is not equal to \(a\) or \(b\), notice that
\[
- \delta^{(0)}(d)^3 \frac{1}{h} \int_{E^{-d-h+d+h}} \frac{b_k((x-d)h)b_k((x-d)h)^2}{f(x) + \delta^{(0)}(d)b_k((x-d)h)} f(x)^2 \, dF(x) =
\]
\[
- \delta^{(0)}(d)^3 \left( \int_0^{b_k(t)} \frac{b_k(t)b_k(t)^2}{f(d+t) + \delta^{(0)}(d)b_k(t)} \, dt + \int_0^{b_k(t)} \frac{b_k(t)b_k(t)^2}{f(d-t) + \delta^{(0)}(d)b_k(t)} \, dt \right).
\]

Using
\[
b_k(t) = tK(t) = t \frac{d}{dt} K(t)
\]
and
\[
g'(x) = x^2/(1+x)
\]
by partial integration (3.84) equals
\[
- f(d+) \int_0^1 t \frac{d}{dt} g(f(d+)^3 \delta^{(0)}(d)b_k(t)) \, dt +
\]
- \int_0^1 t \frac{d}{dt} g(f(t^{-1}(d))) b(t) dt =
\int_0^1 g(f(t^{-1}(d))) b(t) dt +
\int_0^1 g((f(t^{-1}(d))) b(t) dt.

If d equals a or b then one of the terms of (3.84) vanishes. By adding up these expansions for all the m+2 terms in (3.80) the lemma is proved.

Proof of Lemma 3.19. First notice that the conditions we have imposed on the kernel function K imply that K and L are Lipschitz functions. Using this property it can be shown that it suffices to prove the lemma for suprema over discrete subsets \( I_n \) of \( I_n \) with an at most algebraically fast increasing number of elements, i.e. we assume \#(\( I_n \)) \leq n^a, for some integer \( a \). If \((\alpha_n)\) is a sequence of positive functions on \((0,\infty)\) then by the Bernstein inequality, i.e. inequality (2.4) in Appendix A, we have for any \( \varepsilon > 0 \)

\[
P\left( \left| \sum_{i=1}^n (\varphi(X_i,h) - E\varphi(X_i,h)) \right| > n \log n \quad \alpha_n^{-1}(h) \varepsilon \right) \leq \frac{2 \exp\left( -\frac{n \log n \quad \alpha_n^{-1}(h) \varepsilon^2}{2 \text{var}(\varphi(X_1,h)) + \frac{3}{2} m(h) \log n \quad \alpha_n^{-1}(h) \varepsilon} \right).}
\]

where \( m(h) \) is a constant such that \( l\varphi(X_1,h) - E\varphi(X_1,h) \leq m(h) \) with probability one. For \( \varepsilon < 1 \) this bound is dominated by

\[
2 \exp\left( -\frac{n \alpha_n^{-2}(h) (\log n)^2 \varepsilon^2}{E\varphi^2(X_1,h) + m(h) \alpha_n^{-1}(h) \log n} \right)
\]

Assume that the functions \( \alpha_n \) can be chosen such that for some constant \( c > 0 \) and for \( n \) large enough

\[
(3.85) \quad \frac{n \alpha_n^{-2}(h)}{E\varphi^2(X_1,h) + m(h) \alpha_n^{-1}(h) \log n} \geq c > 0,
\]

for all \( h \in I_n \). If \#(\( I_n \)) \leq n^a, for some integer \( a \), then

\[
P\left( \left| \sum_{i=1}^n (\varphi(X_i,h) - E\varphi(X_i,h)) \right| > \varepsilon \right) \leq \frac{1}{n \log n} \sup_{h \in I_n} \alpha_n(h) \sum_{i=1}^n (\varphi(X_i,h) - E\varphi(X_i,h)) \left| > \varepsilon \right) \leq \sum_{h \in I_n} P\left( \left| \sum_{i=1}^n (\varphi(X_i,h) - E\varphi(X_i,h)) \right| > n \log n \quad \alpha_n^{-1}(h) \varepsilon \right) \leq
\]
\[ 2 \#_n \exp(-\frac{1}{2} \varepsilon^2 (\log n)^2) = 2 \exp(-\frac{1}{2} \varepsilon^2 (\log n)^2 + a \log n), \]

which is summable. Hence by the Borel-Cantelli theorem:

\[
\frac{1}{n \log n} \sup_{h \in I_n} \alpha_n(h) \sum_{i=1}^{n} (\varphi(X_i,h) - \Omega(X_i,h)) = o(1), \text{ almost surely.}
\]

First we take \( \varphi \) equal to \( u_1 \). Recall that the set \( E \) is equal to the bounded interval \([a,b]\). We shall choose a suitable sequence of functions \( (\alpha_n(\cdot)) \) and then check \( (3.85) \). Write

\[
\text{Eu}_1^u(X_1,h) = \frac{1}{h^2} \int_{a}^{b} (b^1(x,h) f(x) - \int_{E} f(x)) f(x) dx.
\]

\[
\text{Eu}_1^u(X_1,h) = \frac{1}{h} \int_{a}^{b} b^1(x,h)^2 f(x) dx.
\]

Since the order of magnitude of \( b^1 \) is different in the three cases I, II and III we also get three different bounds for this expectation. By Lemma 3.11 we have for some constant \( c' > 0 \)

\[
(3.86) \quad \text{Eu}_1^u(X_1,h) \leq \begin{cases} 
\frac{c}{h^2} & \text{in case I} \\
\frac{c'}{h^2} & \text{in case II} \\
\frac{c''}{h^2} & \text{in case III}
\end{cases}
\]

for \( n \) large enough uniformly for \( h \in I_n \). Lemma 3.11 also provides us with suitable choices for \( m(h) \). We can use

\[
(3.87) \quad m(h) := \sup_{x} u_1(x,h) - \text{Eu}_1^u(X_1,h) \leq \begin{cases} 
\frac{c}{h^2} & \text{in case I} \\
c' & \text{in case II} \\
c'' h & \text{in case III}
\end{cases}
\]

for \( n \) large enough uniformly for \( h \in I_n \). Here \( c'' \) is a positive constant. The inequalities \((3.86)\) and \((3.87)\) imply that the condition \((3.85)\), i.e. for \( n \) large enough

\[
\frac{n \alpha_n^{-2}}{\text{Eu}_1^u(X_1,h) + m(h)\alpha_n^{-1}(h) \log(n)} \geq c > 0, \text{ for all } h \in I_n.
\]

is satisfied for the choices
\[
\alpha_n(h) = \begin{cases} 
  n^{1/2}h^{1/2} & \text{in case I} \\
  n^{1/2}h^{1/2} & \text{in case II} \\
  n^{1/2}h & \text{in case III}
\end{cases}
\]

Notice that we have taken \( \alpha_n(h) \) equal to \( n^{1/2} \) times the inverse of the root of the bounds in (3.86). We have now shown that (3.58) is valid for the function \( u_1 \).

Next consider the function \( u_2 \). For this function we have for \( n \) large enough

\[
\mathbb{E}u_2^2(X_1,h) = \frac{1}{h^2} \int_{a}^{b} \left( \int_{a}^{b} L(u-x)/h \, dx \right)^2 f(x) \, dx \leq \frac{1}{h^2} \int_{a}^{b} \left( \int_{a}^{b} L(u-x)/h \, dx \right)^2 f(x) \, dx \leq \frac{1}{h^2} \int_{a}^{b} \left( \int_{a}^{b} L(u-x)/h \, dx \right)^2 f(x) \, dx ,
\]

since \( \int_1 L(u) \, du \) is equal to zero. It follows that for some constant \( c' > 0 \) we have

\[
\mathbb{E}u_2^2(X_1,h) \leq c' \frac{1}{h^2} h^2 = c' \frac{1}{h},
\]

uniformly for \( h \in I_n \) and \( n \) large enough. We also have for some constant \( c'' > 0 \)

\[
m(h) := \sup_{x} u_2^2(x,h) - \mathbb{E}u_2^2(X_1,h) \leq c'' \frac{1}{h^2} h = c'' \frac{1}{h},
\]

It is readily verified that with the choice \( \alpha_n(h) = n^{1/2}h^{1/2} \) condition (3.85) is satisfied which proves statement (3.58) for the function \( u_2 \). For the other functions this statement can be proved in the same manner.

**Proof of Lemma 3.20.** Using the fact that the functions \( K \) and \( L \) are Lipschitz functions it can be shown that it suffices to prove (3.59) for finite subsets \( I_n \) of \( I_n \) instead of for the intervals \( I_n \) themselves. We choose \( I_n \) such that the number of its points increases sufficiently rapidly but still at most algebraically fast in \( n \). The Lipschitz property can be used to show that sufficiently small changes in \( h \) result in negligible changes in \( \hat{U}_n(h), \hat{\phi}_n(h) \) and \( \hat{W}_n(h) \).

We start with \( \hat{U}_n(h) \). Write

\[
\sum_{n=1}^{\infty} P(\sup_{h \in I_n} nh^{3/2}n^{-1/2}|\hat{U}_n(h)| > \epsilon) \leq
\]
\[ \sum_{n=1}^{\infty} \sum_{h \in I_n} P(nh^{3/2} - a | \hat{\Omega}_n(h) > \epsilon) \leq \]
\[ \sum_{n=1}^{\infty} \#I_n \sup_{h \in I_n} P(nh^{3/2} - a | \hat{\Omega}_n(h) > \epsilon) \leq \]
\[ \sum_{n=1}^{\infty} \#I_n \sup_{h \in I_n} (en^{-1}h^{3/2}n^{a})^p E(\hat{\Omega}_n(h))^p = \]
\[ e^p \sum_{n=1}^{\infty} \#I_n n^{-ap} \sup_{h \in I_n} (nh^{3/2})^p E(\hat{\Omega}_n(h))^p, \]

for every even positive integer \( p \). Here \( \#I_n \) denotes the number of elements of \( I_n \). In order to show that this sum is finite, which would enable us to apply the Borel-Cantelli theorem, we derive a bound for the \( p \)-th moment of \( \hat{\Omega}_n(h) \). Recall
\[ \hat{\Omega}_n(h) = n^{-2} \sum_{i \neq j} \hat{\Omega}_{ij}(h), \]
where \( \hat{\Omega}_{ij}(h) \) is defined above. Since
\[ E(\hat{\Omega}_{ij}(h)X_k) = 0, \quad \text{for} \; k = 1, \ldots, n, \]
any product of \( \hat{\Omega}_{ij} \)'s, such as \( \hat{\Omega}_{i_{1}j_{1}}(h) \cdots \hat{\Omega}_{i_{p}j_{p}}(h) \), with at least one index \( i \) or \( j \) appearing only once in \( i_{1}, j_{1}, \ldots, i_{p}, j_{p} \), has zero expectation. Therefore
\[ E(\hat{\Omega}_n(h))^p = n^{-2p} \sum_{m=2}^{p} \mathbb{E}S_m, \]
where \( S_m \) is the sum of all products \( \hat{\Omega}_{i_{1}j_{1}}(h) \cdots \hat{\Omega}_{i_{p}j_{p}}(h) \), with \( i_{1}, j_{1}, \ldots, i_{p}, j_{p} \) containing exactly \( m \) different indices, every index appearing at least twice. Since \( X_1, \ldots, X_n \) are identically distributed we can rewrite \( \mathbb{E}S_m \) as
\[ \mathbb{E}S_m = \binom{n}{m} \mathbb{E}S_{m}, \]
with \( \mathbb{S}_{m} \) equal to the sum of all possible terms of \( S_m \) with indices in \( \{1, 2, \ldots, m\} \). Since \( m \leq p \) the number of such terms is bounded by a constant depending only on \( p \), \( c_p \), say. From Corollary B.3 (Appendix B) it follows that the expectation of the absolute value of each of the terms appearing in \( \mathbb{S}_m \) is bounded by a constant times \( h^{m/2-2p} \). Therefore
\[ E(\hat{\Omega}_n(h))^p \leq n^{-2p} \sum_{m=2}^{p} \binom{n}{m} c_p h^{m/2-2p} \leq \]
\[ c_p n^{-2p} h^{2p} \sum_{m=2}^{p} \binom{n}{m} h^{m/2} \leq \]
\[ c_p n^{-2p} h^{2p} \binom{n}{2} h^{n/2} \leq \]
for $n$ large enough. Here $c_p$ denotes a constant independent of $h$ and $n$. We have used that for large $n$ and $h \in I_n$ we have $nh^{1/2} \rightarrow nh^{1/2} \rightarrow \infty$.

Combining these bounds and assuming $\# I_n \leq n^a$ for some positive integer $a$, we have for every positive integer $p$, even and large enough, and for every $\varepsilon > 0$

$$\sum_{n=1}^{\infty} P(\sup_{h \in I_n} nh^{3/2} I_n(h) > \varepsilon) \leq$$

$$2c_p^p \sum_{n=1}^{\infty} n^{-a} \sup_{h \in I_n} (nh^{3/2} I_n(h))^p =$$

$$2c_p^p \sum_{n=1}^{\infty} n^{-a} < \infty,$$

which proves the statement of this lemma for $\hat{U}_n(h)$ by the Borel-Cantelli lemma.

The argument for $\hat{U}_n(h)$ is similar. Since by Corollary B.3 the bound on the expectation of the absolute values of the terms appearing in $S_m$ is of order $h^{m/3} 3^p$, here it leads to

$$E(\hat{U}_n(h))^p \leq 2c_p^p (n^{-h^{2/3}} 3^p (nh^{1/2} I_n(h))^p = 2c_p^p (n^{-h^{2/3}} 3^p),$$

for $n$ large enough.

For $\hat{U}_n(h)$ the argument is similar too. In this case by Corollary B.3 the bound on the expectation of the absolute values of the terms appearing in $S_m$ is of order $h^{2m/3} 3^p$. Hence the bound for the $p$-th moment becomes

$$E(\hat{W}_n(h))^p \leq (n^{-h^{2/3}} 3^p) \sum_{m=2}^{\lfloor m/2 \rfloor} \binom{n}{m} c_p^m h^{2m/3} \leq$$

$$2c_p^p (n^{-h^{2/3}} 3^p (nh^{2/3} I_n(h))^p =$$

$$2c_p^p (n^{-h^{2/3}} 3^p),$$

for $n$ large enough. Just as before $c_p^m$ and $c_p^p$ are constants depending only on $p$. To derive these inequalities we have used $2m \leq 3p$ and that for large $n$ and $h \in I_n$ we have $nh^{2/3} \rightarrow nh \rightarrow \infty$. 


Proof of Lemma 3.22. Since the proof of this lemma is tedious and very similar to the proofs of Lemma 3.2 and Lemma 3.3 in Hall & Marron (1987a) we only mention the basic steps. For case III it suffices to show that for some \( \epsilon_i > 0 \) we have

\[
\| H_n^s - \text{copen}^{-1/5} \| = O_p(n^{-1/5-\epsilon_i}), \tag{3.88}
\]

and that for all \( \epsilon_2 > 0 \) we have

\[
\sup_{t} n^{-7/10} \left\{ \left| \hat{\Omega}(t \text{copen}^{-1/5}) - \hat{\Omega}(\text{copen}^{-1/5}) \right| + \left| \frac{n-1}{n} \sum_{i=1}^{n} (u_1(X_i, t \text{copen}^{-1/5}) - E(U_1(X_i, t \text{copen}^{-1/5}))) \right| \right\}^2 \rightarrow 0, \tag{3.89}
\]

For case II we have to prove two similar properties, i.e. (3.88) with \( n^{-1/5} \) replaced by \( n^{-1/4} \), and (3.89) with \( n^{-1/5} \) replaced by \( n^{-1/4} \) and \( n^{-7/10} \) replaced by \( n^{-5/8} \).

Proof of Lemma 3.23. For any sequence of bandwidths \( h_n \) we define \( T_n(h_n) \) by

\[
T_n(h_n) := (n h_n)^{2} \sum_{i \neq j} \left( U_{ij}(h_n) - E(U_{ij}(h_n)) \right) + \left( n h_n \right)^{2} \left( \hat{\Omega}(h_n) + \frac{2}{n} \sum_{i=1}^{n} (u_1(X_i, h_n) - E(U_1(X_i, h_n))) \right). \]

Then the expectation of \( T_n(h_n) \) is equal to zero and by the definition of \( \hat{\Omega}(h) \) we see that \( T_n(h_n) \) equals

\[
(n h_n)^{2} \left( \sum_{i \neq j} \left( U_{ij}(h_n) - E(U_{ij}(h_n)) \right) \right) + \frac{n-1}{n} \sum_{i=1}^{n} (u_1(X_i, h_n) - E(U_1(X_i, h_n))) \]

\[
= \sum_{i \neq j} h_n^2 \left( E(U_{ij}(h_n)) - (n-1)h_n^2 \sum_{i=1}^{n} E(U_1(X_i, h_n)) + \sum_{i \neq j} h_n^2 U_{ij}(h_n) + \sum_{i=1}^{n} u_1(X_i, h_n) \right). \]

Next we write

\[
\sum_{i \neq j} h_n^2 U_{ij}(h_n) = - \sum_{i \neq j} 2L(X_i - X_j) h_n f(X_i)^{-1} I_{E}(X_i) = \]

\[- \sum_{i \neq j} L(X_i - X_j) h_n \left( f(X_i)^{-1} I_{E}(X_i) + f(X_j)^{-1} I_{E}(X_j) \right) = \]

\[
\sum_{i \neq j} G(X_i - X_j) h_n w(X_i, X_j),
\]

where \( G \) is equal to \( -L \) and \( w \) is the function given by
\[w(x,y) := f(x)^{-1}I_E(x) + f(y)^{-1}I_E(y).\]

Thus \(T_n(h_n)\) equals

\[
\sum_{j} h_n^2 E U_j(h_n) - (n-1)h_n \sum_{j} E U_j(X_j,h_n) + \sum_{j} G(X_j)h_n w(X_j) + \sum_{j} g_n(X_j),
\]

with \(g_n(X_j)\) equal to 
\[-(n-1)h_n^2 (E(U_j(h_n)|X_i) + E(U_j(h_n)|X_i)) \] 
\[+ (n-1)h_n^2 u_1(X_i,h_n).\]

Asymptotic normality of this type of statistic is treated in Appendix C. In order to apply Theorem C.1 notice that the function \(g_n(x)\) which appears in the conditions of this theorem is here given by

\[g_n(x) = (n-1)h_n^2 u_1(x,h) = -(n-1)h_n t(x,h) f^2(x)I_E(x).\]

Condition (i) of Theorem C.1 then requires

\[(nh_n^{1/2})^{-1} \sup_x |g_n(x) - E g_n(X)| \to 0,\]

which is clearly satisfied here. To check condition (ii) we consider

\[(nh_n)^{-1} \text{var}(g_n(X)) = (3.90)\]

\[(nh_n)^{-1} (\sum_{j} (n-1)h_n^2 \left( b(x,h)^2 f^2(x)dx - (n-1)h_n^2 \left( b(x,h)^2 f(x)dx \right)^2 \right) = \]

\[\frac{(n-1)^2}{n} h_n \left( \sum_{j} b(x,h)^2 f^2(x)dx - \left( \sum_{j} b(x,h)^2 f(x)dx \right)^2 \right).\]

It follows from Theorem C.1 that if this quantity converges to a constant \(\alpha^2\) then

\[\frac{1}{nh_n^{1/2}} T_n(h_n) - ET_n(h_n) \overset{D}{\to} \mathcal{N}(0,2\sigma^2+\alpha^2),\]

with

\[\alpha^2 := \int \int \mathcal{O}^2(v)dv \int w^2(x,x)\mathcal{O}^2(x)dx.\]

In our case \(\alpha^2\) equals

\[\int \left[ L^2(v)dv \int (f(x)^{-1}I_E(x) + f(x)^{-1}I_E(x))^{2}\mathcal{O}^2(x)dx = \frac{1}{nh_n^{1/2}} \left[ L^2(v)dv \int \right.\] 

So if (3.90) indeed converges to \(\alpha^2\) then we have shown

\[\frac{1}{nh_n^{1/2}} (\hat{U}_n(h_n) + \frac{n-1}{n} h_n \sum_{j} u_1(X_j,h_n) - Eu_1(X_i,h_n)) \overset{D}{\to} \mathcal{N}(0,2\sigma^2+\alpha^2).\]

We proceed with computing \(\alpha^2\) in the two cases considered in this lemma. By Lemma 3.11 in case II we have the following expansion for \(h_n=cn^{-1/4}\).
\[ \frac{(n-1)^2}{n} h_n \left( \int b_l(x,h)^2 l^{-1}(x) dx - \left( \int b_l(x,h) dx \right)^2 \right) \approx \]
\[ nh_n^2 \Delta^{(1)} b l^2(t) dt = \]
\[ c^n \Delta^{(1)} b l^2(t) dt \]

and in case III for \( h_n = cn^{-1/5} \) we have
\[ \frac{(n-1)^2}{n} h_n \left( \int b_l(x,h)^2 l^{-1}(x) dx - \left( \int b_l(x,h) dx \right)^2 \right) \approx \]
\[ nh_n \left( \int b_l^2(u) du \right)^2 \int f''(x)^2 l^{-1}(x) dx - \left( \int b_l^2(u) du \right)^2 \int f''(x) dx \left( \int f''(u) du \right)^2 = \]
\[ \frac{1}{4} n^{-1} h_n^2 \left( \int b_l^2(u) du \right)^2 \int f''(x)^2 l^{-1}(x) dx - \left( \int f''(u) du \right)^2 \]
\[ c^n \Delta^{(1)} b l^2(t) dt = \]
\[ \int b_l^2(u) du \right)^2 \left( \int f''(x)^2 l^{-1}(x) dx - \left( \int f''(u) du \right)^2 . \]

These two expansions can be derived by the same method we have used in the proof of Theorem 2.8. The proof of the lemma is completed by observing that the norming factor \( nh_n^{32} \) in (3.91) is equal to \( c^{32} n^{50} \) if \( h_n \) is equal to \( cn^{-1/4} \), and that it is equal to \( c^{32} n^{7/10} \) if \( h_n \) is equal to \( cn^{-1/5} \).

**Proof of relations (3.44), (3.45), (3.54) and (3.55).** Consider the density \( f \) given by
\[ f(x) = \begin{cases} 
0 & \text{if } x < 0 \\
1 + x & \text{if } 0 \leq x \leq \sqrt{3} - 1 \\
0 & \text{if } x > \sqrt{3} - 1
\end{cases} \]

Computing the bias of a kernel estimator of \( f \) at the point \( t \) for \( 0 < t < \frac{\sqrt{3} - 1}{2} \) we get
\[ b_k^2(t,h) = \frac{1}{n} \int K \left( \frac{t-u}{h} \right) K(u) du - f(t) = \]
\[ \int K(t-v) f(vh) dv - f(t) = \]
\[ \int K(t-v)(1+vh) dv = (1+th) \]
\[ b_k^2(t) + hb_k^2(t). \]

Similarly for \( 0 < t < \frac{\sqrt{3} - 1}{2} \) the bias function for \( L \) is equal to
$b^2(t,h) = b^2(t) + hb(t)$.

Next recall that by the definition of $b^k(x,h)$ and $b^1(x,h)$, and by (3.33) we have
\[
\frac{d}{dh} b^k(x,h) = \cdot \frac{1}{h} b^1(x,h).
\]

In order to prove relations (3.54) and (3.55) consider the equation
\[
\frac{d}{dh} \int_0^h b^k(x,h)dx = \int_0^h \frac{d}{dh} b^k(x,h)dx + b^k(h,h) = -\frac{1}{h} \int_0^h b^1(x,h)dx,
\]
which follows from Leibnitz's theorem for differentiation of integrals, i.e. formula 3.3.7 in Abramowitz & Stegun (1965). By the substitution $t=x/h$ we get
\[
\frac{d}{dh} \int_0^1 (b^k(t) + hb(t))dt = \int_0^1 (b^1(t) + hb(t))dt,
\]
which proves formulas (3.54) and (3.55) by comparing the constant term and the coefficient of $h$ in the left and right hand side of this equality.

Relations (3.44) and (3.44) can be proved similarly by considering the equation
\[
\frac{d}{dh} \int_0^h b^k(x,h)^2dx = \int_0^h \frac{d}{dh} b^k(x,h)^2dx + b^k(h,h)^2 = \frac{2}{h} \int_0^h b^k(x,h)b^1(x,h)dx,
\]
and comparing the constant terms and the coefficients of $h^2$.  \[\square\]
4. RECOVERING A DISTRIBUTION FUNCTION FROM A CONVOLUTION.

4.1. Introduction.

Originally our interest in deconvolution problems has been aroused by applications of kernel estimation techniques to a classical problem of stereology, Wicksell's corpuscle problem. This problem is introduced in Example 1.2 in Chapter 1. Recall that in the corpuscle problem we want to estimate the distribution of radii of spheres in an opaque medium, given the radii of circular profiles in cross-sections of the medium. The relation between the distribution of the radii of the spheres and the distribution of the radii of the circular profiles is given by formulas (1.3) and (1.4). Several authors have proposed kernel type estimators of the density of the sphere radii. However, although the properties of the bias of these estimators are comparable with the bias of ordinary kernel estimators, the variance is of order $n^{-1}h^{-2}$ instead of the usual order $n^{-1}h^{-1}$, $h$ denoting the bandwidth. This also means that the errors of kernel type estimators in the corpuscle problem are of larger order. For proofs see Hall & Smith (1988) and Van Es & Hoogendoorn (1990). These results caused us to consider nonparametric maximum likelihood estimation of the distribution function of the sphere radii. In the next section we present a nonparametric maximum likelihood estimator (NPMLE) of this distribution function. Unfortunately the present state of affairs is that the asymptotic properties of this NPMLE in the Wicksell problem are still unknown. Therefore we have to be content with conjectures based on estimates computed from simulated samples and on results in related deconvolution problems.

The deconvolution problems we consider can formally be stated as follows. Suppose that we have a sample $X_1,...,X_n$ of observations with a distribution function $G$ which is the convolution of two other distribution functions $K$ and $F$, i.e. for all $x$ we have

$$G(x) = \int K(x-y) dF(y).$$

(4.1)

Assuming that the function $K$ is known we consider the problem of estimating $F$ at a fixed point $x_0$, in cases where the distribution function $F$ is uniquely determined by $G$ and $K$ (if, for example, $K$ is a distribution function with a characteristic function with compact support, this need not be true). The relation between the Wicksell problem and deconvolution has been observed by Hall & Smith (1988). If we rewrite the equations (1.3) and (1.4) in terms of the densities $f_1(x)=(2\sqrt{x})^{-1}f(\sqrt{x})$ and $g_1(x)=(2\sqrt{x})^{-1}g(\sqrt{x})$ of resp. the squared sphere and circle radii then they have a convolution structure. Instead of relation (1.3) we get

$$g_1(x) = \frac{1}{2\mu} \int \frac{1}{\sqrt{y-x}} dF_1(y) = \frac{1}{2\mu} \int k(y-x) dF_1(y), \ 0 < x < \infty,$$

(4.2)
where \( \mu \) is defined in Example 1.2, \( F_1 \) is the distribution function of the squared sphere radii and 
\( k(x) = (\sqrt{x})^{-1}1_{(-\infty,0)}(x) \). Note that \( k \) is not a probability density and that \( \mu \) is an extra parameter not appearing in (4.1).

Formulas (4.1) and (4.2) show that both in deconvolution and the Wicksell problem the distribution of the observations is the image under some transformation of an unknown distribution function \( F \) (or \( F_1 \)) which we want to estimate. Now, if we would have an estimate of the distribution of the observations, then we obtain an estimate of \( F \) by inverting the transformation and computing the inverse value of the estimate. In this way deconvolution and the Wicksell problem can be seen as special examples of inverse estimation or ill posed problems. The consequences of properties of the specific transformations for the performance of estimators obtained in this way are studied in a general context in Carroll et al. (1990). In the deconvolution problem for certain distributions \( K \) the inversion can be achieved with the aid of characteristic functions and kernel smoothing. The characteristic function of \( G \) equals the product of the characteristic function of \( K \), which is known, and the characteristic function of \( F \). The characteristic function of \( G \) can be estimated from the data, and so by division and inverting the Fourier transform the distribution function \( F \) or its density can be estimated. Several authors have proposed modifications of this approach using kernel type estimators of the characteristic function of \( G \), see Carroll & Hall (1988), Devroye (1989), Fan (1988), Liu & Taylor (1987a, 1987b), Stefanski (1989) and Stefanski & Carroll (1987, 1989).

Our main interest in this chapter is nonparametric maximum likelihood estimation. In Section 4.2 we shall give two examples of deconvolution problems where the NPMLE of \( F \) is known explicitly. We also discuss more general deconvolution problems where the NPMLE can only be computed by iterative methods. The Wicksell problem and Gaussian deconvolution serve as final and most difficult examples. To be able to judge the performance of these estimators in Section 4.3 we derive a local asymptotic minimax lower bound for estimating \( F \) at a fixed point. In Section 4.4 we discuss the results in the previous sections and Section 4.5 contains the proof of the minimax theorem.

4.2. Examples.

The first four examples concern maximum likelihood estimation of a distribution function \( F \) in deconvolution problems where \( K \) is absolutely continuous with density \( k \). Let \( X_1, \ldots, X_n \) be generated by the convolution density \( g \) given by

\[
(4.3) \quad g(x) = \int k(x-y)dF(y).
\]
The log likelihood of $F$ based on $X_1, \ldots, X_n$ can now be written as

\begin{equation}
\tag{4.4}
L(X_1, \ldots, X_n) = \sum_{i=1}^{n} \log(g(X_i)) = \sum_{i=1}^{n} \log\left( \int_{-\infty}^{\infty} k(X_i - y)dF(y) \right).
\end{equation}

The next two examples deal with two densities $k$, the uniform $[0,1]$ density and the standard exponential density, for which distribution functions which maximize (4.4) are explicitly known.

Example 4.1. Uniform deconvolution.

For $k$ equal to the uniform $[0,1]$ density, i.e. $k(x) = I_{[0,1]}(x)$, the log likelihood (4.4) equals

\begin{equation}
\tag{4.5}
L(X_1, \ldots, X_n) = \sum_{i=1}^{n} \log\left( \int_{-\infty}^{\infty} k(X_i - y)dF(y) \right) = \sum_{i=1}^{n} \log\left\{ F(X_i) - F(X_i - 1) \right\}.
\end{equation}

Note that this log likelihood depends only on the values of $F$ at the points $X_i, X_i - 1$, $i = 1, \ldots, n$, so NPMLE’s of $F$ are not unique. Under the additional assumption that the distribution corresponding to $F$ is concentrated on the interval $[0,1]$ a maximizing function $F$ can be computed as follows. Defining $\delta_i = I_{[X_i,1]}$ the log likelihood (4.5) equals

\begin{equation}
\tag{4.6}
\sum_{i=1}^{n} \left\{ \delta_i \log F(X_i) + (1 - \delta_i) \log \left( 1 - F(X_i - 1) \right) \right\}.
\end{equation}

Now let $Y_i, 1 \leq i \leq n$, be defined by

\[ Y_i := \begin{cases} 
X_i, & \text{if } X_i < 1, \\
X_i - 1, & \text{if } X_i \geq 1.
\end{cases} \]

Then $Y_1, \ldots, Y_n$ are distributed as a sample from a uniform distribution on $[0,1]$. Let $Z_1 \leq \ldots \leq Z_n$ denote the order statistics of the set $Y_1, \ldots, Y_n$, and let $\Delta_j = 1$, if the $X_k$ corresponding to $Z_j$ is $< 1$, and let $\Delta_j = 0$, otherwise. Then the NPMLE of $F$ at $Z_j$, i.e. $F_n(Z_j)$, is given by the left-continuous derivative at the point $i$ of the convex minorant of the function $H_n: [0,n] \to \mathbb{R}$, defined by

\[ H_n(i) := \sum_{j \leq i} \Delta_j \]

at points $i$, and by linear interpolation at other points of $[0,n]$. The fact that $F_n$ maximizes the likelihood can be inferred from results in Barlow et al. (1972). Groeneboom (1987, 1990) derives the NPMLE of an unknown distribution function $F$ in related interval censoring problems.
The asymptotic distribution of the NPMLE is given by the next theorem.

**Theorem 4.1.** Let $x_0$ be such that $0=F(0)<F(x_0)<F(1)=1$, and let $F$ be differentiable at $x_0$, with strictly positive derivative $f(x_0)$. Furthermore, let $F_n$ be the NPMLE of $F$, based on the sample $X_1, \ldots, X_n$, generated by the (convolution) density $g$ defined by (4.3). Then we have, as $n \to \infty$,

\[
(4.7) \quad n^{1/3}(F_n(x_0) - F(x_0))/\left(1/2 F(x_0)(1 - F(x_0))f(x_0)\right)^{1/3} \xrightarrow{D} Z,
\]

where $\xrightarrow{D}$ denotes convergence in distribution, and $Z$ is the last time that two-sided Brownian motion minus the parabola $y(t) = t^2$ reaches its maximum. 

The proof of Theorem 4.1 proceeds along the lines of the proof of Theorem 1.1 in Groeneboom (1987) and is given in detail in Van Es & Van Zuijlen (1990).

The next three pictures show the NPMLE for the three distribution functions, $F(x) = x$, $F(x) = x^2$, and $F(x) = \sqrt{x}$, $0 \leq x \leq 1$, and simulated samples of size 1000, generated using the uniform random number generator from the IMSL library.

**Figure 4.1.** The NPMLE computed for samples of size 1000.
Note that the fact that the support of $F$ is contained in $[0,1]$ is explicitly used. If this support restriction is not satisfied then we have to maximize (4.5). In this case there is no explicit expression for the NPMLE and we have to use iterative computational methods. As an alternative method Van Es & Van Zuijlen (1990) extend the convex minorant methodology of the NPMLE above to construct estimators of general distributions $F$. These estimators do not maximize the likelihood except for $F$ satisfying the support restriction. In those cases the estimator coincides with the NPMLE. Surprisingly, even when the support restriction is not satisfied, for these estimators (4.7) of Theorem 4.1 also holds. In Section 4.4 we return to this problem.

Example 4.2. Exponential deconvolution.

The second example concerns convolutions with the standard exponential distribution. Let $k$ denote the standard exponential density, i.e. $k(x) = e^{-x}1_{(0,\infty)}(x)$. For this density $k$ the log likelihood of $F$ based on $n$ observations $X_1, ..., X_n$ generated by the convolution density equals

\begin{equation}
L(X_1, ..., X_n) = \sum_{i=1}^{n} \log \left( \int_{-\infty}^{X_i} k(X_i-y) dF(y) \right) = \sum_{i=1}^{n} \log \left( \int_{-\infty}^{X_i} e^{-X_i-y} dF(y) \right),
\end{equation}

where by convention the integral is over the set $(-\infty, X_i]$. Because $k(X_i-y) = e^{-X_i-y}$ is an increasing function of $y$ it is readily seen that, by moving the mass of $F$ between the observations to the closest observation at the right side, we increase the likelihood, unless all the mass is already concentrated in the observations. Therefore the NPMLE of $F$ is a discrete distribution function with jumps in the observations only. Moreover, the NPMLE is also unique. By transforming the problem to estimation of a decreasing density on $[0,\infty)$ and using the Grenander maximum likelihood estimator of a decreasing density, Vardi (1989) shows a way to compute the NPMLE. We give the main idea. First the data are transformed. Consider $Z_i = e^{-X_i}, i = 1, ..., n$. Now note that the distribution of $X_i$ is equal to the distribution of the sum of two independent random variables, $E_i + Y_i$, with $E_i$ an exponentially distributed random variable and $Y_i$ a random variable having distribution function $F$. Hence $Z_i$ is distributed as $U_i e^{-Y_i}$, where $U_i$ is independent of $e^{-Y_i}$ and has a uniform $(0,1)$ distribution. For any distribution $F$ the random variable $U_i e^{-Y_i}$ has a decreasing density on $[0,\infty)$. We can now estimate the distribution of $Z_i$ by the Grenander estimator and then transform the estimate into an estimate of $F$. For properties of the Grenander estimator we refer to Grenander (1956) and Groeneboom (1985).

Example 4.3. Deconvolution for decreasing densities $k$ on $[0,\infty)$.

Let $k$ be a decreasing density on $[0,\infty)$ and let $X_{1:n}, ..., X_{n:n}$ denote the order statistics of the sample $X_1, ..., X_n$, generated by the convolution density $g$. For densities $k$ which are strictly decreasing in a right neighborhood of zero the same arguments as in the preceding example show that the NPMLE is a unique discrete distribution function with masses $\alpha_i$ at the points $X_{1:n}$ where the $\alpha_i$ maximize the function:
\[ \sum_{i=1}^{n} \log \left( \sum_{j=1}^{i} k(X_{i:n} - X_{j:n}) \alpha_j \right), \]

under the restrictions \( \sum_{i=1}^{n} \alpha_i = 1, \alpha_i \geq 0, 1 \leq i \leq n. \) We can write (4.9) in the form

\[ \sum_{i=1}^{n} \log \left( \sum_{j=1}^{i} w_{ij} \alpha_j \right), \]

where \( w_{ij} = k(X_{i:n} - X_{j:n}). \) Letting \( \alpha = (\alpha_1, \ldots, \alpha_n), \) for \( k = 1, \ldots, n \) we define the derivative with respect to \( \alpha_k \) by

\[ d_k(\alpha) := \frac{\partial}{\partial \alpha_k} \left( \sum_{j=1}^{i} w_{ij} \alpha_j \right). \]

A maximum can be computed numerically using the gradient projection algorithm (Luenberger (1973)), i.e. an algorithm for maximizing a concave function subject to a number of linear constraints.

**Example 4.4. Gaussian deconvolution.**

The most studied deconvolution problem is the problem where \( k \) equals the standard normal density. An old reference is Gaffey (1959). More recent references, treating Gaussian deconvolution as important example, are Carroll & Hall (1988), Devroye (1989), Fan (1988), Liu & Taylor (1987a, 1987b), Stefanski (1989) and Stefanski & Carroll (1987, 1989). Most of these authors discuss modifications of the kernel smoothed characteristic function inversion approach already mentioned above. However, it turns out that the rates of convergence of these estimators in the case of standard normal \( k \) are very poor. Even for estimating \( \Phi \) at a fixed point the rate of convergence is slower than any algebraic rate (Carroll & Hall (1988), Fan (1988)). Given these disappointing results the question arises whether we can expect the NPMLE in the Gaussian deconvolution case to perform better. At the moment, however, there is neither an acceptable method for computation of the NPMLE nor asymptotic theory available. We shall return to this problem in Section 4.4.

**Example 4.5. The Wicksell problem.**

Let \( X_{1:n}, \ldots, X_{n:n} \) denote the order statistics of the sample \( X_1, \ldots, X_n \) of squared radii of sections of spheres. We assume that the support of the distribution of the radii of the spheres is a finite interval, which we take to be \([0,1]\). For a review of this estimation problem and related problems we refer to Stoyan, Kendall and Mecke (1987). As observed by Hall and Smith (1988), the distribution function of the squared section radii can be written as a convolution of the unknown distribution function of the squared sphere radii with a known function. This relation is given by (4.2). Therefore a technique similar to the one in Example 4.3 can be used.
The log likelihood \( L(X_1, ..., X_n) \) of the sample can be written in the following form:

\[
L(X_1, ..., X_n) = \sum_{i=1}^{n} \log \left\{ \frac{1}{\gamma} \int_{(x_{i:n},1)} \frac{1}{\sqrt{x - X_{i:n}}} \ dF(x) \right\},
\]

where \( F \) is the distribution function of the squared sphere radii, and \( \gamma \) is given by

\[
\gamma = \int_{0}^{\infty} \frac{1}{\sqrt{y}} \ dF(y) = 2\mu.
\]

Examining the log likelihood (4.11) more closely we see that by a suitable choice of \( F \) we can make it infinite. Therefore we restrict ourselves to maximizing the likelihood within the class of discrete distribution functions with mass in the observations only. The log likelihood of a discrete distribution function \( F \), with mass at the points \( X_{1:n}, ..., X_{n:n} \) is equal to

\[
L(X_1, ..., X_n) = \sum_{i=1}^{n} \log \left\{ \frac{1}{\gamma} \sum_{j=1}^{n} \frac{\alpha_j}{\sqrt{X_{j:n} - X_{i:n}}} \right\}.
\]

Here \( \alpha_1, ..., \alpha_n \) are the masses of \( F \) at the points \( X_{1:n}, ..., X_{n:n} \), and, defining \( X_{0:n} = 0 \), the parameter \( \gamma \) can be written as

\[
\gamma = \sum_{i=1}^{n} \sum_{j=1}^{n} 2\alpha_j \left( \sqrt{X_{j:n} - X_{i-1:n}} - \sqrt{X_{j:n} - X_{i:n}} \right) = 2 \sum_{j=1}^{n} \alpha_j \sqrt{X_{j:n}}.
\]

It is readily shown that the log likelihood increases if masses \( \alpha_1, ..., \alpha_n \) are replaced by masses 0, \( \alpha_2/(\alpha_2 + + \alpha_n), ..., \alpha_n/(\alpha_2 + + \alpha_n) \), so throughout we set \( \alpha_1 \) equal to zero.

Note that this example does not exactly fit into the deconvolution problem for two reasons: we look at the convolution with a function which is not a probability density and we have the extra parameter \( \gamma \). It is possible to reformulate the problem in such a way that we would deal with the convolution with a probability density (looking at the logarithms of the observations), but we would not get rid of the extra parameter in this way. There does not seem to be a real advantage in this reformulation, so we keep to the above statement of the maximization problem.

Since \( L(X_1, ..., X_n) \) is not a concave function of \( (\alpha_2, ..., \alpha_n) \), using the gradient projection algorithm as in the previous example we might find local maxima. However, for fixed \( \gamma \) the log likelihood \( L(X_1, ..., X_n) \) is concave. So by the gradient projection algorithm we can maximize \( L(X_1, ..., X_n) \) subject to \( \alpha_i \geq 0 \), for \( i = 2, ..., n \), and the two linear constraints

\[
\sum_{i=2}^{n} \alpha_i = 1 \quad \text{and} \quad 2 \sum_{i=2}^{n} \alpha_i \sqrt{X_{i:n}} = \gamma.
\]

Next we can vary \( \gamma \) to find values of \( \alpha_2, ..., \alpha_n \) and a corresponding \( \gamma \) which maximize the log likelihood \( L(X_1, ..., X_n) \). Notice that this procedure also yields a maximum likelihood estimate of \( \gamma \).
Theory for this NPMLE seems to be absent, but should be related to the theory for the estimators of Examples 4.1 ... 4.3. In fact, because of the peakedness of the weight function $1 / \sqrt{x - X_{1:n}}$ in (4.11), we expect a faster rate of convergence of the NPMLE.

To illustrate this procedure we have simulated three samples of circle radii of size 100, for $F$ equal to the three distribution functions of Figure 4.1. Since the computation for a fixed $\gamma$ is already timeconsuming we have only computed the maximizing $F$ for the three true values of $\gamma$, and for three estimated values of $\gamma$. We have used the estimator

$$\hat{\mu}_n := \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\sqrt{X_i}},$$

which is based on an estimator of $\mu = \gamma/2$ in Example 1.2 (see Hall & Smith (1988)). The log likelihoods of the estimates are given in a table following the next figures.

![Figure 4.2](image)

Figure 4.2. The maximizing $F$ for the true values of $\gamma$ for three samples of size 100.
Figure 4.3. The maximizing $F$ for the estimated values of $\gamma$ for the same samples as in Figure 4.3.

The next table gives the values of the true and estimated values of $\gamma$ and the log likelihoods of the corresponding estimates of $F$.

<table>
<thead>
<tr>
<th>$F$</th>
<th>$\gamma$</th>
<th>$\hat{\phi}_n$</th>
<th>log lik. with true $\gamma$</th>
<th>log lik. with est. $\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>1</td>
<td>1.07</td>
<td>29.71</td>
<td>29.57</td>
</tr>
<tr>
<td>$x^2$</td>
<td>4/3</td>
<td>1.41</td>
<td>21.95</td>
<td>20.57</td>
</tr>
<tr>
<td>$\sqrt{x}$</td>
<td>2/3</td>
<td>0.75</td>
<td>36.29</td>
<td>37.32</td>
</tr>
</tbody>
</table>

Roughly speaking the estimates in Figure 4.2 for samples of size 100 have about the same error as the estimates in Figure 4.1, which were based on samples of size 1000. This suggests that the NPMLE in the Wicksell problem indeed has a faster rate than $n^{-1/3}$, and perhaps even a rate close to $n^{-1/2}$. Because of limited computing time we have not been able to compute the true NPMLE, i.e. the estimate with a value of $\gamma$ which maximizes $L(X_1,...,X_n)$. However we expect that for this value of $\gamma$ the estimates would have a better fit than the estimates for the estimated $\gamma$ in Figure 4.3.
4.3. An asymptotic local minimax lower bound for deconvolution.

Let \( x_0 \) be a fixed point in the support of \( F \) and let \( (\gamma_n) \) be a vanishing sequence of positive numbers to be specified later. To define a local minimax risk for \( n \in \mathbb{N} \) and \( \theta \in (0,1) \), we introduce the functions \( h_n(\cdot) \) and \( F_n(\cdot;\theta) \), given by

\[
h_n(u) := f(x_0) [I_{(x_0-\gamma_n, x_0)}(u) - I_{(x_0, x_0+\gamma_n)}(u)]
\]

and

\[
F_n(x;\theta) := F(x) + \theta \int h_n(u) \, du,
\]

assuming that \( f(x_0) \), the derivative of \( F \) at \( x_0 \), exists and is positive. Note that for \( n \) sufficiently large \( F_n(\cdot;\theta) \) is a distribution function. Now let the local minimax risk \( \text{MR}(n;0,\delta) \) be given by

\[
\text{MR}(n;0,\delta) := \inf_{U_n} \max_{\theta \in (0,\delta)} E_0 \left[ U_n - F_n(x_0;\theta) \right],
\]

where the infimum is taken over the set of all possible estimators \( U_n \) of \( F(x_0) \) based on the observations \( X_1,\ldots,X_n \) from the distribution \( K \ast F \), where \( \ast \) denotes convolution. Thus \( \text{MR}(n;0,\delta) \) is the best possible maximal expected error for estimating the two values \( F(x_0)=F_n(x_0;0) \) and \( F_n(x_0;\delta) \).

It turns out that an important role in the derivation of asymptotic lower bounds for the minimax risks is played by the second difference of the kernel \( K \). Define the first difference operator \( \Delta_t \) by \( (\Delta_t K)(x) = K(x+t) - K(x) \). Thus we get \( (\Delta_t^2 K)(x) = 2K(x+t) - 2K(x) + K(x-t) \). The next proposition relates this second difference of \( K \) to the local asymptotic minimax risk.

**Assumption 4.2.** There exists a constant \( \rho > 0 \) and a constant \( \xi > 0 \) such that for \( 0 < t < \xi \)

\[
\{ x : \kappa_F(x) > \rho \} \supseteq \{ x : (\Delta_t^2 K)(x-x_0) > 0 \}
\]

**Proposition 4.3.** Under Assumption 4.2, for \( \alpha > 0 \) and \( \beta > 0 \) such that

\[
\left( \frac{(\Delta_t^2 K)(x)}{\kappa_F(x+x_0)} \right)^2 \, dx \sim c \beta, \ \text{as} \ t \to 0,
\]

and \( \gamma_n = n^{-1/\beta} \) we have

\[
\sup_{\theta \in (0,1)} \liminf_{n \to \infty} n^{1/\beta} \text{MR}(n;0,\delta) \geq 4^{-1+1/\beta} \kappa(x_0)^{(\beta-2)/\beta} \alpha^{-1/\beta} \beta^{-1/\beta} c^{-1/\beta}. \]

Note that no density \( k \) with unbounded support satisfies Assumption 4.2. We shall restrict ourselves to a class of bounded support densities \( k \) which at the most have "nice" discontinuities, i.e. at the most we allow jumps or kinks. It is readily seen that these densities satisfy Assumption 4.2. For such
densities we are able to check condition (4.14) of Proposition 4.3. This gives the next asymptotic minimax lowerbound.

**Assumption 4.4.** The density \( k \) is differentiable except at \( m \) points \( a_1, \ldots, a_m \) where \( k \) has a jump or a kink. In these points the left and right limits of \( k \) exist and are finite, as well as the left and right derivatives of \( k \). We further assume that, for \( i = 1, \ldots, m - 1 \), the restriction of \( k \) to the interval \((a_i, a_{i+1})\) can be extended to a continuous function on \([a_i, a_{i+1}]\), such that the values at the endpoints coincide with the corresponding one-sided derivatives. We use similar assumptions on the intervals \((\infty, a_1]\) and \([a_m, \infty)\) for the left and right endpoint, respectively.

**Theorem 4.5.** Let \( k \) be a bounded support density satisfying Assumption 4.4.

If \( k \) is continuous then for \( \gamma_n = n^{-1/4} \)

\[
\sup_{\delta \in (0,1), \epsilon > 0} \liminf_{n \to \infty} n^{1/4} \text{MR}(n; 0, \delta) \geq \frac{1}{4} e^{1/4} f(x_0)^{1/2} \left( \int_{-\infty}^{\infty} k(x-x_0)^2 dx \right)^{-1/4}.
\]

If \( k \) has at least one discontinuity point then for \( \gamma_n = n^{-1/3} \)

\[
\sup_{\delta \in (0,1), \epsilon > 0} \liminf_{n \to \infty} n^{1/3} \text{MR}(n; 0, \delta) \geq 2^{-4/3} e^{1/3} f(x_0)^{1/3} \left( \sum_{i=1}^{m} \frac{(k(a_i+)-k(a_i-))^2}{(k+F)(x_0+a_i)} \right)^{-1/3}.
\]

In the following section we discuss this minimax result in connection with the examples in Section 4.2 and other minimax results for the deconvolution problem.

### 4.4. Discussion.

Estimation of the value of the unknown distribution function \( F \) at the point \( x_0 \) in the deconvolution problem can be seen as a special case of estimation of a functional \( T \) of the distribution \( G \) of the observations \( X_1, \ldots, X_n \). Here \( G \) belongs to the class of convolutions \( G \) of a fixed known \( K \) with an arbitrary other distribution. The functional \( T \) is given by \( G = K \ast F \rightarrow F(x_0) \). Results in Ibragimov & Has'minskii (1981) and Donoho & Liu (1988) indicate that the rate of convergence to zero of minimax risks of the type

\[
\inf_{U_n} \sup_{G \in G} |U_n - T(G)|
\]

can be expressed in terms of the modulus of continuity of the functional \( T \). This approach has been used by Fan (1988) to derive rates of convergence to zero of such minimax risks for the deconvolution problem. It follows from these results that the smoother the density \( k \) is, the slower is the rate of convergence. The difference between these minimax bounds and the one given by Theorem 4.5 is that in (4.19) the supremum is taken over a fixed set of distributions \( G \), independent of the sample size \( n \), while in (4.13) the maximum is taken over a set of distributions of the observations, which shrinks to \( K \ast F \) as \( n \) tends to infinity. Furthermore the distributions in the class \( G \) are usually required to
satisfy uniform smoothness conditions, while the distributions G considered in (4.13) are less smooth. We shall return to these other minimax results in one of the examples below.

Comparing the examples in Section 4.2 with the minimax theorem in Section 4.3 two interesting questions arise. What does Theorem 4.5 mean for possible optimality of NPMLE’s in deconvolution problems? We shall discuss this question for the uniform deconvolution problem, where, under the support restriction that F is concentrated on [0,1], the asymptotic behavior of the NPMLE is known, see Theorem 4.1. The second question is: Can we comprehend the $n^{-1/4}$ rate (4.16) for smooth bounded support k in connection with the poor nonalgebraic rate of convergence of the kernel type estimators in Gaussian deconvolution?

**Example 4.1. Uniform deconvolution continued.**

Clearly the uniform [0,1] density satisfies the conditions of Theorem 4.5. For $k(x)=\mathbb{I}_{\{0,1\}}(x)$ we are in the $n^{1/3}$ situation where (4.17) holds. The right hand side of (4.17) equals

\[
2^{-4/3} e^{-1/3} f(x_0)^{1/3} \left( \frac{1}{F(x_0) - F(x_0-1)} + \frac{1}{F(x_0+1) - F(x_0)} \right)^{-1/3} = 2^{-4/3} e^{-1/3} f(x_0)^{1/3} \left( \frac{1}{F(x_0) - F(x_0-1)} (F(x_0+1) - F(x_0)) \right)^{1/3}. \]

Now, let us assume that the distribution induced by F is concentrated on [0,1]. Then we get

\[
2^{-4/3} e^{-1/3} f(x_0)^{1/3} (F(x_0) (1 - F(x_0)))^{1/3} \]

as lower bound in (4.17). Note that this expression equals the asymptotic standard deviation of the NPMLE in Theorem 4.1, apart from a constant not depending on F. A consequence is that if we consider the right hand side of (4.17) as a quantity which measures the difficulty of estimating $F(x_0)$ for distributions $F: \theta \to F$, then the NPMLE adapts itself to this measure. Strictly speaking, this statement requires an additional uniformity argument, showing that (4.7) also holds for observations from a sequence of alternative distributions $F(\cdot; \theta)$.

For the estimators proposed by Van Es & Van Zuijlen (1990), in situations where the support restriction is not satisfied, the part depending on F in (4.18) is strictly smaller than the part depending on F in the asymptotic standard deviation. This is seen from the inequality

\[
\left( \frac{1}{F(x_0) - F(x_0-1)} + \frac{1}{F(x_0+1) - F(x_0)} \right)^{-1/3} < \left( \frac{1}{F(x_0) + (1 - F(x_0))} \right)^{1/3} = (F(x_0) (1 - F(x_0)))^{1/3},
\]

which is valid if $0 < cF(x_0-1)$ or $F(x_0+1) < c$. The conclusion is that either these estimators do not have the nice property of the NPMLE, or that the part depending on F in the bound of Theorem 4.5 for this case is not sharp.
Example 4.4. Gaussian deconvolution continued.

In the case of Gaussian deconvolution there is a striking difference between the nonalgebraic minimax rates for estimating $F$ at a fixed point derived by Carroll & Hall (1988) and Fan (1988), and the $n^{1/4}$ rate in (4.16), for smooth bounded support densities. As already mentioned at the beginning of this section the difference between the two types of minimax risks is the set of distributions we allow for the observations. It is well possible that the nonalgebraic rates are caused by distributions which are very different from the distributions (4.12) in the minimax risk (4.13). One of the interesting problems is what the rate of convergence of the NPMLE for a fixed distribution $F$ is in this case, for instance, whether it is $n^{1/4}$ or a nonalgebraic rate.

Carroll & Hall (1988), Fan (1988) and Theorem 4.5 show that better rates are achievable in deconvolution when the density $k$ is rough. Now, recall that in the Wicksell problem we have a convolution structure (4.2) with $k(x)=\sqrt{\pi}^{-1/2}L_{\infty}(0)(x)$ which has an infinite peak at zero. If that peak would have been finite, i.e. if $k$ would have had a finite jump at zero, then the rate of convergence would have been $n^{-1/3}$. Therefore it is not unreasonable to expect a better rate of convergence in the Wicksell problem. This seems to be confirmed by the simulations presented in Example 4.5.

4.5. Proofs.

Proof of Proposition 4.3. Write

$$F_n(x_0;\theta) - F_{\theta}(x_0;\theta) = \int \theta f(x_0,\theta) du = \theta c_{\theta} f(x_0)$$

and notice that the convolution of $k$ and $F_{\theta}(\cdot;\theta)$ can be rewritten as

$$\int k(x-y) dF(y) = \int k(x-y) \theta f(x_0,\theta) h_{\theta}(y) dy = (k*F)(x) + \theta f(x_0) \int k(x-y) h_{\theta}(y) dy$$

$$= (k*F)(x) + \theta f(x_0) (K(x-x_0+c_{\theta}^2)-2K(x-x_0)+K(x-x_0-c_{\theta}^2))$$

$$= (k*F)(x) + \theta f(x_0) (A_{\theta}^2 c_{\theta}^2 K)(x-x_0).$$

A combination of Assouad’s lemma (Le Cam (1986), p.524) and Le Cam’s inequality (Le Cam (1973)) now gives

$$\max_{\theta \in (0,\delta)} E_{\theta} [|U_n| - F_{\theta}(x_0;\theta)|$$

$$\geq \frac{1}{2} \delta c_{\theta} f(x_0) ||P_{\theta} \delta P_{\theta}||^2$$

$$\geq \frac{1}{2} \delta c_{\theta} f(x_0) \left( \int \sqrt{dP_{\theta} dP_{\theta}} \right)^2$$
\[\begin{align*}
&= \frac{1}{2} \delta c \gamma_n \{ \sqrt{dP_0 dP_0} \}^{2n} \\
&= \frac{1}{2} \delta c \gamma_n \{ 1 - H^2(P_0, P_0) \}^{2n},
\end{align*}\]

where \(P_0\) is the measure corresponding to \((k \ast F_0)(\cdot; \theta)\) and \(H^2(P_0, P_0) = \frac{1}{2} \int (\sqrt{dP_0} - \sqrt{dP_0})^2\) denotes the squared Hellinger distance between \(P_0\) and \(P_0\). We proceed with examining \(H^2(P_0, P_0)\).

First note that for a continuous distribution function \(K\) the second difference \((\Delta_2^2 K)(x)\) tends to zero as \(t \to 0\), uniformly in \(x\). Writing \(g = k \ast F\), under Assumption 4.2 we have as \(n \to \infty\) for arbitrary \(\varepsilon > 0\)

\[\begin{align*}
H^2(P_0, P_0) &= \frac{1}{2} \int \left( \sqrt{(k \ast F)(x)} - \sqrt{(k \ast F_0)(x; \theta)} \right)^2 dx \\
&= \frac{1}{2} \int g(x) \left( 1 + \frac{\delta_0 f(x_0) \Delta_2^2 K(x; x_0)}{g(x)} \right)^{1/2} - 1 \right)^2 dx \\
&\leq (1 + \varepsilon) \frac{1}{2} \delta^2 f(x_0) \int \left( \frac{\Delta_2^2 K(x; x_0)}{g(x)} \right)^2 dx \\
&\leq (1 + \varepsilon) \frac{1}{2} \delta^2 f(x_0) \int \left( \frac{\Delta_2^2 K(x)}{k \ast F(x; x_0)} \right)^2 dx \\
&\sim (1 + \varepsilon) \frac{1}{2} \delta^2 f(x_0)^2 \alpha(c \gamma_n)^\beta.
\end{align*}\]

Here we have used that for \(x\) small enough a Taylor expansion of \(\sqrt{1 + x}\) implies

\[\sqrt{1 + x} - 1 \leq \frac{1}{2} (1 + \varepsilon) x^2.\]

For \(\gamma_n = n^{-1/\beta}\) we now get for all \(\varepsilon > 0\)

\[\liminf_{n \to \infty} n^{1/\beta} \text{MR}(n; 0, \delta) \geq \frac{1}{2} c \delta_0 f(x_0) \exp \left( -2(1 + \varepsilon) \frac{1}{2} \delta^2 f(x_0)^2 \alpha c^{\beta} \right)\]

and consequently

\[\liminf_{n \to \infty} n^{1/\beta} \text{MR}(n; 0, \delta) \geq \frac{1}{2} c \delta_0 f(x_0) \exp \left( - \frac{1}{2} \delta^2 f(x_0)^2 \alpha c^{\beta} \right).\]

Finally, putting \(\delta\) equal to one and maximizing over \(c\), the lower bound becomes

\[4^{1 - \varepsilon / 2} \beta f(x_0)^2 e^2 \alpha^{1/2} \beta^{1/2} c^{1/2} \]

and the proof is completed. \(\square\)

**Proof of Theorem 4.5.** Note that Assumption 4.4 implies Assumption 4.2. To check condition (4.14) of Proposition 4.3 write

\[\int_{-\infty}^{x_0} \frac{(\Delta_2^2 K)(x))^2}{(k \ast F)(x; x_0)} dx = \sum_{m=1}^{n} \int_{-\infty}^{x_0} \frac{(\Delta_2^2 K)(x))^2}{(k \ast F)(x; x_0)} dx + \int_{-\infty}^{x_0} \frac{(\Delta_2^2 K)(x))^2}{(k \ast F)(x; x_0)} dx,
\]
with $I_t = (-\infty, \infty) \setminus \bigcup_{j=1}^m (a_{t-j}, a_{t+j}]$. For the terms of the sum we need the next lemma.

**Lemma 4.7.** Assume that $k$ satisfies Assumption 4.4. Then

$$
\int_{a+t}^{a+t} \left( \Delta^2 K(x) \right)^2 dx = \frac{7}{3} t^3 \left( k(a^+) - k(a^-) \right)^2 + o(t^3), \quad t \downarrow 0.
$$

For continuous kernels $k$ we have

$$
\int_{a+t}^{a+t} \left( \Delta^2 K(x) \right)^2 dx = O(t^5), \quad t \downarrow 0.
$$

**Proof.** By Taylor expansion and a substitution $z = (x-a)/t$ we get

$$
\int_{a+t}^{a+t} \left( \Delta^2 K(x) \right)^2 dx = \int_{a+t}^{a+t} \left( K(x-t) - 2K(x) + K(x+t) \right)^2 dx + \int_{a+t}^{a+t} \left( K(x+t) - 2K(x) + K(x-t) \right)^2 dx
$$

$$
= \int_{a+t}^{a+t} \left( K(x-t) - K(a) - 2(K(x) - K(a)) + K(x+t) - K(x-t) \right)^2 dx + \int_{a+t}^{a+t} \left( K(x+t) - K(a) - 2(K(x) - K(a)) + K(x-t) - K(x+t) \right)^2 dx
$$

$$
= \int_{a+t}^{a+t} \left( (x-t-a)k(a^-) - 2(x-a)k(a^+) + (x+a-t)k(a^+) \right)^2 dx + \int_{a+t}^{a+t} \left( (x+t-a)k(a^-) - 2(x+a)k(a^-) + (x+a+t)k(a^+) \right)^2 dx + o(t^5)
$$

$$
= 2t^3 \left( k(a^+) - k(a^-) \right)^2 + o(t^5)
$$

which proves the first statement of the lemma. A similar argument with two term left and right Taylor expansions proves the second statement.

We can now complete the proof of Theorem 4.5. Since $k$ is continuously differentiable on $(-\infty, \infty) \setminus \{a_1, \ldots, a_m\}$ the integral over $I_t$ satisfies

$$
\int_{I_t} \left( \frac{\Delta^2 K(x)}{k+k^2(x+x_0)} \right)^2 dx = \int_{x_0}^{x_0} \frac{k'(x)^2}{(k+k^2(x+x_0))} dx + o(t^4),
$$

so for continuous $k$ condition (4.14) of Proposition 4.3 is satisfied for

$$
\alpha = \int_{x_0}^{x_0} \frac{k'(x)^2}{(k+k^2(x+x_0))} dx \quad \text{and} \quad \beta = 4.
$$

For kernels $k$ with at least one jump by Lemma 4.7 condition (4.14) is satisfied for
\[ \alpha = \frac{3}{2} \sum_{i=1}^{m} \frac{(k(a_i+ \cdot k(a_i)) - k(a_i))^2}{(kF)(x_0 + a_i)} \] and \( \beta = 3 \).

Having checked the conditions of Proposition 4.3 the proof is now completed. \( \blacksquare \)
APPENDIX A. EXPONENTIAL BOUNDS.

In our proofs frequently we need an almost sure order bound for the supremum of some stochastic process. A standard way to derive such bounds is to consider finite subsets of the set where the supremum is taken over, and to derive a bound for the supremum over these finite subsets first. This is then usually followed by an argument showing that the difference between the supremum over the finite sets and the supremum over the original sets is asymptotically negligible. A useful tool to derive a bound for the supremum over a finite set is the next exponential inequality attributed to S.N. Bernstein. See Serfling (1980) who for the proof refers to Uspenski (1937). We omit the proof here.

**Lemma A.1.** Let \( Y_1,\ldots,Y_n \) be independent random variables satisfying \( P(|Y_i - EY_i| \leq m) = 1 \), for each \( i \), where \( m < \infty \). Then for \( t > 0 \) we have

\[
P\left( \left| \sum_{i=1}^{n} Y_i - \sum_{i=1}^{n} EY_i \right| \geq nt \right) \leq 2 \exp\left( -\frac{n^2 t^2}{2 \sum_{i=1}^{n} \text{var}(Y_i) + \frac{3}{2} nm t} \right),
\]

for \( n = 1,2,\ldots \).

If we impose the extra condition that the random variables are identically distributed then the bound becomes

\[
P\left( \left| \sum_{i=1}^{n} Y_i - \sum_{i=1}^{n} EY_i \right| \geq nt \right) \leq 2 \exp\left( -\frac{n^2 t^2}{2 \text{var}(Y_1) + \frac{3}{2} nt} \right),
\]

which gives the next bound in the even more special case that \( Y_1 \) is binomial \((1,p)\), and \( \sum_{i=1}^{n} Y_i \) is consequently binomial \((n,p)\), distributed,

\[
P\left( \left| \sum_{i=1}^{n} Y_i - \sum_{i=1}^{n} EY_i \right| \geq nt \right) \leq 2 \exp\left( -\frac{n^2 t^2}{2 (p + t)} \right).
\]

Recall that the kernel estimator is a sum of i.i.d. random variables. Lemma A.1 then gives us the next exponential bound, which is a minor adaptation of Lemma 5 in Chapter 6 of Devroye and Györfi (1985). We prove this bound for bounded measurable kernel functions \( K \), so we don't require that \( K \) is a density function.

**Theorem A.2.** Let \( K \) be a bounded measurable function then for arbitrary \( t > 0 \) and \( h > 0 \) we have for any point \( x \) on the real line

\[
P\left( |\text{fn}(x) - \text{Ef}(x)| \geq t \right) \leq 2 \exp\left( -\frac{nht^2}{2K^*(Eh^{-1}K((x-X))h) + t} \right).
\]

Here \( K \) is bounded by \( K^* \), i.e. \( K(x) \leq K^* \) for all \( x \).

**Proof.** First we estimate the variance of \( h^{-1}K((x-X))/h \). We have

\[
\text{var}(h^{-1}K((x-X))/h) \leq E((h^{-1}K((x-X))/h))^2 \leq h^{-1}K^*Eh^{-1}K((x-X))/h).
\]
A direct application of Lemma A.1 gives, with $m=2h^{-1}K^*$,

$$P( |f_{nh}(x) - E_{nh}(x)| \geq t ) =$$

$$P\left( \left| \sum_{i=1}^{n} \frac{1}{h} K((x-X_i)/h) - \sum_{i=1}^{n} \frac{1}{h} K((x-X_i)/h) \right| \geq nt \right) \leq$$

$$2\exp\left(-nt^2/(2h^{-1}K^*Eh^{-1}K((x-X_i)/h)+\frac{3}{4}h^{-1}K^*)\right) \leq$$

$$2\exp\left(-nh^2/(2K^*(Eh^{-1}K((x-X_i)/h)+t))\right).$$

which proves the theorem.
APPENDIX B. MOTION BOUNDS.

Investigating the performance of kernel estimators and cross-validation techniques the following type of statistic is often encountered. If $X_1, \ldots, X_n$ is an i.i.d. sample from a distribution with a bounded density $f$ then for $h > 0$ we consider statistics $T_n(h)$,

\begin{equation}
T_n(h) := \sum_{i \neq j} G\left(\frac{X_i - X_j}{h}\right) w(X_i, X_j) + \sum_{i=1}^n g_n(X_i).
\end{equation}

Here $G$, $w$ and $g_n$ are bounded measurable functions for which we additionally require that $G$ is symmetric around zero, that $G$ is integrable and that $w$ is symmetric in its two arguments. The first term of $T_n(h)$, $G_n(h)$ say, is a U-statistic of degree two. We have

$$G_n(h) = \sum_{i \neq j} \varphi_n(X_i, X_j),$$

with

$$\varphi_n(x, y) := G\left(\frac{x - y}{h}\right) w(x, y).$$

$T_n(h)$ is the sum of a U-statistic of degree two and a sum of i.i.d. random variables. Examples of these statistics are $(nh)^2U_n(h)$ and $(nh)^3V_n(h)$, where $U_n(h)$ and $V_n(h)$ are defined in Proposition 3.9.

In the notation of Chapter 3 we have

$$(nh)^2U_n(h) = -\sum_{i \neq j} L\left(\frac{X_i - X_j}{h}\right) f(X_i)^{-1}I_E(X_i) + f(X_j)^{-1}I_E(X_j)).$$

and

$$(nh)^3V_n(h) = \sum_{i \neq j} KL\left(\frac{X_i - X_j}{h}\right) f(X_i)^2I_E(X_i) + f(X_j)^2I_E(X_j)).$$

In Chapter 3 we need bounds on the moments of terms in the Hoeffding decomposition of these statistics. First consider the moments of the statistic $G_n(h)$. Writing $G_{ij}(h) := \varphi_n(X_i, X_j)$ we have

$$G_n(h) = \sum_{i \neq j} G_{ij}(h).$$

For any positive integer $k$ the $k$-th absolute moment of $G_n(h)$ can be bounded as follows,

$$E |G_n(h)|^k \leq E \left| \sum_{i \neq j} G_{ij}(h) \right|^k \leq$$

\begin{equation}
\sum_{(i,j) \in C_n} E |G_{ij}(h)| \ldots G_{ik(j)(h)},
\end{equation}

where $C_n$ denotes the set $\{(i, j) : i = 1, \ldots, n, j = 1, \ldots, n, i \neq j\}$. Each of the terms $E |G_{ij}(h)| \ldots G_{ik(j)(h)}$ can be represented as a graph $\Gamma$ with vertices corresponding to to the indices $1, 2, \ldots, n$ and with an undirected edge between two vertices $i$ and $j$, $i \neq j$, for each time the term $G_{ij}(h)$ appears in the product $G_{ij}(h) \ldots G_{ik(j)(h)}$. Let $e_{ij}$ denote the number of edges between the vertices $i$ and $j$ and let $v(\Gamma)$ denote the number of vertices reached by at least one edge, which is equal to the number of different indices in $i_1 j_1, \ldots, i_k j_k$. For example the term $E |G_{12}(h)G_{23}(h)G_{24}(h)G_{56}(h)|$ is represented by the graph
We need some notions from graph theory which can be found for instance in Wilson (1975). A graph $\Gamma$ is called connected if, going through consecutive edges, each vertex of $\Gamma$ can be reached from any other vertex. If $\Gamma$ is not connected then $\Gamma$ is the union of finitely many disjoint connected subgraphs called the components of $\Gamma$. Let $\gamma(\Gamma)$ denote the number of such components. If for each pair of vertices of a graph there exists one and only one way to reach one vertex from the other then such a graph is called a tree. If $\Gamma$ is an arbitrary connected graph and if $\Gamma'$ is a subgraph of $\Gamma$ with the same vertices, such that $\Gamma'$ is a tree, then $\Gamma'$ is called a spanning tree of $\Gamma$. The number of edges of any spanning tree of $\Gamma$ is equal to $\nu(\Gamma) - 1$.

Now consider $E \left| G_{i_1j_1}(h) \cdots G_{i_kj_k}(h) \right|$ more closely. This expectation can be written as
\[
\int \cdots \int |G^{(X_i-x_j)}_{h}(w(x_{i_1}, x_{j_1}), \ldots, G^{(X_{i_k}-x_{j_k})}_{h}(w(x_{i_k}, x_{j_k}))| f(x_1) \cdots f(x_n) \, dx_1 \cdots dx_n.
\]

If $\Gamma$ is connected we have
\begin{equation}
E \left| G_{i_1j_1}(h) \cdots G_{i_kj_k}(h) \right| \leq ch^{\nu(\Gamma) - 1},
\end{equation}
for some constant $c>0$ not depending on $h$. The fact that this inequality holds can be seen as follows. Let $\Gamma'$ denote a spanning tree of $\Gamma$. We can rewrite the integral above by performing a series of substitutions which correspond to consecutive edges of $\Gamma'$. Each of these substitutions yields a factor $h$ and the final integral is bounded because all integer powers of $|G|$ are integrable and because $w$ and $f$ are bounded. The argument is completed by the observation that the number of edges of any spanning tree is equal to $\nu(\Gamma) - 1$. If $\Gamma$ is not connected then it has $\gamma(\Gamma)\geq1$ disjoint connected components $C_1, \ldots, C_{\gamma(\Gamma)}$. For each of these components the bound (B.4) holds. By the independence of the $X$'s the expectation $E \left| G_{i_1j_1}(h) \cdots G_{i_kj_k}(h) \right|$ is equal to a product of expectations, each concerning terms of one component only, so we have for general $\Gamma$,
\begin{equation}
E \left| G_{i_1j_1}(h) \cdots G_{i_kj_k}(h) \right| \leq c^{\nu(\Gamma) h}(\nu(C_1) - 1) + \cdots + (\nu(C_{\gamma(\Gamma)}) - 1) = c^{\nu(\Gamma) h} \nu(\Gamma) - \gamma(\Gamma),
\end{equation}
which gives the next result.
Lemma B.1. Let $X_1,\ldots,X_n$ denote a sample from a distribution with a bounded density. Under the conditions imposed on the functions $G$ and $w$ we have for any positive integer $k$ and for any positive $h$

\begin{equation}
E|G_{ijj}(h) - \hat{G}_{kk}(h)| \leq ch^{\nu(\Gamma) - \gamma(\Gamma)},
\end{equation}

for some constant $c>0$ independent of $h$, where $\Gamma$ is the graph corresponding to the indices considered.

Next we decompose the statistic $G_n(h)$ by Hoeffding's projection method (Hoeffding (1948), Serfling (1980)). Writing the conditional expectations of $G_{ij}(h)$ as

$$E(G_{ij}(h)(X_j)) = \hat{g}_{ij}(X_j),$$

$$E(G_{ij}(h)(X_j)) = \hat{g}_{ij}(X_j),$$

with

$$\hat{g}_{ij}(x) = \int \varphi_h(x,y)f(y)dy,$$

we define $\hat{\Delta}_{ij}(h)$ and $\hat{\Delta}_n(h)$ by

$$\hat{\Delta}_{ij}(h) = G_{ij}(h) - \hat{g}_{ij}(X_j) - \hat{g}_{ij}(X_j) + EG_{ij}(h)$$

and

$$\hat{\Delta}_n(h) := \sum_{i,j} \hat{\Delta}_{ij}(h).$$

This gives the next decomposition of $G_n(h)$,

\begin{equation}
G_n(h) = \hat{\Delta}_n(h) + 2(n-1)\sum_{i=1}^{n} \hat{g}_{ij}(X_i) - EG_n(h).
\end{equation}

Since $E(\hat{\Delta}_{ij}(h)(X_i)) = E(\hat{\Delta}_{ij}(h)(X_j)) = 0$ it follows that the terms are uncorrelated. Plugging (B.7) into (B.1) we get a similar decomposition for $T_n(h)$,

\begin{equation}
T_n(h) = \hat{\Delta}_n(h) + \sum_{i=1}^{n} (2(n-1)\hat{g}_{ij}(X_i) + \hat{g}_{ij}(X_i)) - EG_n(h).
\end{equation}

Notice that the terms of this decomposition are also uncorrelated. It turns out that $\hat{\Delta}_{ij}(h)$ also satisfies (B.6).

Lemma B.2. Let $X_1,\ldots,X_n$ denote a sample from a distribution with a bounded density. Under the conditions imposed on the functions $G$ and $w$ we have for any positive integer $k$ and for any $0<h<1$,

\begin{equation}
E|\hat{\Delta}_{ijj}(h) - \hat{\Delta}_{kk}(h)| \leq ch^{\nu(\Gamma) - \gamma(\Gamma)},
\end{equation}

for some constant $c>0$ independent of $h$, where $\Gamma$ is the graph corresponding to the indices considered.
Proof. By a simple substitution \( v = (y-x)/h \) we get
\[
\hat{g}(x) = \int \phi_\beta(x,y) f(y)dy = \int G\left(\frac{x-y}{h}\right) w(x,y) f(y)dy = h \int G(v) w(x,x+hv) f(x+hv) dv,
\]
and by repeated integration
\[
E G_{ij}(h) = \int \int \phi_\beta(x,y) f(x) f(y) dxdy = \int g(x) f(x) dx.
\]
It follows that for some constant \( \alpha > 0 \) we have
\[
(B.10) \quad |\hat{g}(x)| \leq \alpha h, \text{ for all } x,
\]
and consequently
\[
(B.11) \quad |E G_{ij}(h)| \leq \alpha h.
\]
Recall that \( \hat{G}_{ij}(h) \) is equal to \( G_{ij}(h) - g^E(X_i) - g^E(X_j) + E G_{ij}(h) \). Returning to \( E \hat{G}_{ij}(h) \ldots \hat{G}_{ij}(h) \) we see that this expectation is equal to the sum of \( 4^k \) terms of the form \( E |\beta_{ij} h^j(\cdot)| \ldots |\beta_{ij} h^j(\cdot)| \) where \( \beta_{ij}(h) \) equals either \( G_{ij}(h), g^E(X_i), g^E(X_j) \) or \( E G_{ij}(h) \). The proof is now completed by the same spanning tree argument as above for each of the terms \( E |\beta_{ij} h^j(\cdot)| \ldots |\beta_{ij} h^j(\cdot)| \), with this exception that each edge of the spanning tree, between \( i \) and \( j \) say, now corresponds to a term
\[
G_{ij}(h)^{e_{ij1}} g^E(X_i)^{e_{ij2}} g^E(X_j)^{e_{ij3}} E G_{ij}(h)^{e_{ij4}},
\]
where \( e_{ij1}, \ldots, e_{ij4} \) are nonegative integers with \( e_{ij1} + \ldots + e_{ij4} = e_{ij} \). If \( e_{ij} = e_{ij} \) this term yields a factor \( h \) by substitution just as above, and by (B10) and (B11) since \( 0 < h < 1 \) it yields a factor smaller than a constant times \( h \) otherwise.

Corollary B.3. Let \( f \) be bounded density which is bounded away from zero on the set \( E \). For the statistics \( \hat{\Omega}(h), \hat{\varphi}(h) \) and \( \hat{\varphi}_d(h) \) defined in Proposition 3.9 we have for some constant \( \alpha > 0 \) and for \( 0 < h < 1 \)
\[
E \hat{\Omega}_{ij}(h) \ldots \hat{\Omega}_{ij}(h) \leq ch^{m/2 - 2p},
\]
\[
E \hat{\varphi}_{ij}(h) \ldots \hat{\varphi}_{ij}(h) \leq ch^{m/2 - 3p},
\]
provided there are exactly \( m \) different numbers in the sequence \( i_1, j_1, \ldots, i_p, j_p \), each index appearing at least twice.

Similarly we have
provided there are exactly m different numbers in the sequence $i_1, j_1, k_1, ..., i_p, j_p, k_p$, each index appearing at least twice.

Proof. Taking $G$ equal to the function $L$ defined by (3.34) and $w$ equal to

$$w(x,y) = - (f(x)^{-1}I_E(x) + f(y)^{-1}I_E(y))$$

we see that $\hat{U}_{ij}(h)$ equals $h^{2p} \tilde{U}_{ij}(h)$. By lemma B.2 we have

$$E[\hat{U}_{i1j1}(h) \cdots \hat{U}_{ipjp}(h)] =$$

$$h^{-2p} E[\tilde{U}_{i1j1}(h) \cdots \tilde{U}_{ipjp}(h)] \leq$$

$$c_h^{v(\Gamma) - \gamma(\Gamma) - 2p}.$$

The conditions of the lemma imply $v(\Gamma) = m$ and $\gamma(\Gamma) \leq m/2$. So by $0 < h < 1$ the bound above is smaller than $c_h^{m-m/2-2p}$. This proves the first statement. The proof of the second statement is completely analogous, except that the factor $h^{-2}$ should be replaced by $h^{-3}$. We cannot use Lemma B.2 to derive the third statement. However, the expectation $E[\hat{W}_{i1j1}(h) \cdots \hat{W}_{ipjp}(h)]$ can also be represented as a graph $\Gamma$. In this case the conditions of the lemma imply that the number of components of $\Gamma$, $\gamma(\Gamma)$, does not exceed $m/3$. By the same method as above we can then derive a bound $c_h^{m-m/3-3p}$. 

\[\square\]
APPENDIX C. ASYMPOTIC NORMALITY.

We consider the asymptotic distribution of the statistics $T_n(h_n)$ defined by (B.1) for sequences of positive bandwidths $(h_n)$ tending to zero. In that case the kernel function of the U-statistic $G_n(h_n)$ depends on the sample size and we cannot use standard U-statistic theory to derive asymptotic normality of $T_n(h_n)$. Instead we use a limit theorem of Jammalamadaka and Janson (1986). An alternative approach would be to use central limit theorems for degenerate U-statistics which can be found for example in Hall (1984), De Jong (1987, 1990), Nolan & Pollard (1987, 1988).

By decomposition (B.8) we have

\[(C.1) \quad T_n(h_n) = \hat{G}_n(h_n) + \sum_{i=1}^{n} g_n^*(X_i) - \text{EG}_n(h_n),\]

with

\[(C.2) \quad g_n^*(x) := 2(n-1)g_n^c(x) + g_n(x).\]

Since the terms in this decomposition are uncorrelated and since $E\hat{G}_n(h_n) = 0$ the variance of $T_n(h_n)$ equals

\[E(\hat{G}_n(h_n))^2 + n \text{ var}(g_n^*(X_1)).\]

Next we use the fact that $E(\hat{G}_{ij}(h)X_k)$ is equal to zero for $k=1,...,n$. We get

\[E(\hat{G}_n(h_n))^2 = E(2 \sum_{i<j} \hat{G}_{ij}(h_n))^2 = 2n(n-1) E(\hat{G}_{12}(h_n))^2,\]

and

\[\text{var}(T_n(h_n)) = 2(n-1) E(\hat{G}_{12}(h_n))^2 + n \text{ var}(g_n^*(X_1)).\]

Assume that $w$ and $f$ are almost everywhere continuous. Then by (B.10), (B.11) in Appendix B and the dominated convergence theorem

\[E(\hat{G}_{12}(h_n))^2 = \]

\[E(G_{12}(h_n) - g_n^c(X_i) - g_n^c(X_j) + \text{EG}_{12}(h_n))^2 \sim \]

\[E(G_{12}(h_n))^2 = \]

\[\int \int G^2(x_1 x_2) w^2(x_1, x_2) f(x_1) f(x_2) dx_1 dx_2 = \]

\[h_n \int \int G^2(v) w^2(x, x+h_n v) f(x) f(x+h_n v) dx dv \sim \]

\[h_n \int \int G^2(v) w^2(x, x) f^2(x) dx dv = \]
\[ h_n \int G_0^2(v) dv \int w^2(x,x) f^2(x) dx. \]

To examine the variance of the second term we compute \( \mathbb{E}(g_n^*(X_1))^2 \). By the dominated convergence theorem we have

\[ \mathbb{E}(g_n^*(X_1))^2 = \]

\[ \int \left( \int G(v) w(x,x+h_n v) f(x+h_n v) dv \right)^2 f(x) dx \]

\[ h_n \int \left( \int G(v) w(x,x) f(x) dv \right)^2 f(x) dx = \]

\[ h_n \left( \int G(v) dv \right)^2 \left( \int w(x,x) f^2(x) dx \right). \]

This implies that the variance of \( 2(n-1)g_n^*(X_1) \) is typically of order \((nh_n)^2\). Thus if \( g_n \) is identically equal to zero and if \( nh_n \to \infty \), as in our applications, then \( \hat{T}_n(h_n) \) is asymptotically negligible compared to the linear term. For an example of this situation see Veraverbeke (1985). Actually in the standard U-statistic theory where the kernels are fixed functions the linear term dominates too. In our applications however \( g_n \) is not identically equal to zero. It turns out that in those cases \( g_n(X_1) \) compensates the terms \( 2(n-1)g_n^*(X_1) \) in such a way that the variances of both terms in (C.1) are of the same order, or that the variance of the second term is even of smaller order than the first term. We use a theorem of Jamshidian and Janson (1986) to prove the next theorem which establishes asymptotic normality of \( T_n(h_n) \) in the case that \( \hat{T}_n(h_n) \) is not asymptotically negligible.

**Theorem C.1.** Let \( f \) be a bounded almost everywhere continuous density and let the functions \( G, w \) and \( g_n \) also be bounded. Further assume that \( G \) is symmetric and integrable, that \( w \) is symmetric in its two arguments and that \( w \) is almost everywhere continuous. Let the statistic \( T_n(h) \) be defined by (B.1) and let \( \{h_n\} \) be a sequence of positive bandwidths converging to zero such that \( nh_n \to \infty \). Let the function \( g_n^* \) be defined by (C.2) and suppose that this function satisfies

(i) \( (nh_n^{1/2})^{1} \sup_x \|g_n^*(x) - E_{g_n^*(X_1)}^*\| \to 0, \)

(ii) \( (nh_n)^{-1} \text{var}(g_n^*(X_1)) \to \alpha^2, 0 \leq \alpha^2 \leq \infty. \)

Then

\[ \frac{1}{nh_n^{1/2}} (T_n(h_n) - ET_n(h_n)) \xrightarrow{D} N(0, \sigma^2 + \alpha^2), \]

with
\[ \sigma^2 := \int G^2(v) \, dv \int w^2(x, x) f^2(x) \, dx. \]

Proof. To apply Theorem 2.2 of Jammalamadaka and Janson (1986) we rewrite and renormalize \( T_n(h_n) \) as follows,

\[ T_n^*(h_n) := \frac{1}{nh_n^2} (T_n(h_n) - ET_n(h_n)) = \]

\[ \sum_{i<j} 2 \frac{1}{nh_n^2} \tilde{\xi}_{ij}(h_n) + \sum_{i=1}^n \frac{1}{nh_n^2} (g_{\theta_n}^*(X_i) - E g_{\theta_n}^*(X_i)) = \]

\[ \sum_{i<j} 2 \frac{1}{nh_n^2} \tilde{\phi}_{ij}(X_i, X_j) + \sum_{i=1}^n \frac{1}{nh_n^2} (g_{\theta_n}^*(X_i) - E g_{\theta_n}^*(X_i)), \]

with

\[ \tilde{\phi}_{ij}(x, y) := \phi_{\theta_n}(x, y) - g_{\theta_n}^*(x) - g_{\theta_n}^*(y) + E \phi_{\theta_n}(X_1, X_2). \]

Suppose that we have checked the conditions. Then this theorem gives

\[ \left( \sum_{i<j} 2 \frac{1}{nh_n^2} \tilde{\phi}_{ij}(X_i, X_j), \sum_{i=1}^n \frac{1}{nh_n^2} (g_{\theta_n}^*(X_i) - E g_{\theta_n}^*(X_i)) \right) \xrightarrow{D} N(0, 0, \begin{pmatrix} 2\sigma^2 & 0 \\ 0 & \sigma^2 \end{pmatrix}), \]

and consequently

\[ \frac{1}{nh_n^2} (T_n(h_n) - ET_n(h_n)) \xrightarrow{D} \tilde{T}_n^*(h_n) \xrightarrow{D} N(0, 2\sigma^2 + \alpha^2), \]

which proves (C.4). All we have to do is to check

(i) \[ E \frac{1}{nh_n^2} (g_{\theta_n}^*(X_1) - E g_{\theta_n}^*(X_1)) = 0, \]

(ii) \[ \sup_{x} \frac{1}{nh_n^2} |g_{\theta_n}^*(x) - E g_{\theta_n}^*(X_1)| \rightarrow 0, \]

(iii) \[ n E \left( \frac{1}{nh_n^2} (g_{\theta_n}^*(X_1) - E g_{\theta_n}^*(X_1))^2 \right) \rightarrow \alpha^2, \quad 0 \leq \alpha^2 < \infty, \]

(iv) \[ n^2 E \frac{1}{nh_n^2} \tilde{\phi}_{ij}(X_1, X_2)^2 \rightarrow \beta^2, \quad 0 \leq \beta^2 < \infty, \]

(v) \[ \sup_{x, y} \left| \frac{1}{nh_n^2} \tilde{\phi}_{ij}(x, y) \right| \rightarrow 0, \]

(vi) \[ n \sup_{x} \frac{1}{nh_n^2} \tilde{\phi}_{ij}(x, X_2) \rightarrow 0. \]

The first three conditions are clearly fulfilled by the fact that \( \tilde{\xi}_{ij}(h_n) = \tilde{\phi}_{ij}(X_1, X_2) \) has vanishing conditional expectations, and by conditions (i) and (ii) of our theorem. Condition (iv) with \( \beta^2 \) equal to \( 2\sigma^2 \) follows from (C.3). In order to show (v) and (vi) notice that for \( n \) large enough we have \( nh_n^{12} \geq nh_n \rightarrow \infty \), which together with (B.10) and (B.11) implies (v). Property (vi) follows by the same arguments as in the derivation of (B.10) and (B.11).
This theorem is used in Section 3.4 to prove the asymptotic normality of the statistic \( U_n(h_n) \), thus serving as an important tool in the asymptotic distribution theory for likelihood cross-validation. Another place where it is used is in the derivation of the asymptotic distribution of the integrated squared error of kernel estimators in Section 2.3.2. There the theorem can be directly applied only for \( w=1 \). However, for other weight functions, modifying the proof above we can also prove asymptotic normality.

Assume that the function \( K \) satisfies Condition K and that \( w \) is a bounded nonnegative measurable weight function with a bounded support. In Section 2.3.2 we have shown that the integrated squared error of a kernel estimator \( f_{nh} \) can be written as

\[
\text{ISE}_n(h) = \\
\frac{1}{nh^2} \sum_{-\infty}^{\infty} \int K\left( \frac{u-X_i}{h} \right) K\left( \frac{u-X_j}{h} \right) w(u) du + \\
- \frac{2}{nh} \sum_{i=1}^{n} \int K\left( \frac{u-X_i}{h} \right) f(u) w(u) du + \\
\frac{1}{nh} \sum_{i=1}^{n} \int K\left( \frac{u-X_i}{h} \right) w(u) du + \\
\int f^2(u) w(u) du.
\]

For \( w=1 \) the first term equals

\[
\frac{1}{nh} \sum_{i=1}^{n} \int K(u)K\left( u + \frac{X_i-X_j}{h} \right) du.
\]

The terms of this sum are symmetric functions of \( (X_i-X_j)/h \) so we can directly apply the previous theorem. However, if \( w \) is not identically equal to one we get

\[
\frac{1}{nh} \sum_{i=1}^{n} \int K(u)K\left( u + \frac{X_i-X_j}{h} \right) w(X_i+hu) du,
\]

which is not of the form considered above. A modification of the proof of Theorem C.1 gives the next limit theorem for the integrated squared error.

**Theorem C.2.** Let \( f \) be a bounded almost everywhere continuous density and let \( w \) be a bounded almost everywhere continuous weight function with a bounded support. Furthermore assume that the kernel \( K \) satisfies Condition K in Section 2.1 and that \( (h_n) \) is a sequence of nonnegative bandwidths converging to zero such that \( nh_n \to \infty \). Let \( b(u, h) \) denote the bias function \( \text{E}_n f^2(u) - f(u) \) of the kernel
estimator. If

\(\sigma^2 := \int (1/K(v)K(v+x)dv)^2dz \int w^2(u)d^2(u)du.\)

Proof. We use the same notation as above. Define the statistic \(T_n(h)\) by

\[ T_n(h) := \sum_{i=1}^{n} \int K\left( \frac{u-X_i}{h} \right)K\left( \frac{u-X_j}{h} \right)w(u)du - 2n \int K\left( \frac{u-X_i}{h} \right)f(u)w(u)du. \]

We decompose this statistic using Hoeffding's projection technique. Write

\[ \varphi_n(x,y) := \int K\left( \frac{u-X_i}{h} \right)K\left( \frac{u-X_j}{h} \right)w(u)du \]

and

\[ g_n(x) = \int \varphi_n(x,y)f(y)dy = \]

\[ \int \left( \int K\left( \frac{u-X_i}{h} \right)K\left( \frac{u-X_j}{h} \right)w(u)du \right)f(y)dy = \]

\[ \int K\left( \frac{u-X_i}{h} \right) \int K\left( \frac{u-X_j}{h} \right)f(y)dy w(u)du = \]

\[ \int K\left( \frac{u-X_i}{h} \right)f(u)w(u)du + \int K\left( \frac{u-X_i}{h} \right)b(u,h)w(u)du. \]

We obtain the decomposition

\[ T_n(h_n) = \sum_{i<j} \hat{\varphi}_n(X_i,X_j) + \sum_{i=1}^{n} g_n(X_i) - n(n-1)E\varphi_n(X_1,X_2), \]

where \(\hat{\varphi}_n\) is defined by (C.6) and the function \(g_n\) is given by

\[ g_n(x) := 2(n-1)g_n(x) - 2n \int K\left( \frac{u-X_i}{h_n} \right)f(u)w(u)du = \]

\[ 2(n-1) \int K\left( \frac{u-X_i}{h_n} \right)b(u,h_n)w(u)du - 2 \int K\left( \frac{u-X_i}{h_n} \right)f(u)w(u)du. \]

Using the fact that \(b(u,h)\) is bounded by a fixed constant for all real \(x\) and all positive \(h\) it is readily shown that \(\hat{\varphi}_n\) and \(g_n\) satisfy conditions (i),....(vi) in the proof of the previous theorem. Therefore

\[ \frac{1}{nh_n^2} (T_n(h_n) - ET_n(h_n)) \overset{D}{\rightarrow} N(0,2\sigma^2 + \alpha^2). \]
Returning to the integrated squared error notice

\[
\frac{1}{n h_n^2} (\text{ISE}_{\Gamma}(h_n) - \text{MISE}_{\Gamma}(h_n)) = \\
\frac{1}{n h_n^2} (T_{\Gamma}(h_n) - E T_{\Gamma}(h_n)) + \frac{1}{n h_n^2} \sum_{i=1}^{n} \left( \int_{-\infty}^{\infty} K^2 \left( \frac{u-X_i}{h_n} \right) w(u) du - E \int_{-\infty}^{\infty} K^2 \left( \frac{u-X_i}{h_n} \right) w(u) du \right).
\]

(C.11)

The variance of the second term can be bounded as follows,

\[
\text{var} \left( \frac{1}{n h_n^2} \sum_{i=1}^{n} \left( \int_{-\infty}^{\infty} K^2 \left( \frac{u-X_i}{h_n} \right) w(u) du - E \int_{-\infty}^{\infty} K^2 \left( \frac{u-X_i}{h_n} \right) w(u) du \right) \right) \leq \\
\frac{1}{n h_n^2} n E \left( \int_{-\infty}^{\infty} K^2 \left( \frac{u-X_i}{h_n} \right) w(u) du \right)^2 = \\
\frac{1}{n h_n^2} \left( \int_{-\infty}^{\infty} K^2 \left( \frac{u-v}{h_n} \right) w(v) dv \right)^2 f(v) dv = \\
\frac{1}{n h_n^2} \left( \int_{-\infty}^{\infty} K^2 \left( w(v+h_n w) dv \right)^2 f(v) dv = O \left( \frac{1}{n h_n^2} \right),
\right)
\]

which shows that this term vanishes in probability. By (C.10) and (C.11) the proof is completed. 

\[\blacksquare\]

Remark C.3. If condition (C.7) of the previous theorem holds with $\alpha^2$ equal to infinity then the linear term $\sum_{i=1}^{n} E_{\Gamma}(X_i)$ dominates over the quadratic term $\sum_{i,j} \phi(h_n)(X_i,X_j)$. Considering

\[
\sum_{i=1}^{n} \left( g_{\Gamma}(X_i) - E_{\Gamma}(X_i) \right)/(nh_n^2)
\]

we recall

\[\left( nh_n^2 \right)^{-1} \sup_x l_{\Gamma}(x) - E_{\Gamma}(X_i) \to 0,
\]

i.e. the terms of the sum (C.12) vanish uniformly in $i$ for $n$ tending to infinity. We also have

\[
\text{var} \left( \sum_{i=1}^{n} \left( g_{\Gamma}(X_i) - E_{\Gamma}(X_i) \right)/(nh_n^2) \right) \sim \\
\frac{n}{nh_n^2} - 4 \cdot (n-1)^2 \text{var} \left( \int_{-\infty}^{\infty} K \left( \frac{u-X_i}{h_n} \right) b(u,h_n) w(u) du \right) \sim \\
4nh_n^2 \text{var} \left( \int_{-\infty}^{\infty} K \left( \frac{u-X_i}{h_n} \right) b(u,h_n) w(u) du \right) \to \infty.
\]
This implies asymptotic normality of the linear term by the Lindeberg Feller central limit theorem, so in case condition (C.7) is fulfilled with \(\alpha^2\) equal to infinity the integrated squared error is still asymptotically normal. The proof of Theorem C.2 now implies

\[
\frac{1}{2}n^{1/2}h_n \left( \operatorname{var} \left( \int_{-\infty}^{\infty} K \left( \frac{u - X_1}{h_n} \right)b(u,h_n)w(u)du \right) \right)^{1/2} (\text{ISE}_n(h_n) - \text{MISE}_n(h_n)) \overset{D}{\to} N(0,1),
\]

which gives the proper normalizing constant in this case.
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