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Preface 

The subject of this monograph is the accurate and efficient computation of 
high-speed gas flows described by the steady Navier-Stokes equations. The 
numerical investigations described are all pointed towards application in aero­
dynamics. 

The Euler fl.ow results presented in chapter 2 of the monograph proceed 
from the research project Development of efficient numerical methods for flows 
described by the steady Euler equations, which was initiated at the Centre for 
Mathematics and Computer Science (CWI) in cooperation with the National 
Aerospace Laboratory (NLR), and which was financially supported by the 
Netherlands Technology Foundation (STW). The STW-project started in July 
1984 and was completed, one year earlier than foreseen, in June 1987. Portable 
Fortran software for computing steady, two-dimensional Euler flows, a result 
of the project, was transferred to NLR, Fokker Aircraft, Delft University of 
Technology, Brussels Free University (VUB), l'Institut National de Recherche 
en Informatique et en Automatique (INRIA), le Centre Europeen de 
Recherche et de Formation Avancee en Calcul Scientifique (CERFACS), the 
Weizmann Institute of Science, the University of Michigan, and the University 
of Colorado at Denver, and others. The STW-project was carried out in the 
Numerical Mathematics Department of CWI. 

The N avier-Stokes and Euler fl.ow results presented in the chapters 3 and 4 
result from the still continuing research project Convergence acceleration of a 
finite volume Euler and Navier-Stokes solution method and a geometric adaptive 
multigrid method for finite volume Euler and Navier-Stokes approximation, which 
started in July 1987 and which is carried out in the framework of the Hermes 
Aerothermodynamics Programme of Avions Marcel Dassault - Breguet Avia­
tion. The project is financially supported by the European Space Agency 
(trough the Dassault - Breguet company) and is also carried out in the Numer­
ical Mathematics Department of CWI. 

This monograph is a synopsis of publications and reports prepared during 
both aforementioned projects: [10,12,15,16,17,19,20,29] from chapter 2, 
[5,6,8,9,10,11] from chapter 3, and [11) from chapter 4. I want to thank all 
those who contributed somehow to this work. In particular, I wish to express 
my gratitude to my project manager prof.dr. P.W. Hemker (CWI) for his 
stimulating mathematical ideas, his critical reading of my drafts and his 
cooperation in our common papers. I am also grateful to my thesis supervisor 
prof.dr.ir. P. Wesseling (Delft University) for the useful advice given during 
both projects and for his careful reading of my drafts, including those for this 
study. Further, I want to thank my former co-worker dr.ir. S.P. Spekreijse 
(NLR) for the fruitful cooperation during the STW-project, and the Stichting 
Mathematisch Centrum for publishing this study in its series CWI Tracts. 

Amsterdam, December 1989 Barry Koren. 
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1.1. INTRODUCTORY REMARKS 

Chapter 1 

Introduction 

Understanding and controlling the dynamics of fluids is essential for modern 
technology. For this, in general, both experimental and theoretical means are 
available. Though experimental fluid dynamics enjoys much confidence 
because it considers real fluid flows, experiments often are more difficult and 
more expensive than computations. 

Whereas theoretical fluid dynamics has great technological relevance at 
present, in the past it was mainly of academic interest. Large discrepancies 
existed between theoretical results and actual observations. As a consequence, 
early fluid flow technology developed largely independent of theory. However, 
break-throughs in both theory and technology closed gaps and led to an 
increasingly fruitful cross-fertilization of both. 

The major application of fluid dynamics, which clearly shows this fruitful 
interaction, is flying with heavier-than-air craft. It can be stated that without 
theoretical fluid dynamics, the safety and economy of present-day aircraft 
would be still far out of reach. Yet, despite the many records broken since the 
early days of flying, every modern aircraft e.g. still merely heats the universe 
by taking-off with much energy stored in its fuel and by landing with, say, all 
this energy lost. This and many other challenging fluid flow problems still 
exist. 

1.2. THE NAVIER-STOKES EQUATIONS 

1.2.1. Inviscid equations of motion 
A major break-through in theoretical fluid dynamics is Euler's idea to express 
knowledge about fluid dynamics in the form of partial differential equations 
[4]. Euler (1707-1783) derived equations of motion for a fluid. We shall 
proceed to rederive these equations in a sketchy way. 

Equations of fluid motion can be derived from Newton's second law which 
states that the product of mass and acceleration of a body is equal to the sum 
of the external forces acting on the body. Here we do not consider forces act­
ing throughout the body (such as e.g. gravitation), but only forces acting on 
the outside, contact forces. The only contact forces that Euler considered were 
pressure forces. Applying Newton's second law to the motion of a cubic fluid 
element (Fig. I.la), this yields for a compressible fluid 



p [.l.+u...!.+v..1...+w.1..] [:] =...!. [-~i +...!.. [-~] +.1.. [ ~i- (1.1) at ax a y az ax O a y O az 
w -p 

Here u, v and w denote the velocity components in x-, y- and z-direction, 
respectively, and p and p denote the pressure and density, respectively. All five 
flow quantities are conceived as functions of the time t and the coordinates x,y 
and z. For their determination, we need two more equations. One extra equa­
tion can be derived from the law of conservation of mass, the continuity equa­
tion. As the fifth equation we may add the equation of state for the specific 
fluid considered. If the latter equation contains temperature as an additional 
flow quantity, the sixth equation needed in that case can be derived from the 
law of conservation of energy. 

Euler's equations of motion (1.1) quickly confirmed the correctness of 
Bernoulli's reliable and earlier developed ,formula relating pressure to velocity. 
'Unfortunately', the equations also quickly confirmed the 'truth' of the earlier 
found d' Alembert paradox, which states that a body immersed in fluid flow 
does not encounter any resistance at all. The shortcoming of the Eulerian flow 
model is that it assumes fluid flows to be conservative dynamical systems in 
the sense of Lagrange. Real fluid flows are not. In real flows, friction forces 
exist. 

a. Normal stresses. b. Normal and tangential stresses. 

Fig. 1. 1. Fluid element with stresses acting on its faces. 
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1.2.2. Viscous equations of motion 
In 1845, Stokes (1819-1903) introduced a better mathematical model than 
Euler's, a model with friction forces (Fig. I.lb). Stokes extended (1.1) by pos­
tulating that Euler's scalar p is in fact a tensor of which, for fluids such as 
water and air (Newtonian fluids), the elements depend linearly on the local 
rate of strain tensor [32). For an isotropic fluid he introduced as the equations 
of motion 

with 

'1xx = - +>i. [1!!.+k+ awl +2 1!!., p ax a y az µ, ax 

(1 = - +>i. [1!!.+k+ awl +2 k, 
yy p ax a y az µ, a y 

a = _ p + A [1!!. + 1!_ + aw l + 2µ, aw , 
zz ax ay az az 

and, assuming symmetry 

Oxy = Oyx = P, [ :: + :; l • 
Oyz = Ozy = µ, [ :; + t l • 
Ozx = '1xz = P, [ :: + :: l · 

[

Oxz 

+ :z Oyz ' 

Ozz 

(1.2a) 

(1.2b) 

(1.2c) 

Here A and µ, are viscosity coefficients depending on the fluid considered and 
possibly also on the flow solution. Besides introducing ;\, Stokes also elim­
inated ;\ by relating it to µ, as 3;\ + 2µ, = 0, which states the bulk viscosity to be 
zero. Assuming incompressibility, (1.2) reduces to a model which has been 
introduced by Navier (1785-1836), already in 1822 [18). 

1.2.3. Navier-Stokes equations in conservation form 

With dimensions. Instead of Newton's second law applied to a moving fluid 
element, as the physical principle for deriving three equations we may also 
apply the law of conservation of momentum for a fixed volume element 
through which fluid is flowing. By assuming the bulk viscosity to be zero and µ, 
to be constant, and by separating the pressure and viscous forces, this gives the 
momentum equations 
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with 

and 

:t pv + a: puv +f pv2+ p + :z pwv -[pul [pu2 + pl [pvu l [pwu l 
pw puw y pvw pw2+ p 

'rxx = 

Tyy = 

Tzz = 

a 
µ. ax 

'rxx 

'ryx 

'rzx 

=~+k, 'rxy = 'ryx ax ay 
aw av 

Tyz = Tzy = dJ +a;' 
au aw 

Tzx = 'rxz = az+ax· 

'rxy 'rxz 

+.l.. T .Y.Y dZ T yz = 0, 

Tzy Tzz 
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(1.3a) 

(1.3b) 

(1.3c) 

When considering a fluid with equation of state p = p(p, T), with T denoting 
temperature, as mentioned, besides the mass-conservative continuity equation, 
an energy-conservative equation can be used for completing the system. In 
combination with the momentum equations, this yields a system which is con­
sistently based on conservation laws, the Navier-Stokes equations in conserva­
tion form. For the (more convenient) two-dimensional case this system reads 

pu pv 
p 

pu2+p a +...!. +...!.. 
pvu 

pu 
pv2+p at pv ax puv ay 

pe pu(e+..E..) pv(e+..E..) 
p p 

0 0 

a 'rxx +...!.. 'rxy 
µ. ax 'rxy ay T.Y.Y 

UT xx +v-rxy UTxy +VTyy 
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32 
k ox2 

5 

0 0 
0 a2 0 +-
0 ay2 o = 0. (1.4) 

T T 

In the energy equation, e denotes the total internal energy per unit of mass, 
e =cvT + ½(u 2 +v 2) with Cv the (constant) specific heat at constant density. 
Further, k denotes the heat conductivity which, analogous toµ, we assume to 
be constant. 

Without dimensions. To obtain a convenient non-dimensional form of the 
Navier-Stokes equatigns, the coordinates are made non-dimensional by some 
characteristic length /, the velocity components by some characteristis speed v, 
density by some characteristic density p, and, consequently, time by I Iv, pres­
sure by 'i,v2 and temperature by v2 / cv. Maintaining the same notation for the 
non-dimensional variables, and grouping together the elliptic (viscous and heat 
conduction) terms, (1.4) can be rewritten as 

pu pv 
p 

pu2+p a +..l... +..l... 
pvu 

pu 
pv2+p a1 pv ox puv ay 

pe pu(e+..E..) 
p 

pv(e + ..2..) 
p 

0 0 

'rxx Txy 
1 a +..l... = 0, (1.5) 

Re ox Txy ay T .YY 

.::t_ oT .::t_ oT 
UT xx +v-rxy +Pr~ UTxy +v-r YY + Pr a'y 

with e = T + ½(u 2 +v2), Re-'j,vi Iµ the Reynolds number, Pr =µcplk the 
Prandtl number, cP being the (constant) specific heat at constant pressure, and 
y = c PI cv. The Reynolds number measures the ratio between convection and 
diffusion. Most flows which are of aerodynamic interest have Re» I, and 
hence are convection dominated. In the diffusive operator, the Prandtl number 
is the ratio of viscous and heat conduction terms. For air e.g. Pr= 0(1), with 
- as a consequence - a diffusion of kinetic and thermal energy which is of the 
same order of magnitude; this implies approximately equally thick kinetic and 
thermal layers. 

With the introduction of the Navier-Stokes equations, theoretical fluid 
dynamics seemed to be reduced to a large extent to a purely mathematical 
exercise requiring the integration of systems such as (1.5). Understanding and 
controlling a large class of fluid flows from a few basic differential equations 
seemed to be close at hand. 
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1.3. COMPUTATIONAL METHODS 

1. 3.1. Analytical methods 
The introduction of the Navier-Stokes equations inaugurated a period of great 
advances in theoretical fluid dynamics. Riemann gave an analysis of compres­
sible plane waves of finite amplitude in inviscid fluids. Green constructed 
potential flows around ellipsoids, and somewhat later, many plane potential 
flows were constructed by conformal transformations of the flow around a cir­
cular cylinder. Kelvin introduced a theorem on the invariance of circulation 
implying the persistence of potential flow in an incompressible inviscid flow. 
Green, Airy and Kelvin systematized and extended theories of tides and waves. 
Rankine determined algebraic equations governing shock waves. Helmholtz, 
Kelvin and Rayleigh used vortex motions for explaining phenomena such as 
smoke rings, aeolian tones and cyclones, whereas Helmholtz and Kelvin also 
notably advanced the theory of sound ..•. A detailed documentation of these 
and many other advances in theoretical fluid dynamics can be found in [13]. 

Yet, no real progress was made in integrating the full Navier-Stokes equa­
tions. In fact, all advances made have in common that they simplify the full 
Navier-Stokes equations in such a way that a flow model is obtained which, as 
opposed to the full Navier-Stokes equations, is analytically tractable. Further, 
despite the many theoretical successes, large discrepancies remained between 
fluid dynamics in theory and in practice, the latter developing independently in 
the industrial revolution that took place simultaneously. 

The greatest discrepancy remained in the theory of drag, until in 1904 
Prandtl introduced his boundary layer theory [21]. It had always been difficult 
to comprehend that frictional forces could influence flows of e.g. water and air 
to so large an extent as indicated by drag measurements, because nature also 
showed that the viscosity of these fluids is very small. Prandtl found that the 
observed momentum loss in wakes must have its counterpart in frictional 
forces, and showed that there are thin layers along a body where friction plays 
an essential role indeed. From the full Navier-Stokes equations, by 
simplification Prandtl derived the boundary layer equations, exploiting the 
small thickness of the layers. Suddenly a high degree of correlation was 
achieved between theory and practice, and a new impetus was given to both of 
them, a good example being airfoil theory and flying, respectively. An account 
of this and other advances can be found in e.g. [22,23]. 

However, even the practically relevant boundary layer theory quickly 
showed its limitations. Commonly occurring thick boundary layer flows e.g. 
could not be analyzed. (An important phenomenon such as stall cannot be 
analyzed by boundary layer theory.) Further, already for very simple 
geometries, integration of the boundary layer equations required great skill. In 
fact stagnation arose along the entire front of the nonlinear problems arising 
more and more in fluid dynamics. In conclusion, it was paradoxical to see that 
the introduction of the general Navier-Stokes equations only led to an even 
greater fragmentation into different flow models, flow models which are all 
intended to describe the motion of the same Newtonian fluid. 
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1.3.2. Numerical methods 
The limited capabilities of analytical methods and the large fragmentation into 
different simplified models created a strong demand for the development of a 
numerical method for (finally) integrating the full Navier-Stokes equations. . 

Analogous to the introduction of the Navier-Stokes equations, the invention 
of the digital computer also inaugurated a period of great progress in theoreti­
cal fluid dynamics. Von Neumann et al. presented a method allowing compu­
tations with the nonlinear, three-dimensional vorticity equations. Crank and 
Nicolson published a method allowing the computation of general boundary 
layer flows. Dufort and Frankl introduced a method that allowed the computa­
tion of unsteady vortex streets. Peaceman and Rachford introduced solution 
methods for efficient computations with the incompressible Navier-Stokes 
equations. Von Neumann and Richtmyer proposed a method for computing 
flows with shock waves. Courant, Isaacson and Rees introduced a method 
accounting for the direction of wave propagation. . . . A survey of these and 
many other early advances in numerical fluid dynamics can be found in e.g. 
[24,25]. 

New mathematical concepts that are irrelevant for analytical methods arose 
as crucial properties of numerical methods, properties such as consistency, 
numerical stability and convergence. Given a numerical method, mathematics 
offers many tools for studying these properties. Unfortunately, the complexity 
of a flow model such as the full Navier-Stokes equations inhibits rigorous 
numerical analysis. In general, we can only perform rigorous analyses for 
strongly simplified models. Additional confidence can be gained by performing 
appropriate experiments with the full equations and the numerical method 
considered. As opposed to analytical fluid dynamics, heuristics is a characteris­
tic component in numerical fluid dynamics. Though at present, in many cases, 
numerical methods allow an easy integration of the full Navier-Stokes equa­
tions, probably as a consequence of the dependence on heuristics, so far no 
ultimate numerical method exists for this purpose. Whereas in analytical fluid 
dynamics a large fragmentation into models was arising, in numerical fluid 
dynamics we observe a still increasing fragmentation into different methods per 
model. Furthermore, numerical methods, by giving discrete data only, do not 
provide functional relationships, as opposed to analytical methods. As a conse­
quence, numerical fluid dynamics is less suitable for qualitative studies. 

The early idea of von Neumann that with 'automatic computing machines' it 
would at least become possible to completely replace analytical fluid dynamics 
by numerical fluid dynamics (tackling full nonlinear flow models in general 
geometries), and that with sufficiently powerful machines it would even become 
possible to completely replace experimental fluid dynamics, obviously did not 
become reality so far. At present, a common opinion is that all three branches 
of fluid dynamics supplement each other invaluably, and will remain to do so 
for the time being. 
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1.4. PuRPOSE OF THIS S'IUDY 

1.4.1. Steady Navier-Stokes equations 
The aim of the present study is to develop an accurate and in particular an 
efficient numerical method for the steady, two-dimensional, compressible 
Navier-Stokes equations, which we write in the following form 

~+~--1 [~+~] = O (1.6a) ax ay Re ax ay ' 
with q the conservative state vector 

p 

pu 

q = pv' 

pe 

/(q) and g(q) the convective flux vectors 

f(q) = 

pu 

pu2+p 

puv ' g(q) = 

pv 

pvu 

pv2+p 

pu(e +E..) 
p 

pv(e +E..) 
p 

and r(q) and s(q) the diffusive flux vectors 

r(q) = 

0 

'rxy 

0 

'rxy 

' s(q) = 
'ryy 

l ar i ar 
UTxx+VTxy+ Pr ax UTxy+VTyy+ Pr ay 

(1.6b) 

(1.6c) 

(1.6d) 

The relevance of having both good accuracy and efficiency is obvious; in 
practice one is always interested in the highest accuracy at the lowest expense. 

For many flows of practical interest, the assumption of steadyness is not too 
drastic. (Most flight conditions of 'aircraft e.g. can be assumed to be steady by 
good approximation, in particular of course the important cruising flight con­
dition.) Though to a smaller extent than steadyness, the assumption of two­
dimensionality still allows practically relevant computations as well. (Airfoil 
flow computations e.g. remain important for the design of complete wings.) 

The Reynolds numbers that we are interested in lie in a wide range of prac­
tically interesting high Reynolds numbers, O..;;; 1/ Re =E;;; 0( l /100), whereas the 
flow speeds that we are mainly interested in range from medium-subsonic to 
medium-supersonic. With M denoting the Mach number M= v'u2 +v2 lc, c 
denoting the speed of sound, this range can be globally quantified as 
½;:SM ::53. A short exploration will also be made into a hypersonic flow 
regime; 3;:5M ;:510. 
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1.4.2. Perfect gas 
As the fluid we consider a gas that is assumed to be perfect for the complete 
Mach number range under consideration. With the perfect gas equation of 
state p = pRT, R denoting the specific gas constant, and with the non­
dimensionalization applied in section 1.2.3, the non-dimensional equation of 
state reads p =(y- I)pT. For a perfect gas the speed of sound is given by 
(with and without dimensions) c2 =y p Ip. 

For gases with multi-atomic molecules, over the complete Mach number 
range considered, we assume y to be constant and to be determined by fully 
excited translational and rotational. energies only. (The vibrational energy is 
assumed to be zero.) 

1.5. POINT OF DEPARTURE 

1.5.1. Steady Euler equations 
When developing a numerical method for high-Reynolds number flows, in the 
first instance it is useful to refrain from taking Re to be a variable parameter 
and to appropriately fix it at 1/ Re =O. With the Navier-Stokes equations (1.6), 
this leads us to the steady, two-dimensional Euler equations 

H.Jg)_ + 2.Kfil = 0 
ax ay ' (1.7) 

which are of course significantly less intricate than (1.6), but still have all 
major mathematical difficulties of (1.6) gathered in them. An additional advan­
tage of employing the Euler equations as a platform for developing a numeri­
cal method for the Navier-Stokes equations is that analytical methods for 
non-dissipative flow models are further developed than those for dissipative 
flow models, with - as a consequence - the availability of more and better 
reference results. Of course, as already mentioned in section 1.2.1, the practical 
relevance of the Euler equations is limited, their subsonic zero-drag predictions 
being a striking example of this. 

By going from Navier-Stokes to Euler we have (re)introduced our dynami­
cally conservative system, a system in which the flow processes are reversible. 
In nature, all (adiabatic) processes are irreversible, i.e. guided by the principle 
that entropy can only increase. Hence the Euler equations, as a reversible sys­
tem, allow physically unrealistic entropy decreases. To avoid such spurious 
solutions, all existing numerical methods for the Euler equations satisfy the 
entropy principle by adding a proper amount of numerical diffusion. 

Further, by going from Navier-Stokes to Euler, solutions with layers of Re­
dependent thickness have been 'simplified' to solutions with layers shrunk to 
zero-thickness: discontinuities. Since at discontinuities differential equations 
are not valid, the Euler equations require a more general concept of possible 
solutions than the Navier-Stokes equations. For this purpose, following Lax 
[14], instead of the differential form (1.7), most existing Euler methods are 
based on the integral form 
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(1.8) 

which is in fact the form in which the Euler equations first arise when deriving 
them for a fixed volume element. 

1.5.2. Efficient numerical methods 

Fully implicit methods. Considering a two-dimensional computational domain 
which may be curved, e.g. wrapped around an airfoil, a straightforward system 
of discretized equations is obtained by (i) subdividing that domain into non­
overlapping subdomains, (ii) requiring (1.8) to hold for each subdomain 
separately, and by (iii) invoking some numerical method for evaluating the 
convective flux vector across each subdomain face. However, for the Mach 
number range considered, the solution of such a system is not that straightfor­
ward. The discrete system is of the same complex mathematical type as the 
continuous system, it is simply hyperbolic in supersonic flow regions but 
hybrid (mixed hyperbolic-elliptic) in subsonic flow regions. Only for com­
pletely supersonic flows a straightforward and efficient solution method exists: 
space marching. For most supersonic flows space marching is hardly interest­
ing because of the common occurrence of locally normal shock waves, produc­
ing locally subsonic flow regions. Given moreover the complete unsuitability 
of space marching for the intended extension to Navier-Stokes, it is absolutely 
out of interest here. 

An early remedy to avoid the difficulty in solving discrete steady Euler equa­
tions was to take the continuous unsteady Euler equations 

f f2:;-dxdy+1(f(q)nx+g(q)ny)ds = 0 (1.9) 

as a point of departure. The unsteady Euler equations are hyperbolic with 
respect to time (independent of the Mach number) and thus allow time march­
ing from a conveniently chosen initial solution to a solution which is the 
asymptotic steady state of an unsteady process. Many time stepping schemes 
have been developed so far. Basically, two classes can be considered: (i) 
schemes in which the time discretization is coupled with the space discretiza­
tion (Lax-Wendroff-type schemes), and (ii) schemes which have no such cou­
pling (semi-discretization-type schemes). In an explicit time stepping formula­
tion, for both classes, an efficient solution is hampered by a stability restriction 
imposed on the time step. Furthermore, even in an implicit formulation, Lax­
Wendroff-type schemes are hampered by an accuracy restriction imposed on 
the time step. Because of the fact that for both restrictions the maximally 
allowable time step is proportional to the local mesh size, and because of the 
fact that in Navier-Stokes flow computations the local mesh sizes may become 
very small, to our opinion, Lax-Wendroff-type schemes and explicit semi­
discretization-type schemes are not interesting from the viewpoint of efficiency. 
Because of their unconditional stability and accuracy, to our opinion, only 
fully implicit semi-discretization-type schemes are. These schemes allow 
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infinitely large time steps, actually abolishing time as an independent variable. 
Hence for infinitely large time steps, fully implicit semi-discretization-type 
schemes can be interpreted as direct solvers, or relaxation methods, for the 
steady equations. (With the time step increasing to infinity, e.g. backward 
Euler applied to (1.9) passes into Newton applied to (1.8).) 

Multigrid methods. In general, as far as efficiency is concerned, a drawback of 
single-grid solution methods is that smooth components, which are efficiently 
approximated on coarse grids but are slow to converge in fine grid processes, 
conflict with short-wave-length components which must be approximated on 
fine grids. Due to Brandt, Hackbusch and others (see [2] for an extensive 
bibliography), it is well-known nowadays that a very significant further 
efficiency improvement can be obtained by employing interactively several 
(geometric) scales of discretization: a (geometric) multigrid technique. The 
main advantage of a multigrid technique over other acceleration techniques is 
that under quite general conditions, the convergence rate is independent of the 
problem size. Other techniques slow down when the discretization becomes 
finer. In the beginning, multigrid techniques only existed for systems arising 
from the discretization of elliptic partial differential equations. Later they were 
also applied with success to parabolic problems, and to problems involving 
integral equations. No indication existed that multigrid would not work for 
other types of equations, such as the steady Euler equations (being hybrid in 
subsonic flow regions and hyperbolic in supersonic regions). 

Recently, two different multigrid approaches have been developed for 
numerical methods directly tackling the steady Euler equations by some relaxa­
tion method. The first approach falls back on well-developed multigrid work. 
For the relaxation method, it linearizes a large subsystem ( e.g. a line in a two­
dimensional problem) or possibly the complete system of discretized equations, 
and then applies, inside the relaxation, multigrid iteration to the solution of 
the resulting system of linear equations (linear multigrid). The other approach 
applies multigrid directly to the system of nonlinear discretized equations (non­
linear multigrid) and applies, inside that, a relaxation to a subsystem; e.g. a line 
in a two-dimensional problem but usually a single point only. To the steady 
Euler equations, the linear multigrid approach has been applied by Jespersen 
[11], Mulder [17], and Lallemand [12]. The nonlinear approach has been 
applied by Steger [30], Jespersen [11], Hemker and Spekreijse [9], and Dick [3]. 
An advantage of the linear approach is that linear multigrid (LMG or CS) is 
further developed than nonlinear multigrid (NMG or FAS), both in theory and 
in practice. However, practical drawbacks of linear multigrid are that (i) in 
general it requires much more storage than nonlinear multigrid, and that (ii) it 
does not allow a fine grid initialization in the same natural way as the non­
linear approach does by iterative solution prolongation from the underlying 
coarser grid(s): nested iteration (FMG). To prevent the initial solution from 
lying outside the attraction domain of the relaxation method, in [17) the origi­
nal fully-implicitness, an essential element for high efficiency, is even aban­
doned by applying a Rosenbrock method which is gradually transformed into 
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Newton during the iteration. 
Crucial for the success of both multigrid approaches is that short-wave­

length components are efficiently damped on the finest level. 1bis smoothing 
property requires the discretization to be sufficiently dissipative. A sufficient 
and in particular natural dissipation is guaranteed by first-order upwind 
schemes. Continuous differentiability of these schemes, as required by Newton 
methods, is not guaranteed in general, Godunov's scheme [5] being a striking 
example. Fortunately, continuously differentiable upwind schemes exist now. 

It· should be noticed that multigrid acceleration for steady Euler flow com­
putations is not restricted to relaxation schemes, but has also been applied 
(and still is applied) to time stepping schemes. Well-known and widely used 
are Ni's multigrid method [19] which is based on a Lax-Wendroff time step­
ping scheme, and Jameson's method [10] which is based on an explicit semi­
discretization-type scheme. 

1.5.3. An efficient and accurate numerical method 
By applying a relaxation method with multigrid as acceleration technique, high 
efficiency can be obtained. Unfortunately, we cannot expect more than we pay 
for. In general, for a given grid, multigrid does not allow sufficiently accurate 
solutions, because, in general, too dissipative discretizations are required. A 
natural remedy to this problem has been given by Hemker [8]. The remedy is 
natural in the sense that it first recognizes that multigrid fits in the general 
mathematical framework of defect correction processes, and then extends, 
within this framework, a given multigrid method for first-order accurate sys­
tems to a method for higher-order accurate systems. The multigrid technique 
extended is that developed earlier, for the steady Euler equations, by Hemker 
and Spekreijse [9]. Both the multigrid and defect correction technique are 
taken as a point of departure here. We proceed in giving a summary of both. 

Discretization method In the standard way, Hemker and Spekreijse discretize 
the Euler equations in the integral form 

J.lf(q)cosq,+ g(q)sinq,)ds = 0, (1.10) 

where O* is an arbitrary subdomain of the computational domain 0, oO* the 
boundary of O*, and cos q, and sin q, the x- and y-component of the outward 
unit normal on oO*. A straightforward and simple discretization is obtained by 
subdividing 0, in a structured manner, into disjunct, non-overlapping sub­
domains OiJ, i = 1,2, ... ,J, j = 1,2, ... ,J (finite volumes), and by requiring that 

j (j(q)cosq,+ g(q)sinq,)ds = 0, 'rfi,j· (l.ll) 
IJ 

Using the rotational invariance of the Euler equations 

f(q)cosq,+ g(q)sinq, = r- 1(q,)f(T(q,)q), 

where T(q,) is the rotation matrix 

(1.12) 
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1 0 0 0 

T(q,) = 0 cosrp sinrp 0 
0 -sinrp cosrp 0 ' 

(1.13) 

0 0 0 1 

( 1.11) can be rewritten as 

t, T- 1(q,)f (T(q,)q)ds = 0. 
IJ 

(1.14) 

As finite volumes arbitrarily shaped quadrilaterals are considered, the struc­
tured subdivision being such that n;±l,j and n;J±I are the neighbouring 
volumes of n;J (Fig. 1.2a). In this discretization a proper evaluation of the 
flux vector along an;J is crucial for the success of the multigrid technique. Fol­
lowing the Godunov approach [5), along each cell face the flux vector is 
assumed to be constant, and to be determined by a uniformly constant left and 
right state, q1 and qr (Fig. 1.2b), only. Hence (1.14) becomes 

'W;J(q;J) = T- 1(rJ,;+½,)F(T(rJ,;+½,j)q/+½,j, T(rJ>;+½,j)qf+½,j)l;+½,j-

T-1 (rp; -½,j)F(T(rp; -½,j)q/-½,j• T(rJ>;-½,j)if;-½,j)I; -½,j + 
T- 1(rJ,;J+½)F(T(rp;J+½)qt+½, T(rJ>;J+½)qfJ+½)l;,j+½-

T-1(rp;J-½)F(T(rJ,;J-½)q/J-½, T(rJ,;J-½)if;J-½)l;J-½ = 0, (1.15) 

where e.g. F(T(rJ,; +½,j)q/ +½,j, T(rJ,; +½,j)qf +½,j) represents the transport of 
mass, momentum and energy (per unit of length and time) across an; +½,j, and 
where I; +½,j denotes the length of an; +½,j· 

Lx 
a. Geometry. b. State vectors. 

Fig. 1.2. Finite volume n;J and neighbours. 

By following the Godunov approach, the flux evaluation is identical to the 
numerical solution of a one-dimensional Riemann problem. For this, Hemker 
and Spekreijse apply an approximate Riemann solver. From the various 
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approximate Riemann solvers available [27,7,31,26,15,20], they have chosen 
Osher's scheme [20], reasons being (i) its continuous differentiability, and (ii) 
its consistent and likewise continuously differentiable treatment of boundary 
conditions. Despite its good differentiability properties, Osher's original scheme 
(0-variant [9D is not very suitable for efficient implementation. Hemker and 
Spekreijse significantly improved this by reversing its wave path ordering (P­
variant [9D. Further, more or less standard, they conceive the fluxes as func­
tions of u,v,c and z = ln(pp-Y), leading to simple algebraic relations for the 
Riemann invariants. 

The choice of the left and right states, such as qi+v.J and q'i+v.J, determines 
the accuracy of the discretization. First-order accuracy is obtained by simply 
taking 

t/; +Y.,j = q;J, (1.16a) 

q'i+½,j = q;+I,j, (1.16b) 

where q;J and q; + I,j are the cell-centered states in O;J and O; + I,j, respectively. 
In spite of its suitability for multigrid, two severe drawbacks of the first-order 
accurate discretization are (i) its need for relatively fine grids in smooth flow 
regions, and (ii) its strong smearing of discontinuities that are not aligned with 
the grid. As a remedy against both drawbacks, a higher-order accurate discreti­
zation can be used. Higher-order accuracy can be obtained with e.g. the ic­
schemes introduced by Van Leer [16], 

,; l+ic 1-,c 
'li+½,j = q;J+-4-(q;+J,j-q;J)+-4-(q;J-qi-J,j), (1.17a) 

l+,c 1-,c 
q'i +½,j = q; + l,j +-4-(q;J-q; +l,j)+-4-(q; + l,j-qi +2,j), (1.17b) 

with ice[ -1, 1]. For ,c= -1, ,c=0 and ,c= 1, we have the one-sided scheme, the 
Fromm scheme and the centred scheme, respectively. Spurious non­
monotonicity (wiggles) that may arise when using these ,c-schemes, can be 
suppressed, maintaining the global accuracy, by applying a limiter [33,28]. 

Multigrid method. As the smoothing technique for the first-order discretized 
Euler equations, Hemker and Spekreijse apply collective symmetric point 
Gauss-Seidel relaxation. Point refers to the property that during the update of 
the state vector q;J all other state vectors are kept fixed. Collective refers to 
the property that the update of q;J is done for all of its four components 
simultaneously. Further, symmetric means that after a relaxation sweep, i.e. 
after an update of all state vectors q;J, a new sweep in the reverse direction is 
made. At each volume visited during a relaxation sweep the system of four 
nonlinear equations, (1.15), is approximately solved by (exact) Newton itera­
tion, the differential operator applied being (a/au, a1av, a1ac, a1azf. The 
most efficient relaxation is obtained by selecting a large tolerance for the New­
ton iteration so that in all but exceptional cases only a single Newton step is 
needed. All derivatives that are needed for the relaxation method are clearly 
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listed in [29). The relaxation method mentioned is simple and robust, and for 
the first-order upwind discretized equations considered, it has good smoothing 
properties. 

For the multigrid acceleration Hemker and Spekreijse apply the nonlinear 
approach preceded by nested iteration. To apply multigrid they construct a 
nested set of grids such that each finite volume on a coarse grid is the union of 
2 X 2 volumes on the next finer grid (Fig. 1.3). 

I --7------
1 

I I 

,' I I 
I / I 
I I I 
/- --------f--------1 
I I I 
I I I 
I I I 
I I I I I I 

- ---L-----

Fig. 1.3. Coarse grid volume and corresponding fine grid volumes. 

Let '21, ... ,'2,-1,'21,'21+1, .•. ,(h be a sequence of such nested grids, with '21 the 
coarsest and OL the finest grid. Then, nested iteration is applied to obtain a 
good initial solution on OL, whereas nonlinear multigrid is applied to converge 
qL. The first iterate for the nonlinear multigrid cycling is the solution obtained 
by nested iteration. We proceed to discuss both stages in more detail. 

The nested iteration starts with a user-defined initial estimate of q 1 , the 
solution on the coarsest grid. To obtain an initial solution on a finer grid 01 + 1, 

first the solution on the coarser grid 01 is improved by a single nonlinear mul­
tigrid cycle. Hereafter, this solution is prolongated to the finer grid 01 + 1• 

These steps are repeated until the highest level (finest grid) has been reached. 
On a grid 01 with an even number of volumes in both the i- and j-direction, 
the prolongation used to obtain the initial solution on a next finer grid is bi­
linear (if not mentioned otherwise). For this purpose the grid '21 is subdivided 
into disjunct sets of 2 X 2 volumes, and the four state vectors corresponding 
with each set are interpolated in a bilinear way. Since each volume of 01 over­
laps 2 X 2 volumes of '21 + 1, 4 X 4 new state vectors are obtained on 01 + 1• 

Let N1(q1)=0 denote the nonlinear system of first-order discretized equations 
at '21, then a single nonlinear multigrid cycle is recursively defined by the fol­
lowing steps: 
(i) Improve on 01 the latest obtained solution q1 by application of p pre­

relaxation sweeps. 
(ii) Compute oil the next coarser f!!id 01 _ 1 the right-hand side r1 _ 1 = 

N1 _ 1 ( q1 _ 1 )-1{-1 N1( q1 ), where 11 - 1 is a restriction operator for right­
hand sides. 
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(iii) Approximate the solution of N1 _ 1 (q1 _ 1) = r1 _ 1 by the application of a 
nonlinear multigrid cycles. Denote the apyroximation obtained as 9J _ 1 . 

(iv) Correct the current solution by: q1=q1+lj_1 (ij1_1 -q,- 1), wherel1-1 is a 
prolongation operator for solutions. 

(v) Improve again q1 by application of q post-relaxations. 
Steps (ii),(iii) and (iv) form the so-called coarse grid correction. (These three 
steps are skipped on the coarsest grid.) The efficiency of a coarse grid correc­
tion depends in general on the coarseness of the coarsest grid. (In general it 
holds: the coarser the coarsest grid, the better the efficiency.) The restriction 
operator 11-1 and the prolongation operator ij _ 1 are defined by 

(r1-1);,J = (11- 1r1);J = (r1b,21+(r1b-1,21+ 

(r,h;, 21-1 +(rrb-1,21-1, (1.18a) 
-1 -, 

<!1-1q1-1hi,2j = <!1-1q1-1hi--'1,2j = 
-, - -, -

<!1-1q1-1b,21-1 - <!1-1q1-1h;-1,21-1 = (q1-1);J• (1.18b) 

Defining the grid transfer operators in this way, it can be verified that 
- 1-1 -, N1-1(q1-1) - 11 N1<!1-1q1-1), (1.19) 

i.e. a coarse grid discretization of the Euler equations is a Galerkin approxima­
tion of the discretization on the next finer grid. This implies that the coarse 
grid correction efficiently reduces the long-wave-length components in the 
defect. If not mentioned otherwise, as values for a, and p and q we use at all 
levels/: a= 1, and p =q = 1; i.e. as nonlinear multigrid cycles we use V-cycles 
with one pre- and one post-relaxation per level. 

In Fig. 1.4 an illustration is given of the structure of the multigrid method. 
A five-level multigrid schedule is considered. Between each pair AB, we have a 
nonlinear multigrid cycle (V-cycle). In the nested iteration stage, between each 
pair BA we have the bilinear prolongation of the solution. 

a , relaxation 

Fig. 1.4. Example schedule of nonlinear multigrid iteration. 
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Defect correction method For higher-order discretizations the good smoothing 
properties are lost. The cause of this difference with the first-order discretized 
equations is the fact that the system of first-order equations is always weakly 
diagonally dominant, whereas the system of higher-order discretized equations 
is not. A standard method for improving the solvability would be to explicitly 
add some artificial diffusion. But, of course, adding artificial diffusion reduces 
the accuracy. Further, adding the proper amount of diffusion may require 
much trial and error. To avoid both, Hemker [8] suggested to solve the system 
of higher-order discretized equations as they stand by iterative defect correc­
tion (IDeC). This implies the repeated solution of the diagonally dominant 
first-order system with the target operator working via the right-hand side. 
Though iterative defect correction is well-developed as far as the mathematical 
concept is concerned [l], it is still under-developed with respect to applications. 
Given the availability of efficient inner solution method(s), the efficiency of a 
method with defect correction as outer iteration may be hard to beat. Denot­
ing the higher-order target operator by Nt , defect correction iteration reads 

NL(q'l,+ 1) = NL(q'L)-Nt(q'L), n=0,1, ... ,N, (1.20) 

with the superscript n denoting the iteration counter. With a second-order 
accurate Nt and a sufficiently smooth problem, already ql will be second­
order accurate, the requirement being that q2 is a sufficiently converged first­
order accurate solution [6]. In general it is sufficient to take for q2 the solution 
obtained by nested iteration followed by a single nonlinear multigrid cycle. 
The consequence of defect correction cycling for the inner nonlinear multigrid 
cycling is that all its right-hand sides are extended with the right-hand side 
from (1.20), and restrictions of that. For a five-level schedule, in Fig. 1.5 we 
give an illustration of a complete process, assuming that only one nonlinear 
multigrid cycle is applied per defect correction cycle. In the defect correction 
stage, between each pair BA we have the computation of the right-hand side in 
(1.20). 

a : relaxation 

Fig. 1.5. Example schedule of defect correction iteration. 
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1.6. CONCLUDING REMARKS 
The present-day technological relevance of theoretical fluid dynamics can be 
attributed to a large extent to the gradually built-up confidence in the Navier­
Stokes equations for the wide class of fluid flows for which they were derived 
one-and-a-half century ago. 

Integration of the full Navier-Stokes equations has become reality with the 
rise of the digital computer. Yet, for the full Navier-Stokes equations (still) no 
ultimate numerical method exists. Many methods are available, all differing in 
accuracy and efficiency, mostly either accurate but inefficient, or inaccurate but 
efficient. In the chapters to follow a new member will be added to the family 
of numerical N avier-Stokes methods, a method which finds some compromise 
between the conflicting properties of accuracy and efficiency. For this purpose 
the Hemker-Spekreijse method is taken as a point of departure, a method 
which seems apt to an accurate and efficient computation of Euler flows over a 
wide range of practical interest. · 
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Chapter 2 

Numerical Results for the Steady Euler Equations 

2.1. INTRODUCTORY REMARKS 

In this chapter we examine the practical interest of the Hemker-Spekreijse 
method, and investigate the possibilities of extending it with e.g. grid adapta­
tion and .,--extrapolation. For this we consider successively an internal, simply­
connected geometry (a wind tunnel section) and some external, multiply­
connected geometries (two mono-airfoils and a bi-airfoil). In all cases, the per­
fect gas to be considered is di-atomic; 'Y = 1.4. The wind tunnel flow and airfoil 
flow results to be presented here have been ( or are near being) published in 
[16,17,29] and [10,12,15,19,20], respectively. The present chapter gives a synop­
tic account of these papers. 

2.2. TRANSONIC WIND TUNNEL FLOW 

2.2.1. Purpose 
An important physical feature for the design of transonic airfoils is the interac­
tion between the possible shock wave(s) at the airfoil and the boundary layers 
along the airfoil. In transonic aerodynamics a lot of work, both experimental 
and theoretical, is devoted to this so-called transonic shock wave - boundary 
layer interaction. At the Delft University of Technology, Faculty of Aerospace 
Engineering, a transonic wind tunnel section has been designed and con­
structed [28] for performing measurements on this phenomenon [29]. Limited 
accessibility to the flow in the wind tunnel section inhibits measurements 
throughout the entire flow field. However, knowledge of the entire flow field is 
important for redesign purposes. This situation motivated a computation of the 
entire flow field. 

As a suitable flow model the steady, two-dimensional Euler equations have 
been chosen, the motivation being that, in the first instance, only inviscid flow 
solutions with (possibly occurring) rotation are of interest. The use of a steady 
flow model is motivated by the fact that the main flow in the wind tunnel sec­
tion is steady. Further, the use of a two-dimensional model is motivated by the 
fact that, besides a curved lower and upper wall, the wind tunnel section has 
flat, parallel side walls. 
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2.2.2. Grid adaptation 
In Fig. 2.1 graphs are given of the wind tunnel section considered. In Fig. 2.la 
a graph is given of the complete computational domain. It shows a flat, paral­
lel inflow part, followed by a slender curved part up to the outlet. In Fig. 2.1 b 
a photograph is given of the test section in an opened wind tunnel. Notice that 
the present geometry deviates significantly more from 'completely flat and 
parallel' than the geometry of the standard channel flow from [32), the latter 
being almost suited for small perturbation approaches. 

In order to obtain a good resolution of some interesting, large local gra­
dients, we use stretched grids (Fig. 2.2). The following stretching relations are 
used for the x-coordinates of the vertical grid lines: 

(2.la) 

Here, the known coordinate Xshock (Fig. 2.2) denotes the x-coordinate of the 
vertical grid line which is supposed to lie in the foot of the possibly occurring 
shock wave. The known X;n and Xou, correspond with the vertical grid line at 
the in- and outlet, respectively. The unknown (positive) constants cx 1 and cx2 

determine the stretching up- and downstream of Xshock, respectively, whereas 
the known nx I and nx2 denote the number of volumes in x-direction, up- and 
downstream of Xshock, respectively. For they-coordinates of the volume vertices 
the following stretching relation is applied: 

c.J._ 
e 'n, -1 

yj(x) = Y1ow(x)+{yiq,(x)- Ylow(x)) ec, _ 1 • J =O, 1, ... ,ny- (2.2) 

Here, the known Ylow(x) and the known Jiq,(x) correspond with the lower and 
upper wall, respectively. The unknown (positive) constant cy determines the 
stretching in y-direction, and the known n y denotes the total number of 
volumes in y-direction. (The y-distribution of the lower and upper wall, 
Y1ow(x) and Jiq,(x), are known from accurate measurements at discrete x­
positions and, consecutively, cubic spline interpolation.) 

To find a satisfactory value for cxp cx2 and Cy we impose the following 
stretching requirements: 

X;-X;-J 

X;+J -X; 

X;+J -X; 
----..; 1+6, 
x;-x;-J 

(2.3a) 

(2.3b) 
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Fig. 2.2. Stretched grid. 
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and 

Yi+i(x)-yj(x) :s::: 1+~ ·-12 -1 :s::: :s::: (2.4) 
( _ ....,, u, J- , , ... ,ny , X;n..._,,X....,,Xout, 

Yj x) Yj-1(x) 

with 8 some positive constant. The smoothness requirements (2.3) and (2.4) 
are imposed now for the coarsest grid only (with 8= 1). Further, for the finest 
grid we impose the following matching requirement: 

X;+J -x; ---- = 1, X; =xshock• 
X;-X;-1 

(2.5) 

The value of Xshock is adapted during the solution process. It is initialized to 
the x-location of the wind tunnel throat, and is adapted to the shock location 
during the nested iteration stage. The grid adaptation is simple. First, after 
each solution prolongation in the nested. iteration stage, a search is made for 
the x-location of the maximum velocity gradient at the lower wall, downstream 
of the throat. This location is assigned to Xshock· Hereafter, we generate the 
new grids. Without any correction, the states q;J are shifted together with the 
volumes O;J- In doing this, the quality of the finest-grid solution as yielded by 
the nested iteration becomes worse. However, no significant deterioration of 
convergence rates is observed. (The grid adaptation has no other effect than 
that what it is meant for: to reduce the mesh size at the possible shock wave, 
in order to make it sharper.) 

2.2.3. Boundary conditions 

Different boundary conditions considered The boundary condition treatment 
must be correct both mathematically and physically. Mathematics prescribes 
how many conditions must be imposed at a boundary; physics prescribes what 
conditions should be imposed. The number of conditions to be imposed at a 
boundary depends on the type of flow at that boundary. Types of flow to be 
considered here (and the corresponding number of boundary conditions to be 
imposed) are: (i) subsonic inflow (three), (ii) subsonic outflow (one), and (iii) 
impermeable walls (one). For our wind tunnel section, the following conditions 
are imposed. 

At the impermeable upper and lower wall, the boundary condition is trivial: 
a zero normal velocity component. 

At the inlet, uniformly constant distributions u = U;n, v = 0 and c = 1 are 
imposed. These simple distributions are motivated by the fact that the inlet 
part is flat and parallel. The one-dimensional flow theory value, given a sonic 
throat, is taken as a subsonic value for U;n. 

Because of the fact that the outlet part is non-flat and non-parallel, the 
boundary condition at the outlet cannot be as trivial as those at the inlet. The 
following possibilities are considered: (i) h = h;n is uniformly constant, with h 
denoting the total enthalpy h=c2 /(-y-l)+½(u2 +v2); (ii) vlu=fJ(y); (iii) 
u = u(y ); and (iv) p = p(y ). 
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The first possibility is motivated by the fact that with a known uniformly con­
stant distribution of u, v and c; at the inlet (i.e. with a known uniformly con­
stant total enthalpy at the inlet), this boundary condition requires no 
knowledge of the non-uniform outlet flow. This because of the fact that for 
steady adiabatic Euler flows, with the total enthalpy at the upstream boundary 
known to be constant, only three differential equations describe the flow. The 
energy equation in its differential form may be replaced by the relation 
c2 /(y- l)+½(u2 +v2 )=h;n throughout the entire flow field. The present Euler 
code solves the full non-isenthalpic Euler equations. The simplifying property 
mentioned is not exploited in order to allow the computation of flows such as 
that through a propeller disk (section 2.3.4), and in particular to allow a rapid 
extension to a Navier-Stokes code (chapter 3). The second possibility, with the 
flow direction specified, is motivated by its simplicity. A linear distribution of 
8v) is assumed, using the known flow direction at the lower and upper wall. 
The third possibility is also motivated by its simplicity. For this possibility, we 
assume the outlet flow to be a potential vortex flow. The relation 
u{y)r(y)=i/lout is applied, with i/lout uniformly constant and r(y) the distribu­
tion of the radii of curvature of the streamlines. A linear distribution for the 
streamline curvature 1 / r(y) is assumed, using the known curvature of the 
lower and upper wall. The value following from the one-dimensional flow 
theory, given a sonic throat and a transonic outflow with a shock of known 
constant strength, is taken as a value for i/lout- A disadvantage of this boun­
dary condition is its inconsistency in the case of a flow with shock wave of 
variable strength, which is what we have here. (It is a boundary condition 
which is consistent in a potential flow model, but not in the Eulerian rotational 
flow model.) For the fourth possibility we use the equation of curvilinear 
motion 

.!!e.01 = 'Y p(y)M2(y) cos""'") 
dy r(y) 'IV' ' 

(2.6) 

with M (y) the Mach number distribution and </>(y) the distribution of the 
angles between the streamlines and the x-axis. For 1/r(y) and cf>(y) linear dis­
tributions are assumed again, such that the flow fits the channel outlet. M (y) 
is taken uniformly constant. Its value is determined from the one-dimensional 
flow theory, again given a sonic throat and a transonic outflow with a shock of 
known constant strength. Using the corresponding value of p as value for p 
at the lower wall, an initial value problem is obtained, which is solved by 
means of a Runge-Kutta-Merson method. In the following, the well-posedness 
of each of these four outlet boundary conditions is investigated. There a 
choice is made for the outlet boundary condition to be applied. 

Well-posedness subsonic outlet boundary conditions. Generally speaking, 
mathematically well-posed conditions to be imposed at a boundary are condi­
tions for which the state at that boundary can be completed accurately. At a 
subsonic outlet, the boundary condition must fix the single degree of freedom 
existing over there. A subsonic outlet boundary condition can be represented 
as a three-dimensional surface in a four-dimensional state space. The smaller 
the angle a between the normal at this surface and the eigenvector correspond­
ing to the negative eigenvalue of the Jacobian, u - c, the better the quality of 
the outlet boundary condition. 
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Considering the (p,u,v,e)-space as state space, the eigenvector corresponding 
with the eigenvalue u -c is r =(p, -c,O,c(c/y-u)}7. For h, vlu, u and p 
specified, respectively, the three-dimensional surface mentioned, say B(q), is 
described by 

V 
B(q) = -=(JB, 

u 

B(q) = u=uB, 
l 

B(q) = (y- l)p(e - 2(u2 +v2))= PB, 

(2.7a) 

(2.7b) 

(2.7c) 

(2.7d) 

with hB, (JB, uB and PB constant. For the angle a it holds that cos a a:. "v B.r, 
with "v=(a/ap, a1au, a1av, a1aef. For h, vlu, u and p specified, respectively, 
we find then 

"v B.r = c(c -u), 

V C 
"vB.r = ---, 

u u 

"v B.r = -c, 

"v B.r = y p. 

(2.8a) 

(2.8b) 

(2.8c) 

(2.8d) 

From (2.8a) and (2.8b) it can be seen that for hand vlu specified, the vectors 
"v B and r become orthogonal for u➔c and v➔O, respectively. The conse­
quence of a nearly orthogonal "i7 B and r is that a small change in either the 
boundary condition or the state inside the computational domain near the 
outlet, may cause a large change in the boundary state and hence in the flux 
across the outlet. For a given state q0 =(u0, v0, c0, z0}7 near the outlet, and 
the boundary conditions specified by (2.7a)-(2.7d), respectively, the effect of a 
small perturbation in q0 can be shown exactly. The state at the outlet which 
corresponds with q0 is q =(u, v0 , c, z0}7, with for boundary condition (2.7a)­
(2.7d), respectively 

c = u0 +--co+ :t.=.1[ 2 
y+ I y-1 

v'c,+ IXh.-½ii> 1; I (uo + y~ I c,)' l · (2.9a) 

Vo 
u=­

(JB' 

U = UB, 

... ~ 
c = V YPB Y e Y' 

(2.9b) 

(2.9c) 

(2.9d) 
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2 .x.=.!. and either u =u0 + 1 _ 1 (c 0 -c) or c =c0 + 2 (u0 -u) to complete. 

V=(a/au0, a1avo, a1aco, a1azof we find for (2.9a)-(2.9d), respectively 

With 

- .x.=.!. 2 T 
Ve - y+l (1,0, y+l 'O) + 

.x.=.!. l ..r=.!_ ..r.±1. 2 T 
+I --( 2 u+c, 2 v, u +--1 c,0), (2.10a) 'Y u-c y-

vu = (0, J!. ,0,0)7, 
V 

vu = 0, 

Ve = (0,0,0, ;'Y )7, 

(2.10b) 

(2.10c) 

(2.10d) 

where we substituted q =q0 into (2.10a) and (2.10b) for simplicity. It can be 
seen that the gradients (2.10a) and (2.10b) become infinitely large in aforemen­
tioned limit cases (u-c for h specified and v-o for vlu specified). Flow com­
putations with h specified and vlu specified show these outlet boundary condi­
tions to be ill-posed indeed. This is not the case with the two other boundary 
conditions. 

Because of its better consistency with the Euler flow model, we prefer the 
boundary condition with p specified to the one with u specified. 

2.2.4. Results 
The great slenderness of the wind tunnel section leads to a coarsest grid with a 
relatively large number of volumes in longitudinal direction. By using the 
56 X 8-grid in Fig. 2.3a as the finest grid and by applying a four-level multigrid 
schedule, the 7 X I-grid in Fig. 2.3d is the coarsest grid. (The dashed lines in 
Fig. 2.3 indicate the lower and upper wall of the wind tunnel section.) As flow 
problems we consider a non-choked flow with Mu= 1.15, Mu being the Mach 
number just upstream of the shock wave, and a choked flow with Mu= 1.37. 
As discretization we apply the first-order one only. 

Convergence histories obtained for both test cases are given in Fig. 2.4. In 
both convergence histories, the single-grid history is given as well. The conver­
gence histories are given by graphs of the residual ratio 
~2=il(NL(q7,))kll~i=il(NL(qi))kl versus the number of cycles performed, one 
multigrid cycle being a V-cycle (with p =q = 15 for I= 1, and p = I, q =3 for 
I> 1), and one single-grid cycle being the equivalent number of finest-grid 
relaxation sweeps. l(NL(q1))kl denotes the summation - over all finest-grid 
volumes - of the absolute values of the k-th component in the first-order resi­
duals, with q1, denoting the n-th iterate at nL =n4, the finest grid. The solu­
tion qi is that obtained at the end of the FMG-stage (Fig. 1.4). Though the 
multigrid convergence rates obtained are not optimal - optimal multigrid only 
needs a few cycles - they are satisfactory compared with many other solution 
techniques. 
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Fig. 2.4. Convergence histories ( ------ : single-grid Osher, 
- : multigrid Osher,········ : multigrid Van Leer). 
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In [26], Mulder makes the statement that the present non-optimal multigrid 
performance is caused by too weak crosswind diffusion inherent in flux 
difference splitting schemes (such as Osher's [30] applied here) when having a 
strongly grid-aligned flow. The correctness of this statement is dubious when 
considering the good multigrid performance presented in [13] for an even more 
grid-aligned transonic channel flow. To investigate the other statement made 
in [26] that flux vector splitting schemes (such as Van Leer's [21]) do not suffer 
from grid-alignment due to their greater crosswind diffusion, to Fig. 2.4 we 
added the multigrid behaviour obtained with Van Leer's scheme. Though with 
Van Leer's scheme the multigrid method performs better indeed, its conver­
gence rates are not significantly better than the corresponding ones presented 
in [13] for the more grid-aligned channel flow computed with Osher's scheme. 
Our opinion about the non-optimal multigrid-performance simply is that the 
method suffers from the rather large number of volumes in streamwise direc­
tion on the coarsest grid. An optimal acceleration is supposed to be attainable 
by introducing e.g. a one-dimensional coarse grid correction or a streamwise 
line relaxation. (The rather large difference in convergence between the choked 
and non-choked flow is not yet clear. Anyhow, it is not explained by the previ­
ous argument about the rather fine coarsest grid.) 
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Finest grids and lower surface - pressure distributions obtained for 
Mu= 1.15 and Mu= 1.37 are shown in Fig. 2.5. (The open markers in the pres­
sure distributions correspond to computed pressures, the full markers to meas­
ured pressures.) A very satisfactory agreement is found away from the shock 
wave. Yet, an important result as the pressure rise across the shock wave at 
the wall is also predicted in a satisfactory way. The latter indicates that the 
Euler code may be exploited for designing experimental set-ups like this. 
From the finest grids and surface distributions obtained, it can be seen that for 
both flows the grid adaptation is good. Clearly visible for Mu= 1.37 is the 
occurrence of an after-expansion. Since a first-order accurate Osher-type 
discretization yields solutions without spurious non-monotonicity, the after­
expansion occurring for Mu= 1.37 is not supposed to be a numerical artefact, 
but a correct part of the Euler flow solution indeed, namely the Zierep after­
expansion [37). 

For both the choked and non-choked flow, a comparison is made between 
the Mach number distributions computed with the Euler code and those 
obtained by holographic interferometry. In Fig. 2.6 the Mach number distri­
butions are given as computed for the entire test section. In Fig. 2.7 a detail of 
both distributions is compared with the corresponding interferometric result. It 
appears that the computational and experimental results show a nice quantita­
tive agreement away (of course) from the wall and shock wave. 

The differences between computational and experimental results can also be 
exploited. Given an Euler code which has proved to be reliable, its results can 
be considered confidently as experimental results with viscosity and heat con­
duction switched off. They can be used for identifying simple viscous 
phenomena and, in particular, complicated viscous-inviscid phenomena. 
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2.3. SUBSONIC, TRANSONIC AND SUPERSONIC AIRFOIL FLOW 

2.3.1. Purpose 
A major difference between simply- and multiply-connected geometries is that 
multiply-connected geometries easily admit the generation of slip layers ( or 
contact discontinuities), whereas simply-connected geometries do not easily do 
so. Because of the key role of discontinuities in developing accurate and 
efficient numerical methods, and because of the fact that for the Euler equa­
tions, besides shock waves, only contact discontinuities exist as other type of 
discontinuities, multiply-connected geometries (such as airfoils) are more 
interesting than simply-connected geometries (such as the previously con­
sidered wind tunnel section). Another important difference between the specific 
wind tunnel case just considered and the specific airfoil cases to be considered 
now is that the latter are in majority ~tandard test cases for which reliable 
reference solutions exist. Because of these two differences, it is useful to exam­
ine the Hemker-Spekreijse method to its full extent now. Higher-order discreti­
zations and iterative defect correction will be invoked, and - as an extra possi­
bility - we will consider T-extrapolation. 

2.3.2. Higher-order discretizations 

Third-order scheme. As mentioned, a higher-order accurate discretization can 
be obtained by applying Van Leers IC-scheme (1.17) with some suitable value 
of IC, the extreme possibilities being centred (1C= 1) and one-sided (1C= -1). The 
precise 1C-value chosen influences the upwinding possibilities of the approxi­
mate Riemann solver to be applied thereupon (for 1C= I e.g. all upwinding 
possibilities are lost) and hence the accuracy and efficiency of the complete 
numerical method. 

From the viewpoint of accuracy, an indication for the optimal value of IC can 
be quickly obtained by considering the scalar, linear convection equation 

l!!.+~ = 0 (2.11) ax ay . 
On a finite volume grid with cell faces which are equidistant and parallel to 
the x- and y-axis (Fig. 2.8), an upwind discretization using the IC-scheme yields 
as modified equation 

l!!.+~+h2 1C-½ ( a3u + a3u )+O(h3) = 0. (2.12) 
ax ay 4 ax3 ay3 

Assuming the reliability of the underlying Taylor series expansions, from (2.12) 
it follows as the highest-accuracy-value: 1C= ½, yielding a third-order truncation 
error. 

A disadvantage of this IC-scheme, in fact of any IC-scheme, is that it cannot 
be applied in a consistent way near boundaries. Near boundaries one has to 
fall back on e.g. a combination of the centred scheme and the one-sided 
scheme, which slightly reduces the local accuracy over there. Further, as 
already mentioned in section 1.5.3, IC-schemes may lead to spatially oscillatory 
solutions. 
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Fig. 2.8. Square model volume O;J with neighbours. 

Superbox scheme. The inconsistency near boundaries can be removed by 
applying, instead of a IC-scheme, the superbox scheme proposed by Hemker [9]. 
This scheme is defined on a set of 2 X 2 finite volumes, a superbox. At the four 
inner walls of each superbox, it applies the centred IC-scheme, whereas at the 
eight outer walls it applies the one-sided IC-scheme. (Notice that superboxes do 
not overlap.) The superbox scheme fits well in our multigrid context with its 
even number of volumes guaranteed in each coordinate direction of the finest 
grid. A shortcoming of the scheme is that though it is second-order accurate 
for each superbox separately (including those along the boundaries), it is 
lower-order accurate for each single volume separately. However, this 
shortcoming can be eliminated by post-processing the converged solution in 
the following simple way. Because of the second-order accuracy per superbox, 
the lower-order error remaining after convergence consists of the shortest­
wave-length component only. This component can be eliminated by comput­
ing, in a post-process, the states at the volume vertices as averages over the 
directly neighbouring volumes. 

To suppress possibly occurring wiggles, the superbox scheme cannot be 
extended with a standard limiter without undoing its consistency. A 2 X 2-
block only is too compact for applying a standard limiter. 



36 Chapter 2 

Van Albada scheme. As mentioned in section 1.5.3, oscillatory solutions arising 
with a ,c-scheme can be avoided by applying a limiter, without reducing the 
global accuracy. Though in smooth flow regions a limiter slightly suppresses 
physically correct minima and maxima, around discontinuities, instead of a 
possibly highly inaccurate, oscillatory solution, it yields a smooth solution with 
an accuracy which is in between first-order accuracy and the higher-order tar­
get accuracy. With the well-developed limiter theory and limiter functions 
available now [35,33), to us the only useful information broadcasted by wiggles 
[7] is that the corresponding solutions are useless for practical purposes (such 
as lift and drag computations). 

Higher-order schemes using limiters can be written as 
I 

q((k) . = q(k) +-.I.I R(kl)(q(k) -q(k) ·) 
1+½,j 1,j 2'f'\ l,j l,j 1-l,j > (2.13a) 

J.(k) _ (k) +.!..,,( 1 )( (k) _ (k) ) 
..,_,+½,j - q,+1,j 2'1' R(k) _ q,+J,j q,+2,j, 

,+1,j 
(2.13b) 

with k referring to the k-th state vector component (k = 1,2,3,4), with #._R) the 
limiter function, and with 

(k) .- (k) 
R(k) = q, 1'1 q,J · (2.14) 

l,j q(~) - q(k) . 
l,j 1-),j 

Since limiter functions apply three volume states per left and right state 
separately, near boundaries one has to fall back on e.g. a superbox-like combi­
nation of the plain, centred and one-sided scheme, which may lead to wiggles 
over there. 

For the present airfoil flow computations, we prefer a limiter which is 
smooth and which renders a scheme at the upstream side of shock waves 
which resembles the one-sided scheme, a natural scheme in those regions. For 
this purpose we take the Van Albada limiter [I] 

#._R) = R2 + R . (2.15) 
R 2 +1 

An illustration of this limiter in the extended monotonicity domain as intro­
duced by Spekreijse [33] is given in Fig. 2.9. Notice that with the Van Albada 
limiter, (2.13) can also be interpreted as a modified Fromm (,c=O) scheme. 
(At R = 1 it is tangent to the Fromm scheme, Fig. 2.9.) For convenience we 
will call '(2.13) with (2.15)' the Van Albada scheme. 

-;"-t"-----.-------.-----+--~---~----< 3R -3 

Fig. 2.9. Monotonicity domain with limited and non-limited ,c=O-scheme. 
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2.3.3. T-extrapolation 
In a multigrid context, where solutions on more grids are available, it is 
natural to consider the possibilities of e.g. Richardson extrapolation or ,,._ 
extrapolation [4,8] to further improve the accuracy of the solution. For ,,_ 
extrapolation it is known that it can profitably be done even in cases where 
Richardson extrapolation cannot be applied. 

The accuracy of a converged higher-order iterate q'L of the defect correction 
process (1.20) can be efficiently boosted further by proceeding with the 
extended solution process 

NL(q'J,+ 1) = NL(q'L)-(Nt(q'J,)-TL), n =0,1, ... ,N, (2.16) 

with Nt the same higher-order operator as in (1.20), q'l the converged higher­
order solution as yielded by (1.20), and TL the higher-order truncation error 

"L = Nt (jLq)- JL(Nq), (2.17) 

where jL and JL represent 0-to-OL (continuum - to - finest grid) transfer 
operators, and N and q the continuous operator and solution, respectively. At 
convergence, the solution qL of (2.16) coincides with iLq. Of course, TL as 
defined by (2.17) cannot be evaluated because q is unknown. However, "L can 
be approximated by extrapolating the relative truncation error ,,f-1 of the 
higher-order scheme: 

.,.L-1 - N+ iiL-lqO)-JL-IN+(qO) •L - L-1 V-L L L L L, (2.18) 

which, as opposed to "L, can be evaluated. By assuming the validity of the 
truncation error relations 

'T'L-1 = Jf-lTL +,,f-l, 

'T'L-1 = 2PJf-lTL, 

(2.19a) 

(2.19b) 

where p is the order of accuracy of the higher-order operators Nt and Nt- i, 

we can approximate "L as 

1 JL _J,-1 "L = -- L-l'T'"L , 2P-1 

where Jf _ 1 is a OL - 1-to-OL -transfer operator for right-hand sides. 
For the transfer operators we take 

-L-1 1 [ (qL-diJ = <!:L qL);J = 4 (qLhi,2j+(qLhi-1,2j+ 

(2.20) 

(qL)u, 2j-1 +(qLhi-1,2j-l], (2.21a) 

(rL - I );J = (If- I rL)iJ = (rL)u, 2j + (rL)u - l,2j + 
(rL)u, 2j -1 + (rLhi-1,2j -1, (2.21 b) 

(If-1rL-1hi,2j = (If-1rL-1hi-1,2j = 
(If-1rL-1hi,2j-l = (If-1rL-1hi-l,2j-l = ! (rL-l)iJ· (2.21c) 

So for the right-hand side prolongation operator Jf _ 1 we take the adjoint of 
the right-hand side restriction operator 1f-1• 
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2.3.4. Results 

Grids. For the mono-airfoils to be considered we apply O-type grids with the 
far-field boundary at an approximate distance from the airfoil of either ~ 25 
or ~ 100 chord lengths. Compared to C-type grids, O-type grids have the 
advantage of smaller mesh sizes around the airfoil's tail. Further, in general, 
they have a more regular mesh size distribution along the far-field boundary. 
For moderate downwash (or upwash), C-type grids have of course the advan­
tage of being better adapted to wake flows. 

Far-field boundary conditions. For all airfoil flows to be considered here, we 
simply impose unperturbed far-field boundary conditions, although we do not 
over-impose. I.e. for a completely subsonic far-field boundary we impose three 
selected conditions at the inflow part of that boundary and one selected condi­
tion at the outflow part. A common practice with upwind discretizations is to 
simply over-impose along the complete far-field boundary, arguing that the 
upwind scheme imposes by itself the correct number of boundary conditions. 
However, though imposing by itself the correct number, in subsonic cases any 
existing upwind scheme cannot impose by itself the physically most correct 
type of conditions. It cannot make any selection for physical correctness 
among all conditions available. In case of e.g. uniformly constant over­
specification across a subsonic wake leaving the domain, an upwind scheme 
imposes somehow that the velocity is constant across that wake, which is phy­
sically incorrect. Without introducing essential difficulties, it would be much 
better here to impose one physically correct condition only, e.g. a uniformly 
constant pressure. Concerning the choice to impose unperturbed far-field 
boundary conditions, by properly accounting for perturbations, of course, 
much can be gained in both accuracy and efficiency, the latter by reduction of 
the far-field distance. Though much work has been done on far-field perturba­
tions (see e.g. [2]), properly introducing these perturbations in the algorithm 
without affecting its accuracy and efficiency may still be difficult. To avoid 
extra difficulties and to be on a par with standard reference work, here we 
impose free-stream conditions only. 

In all cases we simply divide, a-priori, the far-field boundary into an inflow 
part and an outflow part. In all cases, at the inflow part we prescribe u, v and c 
to be uniformly constant, whereas at outflow we prescribe p to be uniformly 
constant. The combination u, v,c at inflow is convenient for airfoil cases with, 
standard, the far-field Mach number and angle of attack (M 00 and a, respec­
tively) specified. Imposing p at outflow is mathematically well-posed (section 
2.2.3), and does not conflict, as just mentioned, with the commonly occurring 
situation of a subsonic wake flow leaving the domain. 

Kutta condition. In all cases to be considered we assume that, without taking 
any precaution, no flow around trailing edges will occur, i.e. the Kutta condi­
tion is satisfied automatically. A support for this assumption is the fact that 
the different discretization methods to be employed, by being dissipative, all 
generate spurious increases of entropy and hence changes (decreases) in total 
pressure. As a consequence, flow around an airfoil's tail will in general result 
in a stagnation at two different pressures, which is an impossible situation. 
Hence in general, the Kutta condition will be satisfied automatically. 
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Multigrid schedule. For each test case we apply here - standard - a V-cycle 
with a single pre- and post-relaxation per level. For all mono-airfoils to be 
considered we use a coarsest grid with eight volumes tangentially to the airfoil 
and either four or two volumes radially. We notice that this is extremely coarse 
if seen in the light of doubts raised in [6] concerning the applicability of mul­
tigrid to airfoil flow problems with discontinuities. 

NACA0012, M 00 =0.8, a= 1.25°. We first consider the case which, for some 
time, was most widely used for inviscid airfoil flow computations. The airfoil 
considered is the NACA0012-airfoil, and the far-field boundary conditions 
specified are M 00 = 0.8, a= 1.25°. Leaving the stagnation region out of account, 
over the complete computational domain the flow speed is in the neighbour­
hood of the local speed of sound, making the flow of transonic type. The solu­
tion shows a rather pronounced lee-side sh~k, a very weak wind-side shock, 
and, consequently, a weak contact discontinuity shed from the trailing edge. 
The test case is generally assumed to be at the limit of what is possible with a 
potential flow model. 

First we investigate the multigrid behaviour, applying as coarsest grid, 01, 

an 8X4-grid, and as finest finest-grid, the 128X64-grid given in Fig. 2.10, 
OL=05. 

X X 

a. In full. b. In detail. 

Fig. 2.10. 128X64-grid (05) NACA0012-airfoil. 
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In Fig. 2.11, the multigrid behaviour is presented by a graph of the residual 
ratios l:i=1l(NL(qi.))klll:i=1l(NL(ql))kl, L =3,4,5 versus the number of cycles 
performed, one multigrid cycle being the V-cycle mentioned, and, for 05 only, 
one single-grid cycle being the equivalent number of finest-grid relaxation 
sweeps. l(N L(qi,))kl is defined in the same way as for the transonic wind tun­
nel flow (section 2.2.4). The convergence rates and the measure of grid 
independence are satisfactory. They are comparable with those obtained in 
[13] for the simply-connected, moderately perturbed channel flow. For 0 5 , we 
also add the multigrid convergence rate as obtained with Van Leer's scheme 
(instead of Osher's). Here (for the worse grid-aligned airfoil flow), though not 
significant, Osher's scheme appears to yield a better multigrid performance. 
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Fig. 2.11. Multigrid behaviour (NACA0012, M 00 =0.8, a= 1.25°), 
( ------ : single-grid Osher, - : multigrid Osher, 

........ : multigrid Van Leer). 

Next we investigate the convergence properties of iterative defect correction 
for the following five higher-order discretizations: (i) the centred scheme 
(IC= 1 ), (ii) the one-sided scheme (IC= - 1 ), (iii) the third-order scheme (IC=½), 
(iv) the superbox scheme, and (v) the Van Albada scheme. For this purpose, 
we perform for each scheme ten IDeC-cycles, with five FAS-cycles per IDeC­
cycle. As finest grid, we apply the 32X 16-grid given in Fig. 2.12, yielding a 
three-level multigrid schedule, OL = 03 • 
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X X 

a. In full. b. In detail. 

Fig. 2.12. 32X 16-grid (03) NACA0012-airfoil. 

In Fig. 2.13a, convergence histories are given by graphs of the residual ratio 
~i=1l(Nj" (~))kll~i=il(Nj" (q~))kl, N{ denoting the higher-order operator 
indicated near each graph, n the n-th FAS-cycle, and q~ the first-order approx­
imation as obtained at the end of the FAS-stage, the latter being, just as in 
Fig. 1.5, one FAS-cycle long only. The vertical lines in Fig. 2.13a mark the 
beginnings (and ends) of the IDeC-cycles. To avoid misunderstanding, we 
remark that each separate nonlinear multigrid iteration (i.e. each iteration 
corresponding with the history between two neighbouring vertical lines) does 
not converge to a solution of N{ (q3)=0, because it solves 
N3(q3)=N3(~)-N:f (qn. In Fig. 2.13b, graphs are given of the converged 
surface distribution of the entropy ratio s/s(YJ, with s=pp-Y. For this, the 
curves with circular markers indicate the upper surface distributions, and those 
with triangular markers the lower surface distributions. Except for the super­
box scheme, the markers correspond with the x-locations of the volume wall 
centres at the airfoil's surface. For the superbox scheme, due to the averaging 
mentioned (section 2.3.2), they correspond with the volume wall vertices at the 
airfoil's surface. It appears that both extreme schemes, the centred and one­
sided scheme, lead to an early divergence of IDeC. For the centred scheme, the 
shock behaves as source of instability. For the one-sided scheme, the stagna­
tion region behaves as such. 
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Fig. 2.13. Results higher-order schemes (NACA0012, M 00 =0.8, a= 1.25°). 
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From Fig. 2.13a it appears that the third-order scheme, the superbox 
scheme, and the Van Albada scheme all give convergence. Their convergence 
histories suggest that the use of one or two FAS-cycles per IDeC-cycle is 
sufficient. To investigate the optimal number of FAS-cycles per IDeC-cycle, we 
perform for these converging schemes successively: 20 IDeC-cycles with one 
FAS-cycle per IDeC-cycle, and 10 IDeC-cycles with two FAS-cycles per 
IDeC-cycle. As finest grid, we use again the 32X 16-grid as shown in Fig. 2.12. 
The convergence histories obtained are given in Fig. 2.14. As starting point, we 
use the same first-order approximation qg as before. It clearly appears from 
Fig. 2.14 that the schedule with one FAS-cycle per IDeC-cycle is most efficient 
for each of the three schemes considered. 

':'+--~-~--~--< -t---.....-------,-------.-- +-----.-----,--------y--
10 15 ~ o w m ~• s w m ~ 

FAS-cycles FAS-cycles FAS-cycles 

a. Third-order. b. Superbox. c. Van Albada. 

Fig. 2.14. Convergence histories for one FAS-cycle(-) and two FAS-cycles(----) 
per IDeC-cycle (NACA0012, M 00 =0.8, a= 1.25°). 

Next, we compare some qualitative properties of the fully converged first­
order, third-order, superbox and Van Albada solution. As finest grid, we apply 
again the 32X 16-grid. To be sure that the higher-order solutions are fully 
converged, we apply 50 IDeC-cycles (with one FAS-cycle per IDeC-cycle) for 
all three schemes. The pressure distributions obtained are given in Fig. 2.15. 
In each graph, the upper dashed line indicates the critical pressure, and the 
lower the stagnation pressure. The meaning of the markers is the same as in 
Fig. 2.13b. Clearly visible in Fig. 2.15 is the strong under- and overshoot at the 
shock wave, as obtained with the third-order and superbox scheme. The small 
wiggle upstream of the shock, as generated by the Van Albada scheme must be 
due to the centred and one-sided scheme that are used near boundaries. Com­
pared with the first-order scheme, all three higher-order schemes give a 
significant improvement of the stagnation pressure. 
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7..-----------, 

a. First-order. b. Third-order. 

7',-----------, 

~ 

c. Superbox. d. Van Albada. 

Fig. 2.15. Converged surface pressure distributions 
(NACA0012, M 00 =0.8, a= 1.25°). 
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When we take monotonicity at full convergence as a requirement to be 
fulfilled, only the first-order scheme and Van Albada scheme can be used. 
However, since only a few IDeC-cycles might be necessary (and are desired of 
course), the question arises how spurious non-monotonicity at the shock 
develops in the first IDeC-cycles. To investigate this, we recompute the flow 
for both the first-order scheme and the three higher-order schemes. As finest 
grid we use now the corresponding, four times finer grid, the 128 X 64-grid 
already given in Fig. 2.10. As solution schedule, we apply ten IDeC-cycles with 
one FAS-cycle per IDeC-cycle. The results obtained are given in Fig. 2.16 and 
2.17. Fig 2.16a and 2.16b show the first-order pressure distribution as obtained 
after one and ten FAS-cycles, respectively. The meaning of the markers and 
dashed lines in the graphs is the same as before. The pressure distribution in 
Fig. 2.16a shows in fact the first-order solution which is used as initial estimate 
for (1.20). The distribution in Fig. 2.16b is that of the fully converged first­
order solution. (We notice that the solution as obtained after one FAS-cycle is 
already converged to truncation error accuracy.) Fig. 2.17 shows for the three 
higher-order schemes the pressure distribution, as obtained after successively 
one, two, three and ten IDeC-cycles. From Fig. 2.17 an opposite behaviour 
after the first IDeC-cycle becomes clear. The small wiggles, as obtained with 
all three schemes after the first IDeC-cycle, grow in the following IDeC-cycles 
for the third-order and superbox scheme, but shrink for the Van Albada 
scheme. The Van Albada scheme yields a nearly wiggle-free solution after the 
third IDeC-cycle already. Remarkable for all three schemes is the excellent 
improvement of the stagnation pressure which is obtained in the first IDeC­
cycle. 

a. After one FAS-cycle. b. After ten FAS-cycles. 

Fig. 2.16. First-order surface pressure distributions 
(NACA0012, M 00 =0.8, a= 1.25°). 
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In Fig. 2.18 we give the converged, higher-order surface entropy distribu­
tions. All three higher-order schemes lead to an excellent improvement of the 
entropy distribution, the third-order, as expected, to the best. 
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Fig. 2.18. Surface entropy distributions after tenth FAS-cycle (first-order scheme) and 
tenth IDeC-cycle (higher-order schemes), (NACA0012, M 00 =0.8, a= 1.25°). 
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In Fig. 2.19 we make a comparison with reference results. In Fig. 2.19a, the 
left graph shows the pressure distributions that we obtained after ten IDeC­
cycles, whereas the right graph shows all Euler flow results stemming from [32). 
In Fig. 2.19b we do the same, using here only the best Euler flow results from 
[36). In Fig. 2.19a, the agreement between the various reference results is poor. 
This is partly caused by wiggles, but mostly by a large scattering in shock posi­
tion. A smaller scattering is found in the more recent reference results given in 
Fig. 2.19b. The agreement between our results and these very fine grid results 
is good, with the exception of the under- and overshoots, as generated by the 
third-order and superbox scheme. In Fig. 2.19c, we present for the Van Albada 
scheme the convergence history of the lift and drag coefficient and make a 
comparison with ( converged) reference results, which are spread over the 
shaded areas. One shading represents all five Euler results from [32), the other 
shading all seven Euler results from [36]. Clearly visible in Fig. 2.19c, is the 
excellent improvement of the drag, which is obtained in the first IDeC-cycle. 
(The main cause of this is of course the strong improvement of the stagnation 
pressure in the first IDeC-cycle, Fig. 2.16 and 2.17.) When we take the results 
from [32) as a standard, we see that we only need one IDeC-cycle to reach the 
standard. With the results from [36) as a standard, we end up with a lift which 
is slightly too low. The cause of this discrepancy is thought to be the fact that 
the outer boundary is not far enough (~25 chord lengths) from the airfoil. 
Applying a finest grid with an outer boundary at ~ 100 chord lengths, but yet 
with a twice smaller number of volumes in the radial direction (32 instead of 
64) and a twice smaller volume height at the airfoil (Fig. 2.20), we obtain the 
results given in Fig. 2.21 and 2.22. The solution improvements are evident 
(Fig. 2.22). Though slightly less grid-independent than that in Fig. 2.11, the 
corresponding multigrid behaviour is still very satisfactory (Fig. 2.21 ). 
(Remarkable, but fortunately not important, is the worse single-grid history in 
comparison with that in Fig. 2.11.) 
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Fig. 2.19. Results NACA0012-airfoil at M 00 =0.8, a= 1.25°. 
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a. In full. b. In detail. 

Fig. 2.20. 128 X 32-grid (05) NACA0012-airfoil. 
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Fig. 2.21. Multigrid behaviour NACA0012-airfoil at M 00 =0.8, a= 1.25° 
for new grid ( ------ : single-grid, - : multigrid). 
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NACAOOJ2, M 00 =0.63, a=2°. Before considering typical Euler test cases for 
the NACA0012-airfoil, we first consider the standard subsonic potential flow 
case with M 00 =0.63, a=2°. This case is considered mainly for verifying how 
close we can approximate d'Alembert's exact zero-drag for a given grid, the 
128 X 32-grid just considered (Fig. 2.20). Given the relative smoothness of the 
flow, for this purpose, we will also investigate the possibilities of T­

extrapolation. 
First, in Fig. 2.23 we show the multigrid behaviour with the 128 X 32-grid as 

finest finest-grid and the corresponding 8 X 2-grid as coarsest grid. Multigrid 
performs well. Despite the rather large physical differences, the multigrid 
behaviour for this subsonic test case shows a very good resemblance with that 
of the transonic one in Fig. 2.21. 

In Fig. 2.24, for a schedule without T-extrapolation, we make a comparison 
with reference results, among the reference surface pressure distributions (Fig. 
2.24a) also potential flow results, the reference results for lift and drag (Fig. 
2.24b) being Euler fl.ow results only. Remarkable is the excellent agreement 
between the surface pressure distributions of the three higher-order schemes. 
Further, very good (already) is the drag yielded by the third-order and super­
box scheme. For the rather coarse finest-grid applied, both approach the 
zero-drag significantly better than any of the Euler results from [32], the super­
box scheme even slightly better than the third-order scheme. Moreover, for all 
three higher-order schemes, the convergence of IDeC is fast. Within a few 
IDeC-cycles their corresponding lift and drag values seem to be converged for 
practical purposes. 

In Tab. 2.1 we present the cd-history for the converged K = ½-solution (Fig. 
2.24a) and T-extrapolation. Four different combinations of Jf _ 1 and p are 
investigated. (The restriction operators if- I and 1f-1 are not varied but taken 
the same as in (2.21 ).) It clearly appears that the approach with Jf _ 1 accord­
ing to (2.21c) (Jf _ 1 =O(_h)) and with p =3, is the best. With this approach, 
only three additional IDeC-cycles are sufficient to reduce the converged ,c= ½­
cd from four counts to one count only. A comparison of the corresponding sur­
face pressure distribution with the "= ½-distribution does not show any quali­
tative difference. (Only very slight quantitative differences can be observed 
such as a slightly higher suction peak in the T-extrapolation case.) 

Jf-1 O(h) O(h) O(h 2) O(h 2 ) 

n 
p 2 3 2 3 

0 4 4 4 4 
1 -7 -1 -44 -16 
2 -5 0 -29 -10 
3 -3 1 -24 -8 
4 -3 1 -22 -7 
5 -3 1 -22 -7 

Tab. 2.1. Convergence history drag coefficient (X 10-4 ) 

NACA0012-airfoil at M 00 =0.63, a=2°, 
for different T-extrapolation techniques. 
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Fig. 2.23. Multigrid behaviour NACA0012-airfoil at M 00 =0.63, a.=2° 
( ------ : single-grid, - : multigrid). 
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Fig. 2.24. Results NACA0012-airfoil at M 00 =0.63, a.=2° 
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NACA0012, M 00 =0.85, a= 1°. At present, this seems to be the most popular 
airfoil test case for Euler flow methods. Its flow is probably at the limit of 
what may still be called transonic. It has a rather strong lee-side shock and a 
significantly less strong wind-side shock, resulting in a strong contact discon­
tinuity. Potential flow methods are definitely not suited for this test case. 

For the same family of grids as with the previous test case, the multigrid 
behaviour is given in Fig. 2.25. Despite the rather strong discontinuities, no 
significant deterioration is observed in comparison with the two milder previ­
ous cases. 
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Fig. 2.25. Multigrid behaviour NACA0012-airfoil at M 00 =0.85, a= 1° 
( ------ : single-grid, - : multigrid). 

We compare our solution with those of Salas and South [36], and Schmidt 
and Jameson [36]. They use an O-type grid of 192X39 points and 320X64 
cells, respectively. Although no evidence can be given that they both really 
needed such a fine grid, it can be seen that we can use a significantly coarser 
grid (128 X 32 O-type, Fig. 2.20). Our lift and drag agree well with theirs. Salas 
and South find c1=0.3472, cd=0.0557, and Schmidt and Jameson find 
c,=0.3584, cd=0.0580, whereas we find c1=0.3565, cd=0.0582. All three 
discontinuities occurring in the flow are captured about equally well in our 
results and the reference results (Fig. 2.26a and 2.26c). Our entropy distribu­
tion (Fig. 2.26d, no comparable results available) shows furthermore a very 
modest entropy error (0.002) just upstream of the foot of both shock waves. 
(The smearing of the entropy layer in radial direction is only due to the grid 
enlargement in this direction.) The lift and drag seem to be converged for 
practical purposes within (again) only a few IDeC-cycles (Fig. 2.26b). 
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c. Mach number distributions, 
present result (left) and 
result Schmidt and Jameson [36] (right). 
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NACAOOJ2, M 00 = 1.2, a=1'. This standard test case is definitely no longer 
transonic, and, given the presence of a curved detached bow shock, the flow is 
completely rotational along the airfoil. (For this case, estimates of surface dis­
tributions assuming any irrotationality are absolutely unreliable.) 

For an unaltered family of grids, the multigrid method behaves as shown in 
Fig. 2.27. The better convergence rates than those obtained for the previous 
cases are due to the fact that the relaxation method is a perfect smoother 
whenever sweeping in a supersonic flow direction. 
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Fig. 2.27. Multigrid behaviour NACA0012-airfoil at M 00 = 1.2, a=1' 
( ------ : single-grid, - : multigrid). 

Our solution is compared with those of Schmidt and Jameson (36], and 
Veuillot and Vuillot (36]. They use a 320 X 64-cells O-type grid and a 201 X 55-
points C-type grid, respectively. They find c,=0.5138, cd=0.1538 and 
c,=0.5280, cd=0.1536, respectively, whereas we find c,=0.5237, cd=0.1551. 
Except for a slight difference in drag and upstream location of the bow shock 
(Fig. 2.28c), the agreement between our results and the reference results is 
good. With our worse adapted and coarser 128 X 32-grid, we obtain a solution 
of the same quality. Our entropy distribution finally (Fig. 2.28d, no compar­
able results available) shows again a very modest entropy error; it is again 
0.002 just upstream of the airfoil's tail. 



58 Chapter2 

1---- ~ 
i---

Jameson Sch.midt & 

-= 

---/ ~ ------------------- ----- ----
Veuillot & Vuillot 

( 

--+-----+----+-----+-----I 
0.25 0.50 

X 

0.75 

a. Surface pressure distributions, 
present result (left) and 
reference results from [36] (right). 

!ll ~=""'""""'""""""""""""1 ~ 
0 0 

[36]: ~ 

g g 
ci,.,__ __ ~ __ 4 o 

10 

IDeC-cycles 

b. Convergence history 
lift and drag coefficient. 



Numerical Results for the Steady Euler Equations 
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X 

c. Mach number distributions, 
present result (left) and 
result Veuillot and Vuillot (36] (right). 

X 

d. Present entropy distribution (s Is 00 ). 

Fig. 2.28. Results NACA0012-airfoil at M 00 = 1.2, a.=7° 
(Van Albada scheme). 
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NLR7301, M 00 =0.721, a= -0.194°. Though supercritical flows with shock 
waves and contact discontinuities are very relevant for developing accurate and 
efficient Euler fl.ow methods, although rare, supercritical shock-free flows are 
not less relevant. The absence of exact reference solutions for the first flows 
but the availability of such results for supercritical shock-free flows makes the 
latter more rigorous test cases. A major difficulty in the numerical computation 
of transonic shock-free airfoil flows is to avoid shock wave formation in the 
isentropic compression fl.ow along the airfoil's lee side. This holds in particular 
when applying an upwind shock capturing scheme, because of the tendency of 
such schemes to create shock waves in regions of converging characteristics. 

A standard and well-documented supercritical, shock-free airfoil fl.ow is the 
NLR7301-airfoil at the design conditions M 00 =0.721, a= -0.194° [3]. In the 
first instance we investigate how close we can approximate its hodograph solu­
tion with the same numerical schedule as applied for the previous two 
NACA0012-cases; 128X32 0-type finest-grid (Fig. 2.29) with the far-field 
boundary again at ~ 100 chord lengths, 8 X 2 coarsest grid, unperturbed far­
field boundary conditions, ten IDeC-cycles with one FAS-cycle per IDeC­
cycle, and so on. As higher-order scheme we apply the superbox scheme, the 
motivation being its most close approximation of zero-drag for the subcritical 
airfoil fl.ow considered before. 

X 

Fig. 2.29. 128X32-grid NLR7301-
airfoil, in detail. 

I 2 3 i 5 6 7 8 9 10 

cycles 

Fig. 2.30. Multigrid ·behaviour NLR7301-
airfoil at M 00 =0.721, a= -0.194° 
( ------ : single-grid, - : multigrid). 

The multigrid behaviour, given in Fig. 2.30, is satisfactory. Though the 
higher-order lift and drag history (Fig. 2.31 b) are satisfactory as well (both in 
regard to convergence rate and accuracy of converged values), the correspond­
ing surface presure distribution (Fig. 2.31a) is not. It clearly shows a potential 
fl.ow break-down. Continuing with T-extrapolation and this imperfect solution 
does not help; the initial solution (Fig. 2.31a) is not sufficiently smooth. The 
,c = ½-solution obtainable on the underlying 64 X 16-grid is, but unfortunately it 
is not accurate enough to obtain a satisfactory solution by means of T­

extrapolation. 



Numerical Results for the Steady Euler Equations 

o-!t----+------+----t-~--~ 

0.25 

X 

D.75 

a. Surface pressure distributions, 
present result (left) and 
reference results from [36] (right). 

C' 

b. 

~ ~ 

o~.,._,.__,~u....:.."'--'--'---'--'--"-lo 

Fi Boerstoel & 0 

0 Huizing: ----- 0 

[36]: ~ 

~ i'l 
0 0 

Cd 

g 0 
0 

0 0 
ID 

IDeC-cycles 

Convergence history 

J' 

lift and drag coefficient. 

Fig. 2.31. Results NLR7301-airfoil at M 00 =0.721, a= -0.194° 
(superbox scheme, without T-extrapolation). 
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First we assumed the cause of the break-down to be an accumulation of 
discretization errors in the most downstream part of the supersonic zone. This 
accumulation might be explained with the mechanism of Mach lines emanating 
from the airfoil along the entire supersonic zone, reflecting at the sonic line, 
and finally focusing in the most downstream part of the supersonic zone. Yet, 
with an adapted grid as shown in Fig. 2.32, we did not obtain any significant 
improvement. 

X 

Fig. 2.32. 192X48-grid NLR7301-airfoil, in detail. 

Besides T-extrapolation and grid adaptation, some other possible remedies have 
been investigated. We applied other higher-order schemes, a rotated version of 
Osher's scheme [11), a device against sonic glitches [5), and solid wall boun­
dary condition treatments taking into account surface curvature [18,34). None 
of these remedies worked, neither alone nor in combination with others. Con­
cerning the reference results [36), it was noticed that most of them show some 
sort of break-down. Further, it was remarkable to see that Schmidt and Jame­
son [36), who most closely approach the exact solution (Fig. 2.31a), also used 
the finest grid (322X66-cells O-type). It finally seemed that if no elegant 
means of improvement could be found, just like Schmidt and Jameson, strong 
overall grid refinement needed to be applied. So it seemed, until at NLR, with 
the present numerical method though with perturbed far-field boundary condi­
tions, a very satisfactory solution was obtained on a 128 X 32-grid only [27). 
Our confidence in the numerical method was restored. Unfortunately, for the 
corresponding twice as fine grid, though for the rest exactly identical numerical 
schedule, the potential flow broke down again [27), this time not eroding our 
confidence in the method, but that in the mathematical posedness of the 
corresponding continuous problem. Our present opinion is that an existency 
analysis, analogous to that performed by Morawetz [22,23,24,25) but now for 
the Euler equations, might well yield that steady, transonic shock-free solutions 
for the Euler - continuum - boundary value problem are isolated points as 
well. (If so, because of Pearcey's experimental work [31], no transonic contro­
versy can re-arise of course.) 
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bi-NACA0012, M 00 =0.5, a=2°. To finish, we show the method's feasibility 
for computing flows with sources of any of the conserved quantities. Here we 
will consider momentum and energy sources which model a propulsion system. 
The configuration considered is composed of two NACA0012-airfoils and a 
propeller disk. The NACA0012-airfoils are placed in parallel formation, and 
the propeller disk is placed between the airfoil noses (Fig. 2.33). The 
configuration may be interpreted as a model for a bi-plane with airscrew(s) 
between its leading edges. The propeller is modelled as a line distribution of 
x-momentum and energy sources. The configuration has not been considered 
elsewhere. 

Fig. 2.33. bi-NACA0012-airfoil with propeller disk. 

As finest grid we apply the 128X48-grid as shown in Fig. 2.34. The non­
smooth grid at the airfoil noses will lead to a solution of worse quality than in 
the case of a body-fitted grid. Yet, to avoid extensive grid generation efforts 
we prefer the present grid to the alternative of a smooth, body-fitted grid in a 
multi-domain approach. The outer boundary of the grid is taken at an approx­
imate distance from the configuration of ten chord lengths. For the solution 
schedule, five IDeC-iterations and four coarser grids are taken. 

X X 

a. In full. b. In detail. 

Fig. 2.34. 128 X 48-grid bi-NACA0012-airfoil. 
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The configuration is considered twice at M 00 =0.5, a=2°; namely with the 
propeller disk switched off and with the propeller disk switched on. In both 
cases we impose unperturbed conditions at the outer boundary: u, v, c constant 
at inflow and p constant at outflow. (Notice that p =constant across a jet 
leaving the computational domain is physically correct.) We assume the pro­
peller disk to be located inside the finite volumes, i.e. it does not coincide with 
any cell face. In each volume O;J which is intersected by the propeller disk, a 
local line source of x-momentum and energy per unit of length and time, (s2);J 
and (s 4 );J, respectively, are computed in the following way. Introducing in 
each such O;J the hypothetical states qf J and q'f,1 up- and downstream of the 
propeller, respectively, we prescribe an isentropic pressure jump: 

PfJ = (1 +8)pYJ, 8>0, (2.22a) 

(2.22b) 

with 8 constant. Besides these two propeller relations we have the steady jump 
relations 

d u pu pu 0 
pu2+p pu2+p 

S2 
puv puv 

0 
(2.23) 

pu(e +..2..) pu(e +..E..) S4 p 
iJ 

p 
iJ iJ 

Taking qfJ=q;J, we have obtained a system of six equations with six 
unknowns: PfJ,uf1,v1J,Pt, (s2);J and (s4);J, from which (s2);J and (s4);J can be 
computed. (So in each finite volume which is intersected by the propeller disk, 
the x-momentum and energy source are functions of 8 and q;J only.) To solve 
the system of discretized equations with source terms, we simply apply the 
defect correction iteration 

with 

(2.25) 

where l;J is the length of the propeller part inside O;,J. (Difficult source terms 
depending on the solution fit perfectly well in an IDeC-process.) 

For the case with working propeller we arbitrarily take 8=0.1. For both 
cases (propeller on and off) convergence to the solution of Nt (qL)=rL(qL) is 
obtained. The converged values of lift and drag of the upper and lower airfoil 
(yielded by the fifth IDeC-cycle) are given in Tab. 2.2. 
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CJ upper 

CJ lower 

Cdupper 

cd/ower 

propeller disk 
off (8=0) on (8=0.1) 

-0.24 -0.89 

0.59 1.26 
-0.Ql 0.01 

0.02 0.06 

Tab. 2.2. Lift and drag coefficients for NACA0012-bi-airfoil 
with propeller disk, at M 00 = 0.5, a= 2°. 
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Clearly visible is the large influence of the working propeller on the lift force 
acting on each of the two airfoils. In Fig. 2.35 we give the Mach number, pres­
sure and entropy distribution as obtained for both cases. In the Mach number 
distribution (Fig. 2.35a) for the case with working propeller one clearly 
observes the Mach number increase and shock wave as introduced in the inter­
nal flow part, and the Mach number decrease in the external flow part. The 
imposed sources are such that the flow has developed from fully subsonic into 
transonic. In the pressure distribution (Fig. 2.35b) for the case with working 
propeller we observe that the assumed pressure jump appears indeed. Further, 
the corresponding entropy distribution (Fig. 2.35c) shows the assumed isen­
tropy through the propeller. For both cases (propeller on and oft), the entropy 
which is spuriously generated at the airfoil noses and convected downstream, is 
one order of magnitude larger than for the mono-airfoil cases. Cause of this is 
the non-smoothness of the grid at the noses of the bi-airfoil. 
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Efficiency. For all airfoil flows computed, we needed on an average five 
IDeC-cycles to drive the lift coefficients to within ½ % of their final values. On 
a CDC Cyber 205 on which we performed all our computations, in scalar 
mode, this took us ~25ms per finite volume. Using a VAX 11/780, Jespersen 
with his nonlinear multigrid approach converges to a second-order accurate 
airfoil flow solution in ~llOOms per grid point [14). Taking into account the 
difference in performance between the CDC Cyber 205 and the VAX 11 /780, 
both efficiencies seem to be about the same. Our solution quality, however, is 
better than Jespersen's. (Not expecting significant acceleration by vectoriza­
tion, we did not optimize our code for efficient use on vector computers.) For 
large-scale computations, where all data cannot be kept in core, the small 
number of iteration cycles required (five IDeC-cycles on an average) results in 
a small number of out-of-core data transports and hence in low IO-times. 

2.4. CONCLUDING REMARKS 

For the steady, two-dimensional Euler equations, an outlet boundary condition 
with total enthalpy or flow direction specified may easily yield a mathemati­
cally ill-posed problem. This is not the case for an outlet boundary condition 
with static pressure specified. 

Grid adaptation by simply shifting the finite volumes in the nested iteration, 
without modifying the corresponding states, seems to work well for transonic 
applications. 

The predicted better multigrid performance with Van Leer's flux splitting 
instead of Osher's flux difference splitting, in case of overall grid alignment of 
the flow [26), did come true. However, the better performance of Van Leer's 
flux splitting is not very significant. 

Studying the behaviour of the nonlinear multigrid method for various 
smooth and non-smooth airfoil flow problems, it appears that a satisfactory 
degree of grid independence is obtained, as well as a satisfactory convergence 
to truncation error accuracy within a few cycles only. Although not 
significant, for airfoil flows Osher's scheme seems to lead to better multigrid 
convergence than Van Leer's. 

Studying the behaviour of the defect correction iteration for various higher­
order schemes, it appears that the centred and one-sided scheme lead to diver­
gence for the basic flow problem considered: a transonic airfoil flow with 
shock wave. For this problem, the other schemes considered; the third-order 
scheme, the superbox scheme, and the Van Albada scheme, all give conver­
gence. These converging schemes give sharp discontinuities, but they introduce 
wiggles, already after the first IDeC-cycle. However, for the Van Albada 
scheme the wiggles disappear within only a few IDeC-cycles. Comparison with 
standard reference results shows that for flows with discontinuities, within a 
few IDeC-cycles only, we obtain solutions of the same good quality with a 
finest grid which may be twice as coarse (in both directions) than those applied 
for the reference results. For smooth subcritical problems the third-order, the 
superbox, and the Van Albada scheme behave in the same way; within a few 
IDeC-cycles only, they yield solutions of good quality. For all airfoil flows 
considered, the Kutta condition is satisfied automatically. 
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T-extrapolation appears to be a very useful multigrid tool for improving the 
solution accuracy. Studying its possibilities for shock-free airfoil flows, it 
appears that it can drastically reduce spurious drag. (Disregarding the non­
smooth flow parts, the accuracy of a non-smooth flow solution might also 
benefit of it.) 

Looking back at the Euler flow results obtained, especially at those obtained 
for the practically relevant and mathematically well-posed NACA0012-cases, it 
can be concluded, in particular when making comparisons with reference 
results, that the Hemker-Spekreijse method probably is a good starting point 
for the development of an accurate and efficient numerical method for the 
steady, two-dimensional Navier-Stokes equations, within the Reynolds number 
range and Mach number range indicated (section 1.4.1) . 
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Chapter 3 

Numerical Method for 

the Steady Navier-Stokes Equations 

3.1. INTRODUCTORY REMARKS 

71 

Talcing the Hemker-Spekreijse method as a point of departure for developing 
an accurate and efficient numerical method for the steady Navier-Stokes equa­
tions, two existing Navier-Stokes methods starid out immediately; (i) the highly 
accurate method as introduced by Chakravarthy et al. [I], and (ii) the highly 
efficient method as introduced by Shaw and Wesseling [17). 

The method presented in [I) applies monotone, high-accurate upwind 
schemes for the convective terms and, consistently, a high-accurate biased 
scheme for the diffusive terms; the bias talcing into proper account the pre­
ferential direction of the cross derivative terms. Although this particular 
diffusive discretization is favourable for the diagonal dominance and hence the 
solvability of the complete discrete system, from a viewpoint of efficiency, due 
to its complexity, it is unfavourable. 

About the opposite holds for the method presented in [17). There, only 
first-order discretized Navier-Stokes equations are considered, but for solving 
these equations a very efficient technique is applied. The technique is basically 
the same as that applied by Hemker and Spekreijse to the first-order discre­
tized Euler equations [7], but has much better vectorization properties. Analo­
gous to the Hemker-Spekreijse method, it applies collective symmetric point 
Gauss-Seidel relaxation as the smoothing technique and nonlinear multigrid as 
the acceleration technique. For an additional speed-up by vectorization, 
instead of Osher's scheme [15), Shaw and Wesseling apply Van Leer's scheme 
[12) with its less extensive conditional branching. Further, they avoid the recur­
siveness of the point Gauss-Seidel relaxation by discretizing on seven-point 
stencils and by malcing relaxation sweeps over diagonal grid lines. 

In this chapter we introduce and analyze a middle-of-the-road method when 
compared to the previous two; it finds a better compromise between accuracy 
and efficiency. The analyses to be presented have appeared (or will soon 
appear) in [6,8,9,10,11). 
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3.2. DISCRETIZATION METHOD 

To still allow Euler flow solutions with discontinuities, we also discretize the 
full Navier-Stokes equations (1.6) in their integral form. Analogous to the 
Euler equations, a straightforward and · simple discretization of this form is 
obtained by subdividing the computational domain Sl into quadrilateral finite 
volumes Sl;,i i = 1,2, ... ,J, j = 1,2, ... ,J, and by requiring the conservation laws 
to hold for each finite volume separately: 

cf, (f(q)nx + g(q)ny)ds - _RI cf, (r(q)nx +s(q)ny)ds = 0, 't/i,j. (3.1) 
ati,,, e ati,,, 

This discretization requires an evaluation of convective and diffusive fluxes at 
each volume wall. Since we are interested in high-Reynolds number flows, the 
evaluation of the convective fluxes requires most attention. To simplify the 
optimization of the latter, it is convenient that the less important evaluation of 
the diffusive fluxes is already fixed. -

3.2.1. Diffusion 
For the evaluation of the diffusive fluxes, it is necessary to compute "vu, "vv 
and "vc2 at each cell face. To compute for instance ("vu);+½,i• where i +½,j 
refers to the cell face separating Sl;J and Sl; + I,j, we use the Gauss theorem 

"vu;+½,i = A 1 J unds, 
i+½,j a i+ff,J 

(3.2) 

with aSl;+½,i the boundary, n the outward unit normal and A;+½,i the area of 
a shifted quadrilateral finite volume Sli+½,i (Fig. 3.1), of which the vertices 
z =(x,yf are defined by 

1 
Z;J±½ = 2(z; -½,j±½ + Z; +½,j±½), (3.3) 

and a similar expression for z;+l,j±½· 

Z;+l,j+½ ___ .._ 
Z;J+½ - \ ,----- ------ \ 

/ I \ 
I I 

/ l \ 
/ I \ 
/ I \ 
I ~+~ \ 

/ I \ 

/ I \ 
I \ 

/ I ___ .l 

I ~=-~-=-~---~:~----~-~~---Z;,J-½ Z;+l,j-½ 

Fig. 3.1. Shifted finite volume Sl;+½,j· 
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The line integral in (3.2) is approximated by 

di unds = u; + I,J 
arl ... 1 

u;+½,J+½ (z;J+½ -zli-I,J+½)+ 

U;J (Z;J-½ -Z;J+½)+ 

U;+½,j-½ (z;~l,J-½ -Z;J-½), 

with z .1 =(y, -x)T and with for u;+½,J±½ the central expression 

I 
u; +½,J±½ = 4 (u;J +u;J±I +u; +I,J +u; +I,j±J). 
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(3.4) 

(3.5) 

Similar expressions are used for the other gradients and other walls. For 
sufficiently smooth grids this central diffusive flux computation is second-order 
accurate. Notice that by using central expressions, like (3.5), the directional 
dependence coming from the cross derivative terms is neglected. For high­
Reynolds number flows, our interest, no significant gain in solution quality is 
expected from a biased approach as proposed in [I]. For these flows, such a 
sophisticated discretization of the diffusion operator seems to be a little bit 
over-abundant in addition to an already sophisticated treatment of convection. 
Because of the fact that the present diffusive flux evaluation is rather cheap, 
use of rotational invariance for the diffusive operator is hardly advantageous 
and therefore not applied. 

3.2.2. Convection 
Based on our experience with the Euler equations (see [5] for an overview), for 
the evaluation of the convective fluxes we prefer an upwind approach following 
the Godunov principle [2]. So - again - along each finite volume wall, the con­
vective flux is assumed to be constant and to be determined by a uniformly 
constant left and right state only. To the one-dimensional Riemann problem 
thus obtained, an approximate Riemann solver is applied again. The choice of 
the left and right state, to be used as input for the approximate Riemann 
solver, determines again the accuracy of the convective discretization. Analo­
gous to the Euler equations, first-order accuracy is obtained by taking the left 
and right state equal to that in the corresponding adjacent volume, and 
higher-order accuracy by applying low-degree piecewise polynomial state inter­
polation, using two or three adjacent volume states for the left and right state 
separately. Monotonicity is guaranteed again by applying an appropriate lim­
iter. For the convective flux evaluation, we do make use of the rotational 
invariance of the Navier-Stokes equations in order to reduce the number of 
these evaluations per cell face from two to one. We proceed in analyzing the 
convective discretization in more detail. 
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Approximate Riemann solver. As approximate Riemann solver, we prefer again 
a scheme which is continuously differentiable, and which is consistent along 
boundaries, like Osher's scheme. The question arises whether it is still a good 
choice to use an approximate Riemann solver like Osher's when, besides 
discontinuities, also typical Navier-Stokes features such as shear, separation 
and heat conduction have to be resolved. We therefore reconsider the choice 
of an approximate Riemann solver for the present application. 

Since continuous differentiability is an absolute requirement for the success 
of our solution method, and since the only known approximate Riemann 
solvers with this property are Osher's and Van Leer's, our choice is confined to 
these two only. So far, Van Leer's scheme is more widespread in the field of 
Navier-Stokes than Osher's [16,17,20). Probably, the main reason for this is its 
greater conceptual and operational simplicity. 

Given the moderate differences observed between both schemes with respect 
to multigrid performance ( chapter 2), only the requirement of accurate model­
ling of physical diffusion will determine our choice. In [12), Van Leer stated 
already that his flux vector splitter cannot preserve steady contact discontinui­
ties. It diffuses contact discontinuities which, as linear wave phenomena, have 
no intrinsic steepening mechanism counteracting this diffusion. Since a discrete 
shear layer may be interpreted as a layer of contact discontinuities, doubt 
arose about the suitability of Van Leer's scheme for Navier-Stokes codes. 
Recently, this doubt was confirmed in [13), in which a qualitative analysis is 
presented (supplemented with numerical experiments) for various upwind 
schemes. There, for the resolution of boundary layer flows, Osher's scheme 
turns out to be better than Van Leer's scheme indeed. 

To shed some more light on the difference in quality, here we present a 
quantitative error analysis for both Osher's and Van Leer's scheme. The 
analysis is confined to the steady, two-dimensional, isentropic Euler equations 
for a perfect gas with y= 1: 

HJ.gJ_ + ~ = 0 (3.6a) ax ay ' 
with 

f(q) = [:~u2 +c2)], g(q) = [::u l • 
puv p(v2 +c2) 

(3.6b) 

where the speed of sound c is constant. (The choice of two-dimensional equa­
tions allows us to consider a boundary layer flow in the analysis.) For both 
upwind schemes, we derive the system of modified equations, considering (i) a 
first-order accurate, finite volume discretization on a square grid with mesh 
size h (Fig. 2.8), and (ii) a subsonic flow with u and v positive, and p~con­
stant. (The discretization is first-order accurate for simplicity and for allowing 
a good display of the differences between both upwind schemes.) 
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To construct the Osher scheme for the above flux vector /(q), we consider 
the quasilinear form 

;, [;] + [,•:• ~ ~] a: [;] = 0-
(3.7) 

From this form, we find directly as the eigenvalues of the Jacobian d iq) : 
A1 =u -c, A2 =u, . A3 =u +c, (3.8) 

and as corresponding eigenvectors: 

(3.9) 

For the Riemann invariants t/JL k =2,3, satisfying 

ai/Jlc ai/Jlc 
p---c-=0 

ap au ' 
(3.10a) 

we find directly: t/J! = v, and by separation of variables: t/J} = pe"1c. For 
i/Jt k = 1,3, satisfying 

ai/Jl av = 0, (3.10b) 

we find directly: t/Jt =p and t/J~ =u. Similar to t/JL fort/Ji. k = 1,2, satisfying 

at/Ji at/Ji pap + Ca;: = 0, (3.10c) 

we find: i/Jt = v and t/J~ = pe-ulc. Using then the P-arrangement of subpaths 
[7], for the flux f (q) given in (3.6b), Osher's scheme can be represented 
schematically as in Fig. 3.2. 

A2 =u { fi=p 
i/JJ=u 

{ f!=, { fl=, A1 =u -c 
1"! =peulc A3=u +c ~ _ 1 o/ =pe UC 

0 ½ ½ I 

Fig. 3.2. Osher path (P-variant) for f =(pu,p(u2 +c2),puv)7, c =constant. 
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Writing Osher's flux function F(q0 ,q1) as 

q, df-( ) 
F(qo,q1) = l(qo) + f d q dq, 

qo q 

Chapter3 

(3.11) 

d f ~ (q) being the part of .!!if:92- which corresponds with the negative eigen­

valul >..1, for the given P-type 1n.angement of subpaths and for the subsonic 
flow considered, we find directly 

F(qo,q1) = l(q11,). 

For q11, = (P11,, uv,, v11,)7, by straightforward arithmetic we find 

V PoPie(u.-u,)lc 

qv,= ½{uo+u1 +cln(PolP1)}. 

Vo 

(3.12) 

(3.13) 

With the simple finite-volume grid proposed, and with the neglect of density 
variation in the error terms, we find then as system of modified equations for 
Osher's scheme 

HJ.q)_ + ~ -ax ay 
.l~ 
2 ax 

h...f!._ a (u2 +c2)~ 
2c ox ox 

OU av uv-+uc-ox ox 

.l~ 
2 ay 

av OU vu-+vc-oy ay 
(v2 +c2)1!'._ 

ay 

(3.14) 

With Van Leer's scheme the flux l(q) is split in a forward flux I+ (q) and a 

backward flux 1-(q), such that df; (q) has all positive eigenvalues and 

df ~ (q) all negative eigenvalues. (The qadditional restrictions imposed on the 

splitfuig are listed in [12].) For the subsonic flow and the specific l(q) con­
sidered, Van Leer's splitting yields 

I+ (q) = .l p (u +c)2 [;cl (3.15) 
4 C ' 

V 

with 1-(q) l(q)-l+(q). Then, with the square model grid and with the 
neglect of density variation, we find the following system of modified equations 
for Van Leer's scheme 
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1&ll + ~ -
ax ay 

.l _fil!d .l M!.:2. 
2 ax 2 ay 

h...l!.... a 2c2~ + .1._ I a((v2 +c2)u) +O(h2) = 0. (3.16) 
2c ax ax a y 2 a y 

.l a((u2 +c2)v) 2c21!. 
2 ax ay 

To compare now the error terms in (3.14) and (3.16), we consider an 
incompressible, semi-infinite flat plate flow (Fig. 3.3). 

y 

~,,: ... -------- _ 1,ol>ll~-~Ye,t_~gt' 
•,,,,,,,,,,,,,,,,,,,,,,,,,,,,~ X 

Fig. 3.3. Semi-infinite, incompressible flat plate flow. 

As flow solution, instead of the analytically intractable Blasius solution, we use 
Lamb's approximate solution. Lamb's approximation, which shows a better 
resemblance with the Blasius solution than for instance Pohlhausen's (Fig. 3.4), 
reads 

p 

U . ( 'IT ~ ) 
sm 2 5 Y 

..L ( )+ 5 U { (!!.. ~ )-1} 2x u x, y .,, ,/ii;; cos 2 S y 

with P and U constant. 

"' 
Lamb 

Blasius 

f N 

0.2 0.1 0.6 0.8 

u/U 

Fig. 3.4. Velocity profiles; exact (Blasius) and 
approximate (Lamb and Pohlhausen). 

(3.17) 
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Substituting the solution vector (3.17) into the O(h)-error vector of both (3.14) 
and (3.16), considering the boundary layer edge 

y = cS(x)= ~ (3.18) 
Relx 

at x = l, and talcing componentwise the ratio of absolute values of both error 
vectors, using Re»l (our interest), we find 

error Osher 
error Van Leer 

1 

. 2) 5 U = (1-----.,, v'Re C 

1/2 

(3.19) 

From (3.19) it appears that Van Leer's scheme deteriorates compared to 
Osher's scheme for increasing Re. Assuming (3.19) to be still reliable for small 
Re, it appears that already for Re>{5(1-2/.,,)U/c}2, where U!c<l, Osher's 
scheme is to be preferred above Van Leer's scheme. 

As can be seen from (3.19), the cause of the deterioration of Van Leer's 
scheme lies in the discretization of the x-momentum equation. Recently, 
Hanel [4] introduced a remedy for this deficiency. The remedy consists of a 
modification of Van Leer's splitting of the x-momentum flux. 

Solid wall boundary condition treatment. To ensure a continuous transition 
along a solid wall boundary from the Navier-Stokes flow regime to the Euler 
flow regime, for Van Leer's scheme it might be necessary to impose on the 
convective part only the Euler boundary condition. For a non-permeable solid 
wall this means that one should only impose a zero normal velocity component 
on the convective part (in contrast to the diffusive part on which all boundary 
conditions are to be imposed, i.e. a zero normal and tangential velocity com­
ponent, and a temperature condition). By not imposing the no-slip and tem­
perature boundary condition on the convective part, we avoid that it 'feels' the 
severe contact discontinuity in the realistic case of a boundary layer flow on a 
coarse grid and an outer flow with M not small. Such a contact discontinuity 
might be erroneously spread by Van Leer's scheme, and cause the solution to 
be insensitive to Re-variation above some finite, rather low value of Re. 
Osher's scheme can preserve a steady contact discontinuity, as long as it is 
aligned with the grid. Application of ( commonly used) body-fitted grids 
guarantees this alignment along solid walls. Therefore, with a body-fitted grid, 
Osher's scheme probably does not need this careful solid wall - boundary con­
dition treatment. 

On the other hand, for hypersonic flow computations Osher's boundary con­
dition treatment at solid, impermeable walls [7,14) needs to be protected 
against an extrapolation leading to an unphysical expansion beyond vacuum; 
cavitation. For the situation with a solid wall boundary at the left e.g., Osher's 
scheme yields 

(3.20) 
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where (uB,vB,cB,zBl is the unknown boundary state, and (u 1,v 1,c1,z1)7 the 
known inner state. In a qualitatively correct way, (3.20) leads to a compres­
sion towards the wall for u 1 <0, and vice versa an expansion for u 1 >0. How­
ever, for y = 7 / 5 and u I I c 1 > 5, a situation that may easily occur at the begin­
ning of the solution process when considering a di-atomic gas and a uniformly 
constant, hypersonic initial solution, (3.20) yields: cB<0. If u 1/c 1>2/(y-l), 
as a safeguard against cavitation, we switch from (3.20) to the less sophisti­
cated but safer mirror principle 

(3.21) 

Higher-order accuracy. Analogous to the Euler equations (section 1.5.3 and 
2.3.2), higher-order accuracy is obtained by applying low-degree piecewise 
polynomial functions through two or three adjacent volume states, namely the 
polynomials given by (1.17). (Since consistency along boundaries is already 
affected by the discretization chosen for the diffusive terms, here we refrain 
from applying the superbox scheme.) 

The aim now is to optimize IC from the viewpoint of accuracy, just like in 
section 2.3.2. For this purpose, here we consider the scalar model equation 

~ + k - £( a2u +~+ a2u) = o. (3.22) 
ax ay ax2 axay ay2 

On a square grid (Fig. 2.8), a finite volume discretization using the IC-scheme 
for convection and the central scheme for diffusion, yields as modified equa­
tion 

~ + k _ £(a2u +~+ a2u) + 
ax ay ax2 axay ay2 

h2 [ 1C-½ ( a3u + a3u )-
4 ax3 ay3 

__!_( a4u +2~+2 a4u + a4u )] +O(h3) = 0. (3.23) 
12 ax4 ax3ay axay3 ay4 

Assuming the reliability of the underlying Taylor series expansion, from (3.23) 
we find as the highest-accuracy value of 1C: 

a4u +2~+2 a4u + a4u 
- 1 ax4 ax3ay axay3 ay4 

IC - J 1 +£ 3 3 (3.24) 
~+~ 
ax3 ay3 

leading to third-order truncation error accuracy. So even with the second-order 
accurate diffusive discretization, the complete discretization can be made 
third-order accurate by choosing this diffusion-dependent IC. (We notice that 
with (3.24), for the evaluation of the higher-order cell face fluxes over the com­
plete computational domain, it is convenient to do this volume by volume in a 
checkerboard-fashion, instead of cell face by cell face.) However, since convec­
tion dominated problems, problems with £«1, are our interest, we will simply 
neglect the above diffusion-dependence of IC, which leads us again to 1C= ½. 



80 Chapters 

Monotonicity. To preserve monotonicity of the solution, we construct a limiter 
which is consistent with the ,c= ½-scheme. For this, we apply the monotonicity 
theory of Spekreijse [18], an extension of Sweby's theory [19], allowing more 
freedom in the limiter construction. 

For the limited, higher-order, left and right state vector components we con­
sider (2.13). Then, the limited ,c= ½-scheme can be written as 

q(~)½ . = q<~) + .la-R(k))(j_ + 1_ R(k))(q<~) -q<k) I ·) 
I -,- ,} IJ 2 'ii\ IJ 3 3 IJ IJ I - ,} ' 

(3.25a) 

,,r(k) _ (k) .la- 1 1 2 1 (k) _ (k) 
'1t + ½,J - q, + 1,J + 2 'ii\ R(k) _}( 3 + 3 R(k) . )(q, + 1,J q, +2,J)-

1 + IJ 1.flJ 

(3.25b) 

Notice that for «R)=I we have the (non-limited) ,c= ½-scheme, and that «R) 
defines the limiter "1(,R) by 

I 2 
"1<,R) = «R)(3 + 3R). (3.26) 

General requirements to be fulfilled by «R) are: ~(I)= I to preserve higher­
order accuracy, and: «O)=O and boundedness for largeiRI to preserve mono­
tonicity. For the latter, we require that lim «R)(½+ 3R)=l. To make the 

R➔±oo 

limiter now consistent with the ,c= ½-scheme, we require that f(l)=O. (This 
makes the limiter tangent to the ,c = ½-scheme at R = I in the monotonicity 
domain.) Imposing these five requirements on the general form 

we find with (3.26) 

2R2 +R "1(,R)=---
2R2-R+2· 

An illustration of this new limiter is given in Fig. 3.5. 

-J -2 -t 

R 

(3.27) 

(3.28) 

Fig. 3.5. Monotonicity domain with limited and non-limited ,c= ½-scheme. 
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3.3. SOLUTION METHOD 

3.3.1. Relaxation 

81 

Derivative matrix. The first change that we propose for going from Euler to 
full N avier-Stokes is the extension of the derivative matrix ( applied in the 
Newton iteration) with the full diffusive fart coming from the Navier-Stokes 
equations. Notice that the state (u, v,c,z) and the corresponding differential 
operator (a1au,a1av,a!ck,a1azf, as conveniently introduced in [7] for the par­
ticular discretization considered for convection, are also very convenient for 
the diffusive part of the N avier-Stokes equations. We refrain here from listing 
all derivatives that are needed for the full Navier-Stokes relaxation. 

Switch to evolution. The second change that we propose is a protection of the 
local Newton iteration against possible divergence. Divergence may occur in 
e.g. the very first visit to the stagnation region in case of (already) a medium­
supersonic blunt body flow computation with as initial solution the uniform 
solution which is equal to the supersonic far-field boundary conditions. For 
supersonic flow computations starting with a poor initial solution, one may 
gain in robustness by introducing a continuation process preceding the nested 
iteration. In such a process, usually a single upstream boundary condition, for 
instance M 00 , is increased from some low initial value to its correct high value, 
while performing relaxation sweeps. Continuation processes like this require a 
tuning of both the initial value and the increment. For hypersonic flow prob­
lems e.g., proper tuning is difficult because of the fact that in these flows the 
condition number of the 4 X 4-derivative matrices used may be quite large. 
The larger the condition numbers, the larger are the perturbations in the 
iterates as induced by perturbations in the right-hand sides; right-hand side 
perturbations which may be quite large by themselves in hypersonic flow com­
putations. The ill-conditioning occurring in hypersonic flow computations can 
be illustrated for the 4X4-derivative matrix "v(pu, pu2 +p, puv, pu(e +pip)), 
where "v-(a1au, a1av, a1ac, a1azf, the differential operator applied in our 
solution method. Considering for simplicity v = 0 and p = I, it clearly appears 
from Fig. 3.6 that the condition of "v(pu,pu 2 +p,puv, pu(e+plp)) becomes 
worse for u/c~l.5. 

10 

u/c 

Fig. 3.6. Condition of typical derivative matrix to be inverted. 
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In all our (final) algorithms we want to avoid any tuning. Therefore, as a 
remedy for failure of the Newton process in the point relaxation method, we 
propose a local switched-relaxation-evolution technique. In this technique, we 
simply start applying the relaxation method, and take measures only as soon 
as the local Newton iteration fails. To discuss these measures for robustness 
improvement, we consider the local, first-order discrete Navier-Stokes system 

(3.29) 

As a non-failing Newton iteration to solve q;J from (3.29) we define now: a 
Newton iteration for which: (i) 

ldk)(q~:f-1)1 
".f'iJ IJ :,;;:: -
~k) n ...,. 1, k -1,2,3,4, 'tl;J, 
I ,J (q;J)I 

(3.30) 

for any n-th Newton iterate (n =O, 1, ... ,N) and each of the four residual com­
ponents, and for which (ii) each iterate q7J is physically correct, with physical 
correctness defined in the following way. Considering the local iterate 
q7J =(u7,j, v7J, c7J, z7Jf and the corresponding, possibly hypersonic, upstream 
state vector q 00 =(u 00 , v00 , c 00 , z 00 )7, we know that the flow speed may not 
exceed the value corresponding with adiabatic expansion to vacuum, starting 
from upstream conditions: 

(u7J)2+(v7JY ~ u~ +v~ + y.:_l c~, 'tli,j· (3.31) 

Further, we know that after this expansion, the speed of sound equals zero, its 
minimally allowable value: 

(3.32) 

The maximally allowable value of the speed of sound is that corresponding 
with the stagnation temperature (which is the same for both isentropic and 
non-isentropic compression). For adiabatic flows we can write: 

c7,i ~ -Jc2oo + x; 1 (u~ +v~), 'fl;J- (3.33) 

For the lower limit of z7,i we can write directly with the entropy condition: 

(3.34) 

For the upper limit of z7,i we have to consider the state q2 at the downstream 
side of a normal shock wave which has at its upstream side a state q I which 
has expanded to vacuum, departing from upstream conditions. Given the gas­
dynamical relations 

P2 = 
2yMy -(y-1) 

y+l 

(y+ l)My 
P2 = (y- l)My +2 Pi' 

(3.35a) 

(3.35b) 

(3.35c) 
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it is clear that 

(3.36) 

Summarizing, we see that in adiabatic flows both the flow speed and the speed 
of sound have a physical lower and upper limit. The entropy only has a lower 
limit. 

In the algorithm, (3.30)-(3.34) may be checked after each update in the New­
ton iteration. As soon as one or more of these five requirements are not 
satisfied, the Newton iteration is said to have failed, and any correction made 
is rejected. As the alternative for a failing Newton iteration, we apply then 
one or possibly two explicit time stepping schemes to the local, semi-discrete 
system 

aq; · 1 
:::!!.Jl..a +-A ':f;j(q;J) = 0. (3.37) 

t iJ 

where A;J denotes the area of finite volume rl;J. As time stepping scheme to be 
applied first, we take the following version of Wambecq's explicit two-step 
rational Runge-Kutta scheme (21): 

= n__ .,.7j ~j{q?j) _ q7/ 1 q,., ""A n n n • n -0, 1, ... ,N,(3.38) 
iJ 2'!I;J<q;J)-'!I;J<q7J-½<.n-;JIA;/f;J(q;J)) 

with "' a possible damping factor for which we initially take "'= 1, and with 'l'fJ 
the local time step for which we safely take the one which is maximally 
allowed for the forward Euler scheme: 

rJ _ A;jhiJ 
,J- [d'J; ·(q7·)] ' 

sup J J 
dq;J 

(3.39) 

with h;J a characteristic local mesh size. Modelling the unsteady full Navier­
Stokes operator as the scalar linear operator 

av a v1a2 
-+(u2 +v2 +c)---'----
at ax Pr Re ax2 ' 

(3.40) 

it can be verified that with a first-order upwind discretization of the convective 
term, 'l'fJ satisfies 

[ 
h~-_,. • I 

TjJ =IDlll ----- I ' 
(V(u7if +(v?/r +c?J)hiJ+2-f;; Re 

( V(al.'·'2+(v'-'•'2 +c'-'•)h· -+2L-1 
'" J '"' '" '" Pr Re (3.41) 
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Notice that for 1/Re=0 (the Euler equations), (3.41) correctly reduces to the 
relation 

h;. 
T'J-=~;:=====:---

l,J V(u'/if +(v?,;)2 +c?J 
(3.42) 

For the evaluation of the denominator in (3.38) we use the Samelson inverse of 
a vector: 

(3.43) 

!3 being a vector, whereas for the norm of a vector, we simply use the Cartesian 
inner product. As initial solution we take the same q?J that just failed for the 
Newton iteration. The motivation for applying Wambecq's scheme is its good 
efficiency as demonstrated in [21] for a stiff and coupled system of four equa­
tions, which is what we may easily have in case of Newton's failure. However, 
a potential danger of (3.38) is that there is no guarantee for the denominator 
to be non-zero. 

To protect Wambecq's scheme against a possibly too large time step, and 
against a (nearly) zero denominator, in each time step we require both the 
predictor and corrector to satisfy (3.31)-(3.34). As soon as a physically unreal­
istic value occurs, the time stepping is stopped immediately, rejecting any 
update made. Then, at first we assume that the unphysical result is due to a 
too large time step. Therefore, as a remedy we take "'= ½ and restart the time 
stepping with Wambecq's scheme, using the same q?J- In case of re-occurrence 
of something unphysical, we assume that the denominator was the problem. 
Therefore, as a new remedy, we restart with an explicit time stepping scheme 
which is safe in this sense; the simple forward Euler scheme 

T'}. 
q7/ 1 = q7J-"' ;~. GJ;J(q7J)• n =0,1, ... ,N. 

'" 
(3.44) 

For T'/J in (3.44), we apply again (3.41). Further, for "' we continue with 
"'= ½, and for q?J we also take the same as before. When a physically unrealis­
tic value (according to (3.31)-(3.34)) occurs again, "' is halved for the second 
time and the time stepping with forward Euler is restarted, still using the same 
q?J. In case of something unphysical once more, the time stepping is stopped 
and the finite volume visited is left without any update being made. (Notice 
that for both time stepping schemes, we do not require (3.30) to be satisfied.) 

With the present switched-relaxation-evolution approach we expect that in 
those volumes where Newton possibly fails, the local evolution technique will 
bring the solution into the attraction domain of Newton (for the next sweep), 
and make itself quickly superfluous. 

Since the monitoring proposed for the point relaxation increases the compu­
tational cost; at first one may perform a computation without any monitoring, 
so without a possible switch to point evolution. (We notice that the Euler flow 
results presented in chapter 2 were all obtained with this strategy.) If the stra­
tegy without switch to point evolution fails one may restart with the monitor­
ing and with the possibility to switch to point evolution. In the next chapter 
we will follow this practice of doing at first a computation without any moni­
toring and any switch. 
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3.3.2. Multigrid 

Transfer operators. The only change in the grid transfer operators that we 
introduce is the replacement of the piecewise constant correction prolongation 
by a bilinear prolongation, thus satisfying the multigrid rule that the sum of 
the order of prolongation and restriction should exceed the order of the 
differential equation [3]: 

~+~>~ ~~ 

with mp and m, denoting the order of accuracy of the prolongation and res­
triction, respectively, and with 2m denoting the order of the differential equa­
tion. 

Smoothing analysis. For the first-order discretized Euler equations, collective 
symmetric point Gauss-Seidel relaxation turned out to be a good smoother, 
thus enabling a good multigrid acceleration. However, in general, for higher­
order discretized Euler equations the good smoothing property is lost. As men­
tioned in section 1.5.3, the cause of this difference is the fact that the system of 
first-order discretized equations is always weakly diagonal dominant, whereas 
the system of higher-order discretized equations is not. Obviously, this 
difference will also exist for Navier-Stokes flows with high Reynolds number. 
We do not yet look for some remedy, but first, for both the first- and second­
order discretized Navier-Stokes equations, we investigate how smoothing 
behaves as a function of the ratio between convection and diffusion. 

To investigate the smoothing properties of point Gauss-Seidel relaxation, we 
perform Fourier analysis for a model equation. Since Fourier analysis cannot 
be applied to the full, steady, two-dimensional Navier-Stokes equations, here 
we can only obtain an indication of the smoothing properties that may be 
expected. For this purpose, we consider again the scalar, linear convection 
diffusion equation (3.22) of which the coefficient £ will be varied. We notice 
that the choice of both the convective operator's characteristic direction and 
the diffusive operator's eigendirection is arbitrary and fixed. The loss of gen­
erality by taking both directions fixed is compensated for by considering the 
four extreme relaxation directions; the downwind, the upwind and the two 
crosswind ones. Rigorous convergence studies are supposed to be possible only 
by performing numerical experiments with the full Navier-Stokes equations. 
Yet, pronounced (negative) results obtained by Fourier analysis will be taken 
sufficiently decisive to refrain from such experiments. As the integral form of 
(3.22) for finite volume D;J, we consider 

i i au au au 
(unx+uny)ds-t: (-a nx+-a ny+-a ny)ds=O, 

1J IJ X X y 
(3.46) 

with an;J the boundary of D;J• The two parts of the Navier-Stokes discretiza­
tion to be modelled further, are: (i) the upwind treatment of convection, either 
first- or higher-order accurate (non-limited ,c= ½), and (ii) the central second­
order accurate treatment of diffusion. Assuming again a finite volume grid 
with cell faces which are equidistant and parallel to the x- and y-axis (Fig. 
2.8), the evaluation of convective flux terms yields: 
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with 

afJunxds = (u!+½,j-u!-½,j)h, 

J. unyds = (utj+½ -u~J-½)h, 
IJ 

u! +½,j = O:J U;-1,j +o:2U;J +o:3U;+J,j, 

u!J+½ = 0:1U;J-I +o:2U;J+o:3U;J+l, 

Chapter3 

(3.47a) 

(3.47b) 

and similar expressions for u!-½,j and u~J-½ (the coefficients o:1,o:2 and o:3 still 
free). For the diffusive terms we get: 

with 

.t, ;:-,ru = [< ;; >, +.,; - < ::i.-... f 
i,J ~: nyds = [< ~: );J+½ - ( ~: );J-½] h, 

i,J ~; nyds = [< ~; );J+½ - ( ;; );J-½ ]h, 

au I rf. I (-;-);+½,j = -h2 a unxds = -h(u;+1,j-u;J), 
uX i+f¼,J 

au 
(~)i,j+½ 

(3.48a) 

I = 4h (u;+1,j+u;+1,j+I -u;-1,j-ui-l,j+1), 

( ;Yu );J+½ = ~ <h unyds = hl (u;J+I -u;J), 
h arif;+. 

and similar expressions for ( ;: );-½,j,( ;: );J-½ and ( ;; );J-½· In (3.48b), 

ao; + ½,j and ao;J + ½ denote the boundary of shifted volume O; + ½,j and O;J + ½, 
respectively (Fig. 3.7). 

,------··· I 

I I 
I I 

j I ---1 

I I I 
I I I 

I 0;+½,J : 
I I I 
I : I L - - _,_ ___ __._ - - _, 

0-1,j 0-+1 . I ,} 

~J + I 1--giJ +¼ __ , 

o,J I I 

I I 
I I 
L ______ _J 

b. O;,j+½· 

Fig. 3.7. Shifted finite volumes. 
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With the previous flux evaluations we get for (3.46) the algebraic equation: 

1 E E 1 E 
4hU;-1,j+1 +(a3-,;)u;J+1 - 4 ,;u;+J,j+I -

E E E 
a1 u; -2,j +(a1 -a2 -,;)u;-1,! +(2a2 -2a3 +4,; )u;J +(a3 -,;)u; + 1,j-

1 E E 1 E 
4-,;U;-J,j-l +(a1 -a2-,;)u;J-l +4,;U;+J,j-l -

a 1u;J-l =O, (3.49) 

with the corresponding stencil: 

j+l 

j 

j-1 

j-2 

l-a1 

i-2 

.!. E 
4-,; 

E 
a1 -a2- h 

.!. E - 4-,; 

i-1 

E .!. E a3-- -4,; h 
E E 

2az-2a3+4- a3--
h h 

(3.50) 

E .!. E a1-a2-- 4-,; h 
-a1 

i +I 

For point Gauss-Seidel relaxation applied to (3.49), as mentioned, the four 
extreme sweep directions are considered ( downwind, upwind and twice 
crosswind). Introducing n for the number of sweeps performed, these four pos­
sibilities can be illustrated as has been done in Fig. 3.8. 

f+l 
j 
j-1 

j +1 
j 
j-1 

un un un 
tf+l un+l un 
tf+l tf+l 0n+t 

i-1 i + 1 

a. Downwind. 

un un un 
un tf+l tf+l 

0n+I tf+l tf+l 

; -1 i + 1 

c. Crosswind. 

j+l 
j 
j-1 

j+l 
j 
j-1 

tf+l tf+l tf+I 
un tf+l tf+l 
un un un 
i-1 i + 1 

b. Upwind. 

tf+l u°+l tf+l 
tf+l u°+t Un 

un un un 
i-1 i + 1 

d. Crosswind. 

j 

Fig. 3.8. Basic sweep directions, convection direction: ~ i 
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To apply Fourier analysis, we introduce: (i) the iteration error 
l.',n - • n 
u;,j = U;J-uiJ, (3.51) 

with u;,j the converged numerical solution in (2iJ, and (ii) the Fourier form 
l.',n _ D n i(w,i+w,j)h 
u;J - µ; e , (3.52) 

with D constant,µ. the amplification factor, and w1 and "'2 the error mode in i­
and j-direction, respectively. The modes to be considered are: 
(l(Ji 1,1821) E {[0,'IT)X[0,71'] I 181' E[7T/2,7TJVl82I E[7T/2,7T]}, with 81=w1h, 82=w2h. 
Results of the smoothing analysis are given now for successively the first- and 
second-order discretized model equation (3.49). 

First-order discretization. For the first-order accurate model discretization we 
have a 1 =a3 =O,a2 = I. With this the general 11-point stencil (3.50) reduces to 
the following 9-point stencil 

j+l 

j 

j-1 

l. £ 4,; 
£ -(1+-) 
h 

.!. £ - 4,; 
i -1 

£ l. £ - 4,; h 
2+4.!.. £ 

h h 
(3.53) 

£ .!. £ -(1+-) 4,; h 

i + I 
Using the iteration error (3.52) we obtain the smoothing results given in Fig. 
3.9. In Fig. 3.9a, for each of the four possible sweep directions, the smoothing 
factor P.s=suplµ.(81, 82)1 is given as a function of Elh. In Fig. 3.9b, for t:/h=l, 
the corresponding distributions lµ.(8 1 ,82)1 are given. (All four distributions are 
point-symmetric with respect to 81 =O, 82 =O.) Clearly visible in Fig. 3.9a is 
the good smoothing for any value of t:/ h and any convection direction, when 
sweeping altematingly in all four different directions (for instance by applying 
symmetric sweeps and by using a different diagonal sweep direction in pre­
and post-relaxation). 

Second-order discretization. For the second-order accurate model discretization 
we have: a1 = - l/6,a2 =5/6,a3 = 1/3. With these values, (3.50) becomes 

j+l 

j 

j-1 

j-2 

I ! 

i-2 

l. £ 4 h 
£ -(1+-) 
h 

.!. £ - 4,; 

i-1 

1 £ l. £ -3 h 4 h 

I +4.!.. 
1 f 
3 h h 

(3.54) 

£ .!. £ -(1+-) 4,; h 
..!.. 
6 

i + I 
For the four extreme sweep directions, this yields the smoothing results given 
in Fig. 3. 10. Only for t:/ h > I there appears to be some acceptable smoothing. 
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Fig. 3.9. Smoothing factors point Gauss-Seidel relaxation, 
first-order discretized model equation. 
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Fig. 3.10. Smoothing factors point Gauss-Seidel relaxation, 
second-order discretized model equation. 
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3.3.3. Defect correction 
For fl.ow problems which are convection dominated, the smoothing factors 
presented in Fig. 3.10 are unacceptable, except perhaps for those belonging to 
the purely downwind sweep. Since purely downwind relaxation sweeps are not 
feasible in practice, and since no specific alternation of sweep directions is sup­
posed to suffice, as already expected, a remedy for the good smoothing lost has 
to be found. 

Analogous to the Euler equations, we will solve the system of higher-order 
discretized equations as they stand, by iterative defect correction 

NL(q'J,+ 1) = NL(q'l)-Nt (q'l), n =0,1, ... ,N, (3.55) 

with Nt the higher-order Navier-Stokes operator (at OL) and NL the operator 
to be inverted. A requirement to be fulfilled by NL, as just seen, is that it 
must have a first-order accurate convective part. The choice of the diffusive 
part, however, is taken free. Two extreme possibilities are available already: (i) 
the operator without diffusive terms as applied in chapter 2 for the Euler equa­
tions, and (ii) the operator with second-order accurate diffusion as just studied 
for model equation (3.22). The advantage of the first approximate operator is 
its greater simplicity. The advantage of the second operator is its closer resem­
blance to the target operator Nt, and hence its expected better convergence 
properties. It complies with the theory that for sufficiently smooth problems, 
the solution will be second-order accurate after a single IDeC-cycle only [3]. 
(Notice that for the second approximate operator, the greater complexity in 
the left-hand side of (3.55) is counteracted a little bit by a greater simplicity in 
the right-hand side, due to cancellation of the diffusive terms in NL(q'l) and 
Nt (q'l).) Both possibilities will be analyzed. As an intermediate alternative 
we also analyze the approximate operator which neglects mixed derivatives. 
This operator combines, in some intermediate way, simplicity and good resem­
blance. For the analysis we consider again the scalar, linear convection 
diffusion equation (3.22). The analysis is done for both the outer and inner 
iteration; convergence and smoothing analysis, respectively. 

Convergence analysis. Concisely written, the three approximate operators to be 
considered are: (i) the first-order accurate convection operator 

j 
j-1 

-1 2 
-1 

i-1 i 

(ii) the zeroth-order accurate convection-diffusion operator 

j+l 

j 

j-1 

1-(l+ :) 

i-1 

£ 

h 
2+4.!. 

h 
£ -(1+-) 
h 

£ 

h 

i +1 

(3.56) 

I (3.57) 
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and, (iii) the first-order accurate convection-diffusion operator (3.53). 
For the model equation (3.22), iteration (3.55) is rewritten as 

LL(u'l,+ 1) = (LL-Lt)(u'l,), n=0,1, ... ,N, (3.58) 

Lt and LL denoting the finest-grid target and approximate operator, respec­
tively. Introducing as before the iteration error (3.51) in its Fourier form 
(3.52), we can write for the convergence factorµ.: 

µ.((Ji ,82) = 1 - Li I (81 ,82)Lt (81 ,82). (3.59) 

Convergence results are given in Fig. 3.11 and 3.12. In Fig. 3.11, for each of 
the three approximate operators (3.56), (3.57) and (3.53), the convergence fac­
tor P.c = suplµ.(81 ,82)1 with (l8il, 182 I) E {[O, '11'] X [O, 'IT]}, is given as a function of 
t.lh. In Fig. 3.12, for €.lh=4!9, t.!h=l and €./h=oo, the corresponding distri­
butions of !µ.(81,82)1 are given. From Fig. 3.11 it appears that for small values 
of t.l h, the approximate operator (3.56) yields the best convergence rate. How­
ever, as was to be expected, for increasing fl h its convergence starts to 
deteriorate (from €.lh =4/9) and finally turns into divergence (at €.lh =2/3). 
Even for high-Reynolds number flows, local regions with diffusion dominating 
convection may arise. Therefore, approximate operator (3.56) has to be 
rejected. As far as the convergence rate of the two remaining operators is con­
cerned, the 9-point operator (3.53) clearly is to be preferred above the 5-point 
alternative (3.57). 

--------- 3-point-operator 
Q 

5-point-operator 

J"--- 9-point-operator 

0 4/9 IQ 

€.lh 

Fig. 3.11. Convergence factors iterative defect correction, 
second-order discretized model equation. 

Smoothing analysis. However, the 5-pointer might perform better in the inner 
iteration (point Gauss-Seidel accelerated by multigrid). In Fig. 3.13, for the 
four extreme sweep directions, its smoothing factors P.s are given as a function 
of t.l h. For comparison, the smoothing factors for the 9-point operator (Fig. 
3.9) have been added. It appears that both operators nearly have the same 
good smoothing behaviour, the 5-pointer being only slightly better. Because of 
its superior behaviour in IDeC (Fig. 3.11 ), we prefer the 9-pointer as operator 
to be inverted. (Its relative complexity is taken for granted.) 
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Fig. 3. 13. Smoothing factors point Gauss-Seidel relaxation, 
zeroth- and first-order discretized model equation. 
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3.4. CONCLUDING REMARKS 
Model analysis indicates that, already for a rather low Reynolds number, 
Osher's scheme probably leads to a more accurate resolution of boundary layer 
flows than Van Leer's scheme. The difference in accuracy seems to become 
larger with increasing Reynolds number. 

The second-order truncation error due to the central discretization of the 
diffusive part may be cancelled by an appropriate, diffusion-dependent, 
higher-order discretization of the convective part, leading to a third-order trun­
cation error for the full Navier-Stokes operator. For high-Reynolds number 
flows, our interest, this diffusion-dependent discretization resembles the much 
simpler ,c = ½-scheme, which scheme allows a likewise simple construction of a 
consistent limiter. 

For hypersonic flow computations, Osher's boundary condition treatment at 
solid impermeable walls can be simply protected against an extrapolation 
beyond vacuum by switching to a boundary condition treatment which applies 
the safe mirror principle. 

Formulating the Navier-Stokes fluxes as functions of (u,v,c,zf is not only 
convenient for the Osher convective fluxes, but also for the central diffusive 
fluxes. 

An efficacious remedy against possible failure of the local Newton iteration 
is expected to be obtained by a switch to local explicit time stepping. 
Appropriate monitors of the Newton iteration are supposed to be the error 
behaviour and the physical relevance of the iterates. 

Smoothing analysis indicates that for the higher-order (,c= ½) discretized 
Navier-Stokes equations, point Gauss-Seidel relaxation is only effective if 
applied in streamwise direction, which is inconvenient for practical purposes. 

Analysis suggests that iterative defect correction as the solution method for 
the higher-order discretized Navier-Stokes equations works well if applied with 
the first-order Navier-Stokes operator as approximate operator. 

In the next chapter we will consider a few discriminating test cases for the 
present Navier-Stokes method. 
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Chapter 4 

Numerical Results for 

the Steady Navier-Stokes Equations 

4.1. INTRODUCTORY REMARKS 

99 

In this chapter we examine the practical interest of the Navier-Stokes method 
presented in the previous chapter. For this we consider successively a subsonic 
and supersonic flat plate flow in the Mach number range of our main interest 
(section 1.4.1), as well as a hypersonic blunt body flow. Going from the sub­
sonic to the hypersonic case, the variety of flow features increases and also the 
difficulty in solving the problem. Moreover, the possibility to make comparis­
ons with reference results decreases. For the simplest test case among the 
three, the subsonic flat plate flow, the Blasius solution [2] is used as a reliable 
reference solution. The supersonic flat plate flow to be considered is the well­
known experiment for oblique shock wave - boundary layer interaction per­
formed by Hakkinen et al. [5]. For this test case, the experimental results 
themselves will serve as a reference. For the hypersonic blunt body flow, a new 
standard test case in hypersonics, reliable reference solutions do not yet exist. 
For this problem, our main interest is merely to investigate the robustness of 
the solution method. In all three cases the perfect gas considered is di-atomic; 
y= 1.4. For the Prandtl number we take the value for laminar air flow; 
Pr=0.71. The results to be presented have appeared (or will soon appear) in 
[7,8,9,10,11,12). 

4.2. SUBSONIC FLAT PLATE FLOW 

4.2.1. Purpose 
Because of the availability of the Blasius solution as an exact reference solution 
for incompressible half-infinite-flat-plate flows, and because of their simplicity, 
subsonic finite-flat-plate-flows at sufficiently low Mach numbers and 
sufficiently high Reynolds numbers are well-suited for a first evaluation of 
compressible Navier-Stokes methods. We will investigate the first- and second­
order discretization as well as the convergence to the corresponding solutions. 

Geometry and boundary conditions as chosen for this flow problem are 
given in Fig. 4.1. As far as convection is concerned, the eastern boundary is 
assumed to be an outflow boundary. For diffusion, the northern, southern and 
eastern boundary are assumed to be far-field boundaries with zero diffusion. 
The grids applied are composed of square finite volumes. As coarsest grid 01, 

in all multigrid computations we use the 4 X 2-grid given in Fig. 4.1. 
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Fig. 4.1. Geometry, boundary conditions and coarsest grid (01) 

subsonic flat plate flow (conv: convection, diff: diffusion). 

4.2.2. First-order accurate results 

Osher versus Van Leer. To show at first the benefit of the careful solid wall -
boundary condition treatment as proposed for Van Leer's scheme in section 
3.2.2, we consider the subsonic flat plate flow at Re= 10100 • For both Osher's 
and Van Leer's scheme we compute the flow on a 64X32-grid (05, Fig. 4.2), 
using the first-order accurate discretization and imposing on the convective 
part, successively: (i) non-permeability, no-slip and no-heat-transfer, and -
carefully - (ii) non-permeability only. As the numerical results, we show con­
verged velocity profiles obtained at the middle of the plate (x =0). For the 
case with all Navier-Stokes boundary conditions imposed, it appears that Van 
Leer's scheme severely thickens the thin layer, whereas Osher's scheme 
preserves it (Fig. 4.3a). With the careful approach, both schemes preserve the 
layer (Fig. 4.3b ). 

Using the careful boundary condition treatment, for both schemes we per­
form next an experiment with h- and Re-variation, using again the first-order 
accurate discretization. Numerical results obtained - again velocity profiles at 
x =0 - are given in Fig. 4.4. The results show the superiority of Osher's 
scheme, in particular for high mesh Reynolds numbers. The deterioration of 
Van Leer's scheme with respect to Osher's scheme which occurs in Fig. 4.4b 
for increasing Re, is in qualitative agreement with the theoretical results 
presented in section 3.2.2. 

All further numerical results will be obtained with Osher's scheme only. 
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Fig. 4.3. Velocity profiles at x =0 for the subsonic flat plate flow at Re= 10100 

and h = 1/32, for two solid wall boundary condition treatments 
( 0 : Osher, □ : Van Leer). 
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Multigrid behaviour. To investigate the convergence properties of the nonlinear 
multigrid technique for the subsonic flat plate flow, we consider it at Re = 100. 
The convergence results obtained are given in Fig. 4.5 by a graph of the resi­
dual ratios ~f =il(NL(qi))kl!~f =il(NL(qi))kl, L =3,4,5 versus the number of 
cycles performed, one multigrid cycle being again a V-cycle with p =q = 1, 'v/, 
and - for 05 only - one single-grid cycle being the equivalent number of 
finest-grid relaxation sweeps. l(NL(qi))kl denotes the summation - over all 
volumes at OL - of the absolute values of the k-th component in the first-order 
Navier-Stokes defects, with qi denoting again then-th iterate at OL and qi the 
approximate solution obtained by the nested iteration. For the present flow 
problem the method appears to be nearly grid-independent. Considering the 
single-grid convergence history, the effectiveness of the multigrid method is 
clear. In the same figure, the influence of the higher-order accuracy of the 
correction prolongation is illustrated by giving also the convergence history for 
a strategy with mp= 1, so violating multigrid rule (3.45). Already for this 
moderately convection dominated flow (Re= 100), the positive influence of the 
second-order prolongation appears to be negligible. In [14], for another con­
vection diffusion equation, Wesseling finds a similar result. 
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Fig. 4.5. Multigrid behaviour for the subsonic flat plate flow at Re= 100 
( ········ : single-grid, - : multigrid mp =2, ------ : multigrid mp= I). 
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Theory predicts that a single FAS-cycle may be sufficient for obtaining 
first-order accuracy [6]. To investigate the present multigrid method's perfor­
mance with respect to this prediction we loosely compare first-order solutions 
obtained for Re=IOO at 03,04 and 05 . In Fig. 4.6 we give velocity profiles at 
the middle of the plate, as obtained after one FAS-cycle. Assuming the Blasius 
solution to be the exact solution, it can be verified that the results obtained 
(more or less) satisfy the prediction. Furthermore, for all three grids the fully 
converged velocity profile ( that obtained after 20 FAS-cycles) is also given. 
Just like with the Euler results shown in Fig. 2.16 - also here - it appears that 
only one FAS-cycle is sufficient for converging to first-order truncation error 
accuracy. For 05 (Fig. 4.6c), the velocity profiles as obtained after 1 and 20 
FAS-cycles cannot even be distinguished. Additionally, for comparison, in Fig. 
4.6c the single-grid profile as obtained after one, two, three and four symmetric 
relaxation sweeps is also given. This clearly shows once more the effectiveness 
of the multigrid technique. 

In none of these first-order accurate computations the switched-relaxation­
evolution approach needed to be invoked. Pure relaxation worked in all cases. 

0.2 0.1 o.s o.e I 0 0.2 0.1 o.s a.a I 0 0.2 o.<1 o.s . a.a 

ulu8 ulu8 

Fig. 4.6. Velocity profiles at x =0 for the subsonic flat plate flow at Re= 100, 
first-order discretized Navier-Stokes equations 
( ------ : Blasius solution, 0 : after 1 FAS-cycle, □ : after 20 FAS-cycles). 
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4.2.3. Second-order accurate results 
As mentioned before, for sufficiently smooth problems, theory also predicts 
that a single IDeC-cycle will be sufficient for obtaining second-order accuracy 
(4). To investigate the convergence properties with respect to this prediction, 
we investigate now second-order accurate solutions obtained on 0 3,04 and Os. 
In Fig. 4.7 we give velocity profiles at the middle of the plate as obtained after 
one IDeC-cycle. Assuming again the Blasius solution to be the exact solution, 
it can be verified that the results satisfy the prediction pretty well. Just as with 
the first-order discretization, the fully converged profiles (those obtained after 
50 IDeC-cycles) are also given. They can hardly be distinguished from those 
obtained after one IDeC-cycle, indicating the likewise fast convergence of 
IDeC. 

Also here, for none of the computations, the switched-relaxation-evolution 
approach needed to be invoked. 

0.2 0.1 0,6 0.8 1 0 0.2 0. 4 0.6 0.8 I 0 0.2 0.1: 0.6 0.8 
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Fig. 4. 7. Velocity profiles at x = 0 for the subsonic flat plate flow at Re= 100, 
non-limited second-order discretized Navier-Stokes equations 
( ------ : Blasius solution, 0 : after 1 IDeC-cycle, □ : after 50 IDeC-cycles ). 
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4.3. SUPERSONIC FLAT PLATE FLOW 

4.3.1. Purpose 
The specific experiment by Hakkinen to be considered is that at Re= 2.96 H>5 
[5]. Though more accurate and better documented shock wave - boundary 
layer experiments are available now (such as e.g. [3]), at present the Hakkinen 
experiment at Re=2.96 1()5 still is the most popular test case for Navier­
Stokes codes. Many numerical results are available for it. In particular 
because of the latter circumstance we consider this case; it allows us to make 
efficiency comparisons with o~er methods. The most delicate flow feature in 
the problem is a shock induced separation followed by a re-attachment. 

Geometry and boundary conditions to be applied are given globally in Fig. 
4.8. In all multigrid computations a 5 X 2-grid is applied as the coarsest grid 01 

(Fig. 4.8). The grid is optimized for convection by a stretching in flow direc­
tion and, in particular, by alignment with the impinging shock wave. A grid 
adaptation for diffusion is realized by a stretching in crossflow direction. 

{u=l v=O 
conv: c =½, p= 1 

diff: zero 

{ u=U. v=V 
conv: C =c: p=R 

diff: zero 

south 

-west------, 
~o.s 

conv: wall 
diff: symmetry 

I 1.5 

X 

conv: wall 
diff: adiabatic wall 

Fig. 4.8. Geometry, boundary conditions and coarsest grid (01) 
supersonic flat plate flow (conv: convection, diff: diffusion). 

X 

Fig. 4.9. 80X32-grid (05 ) supersonic flat plate flow. 
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4.3.2. First-order accurate results 

Multigrid behaviour. Applying as finest finest-grid so far: the 80 X 32-grid given 
in Fig. 4.9, and applying as correction prolongation the first-order one only 
(mp= 1), we obtain the convergence results given in Fig. 4.10. The cause of the 
irregularities (bumps) in the convergence histories obtained for 03 and 04 is 
unclear. Despite the somewhat deteriorated multigrid convergence rates com­
pared with those obtained for the subsonic flat plate flow (Fig. 4.5), multigrid 
still appears to be much faster than single-grid. The relatively strong 
deterioration of the multigrid method's convergence behaviour when going 
from 04 to Os may be due to essential differences between the Os-solution on 
the one hand and the underlying coarser grid solutions on the other hand. 
Comparison of the corresponding velocity profiles at x = 1 shows e.g. that the 
Os-solution is separated whereas the 04-solution is still attached. (If desired, 
application of more sophisticated grid transfer operators might be efficacious 
for matching the subsonic flat plate flow's convergence rates.) 

In none of these first-order computations the switched-relaxation-evolution 
approach needed to be invoked. 
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Fig. 4.10. Multigrid behaviour supersonic flat plate flow, Re =2.96 IOS, mp= 1 
( ········ : single-grid, - : multigrid). 
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Efficiency. Despite the deterioration with respect to the subsonic fl.at plate 
fl.ow, the multigrid method's performance for this problem is already competi­
tive with two well-established solution methods for the full Navier-Stokes 
equations; those of Beam and Warming [1], and MacCormack [13]. Using a 
CDC 7600, Beam and Warming, and MacCormack converge to a comparably 
dissipative fl.ow solution on a 32X32- and 32X45-grid, respectively, in: 100 
and 256 iterations, and 46 and 40 ms per grid point, respectively. Using a 
CDC Cyber 205, with the present multigrid method we need for the 80 X 32-
grid: 5 iterations (FAS-cycles) and 23 ms per finite volume, without optimiza­
tion for vectorization. Though the Beam-Warming and MacCormack method 
are supposed to be somewhat more suitable for vectorization, for finer and 
finer discretizations the present multigrid method will be more and more 
efficient than these methods, due to its better grid-independence. Yet, the main 
advantage of the present method is supposed to lie, just as with the Euler 
equations (section 2.3.4), in the significantly smaller number of iterations 
required. For large-scale computations for which all data cannot be kept in 
core, the small number of iterations required results - again - in a small 
number of out-of-core data transports. Since, in particular for large-scale 
Navier-Stokes fl.ow computations, IO-times rather than CPU-times may be the 
hampering factor, this property is an important advantage of the present 
method. 

4.3.3. Second-order accurate results 

Monotonicity. To investigate the monotonicity preserving properties of our 
limiter (3.28}, we compute the Euler fl.ow solution at 05 (Fig. 4.9), using the 
,c= ½-scheme with and without the limiter. Numerical results obtained are 
given in Fig. 4.11. The results show that the limiter does what it is supposed to 
do: making the solution monotone. 
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Fig. 4.11. Inviscid surface pressure distributions supersonic fl.at plate fl.ow 
( 0 : limited ,c= ½, □ : non-limited ,c = 1/J). 
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Line relaxation. To investigate the accuracy properties of our limited K= ½­
discretization and to make comparisons with experimental results, we then 
tried to compute the higher-order Na vier-Stokes solution on 0 5 . It appeared 
that the defect correction iteration needed to be damped. We had to apply 

NL(q'l+ 1) = NL(q'l)-wNt(q'l), n =0,1, ... ,N, (4.1) 

with w some positive damping factor, for which no a-priori knowledge existed 
about its maximally allowable value. Continuing with this solution approach -
reluctantly - we would be saddled with the first tuning parameter: w. (We want 
to avoid the introduction of any tuning parameter.) Moreover, we would have 
lost the small advantage of diffusive term cancellation in the right-hand side of 
the defect correction iteration (section 3.3.3). Fortunately, replacing the point 
relaxation by line relaxation, it appeared that we could use w = 1 again. 

As lines we apply now those crossing the layer and running into the outer 
flow: crosswise lines (Fig. 4.12). The corresponding multigrid behaviour is 
satisfactory, and in all first-order computations performed, no switch to an 
evolution approach needed to be made. 

► 

Fig. 4.12. Crosswise relaxation line. 

Solution comparison. Applying (crosswise) line relaxation as smoother, and 20 
IDeC-cycles with one FAS-cycle per IDeC-cycle, at 0 5 we obtain the con­
verged limited higher-order surface pressure distribution given in Fig. 4.13. 

Comparing the higher-order surface pressure distribution and the 
corresponding first-order distribution ( also given in Fig. 4.13), a large qualita­
tive difference in the interaction region is clearly visible. The first-order pres­
sure distribution lacks the plateau in the pressure distribution, which indicates 
that the first-order separation bubble is significantly smaller than the second­
order one. 

A qualitative difference between the higher-order and experimental results 
(see also Fig. 4.13) seems to be the expansion at the end of the pressure pla­
teau. Though we assume it to be unlikely that in the experiment the expansion 
lies just in between two neighbouring pressure taps ( this because of the 
absence of an expansion in any other such experiment), we are not (yet) con­
vinced that the expansion is nothing but a numerical artefact. A separation 
bubble in a supersonic flow has expansion waves emanating above its convex 
side. Like in our higher-order solution, the presence of these waves might well 
be perceptible on the underlying surface. 
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0 0.5 1.5 

Fig. 4.13. Viscous surface pressure distributions supersonic flat plate flow, 
Re =2.96 HP, OL =05 ( l:::. : first-order, 0 : limited K= ½, • : measured). 

The wiggles in the higher-order distribution are supposed to be caused by 
the fact that the limiter cannot be applied near boundaries (section 2.3.2). To 
show that they are probably not a deficiency of the new limiter (3.28), in Fig. 
4.14 we give the converged higher-order surface pressure distribution as 
obtained with the well-established Van Albada limiter (2.15). The Van Albada 
distribution appears to be oscillatory as well. 
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Fig. 4.14. Viscous surface pressure distributions supersonic flat plate flow, 
Re=2.96 Ia5, OL=05 ( 0: Van Albada, •: measured). 
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To investigate whether the quantitative differences still existing between the 
higher-order and measured surface pressure distribution (such as the bubble 
length) are grid-independent errors of which the cause is not clear, we also 
compute the limited higher-order solution on 06• (Uncertain error sources in 
the wind tunnel experiment might be crossflow influences, non-observed but 
non-negligible turbulence, some slight heat transfer through the wall, and so 
on. For the computation, an error source might e.g. be the neglect of tempera­
ture dependence in the diffusion coefficients.) The converged higher-order sur­
face pressure distribution, as obtained on 06 , is given in Fig. 4.15. Comparison 
with the measured pressure distribution clearly shows a better resemblance 
than in the case of 05 (Fig. 4.13), which indicates a probably rather small 
influence of the uncertain error sources. The converged first-order distribution 
is also given. Notice again the rather large qualitative difference between both 
computed distributions, the first-order one still without pressure plateau 
(though also without wiggles). 
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Fig. 4.15. Viscous surface pressure distributions supersonic flat plate flow, 
Re= 2.96 105, OL = 06 ( l:::. : first-order, 0 : limited ,c = ½, • : measured). 

In Fig. 4.16 we also compare velocity profiles at an x-location inside the 
bubble. The smoothness of the higher-order velocity profile seems to justify the 
previous statement made about the oscillatory surface pressure distribution 
and the fact that limiters do not work near boundaries. The local maximum in 
both computed velocity profiles (Fig. 4.16a) probably corresponds with the 
expansion of the supersonic outer flow over the convex side of the bubble. To 
finish, in Fig. 4.17 we give a more global impression of the higher-order solu­
tion. 

Again, in all previous computations a switch to an evolution was not neces­
sary. 
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Fig. 4.16. Velocity profiles at x =2.87 105 / Re supersonic flat plate flow, 
Re=2.96 105 , OL=06 (!:::.:first-order, 0: limited ,c=½, •: measured). 
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Fig'. 4.17. Velocity profiles (0), boundary layer edge (8), 
sonic line (M = I) and separation bubble ('1'<0) 
for supersonic flat plate flow 
(limited ,c= ½, Re =2.96 105, OL =06). 
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False diffusion. By presenting for 0 5 not only the viscous solution obtained 
with the limited ,c = ½-scheme (Fig. 4.13), but also the corresponding inviscid 
solution (Fig. 4.11 ), insight was given about the amount of false diffusion 
present in the viscous solution. The fact that the present method can be used 
for both Navier-Stokes and Euler flows makes this comparison easy. Making 
the comparison is important. For example, when applying for the supersonic 
flat plate flow a commonly used rectangular grid, such as the rectangular 
equivalent of the grid in Fig. 4.9. (Fig. 4.18a), a viscous surface pressure distri­
bution is obtained which seems to be very close to the experimental data (Fig. 
4.18b). However, the corresponding inviscid distribution (Fig. 4.18c) indicates 
that this good resemblance is mainly caused by false numerical diffusion in the 
discretization of the convective terms, and hence is deceptive. In the many 
numerical results available in the literature for this specific Hakkinen test case, 
we have only seen that rectangular grids Mee that in Fig. 4.18) were applied. 
Yet, we have not yet seen any such publication in which the corresponding 
inviscid solution is also shown. 
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c. Inviscid surface pressure distribution 
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Fig. 4.18. Results supersonic flat plate flow on rectangular grid. 
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4.4. HYPERSONIC BLUNT BODY FLOW 

4.4.1. Purpose 
To briefly explore the robustness of the solution method in hypersonics, we 
consider a hypersonic flow at M 00 = 8.15, Re= 10100 and a= 300 around a 
blunt forebody with canopy. (So the flight situation considered is a reentry 
situation.) The forebody is composed out of two ellipse segments (Fig. 4.19), 
given by 

[ 0~ r +[-dis]'= I 

[ o.~35 r +[DE]'= I 

and a parallel part, given by 

y = -0.015} y = 0_025 0os;;;;xos;;;;0.016. 

x<O, 

0.025 -·-·---·- I 
' 
I 

y O -· ! -------7 
-0.015 --t---· --

i 
' I 

-0.06 0 0.016 
X 

Fig. 4.19. Double ellipse. 

(4.2a) 

(4.2b) 

As grids we use . the C-type grids shown in Fig. 4.20. The grids are exactly 
equidistant in radial direction per radial column separately, and nearly equidis­
tant in tangential direction, at the body. 
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4.4.2. Single-grid results 

Chapter4 
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b. 32X 16-grid. C. 64 X 32-grid. 

Fig. 4.20. Grids double ellipse. 

Here the switched-relaxation-evolution strategy needs to be invoked. In Fig. 
4.21 we show its behaviour for the 16X8-, 32X 16-, and 64X32-grid, respec­
tively. The residual ratio along the left vertical axes is the single-grid ratio 
~f=1 l(N1(q0)k l!~f=1 l(N1(q1))k I, where l(N1(q1))k I is defined as in section 
4.2.2, with the only difference that here, n refers to the n-th (single-grid) 
relaxation-evolution cycle, one cycle being two diagonally opposite, symmetric 
relaxation-evolution sweeps. The solution qY is the uniformly constant initial 
solution which, in all three cases, fits continuously to the hypersonic upstream 
boundary conditions. The quantity along the right vertical axes is the permil­
lage of volumes in the total number of finite volumes visited during one cycle, 
in which a switch to the evolution approach is made. The robustness of the 
switched-relaxation-evolution technique is clear. For none of the cases con­
sidered there is an abortion of the solution process. We even have convergence 
for all three cases. Further, from Fig. 4.21 b and 4.2 lc, it appears that the evo­
lution technique makes itself superfluous indeed. 

With the present multigrid method - so far - no really satisfactory results 
have been obtained in eliminating the convergence slow down that can be 
clearly observed in Fig. 4.21 with decreasing mesh size. Present research is 
directed towards obtaining a satisfactory grid-independent acceleration tech­
nique for hypersonics. 
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Fig. 4.21. Convergence results switched-relaxation-evolution technique. 

4.5. CONCLUDING REMARKS 

10 

With increasing Reynolds number, compared with Van Leer's scheme, Osher's 
scheme appears to lead to an increasingly more accurate resolution of boun­
dary layer flows, in agreement with the theoretical results of section 3.2.2. 
Already for rather low Reynolds numbers the difference in accuracy is such 
that Osher's scheme is to be preferred for engineering purposes. 

For sufficiently smooth flow problems, convergence to first-order truncation 
error accuracy is obtained within one FAS-cycle only. Second-order trunca­
tion error accuracy is obtained in two FAS-cycles only, the last cycle 
representing one defect correction cycle. For non-smooth flow problems, 
within the Mach number range of main interest (½;SM;S3, section 1.4.1) a 
slight deterioration is observed with respect to smooth problems. Yet, the mul­
tigrid convergence rates obtained are still satisfactory. For hypersonic flows, 
the multigrid method's performance is no longer satisfactory. Our current 
research is directed towards an improvement of this performance. In hyperson­
ics, the local switched-relaxation-evolution technique seems to be a good alter­
native for a failing local relaxation. 

It is important to investigate the reliability of any computed Navier-Stokes 
solution with respect to the numerical errors in the discretization of the con­
vective part. The present method allows an easy check of false diffusion. The 
same algorithm can be used for both viscous (1/ Re>O) and inviscid (1/ Re =O) 
flow computations. 
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Chapter 5 

Final Remarks 

119 

With the steady Navier-Stokes method presented in this monograph a reason­
able compromise seems to have been found between the conflicting properties 
of accuracy and efficiency. In our opinion, a main characteristic of the method 
is that it does not have an upper bound in the Reynolds number above which 
it cannot be applied. Starting from any fow, practically relevant Reynolds 
number, a smooth transition to the Euler flow regime seems to be possible. 
Though for the Mach number the applicability is restricted to a certain 
bounded range, the Mach number range over which the method works is still 
rather wide from the viewpoint of aerospace applications. No divergence 
problems are expected from medium-subsonic to medium-supersonic flow 
speeds. H - unexpectedly - the method does not work for some flow problem, 
it cannot be easily got going by altering a parameter in the algorithm. The 
algorithm does not have any real tuning parameter. As a consequence, in (in 
our experience) rare cases of divergence, in order to converge, one is obliged to 
analyze and understand the cause of divergence, which may only lead to a 
better and better method. 

No major mathematical difficulties are expected from eliminating physical 
simplifications, such as the perfect gas and laminar flow assumptions. The 
same is expected for an extension to three dimensions. 
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