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INTRODUCTION 

0.1. Extension problems. This book concerns extension problems for linear opera­

tors. They can be described roughly as follows. Given a part of an operator, find, if possi­

ble, the complementary part such that the full operator has certain prescribed properties. To 

pose the problems in a more precise way, consider vector spaces X and Y and let Q be a 

projection on !l! = ~X ,Y), the space of linear operators acting from X to Y. Assume that 

A is in the image of Q , and let It be the set of operators in !l! satisfying a certain property, 

(P) say. The general problem is to describe the set 

9'8 ,Q(A) := It n {B E !l! I Q(B) =A}. 

This set of solutions, 9'8 ,Q(A), consists of all operators B that have the property (P) and 

that are equal to A on the part which is left invariant by Q. An element B in 9'8 ,Q(A) is 

called an extension of A with property (P). The phrase "describe the set" concerns ques­

tions like the following. For which A is the set of solutions non-empty? When is 9'8 ,Q(A) a 

singleton? Give a description of 9'8 ,Q (A) in terms of the given part A, etc. 

0.2. Three classes. The setting described in the previous subsection is very general, 

and a large variety of problems can be put in this context. In this book we treat three 

classes of problems of this type, namely: 

- positive extension problems; 

- strictly contractive extension problems; 

- minimal rank extension problems. 

In the positive extension problems that we shall treat, the operators act on 

X = Y = c;n or on X = Y = 12 , the Hilbert space of square summable sequences of com­

plex numbers, and hence they may be represented as finite n xn or semi-infinite matrices 

B = [ b if J . The given part is a symmetric band consisting of 2p + I diagonals, say, cen­

tered around the main diagonal and the extensions are required to be positive definite. In 

other words, It is the set of all positive definite operators and the projection Q is given by 

Q(B) 
c ( J {o if jj-; I > P, 

= = c;J ,c;1= b;1ifjj-ij~p. 

In our contractive extension problem the operators again act on X = Y = c;n or on 

X = Y = 12. But now the given part is of triangular form and consists of all diagonals 

below a given diagonal, the q -th say. The extensions are required to have operator norm 
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less than one. Thus Q is the projection defined by 

( J {o if j-i > q. 
Q(B) = C = cij , cij = 

b IJ if j - i ~ q • 
(0.1) 

and tl is the set of all strictly contractive operators. 

In the minimal rank extension problems we consider sets tl n C Sf defined by 

t'l n = { B E !£ I rank B ~ n }. 

The given parts are of triangular form, and thus the projection Q may be of the form (0.1). 

Here we shall also consider integral operators acting on X = Y = L2[0,l], the usual Les­

besgue space of square integrable functions defined on [O, l], and in that case the projection 

Q is defined by Q(B) = C, where 

I 

B : L2[0,l] - L2[0,l] ; (Bq,)(t) = ! k (t ,s )q,(s )ds , 0 ;ii t ~ 1 ' 
0 

t 

C : L2[0,l] - L2[0,l] ; (Cl/>)(t) = J k (t ,s )q,(s )ds , 0 ~ t ~ 1 . 
0 

The minimal rank extension problems we shall deal with ask to determine for a given A in 

the image of Q the smallest number I = t(A) for which 9'4 ,.Q (A) * 0 and to describe 

the set 9'4 ,.Q(A). In other words, given a lower triangular operator A we want to deter­

mine the smallest possible rank of an extension of A and all minimal rank extensions of A . 

We shall not restrict the attention to scalar matrices only, but we allow the entries to 

be matrices or, more generally, operators acting on Hilbert spaces. Positive and strictly 

contractive extension problems also appear in the context of integral operators (see H. Dym 

and I. Gohberg [24]). The general method for dealing with positive and strictly contractive 

extension problems developed in this thesis may also be applied to such operators. Our 

problems also concern special subclasses of operators. E.g., as a variant of the positive 

extension problem we shall consider the case when the operators in t'l are required to be 

(block) Toeplitz operators, i.e., b;j = h;+tJ+t for all i and j. In the latter form the posi­

tive extension problem may be rephrased as an extension problem concerning (matrix- or 

operator-valued) functions on the unit circle. 

In what follows we treat the above problems in more detail, and we describe some of 

our main results. 

0.3. Positive extension problems. Consider the following problem. Let B ij be given 
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matrices for I j -i I ~ q . Find the remaining matrices B ii, Ii -i I > q , such that the 

block matrix B = [ B Ii J . _11 is positive definite (shortly: B > 0). This problem was 
IJ=I 

introduced by H. Dym and I. Gohberg [23] who proved that a solution exists if and only if 

1, ... ,n -q. (0.2) 

In a paper by J.A. Ball and I. Gohberg [5] a finite dimensional version of the shift invari­

ant subspace approach of J.A. Ball and J.W. Helton [6] was used to derive a full parametri­

zation of the set of all solutions via a linear fractional representation. The coefficients in 

this linear fractional map are determined using a theorem of Beurling-Lax type. In this 

book we shall present two other methods to obtain such a linear fractional representation 

and, moreover, we shall give explicit formulas for the coefficients in this linear fractional 

map in terms of the given data. The following two theorems are among our main results. 

THEOREM 0.1. Let B Ii = B ;1 be given matrices for I j -i I ~ q ( ~ n - l), and 

assume that condition (0.2) is satisfied. For 0 < j-i ~ q define the matrix Zu by 

where {j ii ,'Y iJ and r ii are given via the partitioning 

Put 

and let a 0, ••• , Aq be defined recursively by 

Put 
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Then the set of all n xn block matrices F = p .. [ J n 

IJ i,j=I 

-q ;§ j -i ;§ q, and F > 0 is the set of all matrices of the form 

where G = [oij J . n is any strictly contractive block matrix with G;j = 0, j-i ;§ q. 
1,J=I 

The correspondence is 1-1. Moreover, 

n 
detF = ( IIdetBli) ( II det(J-A.;A.p)) det(J-G*G). 

i=I O<p~q 

➔ j <--j 

Here II H = H; · · · Hj and II H = H1. • • • H; for i ;§ j, and these. 
p=i p p=i p 

matrix products are defined to be the identity matrix for i > j . When a matrix has a zero 

number of rows or columns the formulas have to be interpreted in the usual way. 

THEOREM 0.2. Let B ij = Bj; be given matrices for Jj-i I ;§ q ( ;§ n -1), and 

assume that condition (0.2) is satisfied. For p = 1, ... ,n let 

B ]-I ll] p,{j(p) 0 

Bp(p:.P(p) ~ , 

and 

where {3(p) = min{n ,p +q} and -y(p) = max{l,p -q }. Define n Xn triangular block 

matrices U = [u .. J n and V = [v--J n by 
IJ i,j=I IJ iJ=I 

'j ;§ i ;§ {3(j); 

, elsewhere; 
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, elsewhere. 
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Then the set of all n x n block matrices F = [ F 11 ) n with F 11 = B 11 , 
IJ=I 

-q ;:ii j -i ;:ii q , and F > 0 is the set of all matrices of the form 

where G = [ G 11 J . .n is any strictly contractive block matrix with G l'J = 0, j - i ~ q . 
IJ=I 

The co"espondence is 1-1. Moreover, 

det F = I detU 1-2det(l-G* G). 

The two theorems are obtained in quite different ways. Theorem 0.1 is derived via a 

sequential approach developed in Chapter I, which may be viewed as an adapted version of 

the classical Schur algorithm used in complex function theory (see I. Schur [61, 62]). It 

consists of recursively applying an elementary linear fractional map, which reduces the 

problem in each step to a simpler one, and finally to a trivial one. Theorem 0.2 appears as 

a corollary of the so-called band method, a general scheme for dealing with extension prob­

lems introduced by H. Dym and I. Gohberg [24, 27] and developed further by I. Gohberg, 

M.A. Kaashoek and H.J. Woerdeman [38, 39, 40]. This method is described in the next 

subsection. 

0.4. The band method. Here a positive extension problem is considered in an alge­

bra .,I( with a unit e and an involution •. The algebra admits a direct sum decomposition 

of the form 

where .,I( 1 , ~ , .,I( d , vl4 and .,I( 4 are linear subspaces of .,I( satisfying the following two 

conditions: 

(i) e E ..,l(d , .,I( 1 = .,I(: , ~ = ("'4) • , ..,l(d = .,I(;; 

(ii) the following multiplication table describes some additional rules on the multiplication 

in .,I(: 
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u«, . .A4 u(td ~ u«4 

u«, u«1 u«, u«, vte!. u(t 

.A4 u«, vte!. .A4 u(tc v«°_ 

u(td u«, .A4 u(td ~ vll4 

~ vte!. vllc ~ v«°_ vll4 

vll4 u(t v«°_ u«4 u«4 vlt4 

where 

,4 := ..,,(ti + .A4 , v«°_ := u'4 + u«4, 

vllc := .A4 +- vlld +- .,J4. 

An element a E vii is called positive definite in vii if there exists an invertible element 

c E vH such that a = c • c. In this context the positive extension problem reads as fol­

lows. Let k = k* E u«c be given. Find all positive extensions b E vH of k, i.e., find all 

b such that b = m 1 +k +m; with m 1 E vll1 and b positive definite in vii. 

To put Theorem 0.2 in this context, take vii to be the algebra of n xn block matrices 

with involution the usual adjoint of a matrix and with the identity matrix as unit, and let 

.A4="'4*={[a••J n la .. =0,j-i>qandj-i~0}, 
I} iJ=I I} 

u«d = { [a .. J n I a .. = 0 , i -:I:- j }. 
IJ iJ=I lJ 

In the band method an important role is played by a positive extension of a special type, 

called the band extension, which, by definition, is a positive extension b of k E vllc with 

the additional property that b - I E .At c . Thus the band extension of the positive band 

extension problem in Theorem 0.2 is the unique extension F such that (F- 1) ii = 0 for 

j -i ~ q. In H. Dym and I. Gohberg [23] it was shown (assuming (0.2) is satisfied) that 

the unique band extension is given by u*-tu- 1 = v*- 1v- 1, where U and V are as in 

Theorem 0.2. Thus Theorem 0.2 shows that the coefficients of the linear fractional map 

which describes all solutions can be read off from the Cholesky factors of the band exten­

sion. It turns out - and this is the second main feature of the band method - that this 

principle holds in general. The first main principle in the context of the band method is 



Introduction - 7 -

that the construction of the band extension may be reduced to solving a linear equation. 

As a further illustration of the band method we consider an extension problem in the 

Wiener algebra W on the unit circle. Recall that W consists of all complex valued func­

tions f on the unit circle T of the form 

00 

/(),) = E >./ 11 'A E T 
j=-oo 

00 

E 111 I < 00 -

1=-oo 

The involution • on W is defined by 

j=-oo 

and the unit is the function e (A) = 1. 

Given complex numbers a i = a_ i, I j I ~ m , a function f E W is called a positive 

extension of the given band { a 1 I I j I ~ m } whenever f (A) > 0 for I A I = 1 and 

f i = a i for I j I ~ m. The problem to find all positive extensions of a given band can be 

put in the context of the band method by choosing the subspaces in the following manner: 

.At 1 = u«; = { / E W I f i = 0 , j ,~ m } , 

~ = vt4• = { f E W I f i = 0 ,j ~ 0 and j > m } , 

.A(d = { f E W I f1 = 0 ,j * 0 }. 

In a similar way the positive extension problem in the operator Wiener algebra may be put 

in the context of the band method, and we shall use this (in Section III.3) to derive a linear 

fractional description of all positive extensions of a given operator band. In other words, 

given the operator band { Ai I I j I ~ m } we shall determine all positive definite block 

Toeplitz matrices 

[
Bo B_1 B_2 ···1 
B1 Bo B_1 ... 

B = B2 B1 Bo ... 

. . . . 

such that Bi = Ai, IJ I ~ m, and the symbol of B is in the Wiener algebra. 

In this book we illustrate the band method only on the above mentioned examples. 
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Other examples may be found in L Gohberg, M.A. Kaashoek and H.J. Woerdeman [38, 

39, 40]. 

0.5. Strictly contractive extension problems. Consider the following problem. Let 

A iJ be given matrices for j :iii i . Find the remaining matrices A iJ, j > i , such that the 

block matrix A = [ A iJ J _ ~ has operator norm less than l. From the distance formula 
IJ=I 

of W. Arveson [3] it follows that the necessary and sufficient conditions for the existence 

of a solution are 

[Ail ... Ai,il 
II : : II < 1, i = l, ... ,m. 

Ant An,i 

In [5] J.A. Ball and I. Gohberg showed that the set of all solutions may be represented via 

a linear fractional map, for which they used again their finite dimensional version of the 

shift invariant subspace approach. For the 2 X2 case the contractive completion problem 

was treated earlier by Gr. Arsene and A. Gheondea [2], and by C. Davis, W.M. Kahan 

and W.F. Weinberger [17]. 

Our aim is to present an explicit description of the set of all solutions via a linear frac­

tional map of which the coefficients are directly given in terms of the original data. As in 

the positive extension problem we do this in two ways: a sequential way and via the band 

method which applies to strictly contractive extensions as well. The sequential approach 

yields the following result for the scalar case. 

THEOREM 0.3. Let ail be given complex numbers, where l :iii j :iii i :iii n, and 

suppose that 

For j :iii i define the number h 11 by 

where a iJ ,(3 iJ and 'Y iJ are given via the panitioning 

n J [{3iJ ail] . 
[ ars J r=i,s=l = Ciij 'Ytj 
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Funhermore, let 

where 

Then the set of all matrices F = [1 ] n E en Xn 
ij iJ=I, 

11 F 11 < I is the set of all matrices of the form 
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where G = [ g lj J ~ is any matrix with I I G 11 < I and g l'J = 0 for j ;§i i. The 
IJ=I 

correspondence is 1-1. Moreover, 

det(/-F(G)* F(G)) = { IT (1-jh 1'11 2)} det(J-G*G). 
j ;ff, i 

The band method yields the following result. 

THEOREM 0.4. Let a 11 be given complex numbers, where 1 ;;;ii j ;;;ii i ;;;ii n, and 

suppose that 

[ J n P 
S := a 1-

P 1 i=pJ=I 

has norm strictly less than one for p = l , ... ,n. Put 

[ · 1 ·:~·" = <1-s .s~-, [~] ' i = l, ... ,n, I I • 

0 Olm 

[ ~ I l a/., • -1 • n = S 1(1-S1S1) ~ ' i = l, ... ,n, 
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and let 

Introduction 

r ] n 
Cl! = = LCI! iJ . • Cl! iJ = 

1J=I 

, i = l, ... ,n, 

, i = l, ... ,n, 

Then the set of all matrices F = [1 ) n E cnxn with ftlJ = ail}• j ~ i, and 
ij iJ=I 

11 F II < 1 is the set of all matrices of the form 

F = T(G) = (a!G+{3)(-yG+6)- 1, 

where G = ( g 11 ) ~ is any matrix with II G II < 1 and g 11 = 0 for j ~ i. The 
iJ=I 

correspondence is 1-1. Moreover, 
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Theorem 0.3 and its block matrix analogue are the first main results in Chapter I. 

Theorem 0.1 is proved using the block matrix version of Theorem 0.3 and the fact that the 

positive extension problem may be reduced to a strictly contractive extension problem by 

using an inverse scattering principle. Theorem 0.4, in contrast, is proved as a corollary of 

the results on positive extensions. Here we use the observation that 

is positive definite if and only if IIA II ~ 1. Note that whenever a lower triangular part of 

A is given, the given part of [;. ~] is of band type. 

As another application of the band method we shall also consider the following strictly 

contractive extension problem. Given complex numbers q, i, j ~ 0, determine all f in the 

Wiener algebra W such that If (A) I < 1 for I A I = I and f i = q, i for j ~ 0. This prob­

lem is connected with the well-known theorem of Nehari (see, e.g., V .M. Adamjan, D.Z. 

Arov and M.G. Krein [I] and H. Dym and I. Gohberg [26]), and its matrix version plays 

an important role in H 00-control theory. In this book we solve the problem in the more 

general setting of the operator Wiener algebra. 

0.6. Maximum entropy principles. Consider again the positive extension problem 

for block matrices: let Bii be given matrices for li-i I ;:;i q, and find the remaining 

matrices B ii, I j -i I > q, such that the block matrix B = [ B iJ] . n is positive definite. 
1J=I 

Let D 8 denote the middle (diagonal) factor in the u* DU decomposition (where U is 

upper triangular with identities as its diagonal entries) of a positive extension B of the 

given band, and write B 0 for the band extension. In [23) H. Dym and I. Gohberg showed 

that for any positive extension B of the given band 

DB ~ DBo• (0.3) 

and equality holds in (0.3) if and only if B = B0. As a corollary (see [23]) it follows that 

the band extension is the unique positive extension for which the determinant is as large as 

possible. (From the determinant formulas in Theorem 0.1 and 0.2 it is clear that one 

obtains the extension with largest possible determinant only by choosing G = 0.) This 

corollary is usually referred to as the maximum entropy principle for the matrix case. For 

the positive extension problem in the Wiener algebra, considered in Subsection 0.3, there is 

also a maximum entropy principle. It identifies the band extension as the unique positive 
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extension f for which the entropy integral 

is as large as possible (see J.P. Burg [13), and also H. Dym and I. Gohberg [22)). It turns 

out that both maximum entropy principles may be viewed as special cases of a general 

maximum entropy principle that we shall derive in the abstract setting of the band method. 

This general maximum entropy principle identifies the band extension as the unique posi­

tive extension for which the multiplicative diagonal is maximal. 

We shall derive an abstract maximum entropy principle also for strictly contractive 

extension problems. The concrete maximum entropy principle for block matrices men­

tioned above will play a role in the sequential approach. 

0. 7. Minimal rank extension problems. As indicated before this class of problems 

concerns mainly three kinds of operators: finite matrices, semi-infinite matrices and integral 

operators. Let us start by describing the minimal rank extension problem for the latter case. 

Let K : L2[0,l] __. q [0,1] be an integral operator with an n x m matrix kernel k 

defined on the square [a,b] x [a,b]. So 

I 

(Kf)(t) = J k(t ,s)f (s)ds , 0 ~ t ~ l . 
0 

An integral operator H with kernel h is called a finite rank extension of the lower triangu­

lar part of Kif rank H(=: rank h) < oo and 

h (t ,s) = k (t ,s) , 0 ~ s < t ~ l. 

For instance, the Volterra operator 

(Vf)(t) 
I 

J f(s)ds , 0 ~ t ~ l, 
0 

on L 2[0,l] has a finite rank extension of rank l. The minimal rank extension problem we 

are interested in asks to determine all minimal rank extensions of the lower triangular part 

of a given integral operator K, i.e., to find all finite rank extensions of the lower triangular 

part of K with smallest possible rank. Problems of this type originated in I. Gohberg and 

M.A. Kaashoek [35), where they appear in connection with minimal realizations of boun­

dary value systems. 

The analysis of the minimal rank extension problem for integral operators is based on 
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its matrix analogue, which is of interest in its own right. Let matrices A ij, 

1 ;:ii j ;:iii i ;:iii n, be given. Find matrices A iJ, 1 ;:ii i < j ;:iii n, such that the block matrix 

has lowest possible rank. Such an A is called a minimal rank extension of the given lower 

triangular part A : = { A iJ I 1 ;:ii j ;:iii i ;:ii n } , and its rank is called the minimal lower 

rank of A. In this book we shall prove, among others, the following results. 

THEOREM 0.5. Let A= { Ai} J l ;:ii j ;:iii i ;:iii n} be a given lower triangular pan. 

The minimal lower rank t'(,.Jl/) of A is given by 

n n-1 
t'(,.Jl/) = E rank A (p,p) - E rank A <P +l,p) , 

p=I p=I 

where 

Funhermore, A has only one minimal rank extension if and only if 

rankA(p,p) = rankA(p+l,p) = rankA(p+l,p+l) ,p = l, ... ,n-1. 

THEOREM 0.6. Assume that the lower triangular pan of the integral operator 

K : Lz' [0,l] ___. L~ [0,l] with kernel k has a finite rank extension. Then the rank I of a 

minimal rank extension of the lower triangular pan of K is equal to 

I= max )..(11",r,...k), 
11",Tr 

where the maximum is taken over all panitions 11" of [0,1] and all corresponding sets of 

intermediate points T1r- Here, for 11" = {a 0, · · · ,an} and Tr= {r 1, · · · ,Tn}, the 

number )..('If, T 1r ,k) is de.fined by 

n n -I 
)..(11",T'l(,k) := E ranke'-E rankka', (0.4) 

i=I i=I 

where k/j denotes the restriction of k to the rectangle [/3,l]X[0,/3]. Funhermore, the lower 

triangular pan has only one minimal rank extension if and only if rank k/j is independent 

of /3 E (0,1). 
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We identify a large class of partitions 71" and corresponding sets r,.. for which the max­

imum in (0.4) is attained. 

The minimal rank extension problems will be treated in the context of operators that 

are triangular relative to chains of orthogonal projections. The general results will be speci­

fied for various types of operators. 

0.8. General patterns, The matrix versions of the three classes of problems can also 

be considered for the case when the given entries in the matrix do not form a band (posi­

tive extensions) or a triangle (strictly contractive/minimal rank extensions). For more gen­

eral patterns of given entries there are many open problems. One of them, connected with 

the minimal rank extension problem, will be discussed in some detail. For positive exten­

sion problems relative to more general patterns we refer to R. Grone, C.R. Johnson, E.M. 

de Sa and H. Wolkowitz [45], where the existence of a solution, in particular one with 

maximal determinant, is the main topic, and to H. Nelis, P. Dewilde and E. Deprettere 

[57] which concerns the case of multi-band patterns and its relation with questions appear­

ing in electrical engineering. For the contractive extension problem results on existence of 

a solution relative to more general patterns appeared in C.R. Johnson and L. Rodman [46]. 

It turns out that, in general, in the minimal rank extension problem the minimal possi­

ble rank is not only determined by the ranks of fully specified submatrices as is the case for 

the triangular patterns ( cf. Theorem O .5). This focusses the attention upon those patterns of 

specified entries for which the minimum is so determined. It is shown that it is necessary 

that the bipartite graph of the pattern be chordal, and some evidence is given for the con­

jecture that this is also sufficient. In this conjecture the triangular patterns once again play 

an important role. 

0.9. Description of contents. This book consists of two parts with a total of five 

chapters. In Part A positive and strictly contractive extension problems are treated. 

Chapter I concerns the sequential approach. The remaining two chapters in this part con­

cern the band method ( Chapter II) and its applications ( Chapter III) . In Part B minimal 

rank extension problems are treated. Chapter IV concerns matrices and Chapter V opera­

tors. This book is based upon results that already found a place in the literature, in papers 

written by or co-authored by the present author. At the end of each part, in a brief section 

of comments, we list the papers involved. 
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PART A 
POSITIVE AND STRICTLY CONTRACTIVE EXTENSIONS 

This part, which consists of three chapters, treats positive and strictly contractive 

extension problems. In Chapter I a sequential approach is used to derive linear fractional 

forms describing all strictly contractive and positive extensions for block matrices. Chapter 

II concerns the band method. In Chapter III the results obtained using the band method are 

specified for the algebra of operator matrices and the operator Wiener algebra. 
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CHAPTER I. BLOCK MATRICES: A SEQUENTIAL APPROACH 

In this chapter we treat the positive and strictly contractive extension problem for 

block matrices using a sequential approach. The main aim is to derive explicit linear frac­

tional descriptions for all solutions. In Section l some elementary facts concerning linear 

fractional maps are recalled. Section 2, which deals with the 2x2 strictly contractive exten­

sion problem, provides a first step in the proof and illustrates the methods used to solve the 

general problem. Section 3 describes the elimination procedure which is used in Section 4 

to solve the general (n Xm) strictly contractive extension problem. In Section 5 the positive 

extension problem is reduced to a strictly contractive one. Section 6 contains the solution of 

the positive extension problem. Section 7 deals with the Toeplitz case. 

I. 1. Linear fractional maps with matrix coefficients 

In this section we collect together some elementary facts on linear fractional maps with 

matrix coefficients. As general references for this topic we mention B. Schwarz and A. 

Zaks (63], (64] and the references given there. Also some special types of linear fractional 

maps, which will be used for solving the problem of strictly contractive extensions, are 

introduced in this section. 

Let A ,B, C and D be matrices of size p Xp ,p xq ,q xp and q xq, respectively. 

Using them as blocks we define the following (p +q)X(p +q) matrix: 

(1.1) 

We consider here only nonsingular (p +q) X(p +q) matrices M, i.e., we assume 

throughout that 

detM = det (~ ~] :t= 0. 

Under this condition, define the linear fractional maps u«M and :UM by 

uftM(G) = (AG +B)(CG +D)- 1, 

.){M(G) = (A -GC)- 1(-B +GD), 

where the variable G is a p Xq matrix. We call the matrix M the matrix defining the map 

uft M. The matrix uft M ( G) is defined only on the set of matrices G for which CG + D is 

invertible. Analogous remarks hold for :UM. 
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PROPOSITION 1.1. Let M ,N be nonsingular (p +q) X (p + q) matrices. Then (on the 

appropiate domains) 

(i) vl{M 0 vl{N = vi/MN; 

(ii) .A(M 0 .A(N = .A(NM; 

(iii) vltM = .AtM-1; 

Proof. Let M be given by (I.I) and N = (: !} . First note that (on the appropiate 

domain) vltM(G) = K if and only if 

and the latter identity holds if and only if .AtM(K) = G. 

For (i) note that vltM(vltN(G)) = K if and only if 

But this is equivalent to vltMN(G) = K. 

One proves (ii) analogously. So let us finish with (iii). Since vltM(G) = K if and 

only if .AtM(K) = G, we obtain vltM = (.AtM)- 1• On the other hand, by (ii), 
A A A A A A 1 A 

vltM 0 vltM-• = vltM-, 0 vltM = vlt1 , which is the identity map. So (vl/M)- = vltM-•· Now 

(iii) follows. □ 

In this paper we shall deal with linear fractional maps of which the defining matrix has 

additional symmetry properties. Let J be the following (p +q) X(p +q) matrix: 

(1.2) 

where Ir denotes the identity matrix of size r X r . The matrix M is called J - unitary if 

M* JM = J and MJM* = J. For p = q the matrix M is called (] ,])-unitary if 

M* J M = J and MJM* = J, where J is as in (l.2) and J is the 2p X2p matrix 

(1.3) 

The symbol II G II denotes the largest singular value (the operator norm) of the matrix G. 
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PROPOSITION 1.2. Let M be as in ( 1.1). 

(i) If M is I-unitary, then ultM and ..:«M map {G I IIG II < l} into 

{G I IIG II < l}. Funhermore, ifdet(CG+D) * 0, then 

(ii) If M is (] .,./)-unitary, then ultM maps { G I II G II < 1} into { G I G +G* > 0} 

and ..:«M maps { G I G +G* > 0} into { G I II G II < l}. Funhermore, if 

det(CG +D) * 0, then 

Proof. Let us prove (ii). One proves (i) analogously. Suppose that Mis(] .,./)-unitary 

and let G be a p x q matrix with 11 G 11 < 1. Then 

1-G* G = - [ G* I J M* J M [~] = ( 1.6) 

= (AG +B)*(CG +D)-(CG +D)*(AG +B) 

is strictly positive. Suppose that (CG+D)x = 0 for some x * 0. Using (1.6), it follows 

that <(/ -G* G)x ,x > = 0, giving a contradiction. Since CG +D is square, we obtain that 

det(CG +D) ,;:. 0. Hence ultM(G) is well-defined. Rewriting (1.6) gives 

(1.7) 

so ultM(G)* +ultM(G) > 0. Analogously, one proves that ..:«M maps { G G +G* > 0} 

into { G I I I G 11 < 1 } . The identity ( 1.5) is a direct consequence of ( 1. 7). □ 

The following types of linear fractional maps will be used to solve the strictly contrac­

tive extension problem. Let A be a p xq matrix with norm less than 1. Define 

where G is ap Xq matrix and WB := (1-B*B)-½ for IIB II < 1. For a positive definite 

matrix N the symbol N-½ denotes the inverse of the usual positive definite square root N½ 

of N. Note that TA = ..,«M(/J.) and t 1:,. = ..:«M(!J.)• where M(A) is the I-unitary (with J as 
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in ( 1.2)) matrix 

(1.8) 

The following corollary is now a direct consequence of Propositions 1.1 and 1.2. 

COROLLARY 1.3.Let lldll <I.Then 

TA: { G I IIG II < l }- { G I IIG II < l } 

is bijective, and its inverse is TA. Furthermore, ifdet(d*G+/) * 0, then 

1.2. The strictly contractive extension problem: the 2X2 case 

In this section we shall explain the method used in this chapter on the 2X2 case. Part 

of the results are used later for the general case. Let 01,/j and 'Y be given matrices. We 

want to find all matrices F of the form 

(2.1) 

with norm (strictly) less than one. Suppose that such an extension F has been found. Then 

II a II < l, and by Corollary l. 3 

(2.2) 

is well-defined and has also norm less than one. In particular, B : = /3 W a and C : = W a •"f 

are strict contractions. Using again Corollary 1.3 we obtain that 

• 0 , ({j XJ _ [O W8 •(X+Ba*C)Wc] 

T [f3W. o ] T (0 0) ot 'Y - 0 0 
0 w •• -y a 0 

(2.3) 

is well-defined and has norm less than one. In other words, if IIF II < 1, then (2.3) is of 

the form [~ ~) with G norm less than one. 

Conversely, let us start with [~ ~J with 11 G 11 < 1, and assume that 11 [!] 11 < 1 
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and 11 [ ex 'Y J 11 < 1. The latter conditions imply that B : = /3 W a and C : = W a •"f are strict 

contractions, and hence the 2x2 block matrix 

is well-defined and has norm less than one. In particular, the right hand side of (2.4) 

solves the extension problem. The above calculations describe in a nutshell the elimination 

procedure which we shall use later. We summarize the results in the following theorem. 

THEOREM 2.1. Let ex,/3 and 'Y be matrices of sizes p 2Xq 1, p 1Xq 1 and p 2 Xq 2, 

respectively, satisfying 11 [!] 11 < l and 11 [ ex 'Y J 11 < 1. Put 

Then all the matrices of the form 

(2.5) 

with norm less than one are given by 

(2.6) 

where G is any p 1 x q 2 matrix with norm less than one. The co"espondence is 1 -1. Funh­

ermore, for such a matrix G, 

det(J-F(G)*F(G)) = det(J-ex*ex).det(J-/j(J-ex*ex)- 113*) (2.7) 

det(J -'Y * (J -exex *)- 1"().det (1-G* G). 

_ [O GJ * _ 
Proof. It remains to prove (2.7). Let G = 0 0 . Since det(d 0G +l) = 1, we 

obtain by Corollary 1.3 

(2.8) 

Put G = Tt:,. 0(G). An analogous reasoning yields 
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Inserting (2.8) in (2.9) and using the identity det(/-G* G) = det(/-G* G), we obtain 

and (2.7) follows immediately. D 

The (1,2) entry of the right hand side in (2.4) is equal to 

Thus all strictly contractive extensions [! :J are given by (2.1) with X as in (2.10) and 

11 G 11 < I. In this form the solution of the extension problem for 2 x 2 matrices appears in 

[17] and [2]. 

From (2.7) it is clear that 

det(/-F(0)*F(0)) > det(/-F(G)'.F(G)) 

for G -:f::. 0. So F(O) is the unique strictly contractive extension F of (2.5) for which 

det(/-F* F) is maximal. According to (2.10) the corresponding X is given by 

(2.11) 

1.3. The elimination procedure 

In this section the principle of reducing the strictly contractive extension problem to 

one of simpler form by creating zero diagonals, illustrated in the previous section on the 

2x2 case, will be described for the n xm block case. As suggested by the approach fol­

lowed in Section 2, to solve the strictly contractive extension problem for arbitrary block 

matrices one has to understand the behaviour of the linear fractional maps Ta,. and Ta,. on 

upper triangular (relative to some diagonal) block matrices. 

Let on xm denote the set of all n xm block matrices A = [A ii J . n . m with a fixed 
1=!,J=l 

block structure. Thus for each ( i ,j) the matrix A ii has some fixed size independent of A . 

In the set on xm addition is a well-defined operation. When multiplying A E on xm and 

B E om xp, we shall assume that the product A iJB jk makes sense. When inverting or tak­

ing the square root of A E on xn, the diagonal elements A ii are assumed to be square. 

Define for p E l the p-th diagonal map ~ p : on Xm -+ on Xm by 
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where o;1 denotes the Kronecker delta, i.e., O;; = I and o;1 = 0 for i * j. Note that for 

p ~ -n and p ~ m the matrix @P (A) is equal to 0. Of course, we are not interested in 

those values of p, but for notational convenience they are not excluded. We refer to 

@p (A) as the p -th diagonal of A . Let Ii?p : on xm -+ gn Xm be defined by 

Ii?p(A) = E @q(A). 
q;fi,p 

We call Ii?P (A ) the lower triangular pan of A relative to the p -th diagonal. Furthermore, 

let U; xm denote the set of upper triangular matrices relative to the p -th diagonal, i.e., 

u;xm = {A E gnxm I I£p-1(A) = 0} = {A E gnxm I A = E @q(A) }. 
q~p 

For A E on xm and q E Z put 

[
Ail 

mq(A) = max II : 
IEZ A 

nl 

It is easy to see that mq(A) < 1 implies that IIA ii II < 1 for j -i ~ q. Since 

weconcludethat ll@p(A)II < lwhenevermq(A) < landp ~ q. 

The elimination procedure may now be described by the following two propositions. 

PROPOSITION3.l.LetA E u;xm, ll@p(A)II < landq ~p.Then 

(1.) T~ (A) E Un xm !tl p(A) p +I ; 

(ii) lf Ii?q(A) = Ii?q(K), then Ii?q(Tg,.(A)(A)) = Ii?q(Tg,•(Ai(K)); 

(iii) Ifmq(A) < 1, then mq(T !tlp(A)(A)) < 1. 

PROPSITION 3.2. Letp ~ q, and let G,G E u;~f be such that Ii?q(GJ = Ii?q(G). 

Funhennore, let~ = @P (~) have norm less than 1. Then 

Moreover, 

(3.1) 

We shall prove these two propositions at the end of this section. First we deduce the 
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following theorem. 

THEOREM 3.3. Let A E on xm be such that mq(A) < l. Make the following 

sequence of matrices: 

E-n+I := A • a-n+I = ~-n+1<A) 

E; := T41 _ 1(E;_ 1), a; = ~;(E;), i = -n +2, ... ,q +I. 
(3.2) 

Then the set { F(G) I G E u;~i, IIG II < I}, where 

F(G) := T ( · · · (T (G)) · · · ) , 
A-n+l A9 

is the set of all F E onxm such that !l!q(F) = !l!q(A) and IIF II < I. The correspon­

dence between these sets is 1-1. Funhemwre, 

• q • • 
det(J-F(G) F(G)) = II det(J-apap) det(J -G G) . (3.3) 

p=-n+I 

Proof. Using Proposition 3.1 one sees, by induction, that the matrices in (3.2) are 

well-defined, mq(Ep) < I and EP E u;xm for p = -n+l, ... ,q+l. Let IIFII < I be 

such that !l!q(A) = !l!q(F). Put G-n+I = F, Gi = T4 /Gi_ 1), j = -n+2, ... ,q+1. By 

repeatedly applying Corollary 1.3 and Proposition 3.l(ii) one obtains that IIGi II < I and 

ffq(Gi) = !l!q(Ej), j = -n+l, ... ,q+l. In particular, 11Gq+1II < I and !l!q(Gq+I) = 

!l!q(Eq+i> = 0. Hence for G = Gq+I E u;~i we have that F = F(G) and IIG II < 1, 

and thus F is of the desired form. 

Conversely, Jet G E U ;~i with II G II < 1. Put F q+I = G and Fi = T 4 /Fi+I) for 

j = -n+l, ... ,q. Since IIFq+ill < l, it follows from Corollary 1.3, by induction, that 

IIFill < I for j = -n+l, ... ,q. Furthermore, !l!q<Fq+i> = 0 = !l!q(Eq+i>· By repeat­

edly applying Proposition 3.2 we obtain that !l!q(Fi) = !l!q(E i) for j = -n + l, ... ,q. So 

IIF_n+ill<l and !l!q<F-n+1)= !l!q(E_n+l)= !l!q(A). This proves that 

F-n+I = F(G) is a contraction such that !l!q(F(G)) = !l!q(A). 

The 1-1 correspondence follows immediately from the fact that T ,::,., is invertible for 

= -n +1, ... ,q. 

Finally, a repeated application of the determinant formula in Proposition 3 .2 yields 

(3.3). □ 

The construction of the linear fractional map F(G) in Theorem 3.3 may be viewed as 

a variation of the Schur algorithm which is used to solve the Nevanlinna-Pick interpolation 
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problem (see, e.g., [61] and [621). 

Let A be such that mq(A) < 1. Recall from [5] the following definition. The max­

imum entropy solution of the strictly contractive extension problem for A is the unique 

strictly contractive extension of A which maximizes the number det(l-F*F), i.e., the 

maximum entropy solution F 0 has the following properties: I£q(F0) = Ieq(A), IIF0 II < 1 

and 

where F -:t- F 0 varies over the set { F I !IF II ~ 1 and Ieq(F) = Ieq(A) }. Note that in 

Theorem 3.3 the maximium entropy solution is obtained by taking G = 0. The latter state­

ment follows immediately from (3.3). 

For the proofs of Propositions 3.1 and 3.2 we need to analyze further the behaviour of 

the linear fractional maps T 1:;,. and t 1:;,.. In what follows A E on xm is a diagonal, i.e., 

A= ~p(A) for some p. Furthermore, we assume that IIAII < 1. Then W1:;,. E omxm 

and W 1:;,.• E on xn are both invertible square block diagonal matrices. To be more precise, 

if A= [Aij]. n .m = ~p(A), then 
1=1,J=I 

where we use the convention that Alj = 0 for (i,j) EE {1, ... ,n}x{l, ... ,m}. Here 

diag [ Z1 J i:I = diag [ Z 1, ... ,Zk J denotes the k xk block diagonal matrix with Z 1 as the 

(i,i)th entry (i = l, ... ,k). If Alj = 0, then W1:;,. 11 = I. So, for instance, if n+p ~ m, 

then 

{
diag [ W a,-,.,, · · · , W '1.,.+,,l, · · · ,I J 

diag[/, ... ,/,WI1 , ... ,W1:;,. ,l, ... ,/J 
1,l+p n,11 +p 

,p ~ 0, 

,p > 0. 

Let £ 1 denote the square block matrix which has on the (i ,i)-th place an identity matrix 

and zeros elsewhere. The number of blocks in £ 1 and their sizes should be clear from the 

context. 

LEMMA 3.4. Let A = [A .. J n m E upnxm, and fix r E {l, ... ,n} and 
I] i=l,j=I 

s E {I, ... ,m } such that s - r = p . Put A = E rAE s> and assume that 11 A 11 < 1. Then 
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Aij 

0 

(T l>.(A )) ij = A is(I-A ;sA rs)-½ 

(1-ArsA ;s)-½A rj 

In particular, if j-i > p, then 

where 

Proof. Straightforward calculations. D 

, i >r or j <s; 

,i=r,j=s; 

,i<r,j=s; 

, i=r,j>s; 

,i<r,j>s, 

, otherwise. 

Let Pi (i = l , ... ,n) and Qj (j = l, ... ,m) be the block matrices of size (m -i + 1) xn 

and m Xj, respectively, given by 

I 

I -· 
J. 

Here and in the sequel the blank entries in the matrices denote zeroes. For convenience we 

also introduce Pi = I (i ~ 0), Pi = 0 (i ~ n +l), Qi = 0 (i ~ 0) and Qi = I 
(i ~ m+l). Note that 

LEMMA 3 .5. Let A E U; xm and a = ~ P (A) have norm Less than one. Then 

T t>.(A) exists and 
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Proof. Since A .:1 • E U 3 xn, and its main diagonal has norm less than one, we get that 

I -A .:1 • is invertible. Hence t 4 (A) is well defined. Let .:1 i = E i.:1• i = l , ... ,n -p, then 

.:1 = E .:1;. Now M(.:1n-p> · • · M(.:1 1) = M(.:1), which is easy to check because of the 
1=1 

abundance of zeroes in the matrices M(.:1;), Hence 

(3.5) 

·Let (k,l) E {l, ... ,n }x{l, ... ,m}. Note that by Lemma 3.4 the block matrix 

t. 0 • • • 0 T. (A) belongs to Un xm and its (i J)th entry is the matrix A l'J for 
1.1.t+l ""'n-p p 

i < k + 1. So, in particular, 

Thus it suffices to prove (for i E {1, ... ,n -p }) that 

where B E u;xm and E1BEp+I = .:1 1 • The latter follows directly from Lemma 3.4. □ 

Proof of Proposition 3.1. Denote .:1 = ~p(A). In order to prove (ii), note that 

!l'q(A) = !l'q(K) if and only if P 1AQ1+q = P;KQ;+q• i = 1, ... ,n. Furthermore, if 

!l'q(A) = !l'q(K), then .:1 = ~p(A) = ~p(K). Using Lemma 3.5 we obtain 

P;T4(A)Q;+q = tP,AQ1+,<P,AQ1+q) = tP,AQ;+,(P,KQt+q> = P,T4(K)Q1+q 

for i = 1, ... ,n. But then (ii) follows immediately. 

For (i), use (ii) with q = p and K = .:1. Since .!t'P (T 4 (.:1)) = 0, this gives the 

desired result. 

Finally, we prove (iii). If IIP;AQ;+q II < 1, then Corollary 1.3 yields that 

tP,AQ,+,(P;AQ 1+q> = Pt74 (A)Q 1+q has norm less than one. Using this observation for 

all admissible i, we obtain (iii). □ 

Proof of Proposition 3.2. First note that .:1 • G E UT xm. Hence / + .:1 • G is inverti­

ble, and T4 (G) is well defined. Denote H = T4 (G) and fl= T4 (G). Since 

P 1GQ1+q = P;GQ;+q• we get that 
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The injectivity of TP,ll.Q,+9 yields P;HQ;+q = P;iiQi+q· 

To prove (3.1) note that a*G E Ujxm. Hence det(/+.i*G) = l. Use now Corol­

lary 1.3. D 

1.4. The strictly contractive extension problem: the general case 

In this section we prove the first main theorem for the strictly contractive extension 

problem. Recall that for A E onxm the block matrix !t'q(A) stands for the lower triangu­
-+ j 

lar part of A relative to the qth diagonal. We use the following notations: II _HP = 
p=1 

+- j 

H; · · · H 1 and II _Hp = H 1 · · · H;, where i ~ j. In the case when i > j these 
p=1 

matrix products are defined to be the identity matrix. 

THEOREM 4.1. Let A= (A 11 J ,:IJ:l E gnxm and q E {-n+l, ... ,m-1} be 

given. Suppose that 

A,,~_·+q l 
II< l, i = l, ... ,m-q. 

An,l+q 

For j-i ~ q define 

where a iJ ,(3 iJ and 'Y iJ are given via the panitioning 

( 4.1) 

Funhermore, let 

-n +l, ... ,q , 

and t,,. P , p = - n + l, ... ,q , be given by 

t,,.-n+I = A-n+l • 

t,,.P = II 
k=-n +I 

(4.2) 
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Put 

Then the set of all F E on xm with .!l'q (A) = .!l'q (F) and I IF 11 < 1 is the set of all 

matrices of the form 

where G is any matrix with .!l' q ( G) = 0 and II G 11 < 1. The co"espondence is 1-1. 

Moreover, 

and 

where 

det(/-F(G)• F(G)) = I1 det(/-A;Ap)det(/-G•G), 
p-:r,q 

(4.3) 

It may happen that the matrix °'Ii in (4.1) has a zero number of columns or a zero 

number of rows. In the first case ot ii should be understood as the linear map from the zero 

space to Cl' , where p stands for the number of rows of a Ii ( = number of rows of 'Y ii). In 

the second case a Ii should be understood as the linear map from Cl' to the zero space, and 

here p stands for the number of columns of a ii ( = the number of columns of /j ii). A 

similar interpretation applies to the other matrices in ( 4.1). In all such cases Z 11 is a matrix 

with zero entries of the same size as A 11 • 

The scalar version of the above theorem is the following. 

THEOREM 4.2. Let q E {-n+l, ... ,m-1} and a 11 be given complex numbers for 

1 ~ i. ~ n, 1 ~ j ~ m and j -i ~ q. Suppose that 

For j-i ~ q define the number h 1i by 
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where ct ij ,/3 ij and 'Y ij are given via the partitioning 

n j [{jij a;j]. 
[ars] = 

r = i ,s = I ct ij 'Y ij 

Furthermore, let 

where 

-n+l, ... ,q. 

Then the set of all matrices F = [ f .. J n m E en xm with f.. = a l'J, j -i ;!i q , and 
IJ i=IJ=l IJ 

11 F 11 < 1 is the set of all matrices of the form 

where G = [ g tj J . n . m is any matrix with II G II < l and g 11 = 0 for j - i ;!i q. The 
1=IJ=I 

correspondence is 1-1. Moreover, 

det(J-F(G)* F(G)) = {. 1:1 (l- I hii 12) }det(J-G* G). 
1-1~q 

We shall prove Theorem 4.1 using Theorem 3.3. The following proposition yields 

explicit formulas for the matrices .:1 i appearing in Theorem 3.3. 

PROPOSTION 4.3. 

mm -2<A) < 1. Consider 

Let A = [A J n m E on Xm 
I} i=IJ=I 

A1,m-l X ] 

A2~-1 A~ . 

. . . An,m-1 Anm 

Then IIAx II < 1 if and only if for some strictly contractive G 

be given such that 
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X = Z+LGR, (4.6) 

where 

z = -RW Q!·w ''Y ,.., c:r a , 

with tl.P, p = -n + l , ... ,m -1, defined by (3.2) and 

/3 = [ A 11 • • • A t,n,-t J · 
Furthermore, if IIG II < I and Xis given by (4.6), then 

where 

If. in aJdition, the element in the right upper corner is scalar, then G = H. 

(4.7) 

Proof. Let I:-n+i<X) = Ax and I:p(X) = T4,_1(I:p-t(X)), p = -n+2, ... ,m-1. 

Since .!l'm_2(Ax) = 2'm_2(A) we get that 2'm_2(Ep(X)) = 2'm_2(I:p) (where I:P is 

defined by (3.2)), p = -n+l, ... ,m-1. Suppose that IIAxll < I. Then also 

IIEm-1(X) II < I. Furthermore, .!l'm-2<Em-1(X)) = .!l'm-2CI:m-1) = 0, so 

(I:m-tCX))ij = 0 for (i,j) ::/= (1,m). Let G = (Em_1(X))im· Then IIGII < I. Let us 

start with proving that 

(4.9) 

where Z is some matrix. Later we will show that Z = Z. Put GP = (Ep(X)) Im• 

p = -n + I, ... ,m -1. By induction we prove that 

(4.10) 

+- p-1 A -+ p-1 A 

where LP = II (W4 •)i1, RP = II (W4 ) 111111 and ZP is some matrix indepen-
k=-n+t k k=-n+I k 

dent of X. Here L _n + 1 and R _n + 1 should be understood as being the identity matrix. 
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Equation ( 4.10) clearly holds for p = -n + 1. Suppose that ( 4.10) holds for p -1. Con­

sider now Ep(X) = TAp_,(Ep-t(X)), Let A~•~ 1 = E,Ap_ 1E,+p-l• v = 1, ... ,n. Then 

- ~ (•) Ap-t - i.., Ap-t · As in the proof of Lemma 3.5 we obtain 
•=I 

t. = t AO) O 
'"'p-1 .. p-1 

Since 

0 T • (n) • 
IJ.p-1 

we have that A (nl -
p-1 -

EnEp_ 1(X)En +p-t· Furthermore, 11Atl1 II < l, so we can use Lemma 3.4 and obtain 

where zJ~1 is some matrix independent of X. Applying tAi"-,'J on tAi•~,(Ep-t(X)) we 

get, using the same kind of arguments, on the ( 1,m )th entry of the result the matrix 

(W. (n-1)•) 11(W. w) 11(Gp-l -Z)(W ,(n) ) mm (W. (n-1)) mm' 
-'lp-1 '-lp-1 41.p-l "-Jl.p-1 

where 

Proceeding in this way we obtain 

where Z' is some matrix independent of X. The induction hypothesis yields that 

where 
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Hence we proved (4.10). Since G == Gm-I• equation (4.9) holds. 

Summarizing, we proved that 

(4.11) 

where G = I:m_1(X) E o::i~'i has norm less than one and G = (G) Im is given by (4.9). 

Conversely, by Theorem 3.3 (with q = m -1), if we let G vary over the set 

{ G I G E o::i~'i, IIG II < 1 }, we obtain via formula (4.11) all Ax with IIAx II < I. The 

corresponding X is given via (4.9) where G = (G) Im. Furthermore, the determinant for­

mula of Theorem 3.3 gives that 

( 4.12) 

where c 1 > 0. So the maximum entropy solution Ax0 is obtained for G = 0, giving 

X0 = Z. On the other hand, viewing Ax as the 2x2 block matrix 

one concludes from the results in Section 2 that (4.8) gives a 1-1 correspondence between 

the set {H I IIH II < 1} and all matrices X such that IIAx II < 1 (use the description 

given in (2.10)). Furthermore, 

(4.13) 

where c 2 > 0 (use formula (2.7)). Hence we can conclude that the maximum entropy solu­

tion Ax0 is obtained for H = 0, which according to (4.8) corresponds to X0 = Z. So 

Z = X0 = Z. But then (4.9) implies (4.6). Further, using (4.12) and (4.13) with 

X = X0, we get that 

Now (4.7) follows from (4.12) and (4.13). 

Finally, if the X is scalar, so are G and H. Equation (4.7) then implies I GI = IHI. 
Since both G and H are a product of X-Z and some positive number, we obtain equality. 

□ 
Since L and R are invertible, equation (4.6) gives a 1-1 correspondence between X 

and G. The proof of Proposition 4.3 shows that G as a function of X is given by 

(4.14) 
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Proof of Theorem 4.1. In order to prove that the map F(G) in Theorem 4.1 is the 

same as in Theorem 3.3., we have to prove that the t,.P 'sin (4.2) are the same as in (3.2). 

When this is done one uses Proposition 1.l(i) to conclude that both maps F(G) are the 

same. Fix p E {-n + 1, ... ,q }. According to (3.2) the (r ,s)th coefficient in t,.P, where 

r - s = p , is equal to the ( r ,s) th coefficient in E P • Since 

(use Lemma 3.5), we can focus only on PrAQ5 and find ourselves in the situation of Pro­

position 4.3 with X = A rs. The matrix (E P) rs plays according to ( 4.14) the role of the G 

in Proposition 4.3. So using (4.6) we can conclude that 

Calculating the (r ,s )th entry of the right hand side of ( 4.2) one obtains the same matrix. 

Hence the definitions of t,.P in (3.2) and (4.2) coincide. 

Formula (4.3) follows directly from Theorem 3.3. Rewriting (4.3) we get 

By Proposition 4.3 we have that det (l -(t,. P) ;s (t,. P) rs) = det (I -n;sn rs). But then ( 4.4) 

follows. D 

Proof of Theorem 4.2. Let r-s = p. Note that (A.p) rs is scalar. Using the last sen­

tence of Proposition 4.3 with G replaced by (t,.p)rs we get that (A.p)rs = Hrs· Theorem 

4.1 now implies Theorem 4.2. D 

[ J 2 ➔ q 
Let O : = 0 ij . . be as in Theorem 4. 1. Since O = IT M ( t,. P), where M ( t,.) 

1,1=1 p=-n+I 

is defined in ( 1.8), the matrix O is J -unitary. Using this, one calculates that 

It is not hard to see that <;i!P (0 1i} = 0 for p > q and 022 E U O xm_ Hence for the max­

imum entropty solution F(O) we have 
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In other words, F(0)(/ -F(0) * F(0))-1 is lower triangular with respect to the q-th diago­

nal. This result also appears in Theorem III.9 in [5]. We shall return to this connection in 

Section III.2. 

1.5. Reduction of the positive extension problem to a strictly contractive one 

To solve the problem of positive extensions we need the following linear fractional 

maps. Let A be a positive definite matrix. Define 

Rl!.(G) := A½(G+/)(-G+/)-IA½, 

Rl!.(G) := A'h(A+G)- 1(G-A)A-½' 

where G is a matrix of the same size as A. Let N(A) be the(] ,.!)-unitary matrix 

(5.1) 

Note that RI!. and RI!. are the linear fractional maps .A{N(l!.) and .JtN(l!.)• respectively. The 

following corollary is now a direct consequence of Propositions 1.1 and 1.2. 

COROLLARY 5.1. Let A > 0. Then 

RI!.: {GI IIGII < 1} ➔ {GI G+G* >0} 

is bijective, and its inverse is RI!.. Furthermore, if det(/-G) * 0, then 

The next theorem shows that the positive extension problem may be solved by reduc­

tion to a strictly contractive extension problem. First we introduce some notations. Let 

B = [B··J n E gnxn and fix a number q ~ 0. We write diag q(B) > 0 if 
IJ iJ=I 

B1,i+q l 
· > 0, i 

B;+~,i+q 

l, ... ,n -q. 

With a B E on xn satisfying diag q(B) > 0 we associate the following strict upper 

triangular matrix B 
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ii= R½!i'o(B)(½~0(B)+I;~i(B)). 
i>O 

(5.3) 

We shall later see that mq(B) < 1. The next theorem shows that the positive extension 

problem for B reduces to a strictly contractive extension problem for B . The main idea 

here can also be interpreted as a reduction principle which employs inverse scattering (see, 

e.g., [19]). 

THEOREM 5.2. Let q ~ 0, and let B = [B ij J . ~ E on xn be such that 
lJ=O 

diag q(B) > 0. Put A = ½~0(B). Then the set 

is the set of all C = [cliJ. ~ with C > 0 and Cli = BiJ• li-i I ~ q. The 
IJ=I 

correspondence is 1-1. Funhennore, 

LetPiJ• l ~ i ~j ~ n,betheblockmatrixofsizeU-i+l)Xn given by 

So, if B = [B •· J n , then 
l} iJ =I 

j 
i i 
I 

l l 

(5.4) 

Note that if q ~ 0 and A ,K E ugxn, then .!t'q(A) = .!t'q(K) if and only if 

Pi.i+qAP7,i+q = Pi,i+qKP;,i+q• i = l, ... ,n-q. 

LEMMA 5.3. Let A E U 3 xn with A = ~0(A) > 0. Then Rli(A) is well-defined and 

P . ./L(A )P :. = Rp • n• (P --AP:.) l ::5 i ::5 1· ::5 n. 
I} ,.. I] ij ,..,- ij lJ 1J ' - - -
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Proof. Since A +A. E U 8 xn and its main diagonal 2A. is positive definite, A.+A is 

invertible. So .RA(A) is well-defined. Write 

such that A 22 = P ii AP u and A. 2 = P ii A.Pu · Straightforward calculations yield the lemma. 

□ 

PROPOSITION 5.4. Let q ~ 0 and A E U 3 xn with !l1 o(A) > 0. Then 

(i) .R!lJo(A)(A) E U'jxn; 

(ii) If !,l!q(A) = !,l!q(K), then !,l!q(Rg, 0(A)(A)) = !,l!q(Rg, 0(A)(K)); 

(iii) If diag q(A +A*) > 0, then mq(Rg, 0(A)(A)) < 1; 

Proof. Put A.= !i:10(A). Since (A+A.)- 1 E u3xn and A-A. E u-;xn, (i) follows 

directly. 

For (ii), note the following. If Pi,i+qAP7,t+q = Pi,t+qKPi,i+q• then by Lemma 5.3 

Using this for i = 1, ... ,n -q yields (ii). 

If Pi,i+q(A +A *)P7,i+q > 0, i = l, ... ,n -q, then, by Corollary 5.1, the matrices 

have norm less than one. Since also RA(A) E U 'j xn, it follows that mq(RA(A )) < 1. D 

PROPOSITION 5.5. Let q ~ 0 and K,K E U'jxn be such that !,l!q(K) = !,l!q(K). 

Furthennore, let A. = ~ 0(A.) be positive definite. Then 

Furthennore, 

Proof. Put H = RA(K) and fl= RA(K). Since P 1,i+qKP7,i+q = Pi,i+qKP~,i+q• we 

get by Lemma 5.3 that 

Rp AD" (P-- HP~·+)=Rp AD' (P--+flp:.+). 
i,i+q-'-U"" i,i+q l,l+q l,l q i,i+quri,l+q l,l q l,l q 
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But then the injectivity of the map Rp. AD.. yields Pi i +qHP~ i +q = Pi i +qHP~ i +q. 
1,l+q'-l.r1,1 +q • • • • 

The determinant formula follows directly from the determinant formula in Corollary 

5.1. □ 

Proof of Theorem 5.2. Let C = [ciJ J . ~ be such that C > 0 and Cij = Bij• 
l,J =I 

lj-i I ~ q. Let KE u3xm be such that K+K• = C and ~ 0(K) = d. Put 

F = RA(K). By Proposition 5.4(ii), !£q(F) = ££/ii). Furthermore, Corollary 5.1 yields 

IIF II < 1. 

Conversely, let K = RA(F) where IIF II < l and ~q(F) = ~/ii). Corollary 5.1 

gives that K +K* > 0. With Proposition 5.5 one concludes that !£q(K) = !£q(RA(B)). 

Since B = RA(B)+RA(B)*, the matrix C := K+K* satisfies ~p(C) = ~p(B) for 

-q ~ p ~ q. 

Proposition 5.4(i) yields FE U'jxn. Thus det(/-F) =I.Now use (5.2) to obtain 

(5.4). □ 

To finish this section let us illustrate the reduction procedure on the 3x3 case. 

EXAMPLE: the 3 x 3 block case. Let a , {3 , 'Y , t and 1J be given matrices such that 

We want to find all matrices X such that 

Note that 

and thus 

All Y such that 

½-y 

0 
0 l 0 • 

½11 
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has norm less than one, are given by (cf. (2.10)) 

where IIG II < 1. So 

The unique solution Cy with maximal determinant is obtained for Y = 0. The matrix 

Bx ( > 0) for which the determinant is as large as possible ( the so-called 'maximum 

entropy solution') is therefore Bx0 , where X0 = {3-y- 1f. 

1.6. The positive extension problem 

THEOREM6.1.LetB = [Bu]. n E onxn andq E {O, ... ,n-l}begiven. Sup-
1J=I 

pose that 

Bi,i+q l 
B i+~.i+q 

> 0, i = l, ... ,n-q. 

For O < j-i ~ q define the matrix ZiJ hy 

where (3 ii ,'Y ii and t iJ are given via the partitioning 

[ J j ["~ (3 ij 

B'11 B,s = (3 ij 'Y ij r ij . 
r,s =i 

Bij r ij 7/ ij 

(6.1) 

Furthermore, let 
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and il.P, p = O, ... ,q, be given by 

Put 

Then the set of all F = [F··] n E onxn with p .. = B .. , -q :is j-i :ii q and 
I} IJ=l I} I} 

F > OisthesetofallmatricesoftheformF = T(G)+T(G)•, where 

and G is any matrix with Lq(G) = 0 and IIG II < I. The co"espondence is 1-1. More­

over, 

• n * • det(T(G)+T(G) ) = _IldetB 11 Il det(/-il.pil.p)det(/-G G), (6.2) 
1=1 O<p:aq 

and 

• n • • det(T(G)+T(G) ) = IldetBil Il_ det(/-HiJH11)det(/-G G), (6.3) 
1=1 O<J-1=,q 

where 

and a 11 ,{j 11 ,-y 11 ,t IJ and T/ti are as in (6.1). 

For the scalar problem we have the following result. 

THEOREM 6.2. Let q E {O, ... ,n -1}, and biJ = b ii be given complex numbers for 

~ i J ~ n and O ~ j -i ~ q. Suppose that 

[ b 11 ] p+q > 0, p = 1, ... ,n -q. 
IJ=p 

For O < j-i ~ q define the number h 11 by 

h;j = ( a -la•)¼( ,-* -1,- )¼' 
aij-,.,i/Ytj "'iJ T/ij-) ;/Yii ) ii 

(6.4) 
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where ex iJ ,{3 iJ ,'Y iJ ,t iJ and 7/ iJ are given via the partitioning 

Furthermore, let 

where 

Then the set of all matrices F = [fii]. ~ E c;nxn with f;J = bi)• -q ~ j-i ~ q, 
l,J =I 

and F > 0 is the set of all matrices of the form F = T( G) + T( G) *, where 

and G = [ g • • ] n is any matrix with 11 G 11 < 1 and g iJ" = 0 for j -i ~ q. The 
IJ iJ=I 

correspondence is 1-1. Moreover, 

n 
det(T(G) +T(G) *) = II bii• II (1- I hi/ 12).det(/ -G* G). 

i=I 0<)-i~q 

We shall prove Theorem 6.1 using Theorem 5.2. 

LEMMA 6.3. Let q ~ 0 and B = [BiJ]. ~ such that diag q(B) > 0. Denote 
l,J =I 

d = ½~0(B) and let ii= [ii--) n be defined as in (5.3). Fix (r,s) such that 
IJ i,J=I 

0 < s -r ~ q. Then 

B- b(l- * )-1 * _ !LA -½(B -{3 -1,-)A -½ rs + a a a C - ,,_,_.. rr rs 'Y l J.J. SS • (6.5) 

where a , b , c , {3 , 'Y and t are given via the partitionings 

[ - ] [ex - n s b Brs s * 
B-- = B-- = {3 

[ IJ J i = r J = I a C ' [ IJ J i J = r * 
Brs 

/3 Brsj 
'Y r . 
r* 7/ 
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Funhermore, if 

and 

then 

det(J-iI* H) = det(/-H* H). (6.6) 

When B rs is scalar, then fI = H. 

Proof. Let us start by proving that we may assume that q = n -1, r = 1 and s = n . 

Let a , b and c be given by 

(- J s [b Brs] B.. = 
I) iJ=r a C 

Since B E U I xn, we have that 

It is easy to see that if in all the expressions in the lemma we replace a , b and c by a , b 
and c , respectively, the results do not change. So only the entries (i ,j), i ,j E {r, ... ,s } , of 

-
the block matrices B and B are of importance. So without loss of generality we can assume 

that the entry ( r ,s) is in the upper right corner. 

Consider the self-adjoint block matrix Bx E on xn which has an X on the ( l ,n )th 

place and B ii on the (i ,j)th place where O ~ li-i I < q = n - l. Note that B and Bx 

have the same main diagonal. Further, we denote by iJ y the block matrix ii where ii In is 

replaced by Y. Suppose that X is chosen so that Bx > 0. (For instance, X = B In.) Let Bx 

be defined as in (5.3) with B replaced by Bx, From Proposition 5.2(ii) it follows that 

Bx = By for some Y. Moreover, 

for some matrix cl> independent of X. Adding b (/-a* a )- 1a * c on both sides gives 

(6.7) 
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where 4> is some matrix independent cif X. Since 

. [b YJ 
By = a c ' 

we get that for this 2 X2 strictly contractive extension problem, where Y is the unknown, 

the maximium entropy solution is iJ y0 with YO = -b (]-a* a )- 1a * c. Following (6.7) the 

corresponding Xis -4>. On the other hand, viewing Bx as the 3x3 matrix 

we see that the maximum entropy solution Bx0 is obtained for X0 = {3-y- 1f. Hence 

-4> = (3-y-l f, and thus 

(6.8) 

-
Substituting X = Bin and Y = B 1n in (6.8) yields (6.5). 

Let 

We know that (cf. Section 2) 

where c 0 > 0. So with (5.4) we may conclude that 

(6.9) 

where c > 0. On the other hand, one calculates that Bx = <1>;<1>x, where 

(a-{3-y-1(3*)-½(X-{3-y-lr) ] 

'Y¼ 0 

0 {(11-r'"-y- 1n ¼(l-H;HxH11-r'" 'Y-ln ¼}¼ 
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So, 

(6.10) 

where c' > 0. If X = X O and Y = YO we obtain by ( 6.9) and ( 6. 10) that 

c = detBx0 = c'. 

Equations (6.9) and (6.10) now give that 

Filling in X = B In and Y = B In we obtain (6.6). 

If B In is scalar, then so are B In, H and fI. Identity (6.6) then yields I H I = I fI I. 
Using (6.5) we see that fI is a product of a positive number and B 1n -{j-y- 1!". For H the 

same is true. Hence we obtain equality. D 

Proof of Theorem 6.1. Let B = [B ii J ~ be such that diag q (B) > 0. By 
iJ=I 

Theorem 5 .2 the set of all matrices C with Pi ,i +q CP ;,i +q = Pi ,t +q BP ;,i +q , 

i = l , ... ,n -q, and C > 0 is the set 

Denote B = ["ii ij J . ~ . Theorem 4.1 gives a linear fractional description of all F with 
•J=I 

IIF II < l and !.l'q(F) = !.l'q(B). Let us denote the sequence of .:1's we obtain from 

Theorem 4.1 by ii-n+I• ... ,iiq. Note that since B E u7xn, we get that iii = 0 for 

j ~ 0. Further, using (6.5) we see that .:11 = ii 1, j = l , ... ,q. With Theorem 4.1 we 

conclude that the set 

{ T o ~, 
-

is the set of all F with IIF II < 1 and !.l'q(F) = !.l'q(B). Note that 

0 T ~ ( G) and the first part of the theorem is proved. 
q 

For formula (6.2) one uses the formulas (5.4) and (4.3). Let fiii denote the matrices 

HiJ we obtain by applying Theorem 4.1 on the matrix B. Use identities (5.4) and (4.4) to 

obtain 

det(T(G) * +T(G)) = det ('.!~o) . :c::r det(/ -fI~fiiJ) det(l -G* G). 
1-•~q 
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With Lemma 6.3 one may conclude that 

Now (6.3) follows. D 

Proof of Theorem 6.2. We use the notations introduced in the proof of Theorem 6.1. 

Let r-s = p > 0. As remarked in the proof of Theorem 4.2 we have that (.6.p) rs = if rs­

Using the last sentence of Lemma 6.3 we obtain 

Now Theorem 6.2 follows directly from Theorem 6.1. □ 

[ J 2 ➔ q 

Let 8 := 8ij . . be as in Theorem 6.1. Note that 8 = -v'2N(A 0)II M(.1p), 
IJ=l p=l 

where N(A) and M(A) are given by (5.1) and (1.8), respectively. Since N(Ao) is (i ,/)-
unitary and M(Ap) is ]-unitary, the matrix ½"✓28 is(] ,/)-unitary. Using this, one calcu-

11,.::.1 
lates that T(0)+T(0)* = w;2- 182i1, It is not hard to see that 822 = 1.., <;iJp(8 2i), so that 

p=O 

the self-adjoint matrix (T(0)+T(0)*)- 1 belongs to U~~n. In other words, the entries of 

(T(0)+T(0)*)- 1 are zero outside the given band. Also T(0)+T(0)* is the unique exten­

sion with maximal determinant ( cf. formula ( 6.2)). These connections will become more 

transparent in Section III. I. 

The set of all solutions of the positive extension problem may also be parametrized via 

so-called choice sequences (see [16]), or triangular choice schemes (see [31], where also 

the contractive extension problem appears). These methods yield determinant formulas of 

the type appearing in Theorems 6.1 and 6.2. These choice-sequences and triangular choice 

schemes are related to the .1 0, • • • ,Aq defined in Theorem 6.1. The scalar versions in 

(6.4) may be recognized as partial correlation coefficients (PARCOR's) (see [541). The 

papers [ 16] and [31] do not contain linear fractional descriptions for the sets of all solu­

tions. 

Independently, H.Dym [20] and P. Dewilde and E.F.A. Deprettere [18] obtained also 

a linear fractional description for the set of all positive extensions of a given band. Their 

methods are similar to the one used here, however, their formulas are less explicit than the 

ones given here. 
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I. 7. The Toeplitz case 

In this section we consider the problems of strictly contractive and positive extensions 

for the class of Toeplitz block matrices. A block matrix A = [A iJ J . n . m is called Toe-
1 = l,1 = I 

plitz if AIJ = Ai+IJ+I for all admissible i and j. We denote the class of n xm Toeplitz 

block matrices by rnn xm . By TU; xm we denote all block Toeplitz block matrices A which 

are upper triangular relative to the p-th diagonal, i.e., Q'P (A) = 0. 

Let us first look at the strictly contractive case. The following example shows that a 

lower triangular part of a Toeplitz block matrix A which satisfies the condition mq (A) < 1 

need not have a strictly contractive Toeplitz extension F (i.e., an F E rnn xm with 

IIF II < land .!t'q(F) = .!t'q(A)). This conclusion may also be drawn from the results in 

[47]. 

EXAMPLE 7. I. Consider the following lower triangular part of a Toeplitz matrix. 

0 
7/10 0 
0 7/10 0 (7 .I) 

7/10 0 7/10 0 
0 7/10 0 7/10 0 

In the right upper comer of the first two columns there is an unknown entry. To find this 

entry means to solve a 2X2 strictly contractive extension problem. By using (2.10) we get 

that the (l ,2)th entry should be a complex number in the disk {z E C I I z 12 < 0.02 }. 

Next we determine the (2,3)th entry. For this we only consider the submatrix obtained by 

leaving out the first row and the last two columns. Then again a 2x2 extension problem 

appears. With (2.10) we may conclude that the (2,3)th entry should be in the disk 

343 2 
{ z E C I I z + 510 I < 51 } . Since the two disks have an empty intersection, the entries 

on the positions ( 1,2) and (2,3) cannot be the same complex number. Therefore the lower 

part of (7.1) has no strictly contractive Toeplitz extension. Note that all given submatrices 

have norm strictly less than one. 

Thus in general the condition that all given submatrices have norm strictly less than 

one does not imply the existence of a strictly contractive Toeplitz extension. We shall see 

that the situation is different if we work in the class TU 3 xn of all upper triangular Toeplitz 

block matrices. First a few preliminary results. 
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LEMMA 7 .2. (i) If A E ru; xn, (p e;; 0), such that A = w, (A) has nonn less than 

one, then t 4 (A) E ru; ~T; 
(ii) If GE ru;~T, (p e;; 0), and A= fiJ,(A) has nonn less than one, then 

T4 (G) E ru;xn; 

Proof. In the calculations there appear only upper triangular Toeplitz block matrices, 

except for W4 and W4 •. In the latter matrices the non-Toeplitz part disappears because of 

multiplication with zeroes. So to prove the lemma one only has to use the fact that the set 

ru 3 xn of upper triangular Toeplitz block matrices is closed under addition, multiplication 

and inversion (provided the inverse exists). D 

PROPOSITION 7 .3. Let q e;; 0 and let A E nJ 3 xn be such that mq (A) < 1. Define 

E, ,A,, p = O, ... ,q, by 

Eo = A ,Ao= fiJo(A), 

E, = T,1p_p:;,-1> ,A, = fiJ,(E,) , p = l, ... ,q. 
(7.2) 

Then A 0, • • • , A q are block Toeplitz matrices and the set 

{F(G) I G ern;xn, IIGII < l}, where 

F(G) = T O • • • 0 T (G) iio 11 9 • 

is the set of all FE mnxn with !Pq(F) = .!l'q(A) and IIFII < 1. The correspondence is 

1-1. Funhennore, 

• q • * 
det(/-F(G) F(G)) = II det(I-A,A,) det(/-G G). 

p=O 
(7.3) 

Proof. The proof of this proposition is similar to the proof of Theorem 3.3. (Note that 

in this case the matrices A -n +l• ••• , A _1 appearing in Theorem 3.3 are zero.) One has to 

realize, however, that in each step one stays in the set mn xn. This is ensured by Lemma 

7.2. D 

The above proposition leads to the following conclusion. 

If in Theorem 4.1 one stans with a square upper triangular block Toeplitz matrix A , 

i.e., A = [A J-i) n -l with AP = 0 for p < 0, and if q is a nonnegative integer, then 
IJ=O 

the set of all block Toeplitz matrices F = [F1_1) .n.-l such that IIF II < 1 and F, = AP 
1J=O 

for p ~ q is the set of all matrices F ( G), where F ( G) is constructed as in Theorem 4.1 

and G = [a. ·] n-l is any block Toeplitz matrix with G, = 0, p ~ q, and 
1-1 iJ=O 
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11 G 11 < 1. The correspondence is 1-1. 

For the scalar Toeplitz case the construction of F ( G) can be simplified considerably. 

The final result is the following. 

THEOREM 7.4. Let q E {O, ... ,n -1} and aP be given complex numbers for 

0 ;a p ;a q, and let a P = 0 for p < 0. Suppose that the Toeplitz matrix [a j-i J .. q has 
IJ=O 

norm less than one. Define the numbers h 0, .•. , hq by 

[ J r-1 

aj-l . . , and 
IJ=O 

al a2 

(-l)p-1 [ 'oo Sot 
Zp = d S .det . et p-t : 

sp-2,0 sp-2,t 

with s ij given by SP 

more, let 

= [s ij J ~ _- 1 
• Put ll P = 

1,1=0 

ap-1 0 

So,p-2 '0,-1 ] 
. ' 

sp-~,p -t sp-2,p-2 

[ J n-1 

bi+pJhp . , p = 0, ... ,q. Further-
1J=O 

Then the set of all Toeplitz matrices F = [! j-i J _n ~
1 E en xn with f P = ap, p ;a q, 

l,J=O 

and 11 F 11 < l is the set of all matrices of the form 

where G = [gj-i J .n.-J is any Toeplitz matrix with II G II < 1 and gp = 0 for p ~ q. 
1,1=0 

The correspondence is 1-1. Moreover, 
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Proof. We can apply Theorem 4.2 to obtain a linear fractional description for the set 

of all strictly contractive extensions. From the results in Ya. L. Geronimus [32] it follows 

that, for j-i = p ( ~ 0), the number h;j in Theorem 4.2 is equal to hp. Furthermore, 

note that if A= ["t+pJh] .n.-l (p ~ 0), where lh I < 1, and G E u;~7, then 
IJ=O 

(7.4) 

This follows from the fact that premultiplying the right hand side of (7 .4) with W a• comes 

down to dividing all entries by ✓ 1- I h I 2 and postmultiplying it with W i I comes down to 

multiplying all entries with ✓ 1 - I h I 2. Formula (7 .4) shows that the linear fractional map 

in Theorem 4.2 for this special case is equal to F(G). Apply the conclusion preceding this 

theorem and the proof is complete. □ 

We now come to the positive extension problem. We want to use the reduction 

described in Section 1.5. The fact that using this reduction we stay in the class of Toeplitz 

matrices is the content of the following lemma. 

LEMMA 7 .5. (i) .if A E 7U g xn with A = !ii0(A) > 0, then R ,1(A) E 7U 1 xn; 

(ii) /JG E ru7xn, and A= !ii0(A) E mnxn is positive definite, then R4 (G) E rugxn. 
Proof. Use the fact that the set 7U g xn is closed under addition, multiplication and 

inversion (provided the inverse exists). □ 

The above lemma, Theorem 5.2 and Proposition 7.3 lead to the following conclusion. 

If in Theorem 6.1 one stans with a block matrix B which, in addition, is Toeplitz, i.e., 

B = [Bj-i] .".-1 ,thenthesetofallblockToeplitzmatricesF = [Fj-i] ."~ 1 such that 
IJ=O IJ=O 

F > 0 and F P = BP for O ~ p ~ q is the set of all matrices of the form 

F = T(G)+T(G)*, where T(G) is constructed as in Theorem 6.1 and 

G = (G1_1 ) n-J is any block Toeplitz matrix with GP = 0, p ~ q, and IIG II < I. 
i,J=O 

The co"espondence is 1-1. 

Here also are some simplifications in the scalar case. We have the following result. 

THEOREM 7 .6. Let q E {O, •.• ,n -1} and bp = b _P be given complex numbers for 

O ~ p ~ q. Suppose that the Toeplitz matrix [b 1 _1 J . ~ is positive definite. Define the 
IJ=O 

numbers h 0, ••• , hq by 
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where TP 

Put ..:lp 

Block matrices: a sequential approach 

[ J p-1 

bj-i . and 
IJ=O 

bi bp-2 bp-1 

(- l)P 
ho bp-2 
-

Zp = detTp-t 
.det bi 

bp-2 bi ho 

[ J n-1 

<>;+pJhp . . , p = 0, ... ,q. Furthermore, let 
1J=O 

0 

bp-1 

bp-2 

bi 

Then the set of all Toeplitz matrices F = (t J-i J .n .-I E en xn with fp = bp, 
IJ=O 

-q :;§; p :;§; q, and F > 0 is the set of all matrices of the form F = T(G) +T(G) *, where 

and G = (gj-i] .n.-l is any Toeplitz matrix with IIG II < l and gp = 0 for p :;§; q. 
IJ=O 

The co"espondence is 1-1. Moreover, 

det(T(G)* +T(G)) = ho tr o- lhj l2)n-j det(J-G*G). 
j=l 

Proof. We can apply Theorem 6.2 to obtain a linear fractional description for the set 

of all strictly contractive extensions. From the results in [53] it follows that for 

j -i = p ( ~ 0), the number h ij in Theorem 6.2 is equal to hp. Furthermore, note that if 

G E 0 0 xn, then 

This and the conclusion concerning T 4 in the proof of Theorem 7 .4 prove that for this spe­

cial case the linear fractional map from Theorem 6.2 is equal to T( G). Apply the conclu­

sion preceding this theorem and the proof is complete. D 

An analysis of the Toeplitz positive and contractive extension problem also appears in 
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[15], [28], [29] and [30], where choice sequence approaches is used. These papers do not 

contain linear fractional descriptions for the sets of all solutions. 
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CHAPTER II: THE BAND METHOD 

In this chapter the band method, which concerns a general scheme for dealing with 

positive and strictly contractive extension problem, is introduced. Again the main aim is to 

describe all solutions explicitely via linear fractional maps. Section l concerns the positive 

extension problem and Section 2 the strictly contractive extension problem. Section 3 deals 

with maximum entropy principles. 

II. 1. Positive extensions 

Let .At be an algebra with a unite and an involution • We suppose that .At admits a 

direct sum decomposition of the form 

(1.1) 

where .At 1 , vf4 , ult d , vl4 and .At 4 are linear subspaces of .At and the following conditions 

are satisfied: 

(ii) the following multiplication table describes some additional rules on the multiplication 

in .At: 

.At1 vt4 .A(d vl4 ult4 

.At, .At, .At, .At, v'4 .At 

vt4 .At, v'4 vt4 .Ate vii: 
.A(d .At1 vt4 .A(d vl4 ult4 

(1.2) 

vl4 v'4 .Ate vl4 vii: ult4 

.At4 .At vii: ult4 ult4 ult4 

where 

(1.3) 

Some additional notations are 

(1.4) 
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Note that ult 1 (resp. ult i) is a two-sided ideal of the subalgebra ult+ (resp. ult_). Further­

more, if d E ultd is invertible, then d- 1 E ultd. 

If A is an algebra with a unit and an involution •, we say that an element a E A is 

nonnegative de.finite in A (notation: a ?; JI 0) if there exists an element c E A such that 

a = c • c. The element a E A is called positive de.finite in A (notation: a >.,,, 0) if there 

exists an invertible element c E A such that a = c • c. We shall write b ?; JI a instead of 

b -a ~ "'0, and b >.,,, a instead of b -a > JI 0. When A = ult we shall omit the sub­

script ult. 

Let us introduce the following two types of factorizations for positive elements in ult. 

Let b E ult be positive definite in ult. We shall say that b admits a left spectral factoriza­

tion ( relative to the decomposition ( 1. 1)) if b = b +h: for some b + E ult+ with 

b + 1 E ult+. We shall say that b admits a right spectral factorization ( relative to the 

decomposition (1.1)) if b = b_b":_ for some b_ E ult_ with b~ 1 E ult_. Note that b 

admits a left spectral factorization if and only if b - 1 admits a right spectral factorization. 

We shall use the symbols P; (i = 1, ... ,4), Pf (i = 2,3), P±, Pi, Pc and Pd to 

denote the natural projections of ult onto the subspaces of the same index along their 

natural complement in ult. Thus, for instance, 

Let k = k* E .Ate. An element b E ult is called a positive extension of k if 

P cb = k and b is positive definite in ult. A positive extension b of k is called a (positive) 

band extension of k if in addition b - I E ult c . In what follows we will just speak about a 

band extension and omit the adjective positive. 

THEOREM 1. 1. Let k = k * E ult c. The element k has a band extension b which 

admits a left and a right spectral factorization if and only if the equations 

have solutions x and y with the following properties: 

(i) x E .At2 , y E ult3, 

(ii) x and y are invertible, x- 1 E ult+, y- 1 E .A{_, 

(iii) P dx and P dY are positive de.finite in ultd. 

Moreover, if such an element b exists, then b is unique and given by 

(1.5) 
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( 1.6) 

In the proof of Theorem 1.1 we will need the following two lemmas. 

LEMMA 1.2. If b ± E .At± is invenible with inverse in ult± and b = b ±b ~ belongs 

to .Ate, then b± E .Ate nv«±. 

Proof. Since b+ = bb:- 1 , b E .Ate and b:- 1 E .At_, we get that 

b+E.At2 +ut4+.At4 . But then, since b+E.At+, we obtain that 

b + E .Al 2 = ·✓« c n ult+. The proof of the minus version is analogous. 0 

LEMMA 1.3. Let x ± E .At± be invenible with x ± 1 E .At±· Then P dx ± is invenible 

and (P dx ±)-1 = P dx ;'. 

Proof. Write x± = Pdx±+P~x± and x; 1 =: Y± = Pdy±+P~Y±• Writing out the 

products x ±Y ± and y ±x ±, which are equal to e, and by applying the projection Pd one 

obtains that P dx ±p dY ± = P dY ±p dx ± = Pde = e, and the lemma is proved. D 

Proof of Theorem 1.1. Let b be a band extension of k , and let b - 1 = uu * = vv * , 

where u±1 E ult+ and v±1 E ult_. Since b- 1 E ultc, Lemma 1.2 yields that u E ult2 

and v E ult3• Put x = u(Pdu*) and y = v(Pdv*). Then x E .At2, y E ult3, and 

x- 1 E .At+, y- 1 E .At_. Furthermore, Pdx = (Pdu)(Pdu)* and Pdy = (Pdv)(Pdv)* 

are positive definite in ,,,«d, and 

Since P cb = k we have that b = P 1b +k + P 4b. So using multiplication table ( 1.2) 

where for the last equality one uses Lemma 1.3. In much the same way one proves that 

P 3(ky) = e. 

Conversely, suppose that x and y exist such that all the conditions in the theorem are 

fullfilled. Let b be defined by b = b 1+k+b;, where b 1 = -P 1(kx)x- 1 E .At1• Then 

bx= -P 1(kx)+kx+b;x, and using the multiplication table (1.2) we get that 

P 1(bx) = 0 and P 2(bx) = P 2(kx) = e. So bx Ee+~. Since Pdx is positive defin­

ite (in ultd), P dx = P dx *, and hence x *bx E P dx +£. From k = k * it follows that 

(x *bx)* = x *bx , and hence x *bx E P dx +ult!. . This can only happen when 

x * b x = P dx . So we get that 

( 1.7) 
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Now 6-1 = x(Pdx)- 1x* Evllc· Further, using that P4x is positive definite in vll4 , we 

see from ( I . 7) that b admits a right spectral factorization. 

Analogously, one proves that 

is equal to (y*)-1(P dY)Y-t. But then bis a band extension of k which admits a left spec­

tral factorization. 

We finish the proof by proving that if k has a band extension / which admits a right 

spectral factorization and a band extension g which admits a left spectral factorization, then 

f = g . This then yields b = b =: b and also the uniqueness of b . So let / and g be as 

above and write f- 1 =uu•, uEvll2, u- 1 Evll+, and g- 1 =vv*, vEvll3, 

v - 1 E vii_ ( use Lemma 1.2). Put h : = /- 1 - g - 1• Then h belongs to vii c. Since 

Pcf =Peg= k, we have that g-f = z 1+z; for some z 1 E vll1• Using that 

h = f- 1(z 1+z;)g- 1, we obtain u-1hv*-t = u*(z 1+z;)v. Because of the multiplication 

table ( 1.2) the left hand side belongs to vii+ + vl4 and hence O = P 4(u • (z 1 +z; )v) = 
u•z;v. Thus z; = 0. But then/ = g follows. □ 

Note that in the last paragraph of the proof of Theorem 1.1 we actually proved the fol­

lowing result. 

THEOREM 1.4. Let k = k* E vllc, and suppose that k has a band extension f 

which admits a right spectral factorization and a band extension g which admits a left spec­

tral factorization. Then f = g . 

To describe the set of all positive extension of a given k E vllc, we need extra 

requirements on the algebra vii. We shall assume that vii is a *-subalgebra of a B*-algebra 

(R with norm 11. 11 CR, and (R has a unit e which belongs to vii. Further, we assume that the 

following two axioms hold: 

AXIOM (A I). If/ E vii is invertible in CR, then /-t E vii; 

AXIOM (A2). If/ n Evll+.f E vii and lim 11/ n -f II CR = 0, then/ E vii+· 
n-+oo 

Note that if e - f • f is positive definite in vii, then e - f * f is positive definite in CR, and 

hence II/ II CR < I. 

THEOREM 1.5. Let vii be a *-subalgebra of a B*-algebra CR such that the unite of 

(R belongs to vii, and assume that Axioms (Al) and (A.2) hold. Let k = k* E vllc and sup­

pose that k has a band extension b which admits a left and a right spectral factorization: 
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(1.8) 

Then each positive extension of k is of the fonn 

( 1.9) 

where g is an element of ult1 such that e -g • g is positive definite in ult. Funhermore, for­

mula ( 1 . 9) gives a 1-1 correspondence between all such g and all positive extensions of k. 

Alternatively, each positive extension of k is of the fonn 

(1.10) 

where f is an element of ult 4 such that e - f • f is positive definite in ult. Funhermore, for­

mula ( 1.10) gives a 1-1 correspondence between all such f and all positive extensions of k. 

In the proof of Theorem 1.5 we need the following lemmas. 

LEMMA 1.6. Let g E ult± be such that e -g * g is positive definite in CR. Then e -g 

is invenible and (e -g)- 1 E ult±. 

Proof. Let g E ult+ be such that e - g • g is positive definite in CR. Since CR is a B*­

algebra Ilg II <R < l. But then (e -g)- 1 exists in CR, and because of Axiom (Al) the ele­

ment ( e - g) - 1 belongs to ult. Using Axiom (A2) and the fact that 

ll<e-g)- 1-I;gjll<R-+O,n-+ =, 
j=O 

we get that (e -g)- 1 E ult+. The minus version one obtains by applying the involution. 

□ 

LEMMA 1.7. Let z E ult± be such that z +z* is positive definite in CR. Then z is 

invenible and z - 1 E ult±· 

Proof. Write z +z * = aa * with a E CR invertible in CR. For e > 0 we have 

Choose E > 0 such that IIE½z(a- 1)* II < l. Then, since CR is a B*-algebra, we obtain that 

e-w- 1z*z(a- 1)* = g,g; for some invertible g, E CR. Now 

is positive definite in CR. So by Lemma 1.6 the element z = e- 1(e -(e -ez)) is invertible 

in CR , and z - 1 E ult+ . □ 
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Proof of Theorem 1.5. Write b = c -t-c with c E . (f and Pd, 

define 

for all g for which u +vg is invertible. Then 

whenever u+vg is invertible. If u+vg is invertible, then the same is true for u ··g-, 

and one checks that 

Suppose that g E .At1 and e-g•g is positive definite in,.,,«, Since v E .At3, we 

have that vg E .At+• so u - 1vg E .At+· Further, since e -(u - 1vg) • (u - 1vg) = e -p 'r: ,s 

positive definite in cR, Lemma 1 .6 yields that ( e + u - I vg) - t E .At+. In particular. T, 

and L(g) are well defined. Note that T(g) clearly is positive definite in .At. Use now tt1e 

multiplication table to show that (e+gu- 1v)- 1 = e-g(e+u- 1vg)- 1u- 1v E ,.,«+. and 

consequently, that L(g) E c+.At1• But then T(g) = L(g)+L(g)• E b+.«1+ .. H_ 

Hence T(g) is a positive extension of k. 

Conversely, suppose that a is a positive extension of k. Write a =z+z• with 

z E ,.,« + and P dz = ½P dk, and put w : = z -c E .At 1. Since b +a is positive defimte 

in cR, we get that v•(b +a)v = v•(b +b +w +w")v = 2e +v•wv +v•w•v is positive 

definite in cR. From Lemma 1 .2 it follows that v E .At_ n .At c , and thus v • WV E '"« ~ . 
Lemma 1.7 yields that e +v • wv is invertible and its inverse belongs to .At+· Put now 

g := -(e+v"wv)- 1v*wu. By Lemma 1.2 the elements v* and u are in vlt2. Since 

w E .At1 we get that g E .At1• Furthermore, vg +u = -v(e +v•wv)- 1v•wu +u = 

(e +vv•w)- 1u is invertible, and 

Hence a= L(g)+l(g)* = T(g). Since a is positive definite in .Ji{, it follows that 

e - g • g is positive definite in .At. Since the map g -+ T(g) is one-one we have established 
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the desired 1-1 correspondence. 

In order to prove the alternative representation ( l. IO) one proceeds in an analogous 

way. Let 

and use the axioms to show that for f E vft4 with e -f* f positive definite in vft the ele­

ment K(f) is well defined. Then calculations show that S(/) = 
K(f)+K(f)* Eb +..,lt1+vlt4 is a positive extension of k. Conversely, let a be a positive 

extension of k and write a = z +z • with z E vft _ and P 4 z = ½P 4 k. One uses Lemma 

1.7 to show that e +u*(z-c*)u is invertible, and one introduces 

f := -(e +u*(z -c*)u)- 1u\z-c*)v. Then f E vlt4, e-f*f is positive definite in vft 

and K (f) = z . But then the desired one-one correspondence ( 1.10) is established. □ 

Theorems 1.1 and 1.4 are similar to some results in [24] but now concern positive 

extensions in the setting of an algebra with an involution. In (24] the algebra has no invo­

lution and the extensions are required to be invertible. Theorem 1.5 is a new result 

inspired by earlier concrete versions (see (20]). 

11.2. Strictly contractive extensions 

Let fJJ be a vector space, and suppose that fJJ admits a direct sum decomposition 

fJJ = fjJ_ + fl1+, 

where fJJ _ and fJJ + are subspaces of fJJ. We are interested .n the following problem: given 

q, E fJJ _, when does there exist an element y, E fJJ such that 11 y, 11 < 1 ( for some speci­

fied norm) and y,-q, E fJJ + ? Such an element y, is called a strictly contractive extension 

of q,. Furthermore, if a strictly contractive extension of q, exists, we want to describe all 

strictly contractive extensions of q,. We shall solve the problem using the results in the pre­

vious section. In order to be able to do this we need some more structure on fJJ. In what 

follows we shall assume that fJJ can be embedded in an algebra of 2x2 matrices with a unit 

and an involution. 

We shall assume that the space fJJ appears as the space of ( 1,2)-elements of the follow­

ing algebra of 2X2 block matrices: 
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Here A and <JlJ are algebras with identities e.,, and e ~• respectively, and involutions *, and 

'& is a vector space which is isomorphic to al via an operator • whose inverse is also 

denoted by *, such that for every choice of a E A, b E al, c E 'fi! and d E !il: 

(2.1) 

It is easy to see that ult is an algebra (with respect to the natural rules for matrix multiplica­

tion and addition) with unit 

We define an involution * on ult by setting 

We will assume some additional structure within each of the four spaces 4- <JlJ. The alge­

bras A and (;J'J are assumed to admit direct sum decompositions 

(2.2) 

in which all six of the newly indicated spaces are subalgebras and are such that 

(2.3) 

and the inclusions 

(2.4) 

are in force. It is then readily checked that 

are algebras. Moreover, if a E Ad (resp. d E <J/Jd) and is invertible, then a- 1 E Ad 

(resp. d - I E Ql d) . Finally, we suppose that 3J and 'e admit decompositions 

(2.5) 
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where al± C al and 'if± C 'if are subspaces satisfying 

(2.6) 

Now let us introduce the following subspaces of .At: 

J( I = [ ~ : + l = { [~ : l I b E a,+ } • 

"'4 = [ ~ :i] -{ [~ !] I a E.JLb E at_ ,d E !,J~ } , 

Note that ( 1.1) holds and that this decomposition satisfies the conditions (i) and (ii) in Sec­

tion II. I. With respect to positive elements we assume that the algebra .At satisfies the fol­

lowing axiom 

AXIOM (AOa). If (: !) is positive definite in .At, then a is positive definite in .4 

and d is positive definite in ~-

Note that Axiom (AOa) implies that for b E al the element e ~+b • b is positive definite in 

~ and the element e .,,+ bb • is positive definite in .4. This follows immediately from the 

observation that 
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are positive definite elements in ult. Further, from the equations 

one obtains that for h E &IJ the element k h is positive definite in ult if and only if 

efm-h*h is positive definite in !l!, or equivalently, e.,,-hh* is positive definite in .A. 

From now on we shall write e for both e.,, and e ilJ• 

Let ct, E &B _ be given. An element 1/; E &Bis called a strictly contractive extension of 

ct, if 1/;-<J, E &IJ + and e -if;• if; is positive definite in !lJ. Recall that an element d E !lJ is 

called positive definite in !lJ if there exists an invertible element c E !lJ such that d = cc•. 

The term "strictly contractive extension" is justified by the fact that in a B*-algebra an ele­

ment b has norm less than one if and only if e -b • b is positive definite. We are 

interested to find all strictly contractive extensions of a given rJ, E &IJ _. We call g E &IJ a 

(strictly contractive) triangular extension of rJ, if g is a strictly contractive extension of ct, 

and g ( e - g • g ) - I belongs to &IJ _ • In what follows we will omit the words strictly contrac­

tive and just talk about a triangular extension. As in Section II .1 we say that a positive ele­

ment d E !lJ admits a left (right) spectral factorization (with respect to the decomposition of 

!lJ in (2.2)) if there is an invertible c E !l!+ (!l!_) such that d = cc• and c- 1 E !l!+ 

( !lJ _). In A we have similar definitions. Note that k,i, admits a right spectral factorization 

in ult if and only if e -rj, * rJ, admits a right spectral factorization in !lJ and that k,i, admits a 

left spectral factorization in ult if and only if e -rj,rj, * admits a left spectral factorization in 

A. 

The following theorem is an application of Theorem II. 1. 1. We need some additional 

notation. If &'0 is a subspace of the space &', we let P 80 denote the projection in tF on tF0 

along a natural complement. So, for instance, P .,,+ is the projection on A+ along .A~. 

THEOREM 2.1. Let ult be an algebra as above, and assume that Axiom (AOa) is satis­

fied. Let ct, E &IJ _. The element rJ, has a triangular extension g such that e - gg * admits a 

left and e - g • g admits a right spectral factorization if and only if the equations 

(2.7) 

have solutions a and d with the following properties: 
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(i) a E .A_ ,d E !tl+, 

(ii) a and dare invenible, a- 1 EA_, d- 1 E @+, 

(iii) P "'da and P fi!Jd are positive definite in .Ad and @d, respectively. 

In that case cf, has a unique triangular extension g for which e - gg * admits a left and 

e - g * g admits a right spectral factorization, and this g is given by 

where 

(2.8) 

The spectral factorizations of e - gg * and e - g "g are given by 

In many applications the algebra vi( has the additional property that every positive 

definite element admits a left and right spectral factorization. For such an algebra .At the 

hypothesis of Theorem 2. l imply that there exists a unique triangular extension of cf,. 

Proof. We will transform the strictly contractive extension problem into a positive 

extension problem in .At. 

Let cf, E &fJ _ be given and put 

Clearly, k,t, is an element of .Ate. Suppose that k is a positive extension of k,t,. (The 

definition is in Section l). Since k -k,t, E uH 1 + .At4 and k is selfadjoint, k has to be 

equal to k,J, for some ,/; E &(]. Also ,/;-cf, E gJ +· Further, since 

[e O ] [ e OJ [ e ,/;] [e -y;J 
0 e -,/; * ,/; = -,/; * e ,/; * e O e ' 

(2.9) 

Axiom (AOa) gives that e -,/; * 1/; is positive definite in t;/;. So a positive extension k,J, of k<t, 

gives a strictly contractive extension 1/; of cf,. The converse is also true. Indeed, suppose that 

,/; is a strictly contractive extension of cf,. Since y;-cp E gJ +• the element k,J,-k,t, belongs to 

vtt1 + vlt4. Since e -y; * y; is positive definite in <;iJ, equation (2.9) yields that k,J, is positive 

definite in vlt. So the strictly contractive extension problem in gJ is equivalent to a positive 
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extension problem in .At. Further, note that 

So kj 1 E .Ate if and only if f(e-1//1")-J E &O_. Thus ki/t is a band extension of k,t, if 

and only if 1" is a triangular extension of q,. 

We are now ready to prove the theorem. Suppose that g is a triangular extension of ct, 

such that 

e - g • g = r * r , e - gg • = s • s , 

where r ± 1 E !:21 + and s ± 1 E eYfl _. Since g is a triangular extension of q, we have that k 8 

is a band extension of k,t,, and since 

the matrix kg admits a left spectral factorization ( with respect to the decomposition ( 1. 1)). 

Analogously, kg admits a right spectral factorization. By Theorem 1. 1 there are 

[ J -b] [ a OJ 
x = o d E .At2 ,Y = -c a E .At3 , 

such thatx- 1 E vlt+, y- 1 E .,,«_, Pdx and Pdy are positive definite in vltd, and equa­

tions ( 1.5) hold with k = k <I>. Writing out ( 1.5) one obtains that a = J = e , and equa­

tions (2.7) and (2.8) hold. Furthermore, 

yields that d - I E ~ +. Analogously, a - I E A_. Since P dx is positive definite in vlt d, 

we have that 

where (~ ~] is invertible in vltd. Thus, in particular, P ~i = q * q is positive definite 

in ~ d. Analogously, P .,,da is positive definite in Ad. Furthermore, from ( 1.6) with band 
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extension kg one obtains that g = a * - I c • = bd - 1 • 

Conversely, suppose that a and d exist as in the theorem. Put k = k<J>, 

[ e -b] [ a OJ 
x : = 0 d E vltz ,y : = -c e E .At3 , 

where b and c are given by (2.8). One easily checks that with this choice of x and y the 

conditions in Theorem 1.1 are satisfied. Applying Theorem 1.1 gives that 

[ ;. ! l . -[ ·; -: · i -l [ p ;·· : l [ ~ c ~] - I 

-[ _:. :. r [ ~ p ~-di [ ~ ~b r. 
(2.10) 

is the unique band extension of k <I>. But then g = a• - I c • = bd- 1 is the unique triangular 

extension. Using equation (2.9) with g instead of ik and equation (2.10) one obtains that 

e-g*g = d*- 1(P~dd)d- 1, so that e-g*g admits a right spectral factorization. Analo-

gously one shows that e - gg • = a* -l(P ...,,a )a -I admits a left spectral factorization. D 

If cf, E f!(J, we let Z : = P ...,_ cf, : 'if+-+ .;,I_ denote the operator defined by the follow­

ing action: 

Z(c) = (P ...,_cJ,)(c) := P ...,_(cJ,c) , c E 'if+. 

We shall employ this notation also for other subspaces. 

THEOREM 2.2. Let ult be a Banach algebra satisfying Axiom (AOa); Let cf, E f!(J _ be 

given. Introduce the following operators 

(2.11) 

Suppose that for each O ;§! e ;§! 1 the operators I -e2ZZ * and I -e22 .. z are invertible, 

and that the elements 

(2.12) 

are positive definite in .;,Id and fJJd, respectively. Let r E Ad ands E <Ji)d be such that 
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and put 

(2.13) 

Then </, has a unique triangular extension g for which e - gg • admits a left and e - g .. g 

admits a right spectral factorization, and this g is given by 

Moreover, O!±I E.Ji/_, 0± 1 E !'.il +• and the spectral factorizations of e -gg * and e -g * g 

are given by 

Proof. For O ~ 1: ~ 1, put 

d •- (J-L2~ ~)- 1e b ·- P (1:""d) E .- ,i;, _, • ..,_, ' E .- aJ_ 'II E ' 

[
e.,1 -b,] [ a, 0 ] 

x, := O d, ,y, := -c, eflJ · 

Note that x, E .At+ and y, E .At_ for O ~ e ~ I. Clearly, the elements introduced above 

are analytic in the real variable E. For k, = [ :ct,~ :: ] we have that 

= e, 

since P '1?+(1:cJ, * a,-c,) = 0 and 

Analogously, one calculates that P 2(k,x,) = e. If e is small enough, 0 ~ e < u ( ~ 1) 

say, then the elements a, and d, are invertible in .A_ and ~+•respectively.Further, by 

assumption, for O ~ E ~ I the elements P .,,,(a,) and P lil,(d,) are positive definite in .Ad 

and @d, respectively. Hence, for O ~ 1: ~ l, the elements Pd(x,) and Pd(y,) are positive 

definite in .At d • Now Theorem II. l. l yields that for O ~ e < u 
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is the unique band extension of kt. It follows that 

holds for 0 ~ e < u, and by analyticity (2.14) also holds for 0 ~ e ~ 

(l,l) element of (2.14) we obtain 
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(2.14) 

1. Calculating the 

Axiom (A0a) implies that the right hand side is positive definite, which gives that a, is 

invertible for 0 ~ e ~ 1. Indeed, 

is a right inverse of a,. Further, e - a,+ is analytic. Consider 

For 0 ~ e < u this equals zero. But then a,+a,-e is zero fore E [0,1], proving the inver­

tibility of a,. Furthermore, since P .-4a,-1 = 0 for 0 ~ e < u, we get by analyticity that 

this also holds for e = 1. So a I is, in fact, invertible in ..d _. Analogously, d I is invertible 

in ~ + · But then the theorem follows directly from Theorem 2.1. □ 

THEOREM 2.3. Assume that the algebra ult is a *-subalgebra of the B*-algebra (R 

where the unit e of (R belongs to ult, and assume that Axioms (AOa), (Al) and (A2) hold. 

Let q, E £0 _, and suppose that q, has a triangular extension g such that e - gg * admits a 

left and e - g * g admits a right spectral factorization. Let a E .;,I_ and o E ~ _ be inver­

tible elements such that ot- 1 E ..d_, 0- 1 E ~+ and 

and put 

Then each strictly contractive extension 1/t E £0 of q, is of the form 

1{t = (oth +{3)(-yh +o)- 1 , (2.15) 

where h is an element in £0 + such that e -h • h is positive definite in ~- Funhermore, 

equation (2.15) gives a one-one correspondence between all such h and all strictly 
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contractive extensions y; of cJ,. Alternatively, each strictly contractive extension y; E al of cJ, 

is of the form 

(2.16) 

where f is an element in al+ such that e -ft• is positive definite in cJII. Furthermore, 

equation (2.16) gives a one-one co"espondence between all such f and all strictly contrac­

tive extensions y; of cJ,. 

Proof. Put 

[ -e /3 ) ( a 0) 
U = 0 -/j ' V = --y e • 

Now apply Theorem 1.5 (in particular (1.9)) to obtain that all positive extensions k,; of 

k" E .At c are of the form 

where (~ ~) E .At I is such that [ ~ e _:. h] is positive definite in .At. Moreover, 

there is a one-one correspondence between all such h and all positive extensions of k". But 

then the one-one correspondence (2.15) follows. 

The alternative form (2.16) is obtained by using formula (1.10) in Theorem 1.5. □ 

The approach in this section is the same as the abstract approach in [27], except that 

here the algebra is enriched with an involution. Both Theorems 2.2 and 2.3 are new, but 

they are inspired by earlier concrete versions in [26), [27] (see also [20)). 

11.3. Maximum entropy principles 

This section concerns maximum entropy principles in the general setting of the band 

method. These principles provide alternative ways to identify the band extension (in the 

positive extension problem) and the triangular extension (in the strictly contractive exten­

sion problem). 

3.1. Positive extensions. Let .At be an algebra with unite and involution • and with 

the structure described in the first paragraph of Section II.I. We introduce the following 
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notions. Let b be a positive definite element of vi{ which admits a right spectral factoriza­

tion b = b _b :. , b ! 1 E vi{_. We define the right multiplicative diagonal ,1, ( b) of b to 

be the element 

The right multiplicative diagonal of b is well--defmed. Indeed, suppose that b = c _c ~ , 

c ! 1 E vi{_, is another right spectral factorization of b . Then 

d ·- -lb _ • b._, e ii n ii _ ii .- C _ _ - C _ _ Vff_ Vff+ - Vffd• 

Hence b _ = c _d, thus c _c:. = b _b:. = c _dd* c:. , giving that dd* = e. But then, 

since d E vltd, 

P d(b _)P d(b _) * = P d(c _d)P d(c _d) * = 

= Pd(c_)dd*Pd(c:.) = Pd(c_)Pd(c_)*. 

Note that a,(b) is positive definite in vl{d· This follows from Pd(b_)- 1 = Pd(b::: 1 ) (see 

Lemma 1.3). When b admits a left spectral factorization b = b +h: , b $1 E vi{+• we 

define its left multiplicative diagonal a 1 ( b) to be the element 

Again a1(b) is well-defined and a1(b) is positive definite in vl{d· 

Recall that an element a E vi{ is called nonnegative definite in vi{ if there is an ele­

ment c E vi{ such that a = c * c . With respect to nonnegative definite elements we intro­

duce the following two axioms. 

AXIOM (A3). The element P d(c * c) is nonnegative definite in vi{ for all c E vi{. 

AXIOM (A4). If Pd(c*c) = 0, then c = 0. 

When vi{ satisfies these two axioms we have the following general maximum entropy prin­

ciple. 

THEOREM 3.1. Let vi{ be as above, and assume that vi{ satisfies Axioms (A3) and 

(A4). Let k E vl{c have a band extension b which admits a right (left) spectral factoriza­

tion. Then for any positive extension a of k which admits a right (left) spectral factorization 

(3.1) 

Furthermore, equality holds in (3.1) if and only if a = b. 
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We need the following lemma. 

LEMMA 3.2. (i) Suppose that b admits a right spectral factorization. Then there are 

unique m_ E vii!_ and d E ultd such that (e +m_)- 1 E ult_ and 

b = (e+m_)d(e+m_)•. (3.2) 

Moreover, d = ll.r(b). 

(ii) Suppose that b admits a left spectral factorization. Then there are unique m+ Eult!. 

and d Eultd such that (e +m+)- 1 E ult+ and 

(3.3) 

Moreovu, d = ll.1(b). 

Proof. Let us prove (i). Let b = b_b~ with b~ 1 E ult_, be a right spectral factor­

ization. Put m_ : = b _p d(b _)- 1 -e and d = fl. r(b). It is easy to check that m _ E vii!_, 

(e +m_)- 1 E ult_ and that (3.2) holds. Suppose now that 

wherem_ E vfl!_,(e+m_)- 1 E ulf_andd E ultd. Then 

(3.4) 

Applying Pd to both sides of (3.4) gives e = Jd- 1, which implies that d = J. Apply now 

P _ to both sides of (3.4). Then 

Thus m_ = m_. 

The proof of (ii) is similar. 0 

Proof of Theorem 3.1. Let k have a band extension b , let a be a positive extension 

of k, and suppose that both admit a right spectral factorization 

with a_,b_ E vii!_ and (e+a_)- 1,(e+b_)-1 Eull_. Since b- 1 E ultc, Lemma 1.2 

implies (e +b _)- 1 E ult3 . Write a = b +a -b, and observe that 

(3.5) 
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Since a and b are both positive extensions of k , 

for some m1 E Jt1• Then (e +b_)- 1m1 E Jt'!.. From this we obtain that 

Write (e +b _)- 1(e +a_) .,; e +w with w E ~. Applying Pd on equation (3.5) gives 

where in the proof of the last inequality we use Axiom (A3). Furthermore, 

4r(a) = 4r(b) if and only if P d(w4r(a)w•) = 0. Since 4r(a) > 0, we obtain from 

Axiom (A4) that the latter equality holds if and only if w = 0. But then a = b. 

The proof of the left version is similar. □ 

Theorem 3.1 is inspired by earlier concrete versions (see (22), [23)). 

Let Jtf denote the set of all elements in .,ltd that are positive definite: 

Jtf := { a E .,ltd I a > O}. 

We call a function F : Jtf ➔ IR strictly monotone if d 1 e:; dz and d 1 * dz implies 

F(d 1) > F(dz). 

COROLLARY 3.3 Assume that .,It satisfies Axioms (A3) and (A4), and let 

F : Jtf ➔ IR be strictly monotone. Let k E Jtc. Suppose that k has a band extension b 

which admits a right (left) spectral factorization. Then for any positive extension a of k 

which admits a right (left) spectral factorization 

(3.6) 

Furthermore, equality holds in (3.6) if and only if a = b. 

Proof. Follows directly from Theorem 3.1. □ 

3.2. Strictly contractive extensions. In this subsection .,It is the algebra 
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with the properties described in the second and third paragraph of Section II.2. We shall 

use the following axiom. 

AXIOM (A0b). If [: !J is nonnegative definite in .At, then a is nonnegative defin­

ite in ..d and d is nonnegative definite in ~-

The notions of right and left multiplicative diagonals of elements in ..d and ~ we introduce 

in the same way as is done in Subsection 3.1 for elements in .At. We now have the follow­

ing theorems. 

THEOREM 3.4. Let .At satisfy Axioms (AOa), (AOb), (A3) and (A4). Let rp E &B_, 

and suppose that rp has a triangular extension g such that e - g • g admits a right spectral 

factorization. Then for any strictly contractive extension -./t of rp such that e --./t '"-./t admits a 

right spectral factorization 

and equality holds if and only if -./t = g . 

THEOREM 3.5. Let .At satisfy Axioms (AOa), (AOb), (A3) and (A4). Let rp E &B_, 

and suppose that rp has a triangular extension g such that e - gg * admits a left spectral fac­

torization. Then for any strictly contractive extension -./t of rp such that e --./t-./t * admits a left 

spectral factorization 

and equality holds if and only if if; = g . 

We prove Theorem 3.4. The proof of Theorem 3.5 is similar. 

Proof of Theorem 3.4. The assumptions in the theorem imply together with Axiom 

(A0a) that k 8 is a band extension of kt/> which admits a right spectral factorization. Further­

more, kv, is a positive extension of kt/> which admits a left spectral factorization. Using 

(2.9) one finds that 

and we have an analogous formula for ti. r(k 8 ). Since (A3) and (A4) hold in .At we obtain 

from Theorem 3 .1 that 
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is nonnegative definite in .At. Axiom (AOb) implies 

Further, if equality holds, then .6,(k8 ) = -6,(k,t,)· From Theorem 3.1 we obtain that 

k 8 = k,t,, and hence g = Y'· D 

As in Subsection 3 .1 any strictly monotone function on ~ J ( or on ..4 J) can be used 

to pick out the triangular extension. 
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CHAPTER III. THE BAND METHOD: APPLICATIONS 

In this chapter the band method is applied to some concrete positive and strictly con­

tractive extension problems. Sections I and 2 concern extension problems for finite opera­

tor matrices, and Sections 3 and 4 treat extension problems for operator valued functions 

from the Wiener algebra. 

III. 1. Operator matrices: positive extensions 

In this section we specify the results of Section II.I for the algebra of n x n operator 

matrices. An element of this algebra has the following form: 

Here A;1 , 1 ;:a i J ;:a n, is a bounded linear operator from a Hilbert space H1 into a Hil­

bert space H 1; shortly A 11 E ~H1 ,H1). Note that T is an operator on the Hilbert space 

H 1@ • • • @H n • The notation T > 0 means that T is positive definite. We write / 1 for 

the identity operator on H 1 • 

THEOREM 1.1. For l ;:a i J ;:i n, li-i I ;:i p, let AIJ = A j1 be a given operator 

acting from a Hilbert space H 1 into a Hilbert space H 1, and suppose that 

Forq = l, ... ,n,let 

and 

[

A-y(q~,-y(q> 

Aq,-y(q) 

(1.1) 

(1.2) 

(1.3) 
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where {3(q) = min{n ,p +q} and ')'(q) = max{l,q -p }. Let then Xn triangular operator 

matrices U and V be defined by 

{y Y -½ . <.<RU)· 
ijjj ,l='="', 

0 , elsewhere; (1.4) 

- ij jj ,'Y =l =l• {xx -½ U)<'<'• 

U ij - 0 , elsewhere. (1.5) 

Then then Xn operator matrix F given by the following factorizations of its inverse 

F := u•- 1u- 1 = v•- 1v-1 (1.6) 

is the unique positive definite operator matrix with F ij = A ij, Ji -i I ~ p , and 

<F-')11 = o, li-i I > p. 

Proof. We will obtain this theorem as a special case of Theorem II. 1. 1. Let vlt be the 

algebra of n x n operator matrices considered in this section. The unit in vlt is the identity 

operator on H 1 ® · · · ® H n and the involution • on vi{ is the usual adjoint of an operator 

between Hilbert spaces. Put 

v1t,={(F··) n IFF=O,j-i~p}, 
IJ iJ=I , 

.A4 = { (Fij) n I F1j = 0 , j -i > p and j-i ~ O'}, 
iJ=I 

vltd = { (p .. ) n I p .. = 0, i -:I= j }, 
IJ iJ=I IJ 

vf4 = { (F ij ) . ~ I F ij = 0 , j -i ~ 0 and j -i < -p } , 
1,J = I 

vlt4 = { (Fij) n I Flj = 0 , j-i ~ -p }. 
IJ=I 

It is easy to see that 

and that the above subspaces satisfy the conditions (i) and (ii) in Section II.1. 
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Let K = [KIJJ. ~ , where KIJ = AIJ for jj-i I ~ p and KiJ = 0 otherwise. A 
IJ=I 

direct computation shows that 

where X = [xii J . ~ and Y = [Y,1 J . _n are the upper and lower block band 
IJ=I IJ=I 

matrices of which the entries in the band jj-i I ~ p are given by (1.2) and (1.3), respec­

tively, and which have zero entries outside this band. Since Y qq is the (I, 1)-block element 

in the left upper corner of the inverse of a positive definite operator matrix, the element 

Yqq is positive definite. Similarly Xqq is positive definite, and hence the main diagonals of 

X and Y are positive definite. But then X and Y are invertible and x- 1 E .At+ and 

y-J E .At_. In this way it follows from Theorem II.I.I that the operator matrix F 

defined in Theorem 1.1 is precisely the unique band extension of K. □ 

We say that an n Xn operator matrix F is a positive extension of the band 

{Aii I jj-i I ~ p} if F is positive definite and FIJ = A 11 for jj-i I ~ p. The exten­

sion F in Theorem 1.1 is called the band extension of { A iJ I j -i ~- p } , i.e., a positive 

extension F of { A iJ I j -i ~ p } is called the band extension of { A ii I j -i ~ p } if 

(F- 1) IJ = 0 for j-i > p. Note that condition (I.I) is clearly a necessary condition for 

the existence of a positive extension of the band { Ail I li-i I ~ p }. By applying 

Theorem 11.1.5 in the setting described in the proof of Theorem 1.1 we obtain the follow­

ing description for the set of all positive extensions of a given band. 

THEOREM 1.2. Let Ail= Aji, I~ i,j ~ n, lj-i I ~ p, be giyen operators act­

ing from a Hilben space H1 into a Hilben space Hi. In order that there exists a positive 

extension of the band { A iJ I Ii -i I ~ p } it is necessary and sufficient that 

A i,i+p l 
· > 0, i = l, ... ,n-p. 

Ai+;,t+p 

(1.7) 

Assume that the latter conditions hold. Let U and V be the n x n operator matrices defined 

in ( 1.2)-( 1.5). Then each positive extension F of the given band is of the form 

(1.8) 

where G is a strictly contractive (in operator norm) n Xn operator matrix with Gil = 0, 

j -i ~ p. Funhermore, formula ( 1.8) gives a 1-1 correspondence between all such G and 

all positive extensions F. 
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Proof. Let ult, ult 1 -ult4 be as in the proof of Theorem 1.1. Since ult endowed with 

the operator norm is a B*-algebra and ult+ is a closed subalgebra of ult, Axioms (Al) and 

(A2) are· fulfilled automatically (with <R = ult). Now apply Theorem II. 1.5 to obtain the 

theorem. D 

Let us remark that there is an alternative description for the set of all positive exten­

sions of a given band, which one obtains from (1.10) in Chapter II. 

Next we specify the general maximum entropy principle for the case considered in this 

section. It is known ( see [7]) that a positive definite operator A on H 1 ® · · · ® H n admits 

a u* DU factorization as follows. 

( 1.9) 

where A1(A) is a positive definite operator on Hi (i = l, ... ,n). We call 

diag [A 1(A) J . n the right multiplicative diagonal of A . The right multiplicative diagonal 
I =I 

of A is given by the following identities: 

(1.10) 

• · ' A;,1-1 J 

Also A admits a L • DL factorization: 

0 J ( 1.11) 

We call diag [Al (A ) J i: 1 the left multiplicative diagonal of A . The left multiplicative 

diagonal of A is given by 



111.1. Operator matrices: positive extensions - 79 -

1, ... ,n -1, 

( 1.12) 

THEOREM 1.3. For 1 ;:ii i ,j ;:ii n, I j -i I ;:ii p, let A ii = A ;i be a given operator 

acting from a Hilbert space H 1 into a Hilbert space H 1 , and suppose that 

At,i+p l 
· > 0, i 

A;+;,i+p 

l, ... ,n -p. 

Put 

M; := ( 0 l , ... ,n, (1.13) 

where -y(i) = max { l ,i -p } . Then for the right multiplicative diagonal 

diag ( .11(A)) i: 1 of any positive extension A of the given band, the following inequalities 

hold: 

( 1.14) 

Moreover, equality holds for all i in ( 1.14) if and only if A is the band extension of the 

given band. 

Proof. Let .At, .At1 -.At4 be as in the proof of Theorem 1.1. Let us check the Axioms 

(A3) and (A4). Clearly, Axiom (A3) is fulfilled since the diagonal entries of a nonnega­

tive definite operator matrix are themselves nonnegative definite. To check Axiom (A4), let 

A = [A ij] . _n El:;; 0, and suppose that A ii = 0, i = 1, ... ,n. Consider ~ = [ 0• A,i] 
l,J=I A,j 0 

for some j > i. Since A ~ 0, we have that~ ~ 0. Thus for all v E H1 

Hence we may conclude that A ii = 0, j * i. Thus .At satisfies Axiom (A4). Now we 

may apply Theorem 11.3.1. 
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Let F be the band extension of the given band. From the factorization u*- 1u- 1 of F 

in ( 1.6) it follows that diag ( M ;- I J is precisely the right multiplicative diagonal of F. 

Indeed, the operator M I is precisely the operator X Ii. Since any positive definite operator 

matrix admits a right spectral factorization, the theorem follows directly from Theorem 

11.3.1. □ 

An analogous result holds for the left multiplicative diagonal of a positive extension. 

In that case the M; have to be replaced by M 1, where 

OJ [ A11 

A /3(1),t 

At,/3Ci) i-t [~] . ,· = 
· . l, ... ,n, 

A fJ(t;,fJ(t) ~ 

with {3(i) = min{n ,p +i }. 

It turns out that in the finite dimensional case the determinant provides a suitable 

strictly monotone function on the set of positive definite diagonal block matrices. This 

observation yields the following corollary, which also appeared in [23]. 

COROLLARY 1.4. For l ~ i J ~ n, li-i I ~ p, let A IJ = A;, be a given opera­

tor acting from a finite dimensional Hilbert space H 1 into a finite dimensional Hilbert space 

H 1, and suppose that 

Then for any positive extension A of the given band 

n 
detA ~ Il det M,-1 , 

1=1 
(1.16) 

where M I is de.fined in ( 1.13). Moreover, equality holds in ( 1.16) if and only if A is the 

unique band extension of the given band. 

Proof. Let f : vltj ➔ IR be defined by f (A) = det A . Here vltj denotes the set of 

positive definite diagonal operator matrices. Then f is strictly monotone (for the definition 

see Section II.3) and the corollary follows immediately from Corollary 3.3 in Chapter II. D 

Note that this corollary identifies the band extension as the unique positive extension 

for which the determinant is maximal. Thus we recover the remark made at the end of Sec­

tion 1.6. 
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Theorem 1.1, 1.2 and 1.3 also have stationary versions which concern block Toeplitz 

matrices. To prove these one has to specify further the band method (incuding the proofs) 

for block Toeplitz matrices. It turns out that in this case the matrices U and V are not Toe­

plitz, but nevertheless the final parametrization theorem is an analogue of Theorem 1.2. 

For the block matrix case Theorems 1.1 and 1.3, and Corollary 1.4 appeared in [23]. 

111.2. Operator matrices: strictly contractive extensions 

In this section we specify the results of Section II.2 for the space of n xm operator 

matrices. An element of this space has the following form: 

Here cJ, 11 , I ~ i ~ n , 1 ~ j ~ m, is a bounded linear operator from a Hilbert space H 1 

into a Hilbert space H1; shortly cJ, 11 E !D._H1 ,H1). We let IITII denote the usual operator 

norm of T: H 1® · · · ®Hm-+ H 1® · · · ®Hn. 

Fix -n < p < m. For 1 ~ i ~ n, 1 ~ j ~ m, j-i ~ p, let cpiJ E !l?(H1 ,H1). 

An operator matrix T is called a strictly contractive extension of the given lower triangular 

part { cpiJ , j-i ~ p } if II T II < 1 and for j-i ~ p the (i ,j)th element of Tis equal to 

cJ, iJ • Let r U) = max { l ,j - p } and s U) = min { m ,j + p } . Clearly a necessary condition 

for the existence of a strictly contractive extension is the following: 

For j 1, .. . ,n let 

if j +p ~ 1, and 

[ J n s(k) 

11 cJ, IJ . . 11 < 1 , k = r ( 1) , • . • , n. 
1=k,J=I . 

n 
s1 =0:(0)-+ ®iik,, 

k=J 

if j +p < I. For j = l, ... ,m let 

(2.1) 
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if j -p ~ n, and 
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j 
R1 = 0: @ Hk ➔ (0), 

k=I 

if j-p > n. Obviously, (2.1) implies that 11S1 II < 1, 1 ~ j ~ n, and also IIR1 II < 1, 

I ~ j ~ m. The converse statement holds trivially. 

THEOREM 2.1. For 1 ~ i ~ n, 1 ~ j ~ m, j-i ~ p, let ,t, 11 be a given operator 

acting from a Hilbert space H1 into a Hilbert space fl1, and suppose that (2.1) holds. Put 

,i = l, ... ,n, (2.2) 

, j = l, ... ,m, (2.3) 

, i = l, ... ,n, (2.4) 

, j = l, ... ,m, (2.5) 

and let 

(2.6) 
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{3 := {3 {3 -( J n m 

I} i=IJ=I ' I} -
(2.7) 

'Y : = ['Y ·· J m n ' 'Y .. = 
IJ i=l,j=I IJ 

(2.8) 

(2.9) 

Then the operator matrix G defined by 

is the unique strictly contractive extension of the given lower triangular part 

{ cJ>,1 I j-i ;§ p} with (G(/-G*G)- 1) 11 = Ofor j-i > p. 

Proof. We will obtain this theorem as a special case of Theorem H.2.1. Let 

and define !:t>~ and !:tJ d in the same way with fJ k replaced by H k and n replaced by m . 

Furthermore, let 

Let .;t;/- ~ be given via (2.2) and (2.5) in Section 11.2. On these spaces we define the 

operations • as the usual adjoint of an operator between Hilbert spaces. We endow the 

space .At= ( ~ :J of (n +m) x(n +m) operator matrices with the usual operator norm. 

It is easy to see that the conditions (2.1)-(2.6) in Section 11.2 are satisfied. 

Let cJ, = [<J, 11 J . n . m , where cJ, 11 = 0 for j -i > p . Consider the operator 
1=1,J=I 
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I -E2ZZ *, where 2 and Z. are defined in (2.11) in Section Il.2. Applying this operator to 

an element A E A_ gives an element in A_ whose columns are described by the follow­

ing equations: 

It is not hard to see that / -E2ZZ,. is invertible for all 0 ~ E ~ 1 if and only if 

11 S j 11 < I, j = 1, ... ,n . Analogously, one shows that the operators I -E2Z * Z, 
0 ~ e ~ l, are all invertible if and only if condition (2.1) holds. Assume that (2.1) 

holds. Then for 0 ~ e ~ l the first element appearing in (2.12) in Section II.2 is the 

diagonal operator matrix with as (i ,i)th element the (1,1) element of the positive operator 

matrix (I - e 2 Si S 7> - 1 . So clearly this diagonal operator matrix is positive definite in Ad . 

Analogously, one proves that the second element in (2.12) in Section 11.2 is positive defin­

ite in g, d • Applying now Theorem 11.2.2 one obtains (using the above calculations) the 

operator matrices a, {3, 'Y, and o given in this theorem. D 

We shall call the extension G in Theorem 2.1 the triangular extension of 

{ cp ij I j - i ~ p } . For the description for the set of all strictly contractive extensions of a 

given lower triangular part one now simply applies Theorem Il.2.3. Since condition (2.1) 

is necessary for the existence of a strictly contractive extension, we obtain the following 

result. 

THEOREM 2.2. For 1 ~ i ;:ii n, 1 ~ j ~ m, j -i ;:ii p, let cp iJ be a given operator 

acting from a Hilben space Hj into a Hilben space H1• Then the lower triangular pan 

{ cp 11 I j -i ~ p } has a strictly contractive extension if and only if (2. l) holds. Suppose 

that (2.1) holds, and let a, {3, 'Y, and o be defined by (2.2)-(2.9). Then each strictly con­

tractive extension F of the given lower triangular pan is of the form 

(2.10) 

where E = [E .. J n m is a strictly contractive operator matrix with E ij = 0, 
IJ i=IJ=I 

j -i ;:ii p. Funhermore, (2 .10) gives a one-one correspondence between all such E and 

all strictly contractive extensions F of the given lower triangular pan. 

Proof. Introduce the spaces A- g, with their decompositions as in the proof of 

Theorem 2.1. The space .At= [ ~ :J clearly satisfies Axiom (A0a). Since the algebra 

of (n +m) x(n +m) operator matrices endowed with the usual adjoint and the usual 
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operator norm is a B*-algebra and .At+ C .At is a closed subalgebra, Axioms (Al) and 

(A2) are fulfilled automatically (with <R = .At). Now apply Theorem II.2.3 to obtain the 

theorem. D 

Let us remark that there is an alternative description for the set of all positive exten­

sions, which one obtains from (2.16) in Section 11.2. 

The general maximum entropy result in Theorem 11.3.4 specified for the case con­

sidered here yields the following theorem. 

THEOREM 2.3. For l ~ i ~ n, 1 ~ j ~ m, j -i ~ p, let q, ij be a given operator 

acting from a Hilben space H 1 into a Hilben space iI i, and suppose that (2 .1) holds. Put 

[o 1, ... ,m. (2.11) 

Then for the right multiplicative diagonal diag [ ..:l1(/-1p • 1p) J of I -YI* V', where 1f is a 

strictly contractive extension of the given lower triangular pan, the following inequalities 

hold: 

(2.12) 

Moreover, equality holds for all i in (2.12) if and only if 1f is the unique triangular exten­

sion of the given lower triangular pan. 

Proof. Introduce the spaces vii- 9/J and .At as in the proof of Theorem 2 .1 along with 

their decompositions. Clearly Axioms (A0a) and (A0b) are satisfied. As in the proof of 

Theorem III.1.3 one checks that Axioms (A3) and (A4) are satisfied. Note that from 

Theorem 2 .1 it follows that diag [Li- I J . n is the right multiplicative diagonal of 
1=1 

I -G* G, where G is the triangular extension of the given band. Apply now Theorem 

11.3.4 to obtain the theorem. □ 

Theorem 11.3.5 yields a left analogue. 

For the block matrix case, as in Section III.1, the determinant can be used to identify 

the triangular extension of a given lower triangular part. 

COROLLARY 2.4. For l ~ i ~ n, l ~j ~ m, j-i ~p. let ct, 11 be a given 

operator acting from a finite dimensional Hilben space Hj into a finite dimensional Hilben 

space Hi, and suppose that (2.1) holds. lf 1p is a strictly contractive extension of the given 
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lower triangular part, then 

m 

det(/ -·,// t/1) ~ I1 detLi-l , 
i= I 

(2.13) 

where L 1, ••• ,Lm are defined in (2.11). Moreover, equality holds for all i in (2.13) if 

and only if If is the unique triangular extension of the given lower triangular part. 

In a somewhat different form the maximum entropy principle in Corollary 2.4 may 

also be found in [10] (in the setting of a maximum distance problem) and in [5]. 

111.3. The operator Wiener algebra: positive extensions 

Let H be a complex Hilbert space. We write 51,f_H) for the Banach algebra of all 

bounded linear operators on H. By W n(T) we denote the operator Wiener algebra on the 

unit circle T, which consists of all operator valued functions F on T of the form 

00 • 

F(>.) = E >.1 F1 ,>.ET' (3.1) 
j=-00 

where Fj E 51,f_H) for each j and 

00 

I; IIF1 II < oo. 
J=-00 

As usual we refer to F 1 as the j-th Fourier coefficient of the function F. On W H (T) there 

is a natural involution, namely for F as in (3.1) we have 

00 

F*(>.) = E >.1F._J = F(>.)*' I>. I = 1. 
j=-00 

Also W H (T) has a unit, namely the function e (>.) = I. Here I stands for the identity 

operator on H . 

LEMMA 3.1. Let F E WH(T). Then Fis positive definite in WH(T) if and only if 
F (>.) is a positive definite operator on H for each >. E T. In that case we may write 

(3.2) 

where D is a positive definite operator on H and U is an element of W H (T) such that the 

j-th Fourier coefficients of U and ( e + U) - I - e are zero for each j ~ 0 (or for each 

j ~ 0). Such factorizations are unique. 
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Proof. Assume that F Ch) > 0 for each I >-. I = l and F E W H (T). By Theorem O. l 

in [42] the function F admits a canonical factorization 

of which the factors G_, G+ are in WH(T). Since F(A) is positive definite for each 

>,.ET, 

is again a canonical factorization of F, and hence there exists an invertible operator A. in 

~H) such that G + = A.G:_ . It follows that~ is positive definite, and 

which implies that F is positive definite as an element of W H (T). This proves the suffi­

ciency. The proof of the necessity is trivial. Putting D : = G _( oo )~G _( oo) * and 

U = G_(oo)"- 10:_ -e we get the desired factorization. The uniqueness of the factoriza­

tion follows in the same way as the uniqueness of the factorization in Lemma 11.3.2. 0 

In this section we solve the following problem. Given A 1 = A:_ 1, I j I ~ m, in 5/J...H), 

determine all F E W H (T) such that 

( i) F (A) is a positive definite operator for I >. I = l, 
(ii) F1 = A 1 for lj I ~ m. 

Such a function F will be called a positive extension of the band { A 1 I I j I ~ m } . In 

what follows Hm is the Hilbert space equal to the direct sum of m copies of H. 

THEOREM 3.2. Let A 1 = A :_1, lj I ~ m, be given operators in 5/J...H), and assume 

that 

[

Ao A _1 

Ai Ao 
r:= 

Am Am-I 

is a positive definite operator on Hm + 1• Put 

[
Xo l l/1 IY -ml lo] X O . . 

I -1 : -I : 

x~ := r ~ , YY~1 = r ~ , 

(3.3) 

(3.4) 
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m · 0 . 
U(>..) = E>..jxjx0-½, V(>..) = E >..1 YjYo-½ (3.5) 

j=O J=-m 

Then 

(3.6) 

is in W8 (T) and Fis the unique function in W8 (T) such that F(>..) > 0, l>..I = 1, the j­

th coefficient F 1 = A 1 for I j I ~ m , and for I j I > m the j -th coeffcient of p- I is equal 

to zero. 

Proof. First we show that XO and YO are positive definite operators in !B._H). Put 

r n = [A; -J J . ~ . Since r n = r is positive definite, the operators r 0,r 1, • • • ,rm 
•J=O 

are invertible. Hence (see [7]) the operator matrix rm factors as rm = UDL, where U 

(resp. L) is an upper (resp. lower) triangular (m + l) x (m + 1) operator matrix with / 's on 

the diagonal and D is a (m + 1) x (m + 1) diagonal matrix with positive definite operators 

D0, ••• ,Dm on the diagonal. Now let X0, • • · .Xm be defined by (3.4). Then 

and hence XO = vO- 1 > 0. In a similar way one proves that Y0 > 0. 

Since X0 and Y0 are positive definite, the functions U and Vin (3.5) are well-defined. 

Next, we show that U(>..) is invertible for all I>.. I ~ 1. To do this put u1 := X1X0 1 for 

j = O, ... ,m, and let 

K:= 

Note that 

and X~ = x0• Hence we can use the same arguments as in steps 1 and 2 of the proof of 
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Theorem 2.1 in (43] to show that 

r m-1-K·r m-lK = diag (Xo1 ,0, . . . ,0) , (3.7) 

r m-1-(K*)mr m-1Km = 

I u; u:-1 Xo-1 0 0 I 0 0 0 
0 I u:-2 0 x-1 

0 0 U1 I 0 0 

(3.8) 

0 0 u· I 0 0 0 um-2 um-3 I 0 

0 0 I 0 0 Xo-1 Um-I um-2 U1 I 

Recall that rm = r is positive definite. So the same is true for r m-l· Hence 

r m-l = E* E for some invertible operator E on Hm. But then (3.8) implies that 

is a positive operator on Hm, and thus 11 EKm E-1 I I < 1. It follows that EKm E-1 has its 

spectrum in the open unit disc ID , and using similarity and the spectral mapping theorem, 

we may conclude that the spectrum of K is in ID. Note that 

0 0 I 0 0 I 0 0 0 -um 

0 0 0 0 0 0 I 0 0 -Um-I 

K = (=: CL)- (3.9) 
0 / 0 0 / 0 0 / 0 -U2 
/ 0 0 / 0 0 0 0 / -U1 

The right hand side of (3.9) is the so-called second companion matrix of the operator poly­

nomial 

Since K and CL are similar we know that A - CL is invertible for all I A I e; 1. Now use 

that '},,-CL is a linearization (cf., [36], Section 2.1) of L(A). It follows that L(A) is inverti­

ble for all IAI e:;; 1. But U(A) = '},,mL(A-1)X0-¾. So U(A) is invertible for all 

0 < I A I ;"a 1. Also U(O) = X0¾ is invertible, and we have proved that U('},,) has the 

desired invertibility properties. In a similar way one proves that V(A) is invertible for all 

IA I e:;; l. 

We are now ready to use the general scheme of Section 11.1 and to apply Theorem 
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11.l.l. Let 

The band method: applications 

ult1 = { F E WH(T) I Fi = O,j ;;§i m}, 

vl4 = { F E W H(T) I Fi = 0 ,j ;;§i O and j > m}, 

ultd ={FE WH(T) I Fj = O,j * O}, 

,A4 ={FE WH(T) I Fi =O,j < -m andj ~ O}, 

ult4 = { F E W H(T) I Fi = 0 ,j ~ -m }. 

m 
Put k(A) = E >.1Ai. Then k = k" E ultc and (by Lemma 3.1) a function 

j=-m 

F E W H(T) satisfies (i) and (ii) above if and only if F is a positive extension of k (in the 

sense of Section 11.1), Define 

m 0 
x(A) := E )/Xj. y(X) := E >.1Yj • h ET. 

J=O J=-m 

It is easy to see that equations (11.1.5) are satisfied. Since x = UX6' has no spectrum in ID 

we obtain that x- 1 E ult+. Also P dx = X 0 is positive definite in ultd = !ZJ...H). Analo­

gously, y - I E ult_ and P dY is positive definite in ult d. Theorem II.1.1 now yields that k 

has a unique band extension and that this band extension is given by (ll.1.6). It follows 

that F defined in (3.6) is the unique band extension of k. □ 

The positive extension F of {Ai I Ii I ;;§i m} obtained in Theorem 3.2 is called the 

band extension of {Ai I Ii I ;;§i m }. 

To get all positive extensions we shall apply Theorem 11.1.5. This requires to prove 

that W H(T) satisfies the Axioms (Al) and (A2) for a suitable B*-algebra (IL For (R we 

take the algebra C H(T) of all !l{H)-valued continuous functions on T endowed with the 

usual supremum norm. With this norm and the involution • defined by F* (}) = F (A)*, 

IX I = 1, the algebra CH(T) is a B*-algebra. The function e(X) =I, X E T, is the unit 

of CH(T). Note that WH(T) is a *-subalgebra of CH(T), and the unit e belongs to 

W H(T). Axiom 1 is fulfilled because of the Bochner-Phillips theorem [11], which states 

that F E W H(T) is invertible in W H(T) if and only if F(X) is an invertible operator on H 

for each X E T. The latter statement may be rephrased as F is invertible in C H(T). To 

prove that Axiom (A2) is satisfied, take F E W H(T), and assume that there exists a 

sequence F(I) ,F(2), · · · in ult+ such that F(n) -+ F in the norm of C H(T). Since 
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p<n) E ult+• we know that (F<n)) j = 0 for i < 0. It follows that 

1 'Ir! •n .. n pl. = - F(e'u)e-lJud(J = 
21r 

-r 

Thus F E ult+, and Axiom (A2) is fulfilled. 
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THEOREM 3.3. Let Aj = A:..1, Ii I ~ m, be a given set of operators on H. In 

order that there exists a positive extension of the given band { A j I Ii I ~ m} it is neces­

sary and sufficient that the operator r, defined in (3.3), is positive definite on Hm+t. Sup­

pose that this condition is satisfied, and define U('>,,) and V(>..) by (3.5). Then each posi­

tive extension E of the given band is of the form 

where G is an element in WH(T) such that IIG(>..) II < I, l>-1 = I, and Gj = 0, i ~ m. 

Furthermore, formula (3.10) gives a one-one co"espondence between all such G and all 

positive extensions E of the given band. 

Proof. In order to prove that the positive definiteness of r is a necessary condition, 

let E be a positive extension of the given band. Then the operator on 12(H) (the space of 

all square summable sequences with elements in H) defined via the matrix 

is positive definite. Since r is a principle submatrix of this infinite matrix, r is a positive 

definite operator. The rest of the theorem is a direct application of Theorem II. 1.5, where 

it should be noted that e -G* G is positive definite in ult= W 8 (T) if and only if 

IIG(>..)11 = IIG(>..)*11 < l,>.. ET. □ 

There is an alternative description for the set of all positive extensions of a given band 

which one obtains from ( l. 10) in Section II. l. 

00 

Let E E WH(T) and assume that E(X.) = E Ej>..j is positive definite for all 
J=-oo 

>.. E T . By Lemma 3. l there exists a unique function W in W H (T) and a unique positive 

definite operator ar(E) on H such that Wand (e+W)- 1-e has zero nonpositive Fourier 

coefficients and 
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(3.11) 

We refer to ,ir(E) as the right multiplicative diagonal of E. It is known (cf. [7]) that 

ar(E) is given by 

(3.12) 

THEOREM 3.4. Let A1 = A'.'..1, jj I ~ m, be given operators in !l!(H), and assume 

that 

[

Ao A _1 

A1 Ao 
r:= 

Am Am-I 

is a positive definite operator on Hm + 1• Put 

(3.13) 

Then for the right multiplicative diagonal a r<E) of a positive extension E of the given band 

the following inequality holds: 

(3.14) 

Moreover, equality holds in (3.14) if and only if Eis the unique band extension of the given 

band. 

Proof. Let ult, ult1 -ult4 be as in the proof of Theorem 3.2. If a function E, 
00 

£(}..) = E Ei>-.1, is nonnegative semi-definite in WH(T), then the operator 
l=-oo 

[ E/-i J . ~ : 12(H)--+ 12(H) , 
IJ=O 

(3.15) 

where !2(H) is the Hilbert space of square summable sequences of elements in H, is non­

negative semi-definite. But then £ 0 is a nonnegative definite operator on H. This proves 

that ult satisfies Axiom (A3). When £ 0 = 0, the nonnegative definiteness of the operator 
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in (3.15) implies that all E1 are zero. This follows from the arguments used in the first 

paragraph of the proof of Theorem III.1.3. Hence ult satisfies Axiom (A4). 

Using the formula for the band extension in ( 3 .6) one easily sees that Mr- I is the right 

multiplicative diagonal of this band extension. Applying Theorem 11.3.l in the setting 

described here one obtains the theorem. □ 

For the case when H is finite dimensional it is known (see [13), and also [22)) that the 

band extension is characterized as the unique extension which maximizes the entropy 

integral 

l " 
2r J logdetE(e16)d8. (3.16) 

-,r 

Note that when E is factorized as in (3.11) this integral equals the number logdet.:ir(E). 

Indeed, inserting in (3.11) in (3.16) gives a sum of three integrals. Furthermore, since 

e + W and its inverse are analytic in a neigbourhood of the unit disc, the integral 

l " 
211" J logdet(/ + W(e 111))d8 

-,r 

equals zero, and hence the assertion follows. Since "logdet" is a strictly monotone function 

on the set of positive definite matrices, Corollary 11.3.3 yields the result stated in th begin­

ning of this paragraph. 

For the matrix Wiener algebra case Theorem 3.2 was obtained before in [22) (see also 

[55], [56]), and a linear fractional description of all positive extensions of a given band 

appears in [20) without proof, and with proof in [21]. 

111.4. The operator Wiener algebra: stricdy contractive extensions 

In this section we solve the following problem. Given cJ, 1, j ;:ia 0, in !l(H) such that 
0 E I I¢ 1 11 < oo, determine all F E W H (T) such that 

J=-oo 

U) F(>..) is a strictly contractive operator for I>.. I = 1 (i.e., IIF(>..) II < l, >..ET), 

(ii) F1 = cJ, i for j ::ia 0. 

0 . 
Such a F is called a strictly contractive extension of cj,, where cJ,('}..) = E '}..1 cJ, i, '}.. E T. 

j=-oo 

00 

In what follows /2(H) is the Hilbert space of sequences (r,1)i=O• r,1 EH, such that 
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00 

E 11111 11 2 < oo. The space 11(H) is defined analogously. 
J=O 

0 
THEOREM 4. I. Let q, 1 , j ~ 0, be given operators on H with E 11 q, 1 11 < oo, and 

j=-oo 

assume that the Hankel operator matrix 

[ 

<Po <P -1 <P -2 .. ·] 

<P-1 <P-2 c/,_3 ... 
A·= 

. 'P-2 'P-3 c/,_4 ... ' 

. . . . 

seen as an operator on I i(H), has norm less than one. Put 

[ t:I] ~ (/-AA')-! m [ :,: ] d' [.·:I] 

[!;:] ~ (/-A'A)-f] , r::1 ] ~A[!;:] , 
and let 

/3(A) = f; ~1so½A1 ,o(A) = fs1so½A1 . 
J=-oo J=O 

Then the function g given by 

( 4.1) 

(4.2) 

(4.3) 

(4.4) 

is the unique function g E W H(T) such that g 1 = cf, 1 for j ~ 0, 11 g (A) 11 < l for 

/Al = I, and (g(l-g"g)- 1) 1 = 0for j > 0. 

Proof. Take A, &(J, ~ and qi to be the Banach algebra W H(T). Put 
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One easily checks that the induced decompositions satisfy the desired algebraic structure as 

described in the second paragraph of Section 11.2. Our aim is to apply Theorem 11.2.2. 

Let f E [0,1]. First we show that I-E2AA• acts as an invertible operator on / 1(H). 

Since 11 A I I < I the operator 

[ I EA] 
EA. I 

on / 2(H)®/2(H) is invertible. Let A denote the matrix A with the columns in the reversed 

order, i.e., we identify sequences (711)j..0 with sequences (~1)J=-oo• Put D-,. = diag 

(/ ,>J ,>.. 2/, • • • ) and b-,. = diag ( · · · ,>.. 2/ ,>J ,/). Consider the operator valued func­

tion 

00 • 

NotethatF(>..) = E >..1Z1,where 
i=-oo 

and 

0 Eq>I 0 0 0 0 

0 0 Eq>i 0 0 0 

M; = 0 0 0 0 0 E</>1 

0 0 0 0 0 0 

So the norm of the operator Z 1, i ::I:- 0, on the Hilbert space / 2(H) ® l 2(H), equals f I I</> 1 11. 

0 
Since E 11<1>1 11 < oo the function F belongs to the Wiener algebra W12(H)®'2(H)(T). 

J=-oo 

Further, F(>..) is invertible for each I>. I = 1. Using Theorem 1 in [11] we get that F- 1 

belongs also to the operator Wiener algebra of the Hilbert space /2(H) ®/2(H). Since 
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we conclude that 

00 

where E IIA1 II < oo. In fact, 
j=-00 

where P 1 , R 1 , Q 1 and S 1 each have at most one nonzero diagonal. Because of this, A 1 is 

also a well-defined operator on 11(H)<t>l 1(H) and its norm as an operator on / 1(H)<tJ/ 1(H) 

is at most II P 1 II + II Q 1 II + II R 1 II + II S 1 II ~ 411 A 1 II . Hence 

[ 
/ EA]-I 

EA. I 

is bounded as an operator acting in / 1(H)<tJ/ 1(H) since its norm is bounded by 
00 

4 E II A 1 11. It follows that I -E2 AA• is invertible on I 1 (H). 
j=-00 

Note that in the present case the operator I -E2!!., where ! and ! • are defined as 
00 

in (2.11) in Section 11.2, acts in the following way. If A(>..)= EA1>..l belongs to lXl+• 
j=O 

0 
then B(>..) = E B1>..l := (/-E2!!.)A is given by 

J=-00 

(4.5) 

Since I -E2 AA• is invertible on / I (H) we get that / -E2!! * is invertible. Further, 

1r d[(I -e2!! .)-1e] = {(l-e2AA *)-1 }00 is a positive definite operator on H. Analo­

gously, one proves that 1-ez.z is invertible and that 11"d[(l-e22.2)- 1e] is positive 

definite. Now we may apply Theorem 11.2.2. By using the description of the operator 

I -Z:E::. given above ( via equation ( 4.5)) and an analogous description for I -z,. Z one 

obtains the theorem. D 

We call the strictly contractive extension g of cf> in Theorem 4.1 the triangular 
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extension of¢. Thus a stictly contractive extension g of¢ is the triangular extension of¢ if 

the j-th Fourier coefficient of g (I - g • g )- 1 is zero for j > 0. 

0 
THEOREM 4.2. Let ct,j, j ;§ 0, be given operators in Il;f,_H) with E llct,j II < oo. 

J=-oo 
0 . 

In order that the function ct,('>-.) = E V ct, j has a strictly contractive extension it is neces-
J= -oo 

sary and sufficient that A, defined in (4.1), seen as an operator on li(H), has norm less 

than one. Assume that the latter condition is satisfied, and let a('>-.) ,{3(>.) ,-y('>-.) and o(>.) be 

defined by ( 4.2)-( 4.4). Then each strictly contractive extension -,/1 of ,jJ is of the form 

(4.6) 

where his an element in WH(T) such that llh(>.)11 < 1, l>-1 = 1, and h1 = 0, j ;§ 0. 

Funhermore, formula ( 4.6) gives a one-one correspondence between all such h and all 

strictly contractive extensions -,/1 off. 

00 . 

Proof. If -,/l(A) = E >.' -,/1; is a strictly contractive extension of ct,, then the matrix 
i=-oo 

[ -,/1 J-i ] ; ,J ~-oo ( viewed as an operator on the Hilbert space of square summable doubly­

infinite sequences of elements of H) has norm strictly less than one. But then A, being part 

of this matrix, also has norm strictly less than one. Hence 11 A 11 < 1 is a necessary condi­

tion for the existence of a strictly contractive extension. 

It remains to check that the conditions of Theorem 11.2.3 are satisfied. Let 4- !ll be 

as in the proof of Theorem 4.1. Then the matrix algebra .At = [ ~ :J may be identified 

with W H®H(T). The latter is a *-subalgebra of the B*-algebra C H®H(T), and hence all 

the axioms are fulfilled (compare the paragraph preceding Theorem III.3.3). Now we may 

apply Theorem II.2.3 and obtain the desired result. □ 

Theorem 11.3.4 yields the following maximum entropy principle. 

0 
THEOREM 4.3. Let ct, 1 , j ;§ 0, be given operators on H with E 11 ct, 1 11 < oo, and 

assume that the Hankel operator matrix 

A:= 

ct,_! <P-2 

"'-2 cp -3 

,jJ -3 cf> -4 

j=-oo 

··· 1 ... 

' 
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seen as an operator on 12(H), has norm less than one. Put 

M, - [1 0 .•• ) (I-A" W 1 [fl. (4.7) 

0 
Then for any strictly contractive extension 1" of the function q,('>,) = E )./ q, 1 the follow-

J = -oo 

ing inequality holds 

(4.8) 

where "1 ,(/ -1" • 1") denotes the right multiplicative diagonal of 1-1" • YI· Moreover, equality 

holds in ( 4.8) if and only if 1" is the unique triangular extension of q,. 

Proof. Make the same choices of subspaces as iu the proof of Theorem 4.1. Since 

ult= WH<JJH(T) C Cn@n(T), this algebra satisfies Axioms (A3) and (A4). Further­

more, the right multiplicative diagonal of I - g * g , where g is the triangular extension of q,, 
equals 60 in Theorem IIl.4.1, which clearly is equal to M ,-1• But then the theorem follows 

directly from Theorem 11.3.4. D 

Using again the strictly monotone function "log det" for the matrix case the classical 

maximum entropy principle (see [26]), which identifies the triangular extension as the 

unique eJ..tension 1" that maximizes the entropy integral 

1 r 

2r I logdet(l-1"(ei/J)*1"(e19))d8, 
-r 

appears as a corollary of Theorem 4.3. 

With obvious modifications the results in this section carry over to the strictly contrac­

tive extension problem for operator functions in the Wiener class whose values are opera­

tors from a Hilbert space H into another Hilbert space ii (choose .,/ = W n<T), 

m = ~ = wH,ii(T) and !t! = Wn(T)). 

For matrix Wiener algebras formula (4.6) appeared earlier in [l], [25] and [26] (see 

also [20]). In the operator Wiener algebra the existence of a strictly contractive extension 

under the assumption that I I A II < 1, with A as in ( 4 .1), was established earlier in [ 1]. 
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COMMENTS (Part A) 

The results in this part are collected from the papers [66], [38], [39] and [40]. Chapter 

is a rewritten version of the paper [66]. Chapter 2 contains the general results from the 

papers [38], [39) and [40). Chapter 3 contains the applications of the band method con­

cerning the finite operator algebra and the operator Wiener algebra from [38), [39) and 

[40). 
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PARTB 
MINIMAL RANK EXTENSIONS 

In this part minimal rank extension problems are treated. It consists of Chapters 4 and 

5. Chapter 4 concerns the matrix case and Chapter 5 the operator case. 
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CHAPTER IV: MATRICES 

This chapter treats the minimal rank extension problem for matrices. In Sections 1 to 

5 the given part is of triangular type. More general patterns appear in Section 7. In Sec­

tion l a formula for the minimal lower rank is derived. Section 2 characterizes the case 

when there is only one minimal rank extension. In Section 3 a description is given of the 

set of all minimal rank extensions. Section 4 deals with the Toeplitz case. In Section 5 the 

minimal lower rank of the lower triangular part of an invertible matrix is described in terms 

of a lower triangular part of its inverse. In Section 6 the partial realization problem from 

mathematical systems theory appears as a minimal rank extension problem of special type. 

Section 7 discusses minimal rank extensions relative to general patterns. 

IV .1. The minimal lower rank 

Consider the following "partially defined matrix" 

? 

( 1.1) 

This chapter concerns the question how to fill in the unknown entries (denoted by ?) such 

that the rank of the full matrix is as small as possible. In this section we derive a formula 

for this minimal lower rank in terms of the given data. 

Let us introduce some terminology. By a partially defined matrix we mean a matrix of 

which some entries are specified elements of the complex plane C and the remaining 

entries are free to be chosen from C. A set of matrices 

( 1.2) 

where A ij is of size vi x µ, 1 (vi ,µ 1 ~ 0), is called a lower triangular part. We identify 

such a lower triangular part with the partially defined (block) matrix ( 1.1). A strictly 

lower triangular part, where also the diagonal elements are not specified, appears when 

µ 1 = 0 and v n = 0. Let B = [B tj] . ~ be a block matrix, where B iJ is of size vi X µ j. 
r,J=I 

The block matrix B is called an extension of A if B ij = A iJ, 1 ~ j ~ i ~ n . The 
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minimal lower rank 41(,A) of '-"is defined to be the number 

4 .A) : = min { rank B I B is an extension of '-" } . ( 1.3) 

An extension B for which the minimum in ( 1.3) is attained is called a minimal rank exten­

sion of '-"· 

THEOREM 1.1. Let '-" = { A Ii I I ~ j ~ i ~ n } be a given lower triangular pan. 

The minimal lower rank of'-" is given by 

n n -I 
4 .A) = I: rank A (p .pl - I: rank A (p + 1.P l , 

p=I p=I 

where 

( 1.4) 

Proof. We consider the partially defined block matrix ( I. l) as a scalar matrix of size 

N XM, where N = I:" 1 and M = I:JL 1 • Let c I denote the i-th scalar column of ( 1.1) 

(i = I, ... ,M). For a column c of ( I. I) we denote by ( c) g the specified (given) part of the 
p-1 p-1 

columnc. Forp = 1, ... ,n chooseanindexsetJP C {I+I:JLj•· .. ,µP+I:µj}such 
j=l j=l 

that { ( c 1) g I i E JP } is a linearly independent set of columns and 

The symbol + denotes a direct sum. The matrix A (l,Ol should be understood as the zero 

matrix of size N XO. Note that #JP = rank A (p.p)_ rank A (p.p-l). Here and in the sequel 

#/ stands for the number of elements of the set /. Choose arbitrary complex numbers for 

the unspecified entries in the columns 

n 
E J := LJ Ji }. 

j=I 

The unspecified entries in the other columns of (I.I) can always be chosen in such a way 

that these columns are in the span of { c I I i E J } , and hence 41( .A) ;:ii #1. On the other 

hand it is obvious that for any choice of complex numbers for the unknown entries in the 

colums { c i I i E J } these columns will be linearly independent. Hence 4 .A) ~ #J. But 

then 
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n 
'1:.-") = #J = E #J p 

p=I 

and the theorem is proved. □ 

Note that the proof gives a way to construct a minimal rank extension. The row 

analogue of this construction will now be stated explicitely. 

Let r i denote the i -th scalar row of ( 1.1) (i = l , ... ,N). For a row r of ( 1. 1) we 

denote by ( r) 8 the specified part of the row r • Choose for p = 1, ... ,n an index set 
p-1 p-1 

IP C { 1 + E .,, 1, ... , .,, P + E .,, 1} such that { (r 1) 8 I i E IP} is a linearly independent 
j=I j=I 

set of rows and 

span{ (r;) r I i E Ip} + Im A (p +l,p)T = Im A (p,p)T_ 

The superscript T denotes a transpose. The matrix A (n +l,n) should be understood as the 

zero matrix of size OxM. Note that #IP = rank A (p,p) - rank A <P +l,p) and 
n 
E #IP = '1:A). Choose arbitrary complex numbers for the unspecified entries in r1, 

p=I 
n 

i E I := U IP. Let r be a row which still has unspecified entries. The specified part (r) 8 
p=I 

of r is a linear combination of the corresponding parts of the rows r i, i E I. Let us denote 

this as 

Then the row r should be chosen as 

(r) 8 = ('r;,A;r1) 8 • 
IE/ 

All minimal rank extensions can be obtained in this way. 

This construction of a minimal rank extension yields the following corollary. 

COROLLARY 1.2. Let .,rl = { A 11 I 1 ~ j ~ i ~ n} be a given lower triangular 

part. Let l ~ p ,q ~ n. If B = [B ij ) . n is a minimal rank extension of .;,I, then 
1J=I 

B = [B iJ ) . n . q is a minimal rank extension of the partially defined matrix 
1=pJ=I 
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Api Ap,p ? 

Aq,I Aq,p Aqq (1.5) 

Ant Anp Anq 

Conversely, if D = [n ij J .. n . q is a minimal rank extension of ( 1.5), then there exists a 
1=pJ=I 

minimal rank extension B = [B ij ] . n of~ such that 
1J=I 

Proof. First assume that q = n. The corollary states that if B is a minimal rank exten­

sion of ( 1.1) and we leave out rows from the top in B , then the remainder is a minimal 

rank extension of the corresponding given part. This as well as the converse statement fol­

lows directly from the construction given above. The same we can do with columns which 

we leave out from the right (the p = 1 case). But then we may also perform these reductions 

one after the other and obtain the corollary. 0 

As one may expect, Corollary 1.2 does not remain true when one deletes rows and 

columns at random. For instance, consider the following two partially defined matrices: 

[ IO ?] [O O ?] 
011 '101· ( 1.6) 

The matrix on the left hand side in ( 1.6) is extended to a minimal rank extension by choos­

ing ? = l, but this is a wrong choice when one only considers the last two columns. This 

shows that the analogue of the first statement of Corollary 1.2 fails in this case. The matrix 

on the right hand side in ( 1.6) is extended to a minimal rank extension only by choosing 

? = 0, but when one starts with a minimal rank extension for the last two columns one 

could have chosen the unspecified entry differently. 

As we shall see later (in Section IV .6) the minimal rank extension problem for 

matrices is related to the notion of partial realization, which was introduced by R.E. Kal­

man in [51) and [52). The minimal lower rank defined here may be viewed as a generaliza­

tion of the rank of a partial behaviour (Hankel) matrix appearing in [52). The main Lemma 

in [52) (which in our terminology concerns the case n = 2, v 1 = l and µ. 2 = 1) may be 

viewed as a first step in the direction of the construction of a minimal rank extension in this 

section. 
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IV.2. Uniqueness 

Let ..fi'f = { A ii I I ;:;ii j ;:;ii i ;:;ii n} be a given lower triangular part. We say that ..fi'f is 

lower unique when Ahas only one minimal rank extension. The partially defined matrix on 

the right hand side of ( 1.6) provides an example of a lower triangular part that is lower 

unique and the matrix on the left hand side of ( 1.6) does not. 

THEOREM 2.1. Let A= {Au I l ;:;ii j ;:;ii i ;:;ii n}, where A;j is of size v;Xµ,i. 

Assume v 1 > 0 and µ, n > 0. Then the following are equivalent. 

(i) A is lower unique; 

(ii) rankA(p,p) = rankA(p+l,p) = rankA(p+l,p+I) ,p = l, ... ,n-1; 

(iii) the numbers rank A (p ,q), I ;:;ii q ;:;ii p ;:;ii n, are all equal; 

(iv) rank Ant = l(J!/1). 

Here A (p ,q) is defined in ( 1.4) and l(J!/1) is the minimal lower rank of A.. 

Note that for the case "n = 0 or µ, 1 = 0 (i.e., when the given part is strictly lower tri­

angular) Theorem 2.1 states that A is lower unique if and only if /(.A) = 0, or, 

equivalently, when all A ii, I ;:;ii j ;:;ii i ;:;ii n, are zero. Of course, this case is of minor 

interest. 

We shall use the following lemma. 

LEMMA 2.2. Let B be a matrix. Then there exist an injective matrix F and a surjec­

tive matrix G such that B = FG. In that case rank B = rank F = rank G. Moreover, if 

{ft ,G} is another pair of matrices satisjying the above conditions then there is an invenible 

matrix S such that F = fts and G = s-1(;. 

Proof. The first two statements are evident, so let us prove the last statement. We 

have B = FG = ft(; with F and ft injective and G and (; surjective matrices. Let a<- I) 

and (;(-t) be right inverses of G and G, respectively, and let p(-J) and ft(-J) be left 

inverses of F and ft, respectively. Define S := (;a<-I) = ft(-l)p and 

T := p(-l)ft = a(;<-1)_ Then ST= ft(-l)pa(;(-1)= ft<-llft(;(;(-I) = I. In the same 

way TS = I. Furthermore, fts = ft(;a(- I) = FGG(-I) = F and G = TG, proving the 

lemma. 0 

ProofofTbeorem2.1.Clearly, rankAn 1 ;:;ii rankA(p,q) ;:;ii t(J!/1), I ;:;ii q ;:;iip ;:;ii n. 

So (iv) implies (iii). The implication (iii) => (ii) is also trivial. Let us prove (ii) => (i). 

Assume that (ii) holds. Let B = [n ii J .. n and C = [cii J .. n be minimal rank 
1,1=1 l,j=I 
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extension of vii. Note that Theorem l. l implies that 

rank B = rank C =~..it)= rankA(l,t) = rankA(n.n>. 

Write B = FG and C = PG with F and F injective and G and G surjective. Denote 

F = col [fti) . n , G = row 
J=I 

Note that 

F n G = row [B ) n = A (n ,n > = row [n nj ) . n = F n G. 
aj j=I J=I 

Since G and G are surjective, we get that rank F n = rank A <n ,n) = rank ft n. But then 

Fn and Fn are injective, and hence by Lemma 2.2 there exists an invertible matrix S such 
• -I. . -1. 

that Fn = FnS and G = S G. In particular, G 1 = S G 1• Furthermore, 

(2.2) 

Since rank F = rank A (1,t) and F is injective, we get that G 1 is surjective. But then 

(2.2) gives that F = F'S. Hence B = FG = ftss-•{; = C, proving the lower uniqueness 

of vii. 

Assume that (ii) does not hold. Then at least one of the sets J 2, ••• ,J n and 

/ 1, • • • , / n _ 1 introduced in Section I is not empty. Thus the construction in Section I 

shows that there are entries in (I.I) which are free to choose in the complex plane when 

making a minimal rank extension of (I.I). (Here we use that v 1,µ,n > 0.) But then vi/is 

not lower unique. This proves (i) ~ (ii). 

We finish by proving the implication (ii) ~ (iv). Assume that (ii) holds. Note that 

Theorem I.I givesthat~....t) = rankA<P.P>,p = l, ... ,n. Suppose that rankAnt <~..it). 

Then rank An 1 < rank A <P ,P > for all I ~ p ~ n . Consider the partially defined matrix 
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(2.3) 

By Theorem 1.1 the minimal lower rank of (2.3) is given by 

Since any extensioa of ....tis an extension of (2.3), we get a contradiction. D 

Note that in the case when ...4 is lower unique one may construct a minimal rank exten­

sion of ...4 as follows. Let Si be such that 

(2.4) 

Then B : = col [Si J i: 1 row [ A ni J i: 1 is the unique minimal rank extension of .,/. 

Indeed, since rank Ant= rank col (A 11 ] n , there exist S 1, ••• ,Sn such that (2.4) 
l=I 

holds. Furthermore, rank B = rank A (n ,n > = ,t .d) . Finally, if j ;ii i , 

has rank equal to rank An 1, and hence A iJ = S ;A nJ. 

IV .3. The set of minimal rank extensions 

In this section we describe the set of all minimal rank extensions of a given lower tri­

angular part. Before stating the main result, let us consider the following example. All 

minimal rank extensions of 

are the matrices 
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where x 1, x 2 and x 3 are complex numbers which one can choose freely. It is clear that 

there is a one-one correspondence between the extensions and the triples (x 1,x 2,x 3) • More 

precisely, in this case the set of minimal rank extensions is a manifold diffeomorphic to C3• 

THEOREM 3.1. Let JI= { A ij I 1 ~ j ~ i ~ n }, where A 11 is of size II i Xµ, j· The 

set ult(..4) of all minimal rank extensions of JI is a manifold diffeomorphic to c.t, where 

k = k(..4) = r:/tvi(ej+IJ+t-ej+lJ) + nf,t f P,;(ejJ-ej+lJ) (3.1) 
j=ti=I j=ti=j+t 

n-tn-1 
- ~ ~ (e · · -e ·+1 ·He ·+1 ·+1-e ·+1 ·) ~ ~ JJ J J I J I J 

j=t i=j 

and 

[
Apt .•. Apq l 

e = rank A (p,q) = rank : : p,q . . • 

Ant Anq 

More precisely, there are polynomials PiJ : c.t -+ IC such that the matrix polynomial 

p = [p .. J N M : IC.t -+ ult(._4) 
IJ i=IJ=l 

is a diffeomorphism. Moreover, the polynomials p 11 may be chosen such that the variables 

x r, r = 1, ... ,k, appearing in the polynomials p ij, have an exponent of degree O or 1. 

Proof. Choose index sets 1 P and JP , p = 1, ... ,n as in Section 1. Choose for the 
n 

unspecified entries in c i, i E J : = U JP, arbitrary complex numbers. Since all the 
p=t 

columns of (the partially defined matrix belonging to) JI can be made to be in the span of 

{ c i I i E J} one obtains a partially defined matrix .';t with the same minimal rank. 

Choose now arbitrary complex numbers for the still unspecified entries in r 1, 

n 
i E 1 : = U 1 P • Because of the choice of the rows r i , i E 1, and since the minimal rank 

p=t 

of .';t equals 4..4) = #1, once again one does not increase the minimal rank. Suppose that 

we have chosen arbitrary complex numbers for these k(..4) entries (referred to as the k(..4) 

variables) in these columns and rows. 

Introduce the following partially defined matrix 
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B10 ·Bu 

B20 B21 B22 ? 

lflJ= 

Bno Bnt Bn2 BM 

Bn+l,O Bn+l,I Bn+l,2 Bn+l,n 

where col (B ;o J ~ + 
1 consists of the columns c; , i E J , and col (B ip J ~ + 1 consists of 

1=! 1=! 

p-1 p-1 
thecolumnsc;,i E {I+Eµ, 1, • •• ,µ,p+Eµ,i}\JP forp = l, ... ,n. Analogously, row 

1=1 1=1 

(B n + 1 J ] n consists of the rows r i, i E /, and row (B Pi ] n consists of the rows r 1, 
J=0 J=0 

p-1 p-1 
i E {1+ E 11 1, ••• ,Pp+ E 11i}\lp for p = 1, ... ,n. Note that the order of scalar 

i=I i=I 

columns or scalar rows within one block column or block row, respectively, is irrelevant. 

We have that~$) = ~""). 
Let us prove that rank B n + 1,0 = ~ .4) . For this consider the 2 X 2 extension problem 

rank [~::] = #J = ~.4) =#I= rank ( C21 C22 J. 
Since 'if has a extension of rank equal to ~ aJ) = ~ .4), it follows that ~ ~ = ~ .4) and 

hence 

We may conclude that for all fully specified submatrices of l1IJ containing B n + 1,0 the 

rank is equal to ~.4) = ~$). Hence, following Theorem 2.1, 1111 has a unique minimal 

rank extension, and, furthermore, by the remark at the end of the previous section the unk­

nown entries B ii, l ~ i < j ~ n , are given by 
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Bu = Si [BBnJ ] 
, n+IJ ' 

(3.2) 

where S; is a solution of 

[ J [ B,,o B,,1 ] 
B i0 B II = Si B B . 

n +1,0 n +1,1 
(3.3) 

Since rank Bn+l,O = '(Jilt) [ B,,o B,,1 ] 
= rank B B , we get that (3.3) is equivalent 

n+l,0 n+l,I 

with 

[ J [/ B,,oB;;.1,0] [ 0 0 ] 
Bio B11 = s, O I B B ' 

n +1,0 n +1,1 

Since we know that (3.3) is solvable, we get that 

where * may be chosen arbitrarily. Let us choose O for * . Then 

(3.4) 

With (3.2) one concudes that the entries of Bi}= B 1oB,,-;. 1_0B,,+ 1,1, 1 ~ i < j ~ n, are 

expressed in terms of the k ( Jilt) variables via a rational expression. Since the k ( Jilt) variables 

may vary over the whole complex plane, these expressions should in fact be polynomial. 

Using the fact that each x ro r = 1, ... ,k (Jilt), appears at most once in the matrices B iO• 

B n + 1,0, and B n + 1 J, we get that each scalar entry in B iJ, being a linear combination of 

determinants of sub matrices of B n + 1,0 , does not contain powers of x r higher than one. D 

Note that for 11 1 > 0 and µ,,, > 0, the number k (Jilt) = 0 if and only if 

e ;; = e ; + 1,; = e , + 1,1 + 1 , i = 1 , ... ,n - 1, 

which should be the case because of Theorem 2.1. 

Let b 11 denote the (i ,j)th scalar entry of B. Since p il (:;k) is either all of IC or a sin­

gleton, the set { b ij I B E ult( Jilt) } is either the whole complex plane or a singleton. 
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IV .4. The Toeplitz case 

This section concerns minimal rank extension problems for lower triangular parts with 

a Toeplitz structure. The extension will also be required to be Toeplitz. By a Toeplitz 

(strict) lower triangular pan we mean a set :Y = { A ij j O ~ j < i ~ n } of matrices of 

sizes II x µ, such that A ; + 1 J + 1 = A ij for all admissible indices (i ,j) . We shall also write :Y 

as :Y = { AP I p = -n , ... , -1}, where AP : = A -p ,o. The partially defined matrix associ-

ated with :Yis 

? ? ? ? 

A_1 ? ? ? 

A_2 A -1 ? ? 
( 4.1) 

A-n+I A-n+2· ? ? 

A_n A-n+I A_1 ? 

By adding a empty first column and an empty last row one may see :Yas a lower triangular 

part of the type considered in ( 1.2). Therefore we may speak of a (minimal rank) exten-

sion of :Y and the minimal lower rank of ff. A block matrix B = [B ij J . ~ is called a 
iJ=O 

Toeplitz minimal rank extension of :Yif B is a minimal rank extension of .'rand in addition 

Bis Toeplitz, i.e., B;+tJ+t = B;j for all admissible indices (i,j). The set of all Toeplitz 

minimal rank extensions of ff will be denoted by .At T ( :Y). At first sight it is not clear 

whether .At T( :Y) * 0. The next theorem shows, among other things, that .At T( 3) * 0. 

The latter result (among all minimal rank extensions of a Toeplitz lower triangular part 

there is a Toeplitz one) may be deduced as well from the minimal degree formula in [37], 

and is suggested in [52]. 

THEOREM 4.1. Let :Y= { AP j p = -1, ... ,-n} be a Toeplitz lower triangular 

pan, with AP of size II X µ,. Then .At T( :Y) is a manifold diffeomorphic to cm, where 

n 
m = m(:Y) = E (ep.p -ep,p-1)(ep,p -ep+l.p), 

p=I 

with for 1 ~ q ~ p ~ n , 

e = rank A (p,q) = rank [A ~P p,q 
A_n 

... A-p;q-1] 

. ' 
A-n+q-1 

(4.2) 
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and e 1,o = 0 = en+l,n· More precisely, there exist polynomials P;J: cm_. C, 

~ i ~ (n + l)v, 1 ~ j ~ (n +!)µ.,such that the matrix polynomial 

is a diffeomorphism. 

We shall not prove Theorem 4.1 in detail, but give a procedure to construct all Toe­

plitz minimal rank extensions which explains along the way the main idea of the proof. 

To describe the construction, we view (4.1) as an (n+l)vX(n+l)µ. matrix of which 

some entries are specified (the ones in AP, p < 0) and some are unspecified, i.e., these 

entries are free variables over C. As in Section IV .1 let c; denote the i -th scalar column 

and r1 the i-th row of the (n +l)vX(n +I)µ. matrix. The specified (given) part of a column 

c or row r we denote by (c) 8 and (r) 8 , respectively. Choose an index setJ 1 C {l, ... ,µ.} 

such that { (c 1) 8 I i E Ji} is a basis for Im A (l,l). Furthermore, choose inductively for 

p = 2, ... ,n an index set JP C {(p-1)µ.+l, ... ,pµ.} such that JP-µ.(:= 

{j-µ. I j E JP}) C Jp-l• { (c 1) 8 Ii EJp} is a linearly independent set of columns 

and 

So compared to the sets JP that we obtained in Section IV .1, these sets JP have the addi­

tional property that JP - µ. C JP_ 1. It is possible to choose J 1, . • . , J n in such a way 

because ffis Toeplitz. Next we make index sets IP' p = 1, ... ,n, for the rows. Choose 

In c {n v+ 1, ... ,(n + l)v} such that { (r;) f I i E In} is a basis for Im A (n ,n)T. Further­

more, choose inductively for p = n-1, ... ,1 an index set IP C {pv+l, ... ,(p+l)v} 

such that IP+ v C IP +I, { (r 1) 8 I i EI P} is a linearly independent set of rows and 

In [52] (see also [12]) a similar procedure of picking out column and row indices is 

described in the setting of Hankel matrices. 
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Let us make the following picture of a block matrix: 

Figure l 

The grey strict lower triangular part corresponds to the specified part. The cross-hatched 
n 

columns and rows correspond to the columns c i, i E J : = U JP , and rows r i, 
p==I 

n 
i E / := U IP. Any (not necessarily block Toeplitz) minimal rank extension can now be 

p == I 

ol:-tained by ,"oosing freely the entries in the cross-hatched part in the upper triangle. But 

we want to find a block Toeplirz minimal rank extension B = [B j-i J . ~ of ( 4.1). Let 
IJ==O 

us start by constructing B 0• For this we look at all the places where B 0 should appear and 

we consider only those entries of B O which are free to choose in each of these places. For 

those entries the choice is free. Make an arbitrary choice for these entries. We get the fol­

lowing picture for B 0• 

Figure 2 

The cross-hatched part stands for the entries which we have just chosen. We claim that the 

rest of Bo is uniquely determined. Let us illustrate this on the 4X4 example 
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r 
B1 

B_1 Bo 
B = B_2 B_1 

B_3 B_2 

which corresponds to Figure 1. Partition B 0 as a 4x4 block matrix suggested by Figure 2. 

So B 0 = (E ij J . 4 
, and the matrices E 21 , E 31 , E 41 , E 32 , E 42 and E 43 correspond to 

I.J=I 

the cross-hatched part. Note that E 11 is of size (v-#/3)X#J3, E 22 is of size 

(#/3-#l2)X(#J2-#13), E 33 is of size (#I2-#I1)X(#J1-#Ji) and E 44 is of size 

#l 1X(µ-#J 1). Now consider the first block column of B and leave out the 11-#/1 scalar 
3 4 

rows corresponding to [E ij J . . . So one has 
i=IJ=l 

l[E"E42E43] E~ l f; E44 

B_1 B<O B9l -1 

B_2 B~ld B9d 
B_3 B~lj B~2j 

with E 44 unspecified. Since 

f; 

[ B "I] B~ll [B_, l 
rank 

B~1d = rank B ~d = rank B_2 = #1 1 , 

B~lj 
B ~lj B_3 

Theorem 2. I yields that a minimal rank extension for this part is uniquely determined. 

Thus E 44 is uniquely determined. Now omit the first block row, and repeat the reasoning 

for the first two block columns of 

This determines [ E 33 E 34 J . Proceeding this way we see that all {E ii } . . are uniquely 
I~] 

determined. Thus when making a Toeplitz minimal rank extension B all the entries in B0 

in the cross-hatched part in Figure 2 are free to choose and all other entries of BO are 
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determined by that choice. This principle also works for the construction of the other BP , 

p ~ 0. By counting the number of entries which are free to choose one finds the number 

m( /!T). 

COROLLARY 4.2. Let n ~ 2. The Toeplitz lower triangular pan /!T has a unique 

Toeplitz minimal rank extension if and only if for some p E {1, ... ,n -1} we have that 

rank A (p,p) = rank A <P +l,p) = rank A <P +l,p +IJ_ (4.3) 

Proof. If e'( :Y) = 0 the statement is trivial, so suppose that e'( :Y) * 0. The situation 

that :Y has an unique block Toeplitz minimal rank extension corresponds to the situation 

when m ( ff) = 0 (use Theorem 4.1). Since the numbers Q q ,q - Q q ,q _ 1 = #1 q form a des­

cending sequence, and the numbers Qq,q-Qq+l,q = #lq form an ascending sequence, we 

have that m (.'Y) = 0 if and only if max { q I Q q ,q - Q q ,q _ 1 * 0 } < 

min { q I Q q ,q - Q q + l ,q * 0}. If this is the case, one may choose in ( 4.3) the integer p 

equal to max{q I Qq,q-Qq,q-l * 0}. Conversely, if (4.3) holds, then Qp,p = Qp+l,p 

= Q P + t ,p + 1 and 

Note the difference between this result and the uniqueness result in Section IV .2, 

where an equation like ( 4.3) is required for all relevant p. 

Since IC is an algebraically closed field the set p ii (cm) is either the whole complex 

plane or a singleton. If a ii denotes the (i ,j)th scalar entry of a matrix A , then the set 

{ ail I A E vltT(:Y) } is either a singleton or the whole complex plane. 

IV .5. Minimal lower rank and inverses 

In this section we show that the minimal lower rank of the lower triangular part of an 

invertible block matrix may be computed in terms of the minimal lower rank of the strictly 

lower triangular part of its inverse. 

THEOREM 5.1. Let T = [TiJ] . ~ be an invenible block matrix with TiJ of size 
IJ=l 

vi x µ. i. So E vi = E µ. i = : N. The inverse of T is panitioned according to the panition-
n . 

ing of T: T- I = [s ij J . . ' where s ij is of size µ. i X V j. Put 
l,J=l 

:Y= { Tu I I ~ j ~ i ~ n}, 9'= { sii I I ~ j < i ~ n }. (5.1) 
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Then 

is of size ( s 1 + s 2) x ( r 1 + r i) , then from Theorem 1. 1 in [9] we obtain that 

rank C +s2 = rank -y+r2• 

Applying this on the identity 

we obtain that 

n n 
rank T(p,q)+ E P.j = rank s(q+l,p-1)+ E "J· 

j=q+I j=p 

Here T(p,q) and s(p,q) are assumed to be zero when p or q is not in {l, ... ,n }. But then 

n n-1 n n-1 n n 
E rank T(p,pl+ E E µ.1 = E rank s(p+t,p-Il+ EE "J (5.2) 

p=I p=lj=p+I p=2 p=lj=p 

and 

n-1 n-1 n n-1 n-1 n E rank T(p +l,p) + E E µ. 1 = E rank S(p +1,p) + E E "1 • (5.3) 
p=I p=IJ=p+I p=I p=lj=p+I 

Subtracting (5.3) from (5.2) gives together with Theorem 1.1 that 

and the theorem is proved. D 

n 
Jtff) = -Jt:9')+ E "j • 

j=I 

In the special case when S ii = 0 for all 1 ~ j < i ~ n Theorem 5. I states that 

t{ ff) = N . In other words, in that case changes in the strict upper triangular part of T does 

not spoil the invertibilty of T. This result may also easily be derived by using Kramer's 

rule. A more interesting corollary of Theorem 5. l concerns the following result of E. 

Asplund [4]. 
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COROLLARY 5.2. Let T = (ttj J . ~ be an invenible n xn scalar matrix and 
IJ=I 

denote T- 1 = [sij]. _n • Let p E {O, ... ,n-1}, and let 6denote the lower triangular 
l,J=I 

part 6 = { t 11 I l ~ j < i +p ~ n } . Then ~ 6) = p if and only if s 11 = 0, j < i -p , 

andsJ+pJ -:I= O,j = l, ... ,n-p. 

Proof. First let p =0. Then ~ 3) = 0 if and only if T is upper triangular, but this 

holds if and only if S is upper triangular, and since S is invertible its diagonal elements 

can not be zero. Next, let p E {O, ... ,n -1 }. View T as a (n -p + 1) X(n -p + 1) block 

matrix where the first p columns of T and its last p rows are taken together. In S this 

corresponds to taking together the first p rows and the last p columns. Applying now 

Theorem 5 .1 we get that ~ 6) = p if and only if the partially defined matrix 

has minimal lower rank equal n -p, which is precisely its order. Use now the p =0 case to 

see that this can only happen when s1j = 0, j < i -p and sj+pJ -:I= 0, j = l, ... ,n -p. □ 

With Corollary 5.2 together with its upper triangular analogue (which one may obtain 

by reversing the order of the rows and columns) one can describe those scalar matrices 

whose inverses are band matrices. We will not do this here since it would involve new 

notations. In this way one may recover results from [8] and [60). 

IV .6. Connections with the partial realization problem 

Let M 1, • • • ,Mn be a given finite sequence of PXµ, matrices. A system 

E = (A ,B , C) of matrices, where A ,B and C are matrices of sizes l xi, 1 Xµ, and .,, xi, 

respectively, is called a realization of M 1, • • • , Mn if 

The space C1 on which A acts is called the state space of the realization E. If 

E = (A ,B , C) is a realization of M 1, • • • ,Mn and S is invertible, then 

( S - I AS , S - l B , CS) is also a realization of M 1, • • • ,Mn , which is called similar to the 
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realization E. Note that similar realizations have the same state space dimension. Follow­

ing (37], we call the smallest possible state space dimension of a realization of 

M 1, • • • ,M,, the degree of M 1, • • • ,M,, A realization of M 1, · • · ,M,, is called 

minimal if its state space dimension is equal to the degree of M 1, • • • , M,, . The problem 

of partial realization, which was introduced by R.E. Kalman in (51] and [52], consists of 

fit~ding all minimal realizations of M 1, • • • , M,, . 

Let us make the connection with the minimal rank extension problem considered in 

Section 4. Consider the partially defined matrix 

? ? ? ? 

M,, ? ? ? 

M,,_1 M,, 
(6.1) 

Mz M3 ? ? 

M1 Mz M,, ? 

There is a 1-1 correspondence between the set of non-similar minimal realizations of 

M 1, • • • ,M,, and the set of Toeplitz minimal rank extensions of (6.1). In one direction 

the correspondence is simple: If E = (A , B , C) is a minimal realization of M 1, • · • , M,,, 

then the matrix [cAi-i+nB). ~ is a Toeplitz minimal rank extension of (6.1), and 
IJ=O 

similar minimal realizations give the same Toeplitz minimal rank extension. The other 

direction is more involved. For this we refer to (12] and [37], where instead of the Toeplitz 

the Hankel version is considered. Thus Theorem IV .4.1 yields the following corollary. 

COROLLARY 6.1. Let M1, • • • ,M,, be given vxµ matrices. The set 
00 

.At(M 1, • • • ,M,,) C IlC"x", defined by 
i=I 

00 

{ (CA i- 1B) I (A ,B, C) is a minimal realization of M 1, • • • ,M,, }, 
i=O 

is a manifold diffeomorphic to cm<..-".). Here .At is the Toeplitz lower triangular part 

corresponding to (6.1) and m(ult) is defined in (4.2). The diffeomorphism acting from 

cm<..-".) onto .At(M 1, • • • ,M,,) may chosen to be a polynomial. 

The case when there is only one minimal realization (up to similarity) corresponds to 

the case when m(vlt) = 0. With Corollary 4.2 one sees that this happens if and only if for 

some p E { 1, ... ,n -1} 
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rankMCP.Pl = rankM(p+l.p) = rankM(p+l.p+I), 

where 

This is a somewhat other version of the characterization of uniqueness of minimal realiza­

tions (up to similarity) given in Theorem 2.l(iii) in [12]. 

IV. 7. General patterns 

Up to now we only considered minimal rank extensions for partially defined matrices 

with given entries in a triangular form. In this section we consider the case when the given 

entries are not necessarily located in a triangular part. Let us introduce some notations. Let 

J be a pattern, i.e., a subset of {l, ... ,n}x{l, ... ,m}. Let Ai/• (iJ) E J, be given block 

matrices of size " i X µ. 1 . We call a block matrix B = [B ii ) . n . m , with B Ii of size 
1=!J=l 

i, 1 xµ. 1 , an extension of JI= {Aii I (iJ) E J} if Bii = AiJ• (i,j) E J. The minimal 

rank of JI is defined by 

~ JI) : = min { rank B I B is an extension of JI } , (7 .1) 

and all extensions of JI which attain the minimum in (7 .1) are called minimal rank exten­

sions of JI. We shall call the pattern J triangular if there exist permutations u on { 1, ... ,n } 

and T on {l , ... ,m} such that 

J uT := { (u(i),TU)) I (i J) E J} 

has the property that (i J) E J uT implies 

{ (k ,r) I i ~ k ~ n , 1 ~ r ~ j } C J uT. 

Since the minimal rank extension problem does not change when one permutes rows and 

columns, Theorem 1.1 gives a formula for the minimal rank in the case that J is triangular. 

In fact, in that case the minimal rank is determined by the ranks of certain fully specified 

submatrices. The following example shows that for a general pattern the number ~"") 

depends, in general, upon more data. 

Consider the following partially defined matrices 



- 122 - Matrices 

(7.2) 

In both matrices all fully specified submatrices have rank 1, but the matrix on the left hand 

side in (7.2) has minimal rank 1 while the other has minimal rank 2. 

The question arises for which patterns the minimal rank is determined by the ranks of 

fully specified submatrices. Let us be more precise. We call R C { 1, ... ,n } x { 1, ... ,m } a 

rectangular pattern if R is of the form R = I xi. A pattern J is called rank determined if 

for given .A= { Al} I (i J) E J} and .4 = { Al} I (i ,j) E J}, with A I1 and A 11 of size 

v I Xµ. 1, the minimal ranks '1:4) and '1:4) are equal as soon as 

rank [A 11 J = rank [Ai- J 
(IJ)ER '.I (iJ)ER 

for all rectangular patterns R C J . 

A convenient way to describe matrix patterns is via bipartite graphs. Given a pattern 

J, the corresponding (undirected) bipanite graph G(J) has vertices 

{v 1, ••• ,vn,u 1, ... ,um}, and (v 1,u1) is an edge in G(J) if and only if (iJ) E J. A 

bipartite graph G is called chordal if there are no minimal cycles of length ~ 6. In a 

bipartite graph all minimal cycles have even length. See, e.g., [44) for further properties of 

chordal bipartite graphs. Note that the bipartite graph corresponding to the pattern of the 

partially defined matrices in (7 .2) is not chordal. 

THEOREM 7 .1. If the pattern J is rank determined, then the corresponding bipanite 

graph G(J) is chordal. 

Proof. Suppose that G(J) is a 2k-cycle, k ~ 3. Applying a permutation and leaving 

out fully unspecified rows and columns a partially defined matrix with pattern J looks like 

a1 b1 ? ? ? ? 

? a2 b2 ? ? ? 

(7.3) 
? ? ? ? ak-1 bk-I 

bk ? ? ? ? ak 

Let a 1 ,b I be non-zero numbers. Then the ranks of all fully specified submatrices of (7 .3) 

are equal to 1. On the other hand one easily checks that the minimal rank of (7 .3) is 1 if 

II a 1 = II b I and 2 otherwise. Thus J is not rank determined. 
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Suppose that G(J) is not chordal. Then G(J) contains a 2k-cycle, for some k ~ 3. 

This means that any partially defined matrix corresponding to J contains a submatrix as in 

(7 .3). Choosing the given entries outside this submatrix equal to 0, one may use the same 

reasoning as above in order to show that J is not rank determined. D 

It remains an open question whether the converse of Theorem 7 .1 is true. 

CONJECTURE 7 .2. Let J be a pattern for which the corresponding bipanite graph is 

chordal. Then J is rank detennined. Moreover, if .,el= { A ij I (i ,j) E J } is a given pan, 

then 

I( A) = max I ( { A iJ I (i ,j) E T} ) , 
T 

where the maximum is taken over all triangular T C J. 

Note that (7.4) is true if = is replaced by ~. 

The conjecture would, for instance, imply that the minimal rank of 

[ A B ?] 
? C D 

is equal to 

rank [:] + max { rank [ A BJ - rank B , rank [ C DJ - rank D }. 

(7.4) 

(7.5) 

The latter statement is indeed true. To see this put r 1 = rank [A BJ - rank B and 

r 2 = rank [ C DJ - rank D. Suppose r 1 ~ r 2 • Then select r 1 linearly independent 

columns in A which span together with Im B the image of [ A BJ . Replace the 

corresponding columns in the (2, I) entry of (7 .5) by the r 2 linearly independent columns 

from D that together with Im C span Im ( C DJ . Now all the columns in D are 

linearly dependent of the columns on the left of D in (7 .5). Thus it follows that the 

minimal rank of (7 .5) is equal to the minimal rank of ( :? : ] , where * denotes the 

columns we just filled in. The minimal rank of the latter is equal to rank [:] + r 1• 

More evidence for the correctness of Conjecture 7 .2 may be found in [14]. 
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CHAPTER V. TRIANGULAR OPERATORS 

This chapter concerns minimal rank extensions of operators which act on infinite 

dimensional Hilbert spaces and are triangular relative to chains of orthogonal projections. 

Section I presents the main results for the case of finite chains. Preliminaries on lower tri­

angular parts of an operator relative to arbitrary chains of projections appear in Section 2. 

In Section 3 formulas are given for the minimal lower rank. In Section 4 the case when 

there is only one minimal rank extension is characterized. Section 5 presents a construction 

to obtain all minimal rank extensions. In Sections 6 and 7 the results are specified for 

semi-infinite operator matrices and for kernels of integral operators, respectively. Section 8 

treats minimal rank extensions of difference kernels and in Section 9 the connections with 

systems theory are made. 

V .1. Finite chains 

Let Z and Y be separable Hilbert spaces over C, and let fJ' = {P 0, • • • ,P n} and 

:ll = {Q0, • • • ,Qn} be finite chains of orthogonal projections on Zand Y, respectively. 

See [41], Section I.3, for the definition. We do not assume that fJ' and :ll are bordered, 

i.e., IP and :ll are not required to contain the operators O and /. We define the lower tri­

angular pan of T relative to the chains IP and :ll to be the operator 

n 
$.T;fJ',21) := (l-Qo)TP1 + L, (l-QJ-1)T(P1-P1-1), 

}=2 

(1.1) 

Note that in formula ( 1. I) the projections P O and Q n do not play any role. If IP and :ll are 

bordered ( and thus P n = I and Q O = 0), then ( 1. 1) can be rewritten as 

n 
$.T;fJ',21) := L, (I-Qj-l)T(P1-P1-1) = 

j=I 

n n 
= L, 'E,(Qi-Qi-1)T(P1-P1-1) · 

J=I i=J 

The operator $.T;fJ',21) may be represented as a lower triangular operator matrix. To see 

this, put Z0 = Im P O, Zi = Im (Pi-Pi_ I) (i = 1, ... ,n), Zn+I = Im (1-Pn), YO = 
Im QO, Yi= Im (Q;-Qi_ I) (i = 1, ... ,n), and Yn+I = Im (1-Qn). Then 

n +I n+I 
Z = <B Zi , Y = <B Yi. 

i=O i=O 
( 1.2) 
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Decompose T = ( J n+I 
TiJ relative to the decompositions in ( 1.2) of Z and Y. Then 

IJ=O 

0 0 0 0 0 0 0 

T1,o T1,1 0 0 0 0 0 

T2,o T2,1 T2,2 0 0 0 0 

.!l(T;~.\l) = ( 1.3) 

Tn-1,0 Tn-1,I Tn-1,2 Tn-1,3 Tn-1.n-1 0 0 

Tn,o Tn,I Tn,2 Tn,3 Tn.n-1 Tn,n 0 

Tn+l,O Tn+l,I Tn+l,2 Tn +1,3 Tn+l,n-1 Tn+l,n 0 

The operator T : Z --+ Y is said to be of finite ( IP, .\l)-lower rank if there exists a finite 

rank operator K : Z--+ Y such that .!l(T;~.\l) = .!l(K;IP,.\l}. In that case K is called afin­

ite rank extension of .!l( T; ~ .\l) . Note that T is of fin;te ( IP, .\l)-lower rank if and only all 

the T 11 appearing in the representation ( 1.3) are of finite rank, which in tum is equivalent 

to saying that .!l(T;IP,.\l) has finite rank. The minimal (IP,.\l)-lower rank of T is by defini­

tion the smallest possible rank of a finite rank extension of .!l(T;~.\l). In other words, the 

minimal (IP,.\l)-lower rank ~T;~.\l) of Tis given by 

~T;IP,.\l) := min{ rank K I .!l(T;IP,.\l) = .!l(K;IP,.\l)}. (1.4) 

All K's ~or which the minimum in ( 1.4) is attained are called minimal rank extensions of 

.!l(T;~.\l). The operator T is called (~.\l)-lower unique when .!l(T;IP,.\l} has only one 

minimal rank extension. We have the following theorems. 

THEOREM 1.1. Let T : Z --+ Y, and let IP= {P0, · · · ,P n} and t1J = 
{Q0, • • • ,Qn} be finite chains of onhogonal projections on Z and Y, respectively. 

Assume that Tis of finite (IP,.\l)-lower rank. Then 

n n-1 
~T;~.\l) = E rank (l-Qp-i)TPp - E rank (l-Qp)TPp. (1.5) 

p=l p=l 

Proof. We use the decompositions (1.2) and the representation (1.3). If Z and Y are 

finite dimensional, the theorem follows directly from Theorem IV .1.1. For the general 

case make decompositions 

Z - z(l)4'z(2) y - y(1)4'y(2) 1· = 0 n +l 
i - I w I • I - I w I • ••·•• • 

such that zf 1> and yp> are finite dimensional and relative to these decompositions T 11 is of 

the form (~ ~] . Since all TiJ in (1.3) are of finite rank, such decompositions exist. But 
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then the theorem follows immediately from the finite dimensional case. D 

An alternative proof of Theorem 1.1 may be found in [65). 
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THEOREM 1.2. Let T : Z -+ Y, and let f§J = {P0, · · · ,P n} and 

fll = {Q0, • • • ,Qn} be finite chains of onhogonal projections on Z and Y, respectively, 

with P n = I and Q O = 0. Assume that T is of finite ( ;§>, fll)-lower rank. Then the following 

are equivalent. 

(i) Tis (/P,fll)-lower unique; 

(ii) the operators 

all have the same rank; 

(iii) the operators 

all have the same rank; 

( 1.6) 

( 1.7) 

Theorem IV .2. I is the finite dimensional version of Theorem 2. I. Theorem 1.2 will 

follow as a special case of Theorem 4.1, and will not be used before. Note that the opera­

tors in ( 1.6) and ( I. 7) are exactly the ones which appear in the formula for the minimal 

lower rank in Theorem 1.1. 

V .2. Arbitrary closed chains 

2.l. Lower triangular parts and minimal rank extensions. Let Z and Y be separ­

able Hilbert spaces over C, and Jet f§' and fll denote closed chains of orthogonal projections 

on Z and Y, respectively. Lett ... Pt and t ... Qt be parametrizations (see [41), Section 

V .1) of f§' and fll defined on the same closed subset A of the extended real line 

IR U { - oo, oo}. We shall refer to A as the parameter set of f§J and fll. We do not assume 

that the chains f§' and fll contain the operators O and /. For a closed subset A of A we put 

f§' 11 = { P I I t E A} and fll 11 = { Q 1 \ t E A}. Note that also f§' 11 and fll 11 are closed 

chains on Z and Y, respectively, with parameter set A. A finite subset 

{a 0 ,a 1, • • • ,an_ 1 ,an} of A is called a panition of A if a i < a j (i < j), a O = min A 
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and otn = max A. Obviously, any partition of A is a closed subset of A. 

For a partition 1r of the parameter set A the operator !J,{T;/Pr,I!lr) is defined by for­

mula ( 1.1). By definition the lower triangular part of T relative to the chains IP and I!l is 

the operator 

!t\'.T;.¥,~ := lim !t(T;/Pr,I!lr), (2.1) 
'If 

provided the right hand side exists. The limit in (2.1) should be understood as follows. 

For every E > 0 there exists a partition 'II", of A such that 

for all partitions 'II" of A such that 1r, C 1r. (Note that for finite chains the definitions in 

(l.l) and (2.1) coincide.) It is known ([41], Sections 1.10 and III.7) that for a Hilbert­

Schmidt operator T the operator !t(T;/P,~ is well-defined when /P = I!J. This result also 

holds for /P * I!l. To see this note that !t(T;.¥,~ equals the (2,1) entry of the operator 

(2.2) 

where /P® I!l is the chain on Z ® Y given by 3'® I!l = { Pt® Q, I t E A } , and the opera­

tor (2.2) exists if T is Hilbert-Schmidt. In particular, if T has finite rank, then f,l;{T;/P,~ 

exists. To illustrate the definition of the lower triangular part, let us consider the following 

example. 

EXAMPLE 2.1. Let k be a Hilbert-Schmidt kernel defined on the square 

[0,2]X[-l,l], and let K: L2[-l,l] ➔ L2[0,2] be the corresponding integral operator, i.e., 

I 

(Kf)(t) = jk(t,s)f(s)ds, 0 ~ t ~ 2, a.e .. 
-I 

Further, let P, and Q, be the orthogonal projections on L2[-l,l] and L2[0,2], respectively, 

defined by P,f = X[-t,,:if and Q,f = 'X.[o,,{ ( tE[0,l] ). (Here XE is the function 

which takes the values 1 on E and zero elsewhere.) Then, the lower part L of K relative to 

the chains /P= { P, I t E [0,1]} and I!l = { Q, I t E [0,1]} is the operator 

min{t ,I} 

(Lf)(t)= j k(t,s)f(s)ds, 0 ~ t ~ 2. 
-I 

The operator T : Z ➔ Y is said to be of finite (.¥,~-lower rank if there exists a finite 
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rank operator K: Z _. Y such that 2(T;@,~) = 2(K;@,~). (Such an operator is also 

called lower separable relative to the given chains of orthogonal projections, cf. [33] and 

also [48], [65] and [49].) In that case K is called afinite rank extension of 2(T;g>,IZ), The 

minimal (g",IZ)-lower rank of T is by definition the smallest possible rank of a finite rank 

extension of 2(T;@,IZ}. In other words, the minimal (@,IZ)-lower rank 4T;@,IZ) of T is 

given by 

4_T;.~.IZ} := min{ rank K I 2(T;@,IZ} = 2(K;@,I!l)}. (2.3) 

All K's for which the minimum in (2.3) is attained are called minimal rank extensions of 

2(T;@,IZ). The operator T is called (g",IZ)-lower unique when 2(T;&',~) has only one 

minimal rank extension. 

The next lemma contains a few simple observations. The proof of this lemma is sim­

ple and therefore omitted. 

LEMMA 2.2. Let T : Z _. Y be a ([i>,IZ}-lower separable operator, and let A and A 1 

be closed subsets of A with A C A 1, min A = min A 1 and max A = max A 1• Then 

(ii) if K is a finite rank extension of 2(T;:Pt:,.,~t:,.), then K is a finite rank extension of 

2(T;:Pt:,.,,2lt:,.); 

(iii) 4_T;&'t:,.,2lt:,.) ii:;; 4T;g>t:,.,•~t:,.)• 

2.2. Reduction to finite chains and C-partitions. In the analysis of minimal rank 

extensions problems in the context of arbitrary chains reduction to finite chains plays an 

important role. An important tool for such a reduction is the following special class of par­

titions. Let K ; Z _. Y be a finite rank operator. Consider the maps 

n 1 : A ➔ { 0,1, · · · , rank K} , n 2 : A ➔ { 0,1, · · · , rank K} 

defined by 

(2.4) 

Note that n I is monotonically decreasing and n 2 is monotonically increasing. Furthermore, 

n I is right continuous and n 2 is left continuous. For instance, the right continuity of n I can 

be shown in the following way. Since t ,_ Q 1 is continuous in the strong operator topol­

ogy and K has finite rank, the map t ,_ (l-Q 1)K is continuous in the operator norm. 

Take s E A. Observe that (l-Qs)K is injective on [ Ker (1-Qs)K].1. So there exists 
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t 0 E A, t 0 > s such that (1-Qr)K is injective on [ Ker (l-Q 5 )K].i for s ~ t < 10 . It 

follows that n 1(1) ~ n 1(s) for s ~ t < t 0 . On the other hand, we always have 

n 1(t) ~ n 1(s) for t ~ s. Thus n 1(t) = n 1(s) for s ~ t < t0, which proves that n I is 

right continuous. We call a partition 1r of the parameter set A a C-panition for &', ill and 

K if the functions n I and n 2 are continuous on A\ 1r. The C in C-partition stands for con­

stant, referring to the fact that on the open intervals of A\ 1r the functions n I and n 2 are 

constant. Note that for any finite rank operator K there exists a C-partition for &', Ii and 

K. If 1r is a C-partition for /P,Ii and K, then any partition 1r' finer than 1r is again a C­

partition for &', Ii and K. The intersection of two C-partitions for &', Ii and K is again a C­

partition for fP,ill and K. Hence there is a coarsest C-partition 1r 0 for &',Ii and K, and it 

follows that the partition 7r of A is a C-partition for fP, Ii and K if and only if 1r O C 1r. 

V .3. Minimal lower rank 

Let Z and Y be separable Hilbert spaces over C, and let fP and Ii denote closed chains 

of orthogonal projections on Z and Y, respectively, with common parameter set A. For 

-y E A denote the predecessor of -y in A by -y •, i.e., put -y" : = sup{ a E A I a < -y} if 

-y * min A and (min A)• : = min A. The points where -y • * -y correspond to jumps in 

the chains. Let T be of finite (&',Iz)-lower rank. Consider a partition 1r = {a 0, · · • ,an} 

of A with a set of intermediate points 7 7f = { 7 1, • • • , 7 n } . This means that 7 1r C A, 

ai-l < 7; ~ a; and7;* * a; fori = 1, ... ,n. We define the number 

n n-1 
A(7r,7 r,T) := E rank (l-Q 7 ;")TP 71 - .E rank (l-Q 0 ,)TP a,· (3.1) 

i=l i=l 

Note that for any partition 1r of A there exist sets of intermediate points 7 r with the proper­

ties mentioned above. Indeed, if (a;_ 1,a;) n A= 0, then one can choose 7; = a;; oth­

erwise one can take for 7; any point in the intersection of (a;_ 1 ,a i) and A. 

THEOREM 3.1. Let T: Z - Y be of finite (fP,fll)-lower rank, then 

l(T;fP,Ii) = max A( 1r ,7 r,T), (3.2) 
'K,T,.. 

where the maximum is taken over all possible panitions 1r of the parameter set of &' and ill 

and over all sets 7 1r of intermediate points corresponding to 1r. Moreover, the maximum in 

(3.2) is attained whenever 1r is a C-panition for fP, ill and some finite rank extension of 

II?( T;fl', f!l) and 7 7 is some set of intermediate points corresponding to 1r. 
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THEOREM 3.2. Let T be of .finite (3>,11)-lower rank, and let K be a.finite rank exten­

sion of !t{T;:P,1/). Then 

~T;:P,11) = min{ ~K;fl>,,:,fe.,) I 'll' partition of A} (3.3) 

and in (3.3) the minimum is attained whenever 'll' is a C-panitionfor fl>,fe and K. 

In order to prove Theorem 3.1 we need the following lemma. 

LEMMA 3.3. Let K : Z ➔ Y be a finite rank operator, and let 1r = {a 0, • • • ,an} 

be a C-panition for l1', fe and K. Fix i , j E { 1, ... ,n } . Then 

for 'Y ,f, E A with a 1 _ 1 < 'Y ~ a I and a 1 _ 1 ~ f, < a 1. 

Proof. Let 'Y, f, EA be such that a 1_ 1 < 'Y ~ a 1 and a 1_1 ~ f, < a 1. Write 

K = FG, where F : X ➔ Y is injective, G : Z ➔ X is surjective and X is a (finite dimen­

sional) Hilbert space. Since r is a C-partition for fl>,fe and K, and G is surjective, it fol­

lows that rank (1-Qr,)F = rank (l-Qa1_,)F and hence dim Ker (/ -Qr,)F = dim 

Ker (1-Qa1_,)F. Since Ker (l-Qa1_,)F C Ker (1-Qr,)F, we get that Ker 

(l-Qa1_,)F = Ker (1-Qr,)F. Analogously, Im GP'Y = Im GP a,· Hence 

rank (1-Qa )KPa = rank (1-Qa )FGPa = 
J-1 I J-1 I 

dim Im GPa - dim ( Im GPa n Ker (1-Qa )F) = 
' ' J-1 

dim Im GP 'Y - dim ( Im GP 'Y n Ker (l-Q6)F) = 

rank (1-Qr,)FGP 'Y . □ 

Note that for a finite rank extension K of !t{T;f1>,1l) 

(3.4) 

Proof of Theorem 3.1. Let K be a minimal rank extension of !t{T;fP,11), 

r = {a 0, • ,an} a partition of A and Tr= {-r 1, • • • ,Tn} a set of intermediate points 

belonging to 1r. Since K is a finite rank extension of !t{K;fl>,,:,Rl,,:) and rank K = 
~T;ll',11) = 4_K;f1>,1l) ~ 4_K;f1>,,:,Rl,,:), the operator K is a minimal rank extension of 

!t{K;f1>1t,Rl,,). So from Theorem 1.1 we get that 

n n-1 
rank K = E rank (l-Qa,_,)KP a, - E rank (l-Qa)KP a,• (3.5) 

i=I i=I 
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Further, (l-Q,,)KP ,,, = (l-Q,,,)TP <>;(because of (3.4)). So from (3.5) we deduce that 

t(T;3',!ll) = rank K ~ A(1r,T,,,T). 

Hence max X.(1r,T,,,T) exists and is majorized by t(T;:!',f!l) . 
..-.r..-

Next, in addition to our earlier hypothesis, assume that 1r is a C-partition for 3',f!l and 

K. Then (by Lemma 3.3 and formula (3.4)) 

Using (3.5) we get that t(T;3',!ll) = rank K = X.(1r,T -r,T) for this particular 1r and T ,,. □ 

Proof of Theorem 3.2. Let K be a finite rank extension of Il?(T;3',!ll). Obviously, 

t( T;3', !ll) = t(K ;3', !ll) ~ t(K ;3',r, f!l,,) for any partition 1r of the parameter set A. Now 

assume that 1r = { a 0, • • • ,an } is a C-partition for 3', fl and K, and let 

T 1r = {T 1, · · · ,T n} be a set of intermediate points belonging to 1r. Formula (3.4) allows 

us to replace the operator T in the right hand side of (3.1) by K. Since rank 

(l-Qa;_)KP <>; = rank (l-Qr;)KP r; (Lemma 3.3), we get that 

n n-1 
t(T;3',f!l) ~ X.(1r,T-r,T) = E rank (l-Q,,;-i)KP,,; - E (l-Q,,)KP,,;. (3.7) 

i=I i=l 

Using that the right hand side of (3.7) equals t(K;3'.,,,f!l,r), we obtain t(T;3',!ll) ~ 

t(K;3'-.:,f!l1r) ~ t(K;3',f!l) = t(T;3',!ll), which completes the proof. □ 

V .4. Uniqueness 

Recall that an operator T of finite ( 3', !ll)-lower rank is called ( .'¥, !ll)-lower unique if 

Il?(T;&',f!l) has only one minimal rank extension. We have the following characterization of 

lower uniqueness. Put X. 0 = min A and X. 1 = max A. 

THEO REM 4 .1. Assume that I E 3' and 0 E f!l. Let T : Z -+ Y be of finite ( 3', !ll)­

lower rank. Then the following are equivalent. 

(i) Tis (3',!ll)-lower unique; 

( ii) the operators 
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(iii) the operators 

all have the same rank. 
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Funhermore, in that case the minimal (:P,~-lower rank ~T;:P,~ is equal tor. 
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(4.1) 

(4.2) 

First we need some preliminaries on seperable representations. Let K : Z --. Y be a 

operator with finite rank. A pair of operators {F ,G }, where F : x--. Y and G : Z--. X, is 

called a separable representation of K if X is a finite dimensional inner product space and 

K = FG . The space X is called the internal space of the representation and its dimension 

the order. Two separable representations {F 1,G 1} and {F 2,G2} with internal spaces X 1 and 

X 2, respectively, are called similar if there exists an invertible operator S : X 1 --. X 2 such 

that F 1 = F 2S and G 1 = S - 1 G 2 • Note that two similar representations have the same 

order. A separable representation {F ,G} of K is called a minimal separable representa­

tion if among all separable representations of K the order of {F ,G} is as small as possible. 

It is clear that any finite rank operator K : Z --. Y has a (minimal) separable representa­

tion. 

LEMMA 4.2. Let K : Z--. Y be an operator with finite rank, and let {F ,G} be a 

separable representation of K. Then the following are equivalent: 

(i) {F ,G} is a minimal separable representation of K; 

( ii) the order of {F ,G } is equal to the rank of K; 

(iii) F is injective and G is surjective. 

Moreover, if {F1,Gi} and {F2,G2} are minimal separable representations of K, then they 

are similar. 

Proof. The implication (iii),.. (ii) is evident. To prove (ii),_. (i) note that the order of 

a separable representation is always greater than or equal to the rank of K. So when equal­

ity holds the separable representation must be minimal. 

Next we show (i),.. (iii). It is easy to see that K can be written as K = F 'G' with 

F' : X' --. Y an injective and G' : Z --. X' a surjective operator. Take for instance X' = 
Im K, F: X'--. Y the inclusion and G = K: Z--. Im K. So, dim X' = rank K. 
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Suppose that F : X -+ Y is not injective, then dim X' = rank K ~ rank F < dim X. 

So {F ,G} is not a minimal separable representation of K. In the same way the assumption 

that G is not surjective leads to a contradiction. 

To prove the last part assume we have K = F 1G 1 = F 2G 2 with F 1, F 2 injective and 

G 1, G2 surjective operators. Let Gf-Il and Gj-Il be right inverses of G 1 and G2, respec­

tively, and let F ;- l) and F j - I I be left inverses of F I and F 2, respectively. Define 

S := G2Gf-l) = Fj-l)F, and T := Ff- 1lF2 = a,a~-l). Then ST= 

Fj-llF 1G 1G1-Il = F1- 1lFp 2G1-IJ = I. In the same way TS= I. Furthermore, F 2S 

F 2G 2Gf-Il = F 1G 1G/- 1> = F 1 and G 1 = TG 2, proving the proposition. □ 

Proof of Theorem 4.1. We prove (i) =? (iii) =? (ii) =? (i). In order to prove (i) =? 

(iii) suppose that there are 'Y;, a; E A with Ao < 'Y; ~ a;, a; -:;:. A 1 (i = 1,2) and 

a 1 ~ a 2 such that rank (l-Q 0 ;)TP ,,, -:;:. rank (l-Q 0 ;)TP ,,,. Then rank 

(l-Q 0 ;)TP,, 1 -:;:. rank (1-Qu;)TP,,, or rank (1-Q";)TP,,,-:;:. rank (1-Qu;)TP,,,. So 

without loss of generality we may assume that either a 1 = a 2 or 'Y 1 = 'Y 2. We shall obtain 

a contradiction for the second possibility; for the first one the proof is similar. 

So let us assume that 'Y 1 = 'Y 2 =: 'Y and hence a 2 < a 1• Note .:hat 'Y ~ a~. Let A 

be a minimal rank extension of !B._T;f§',1!). Then 

(1-Q";)AP ,,, and hence 

rank 

Put 2 1 = P,,Z, Z2 = (Pu;-P,,)Z, 2 3 = (l-P 0 ;)Z and Y 1 = Q,,, Y2 = (Q 0 ;-Q,,)Y, 

Y 3 = (l-Q 0 ;)Y. Note that 2 2 and Y2 may be trivial spaces. In fact, this happens if and 

only if 'Y = a;. All other spaces are nonzero. Writing A= (A;j)iJ=I: 

Z 1 0Z 202 3 -+ Y 1 0 Y 20 Y 3, we have that rank A 31 < rank (col(A j 1) J = 1). So there 

exists a (nonzero) vector c/> E Z 1 such that col(A 11)J= 1c/>-:;:. 0 and A 31 ct> = 0. Let YI be a 

nonzero vector in Z 3, and define C : Z -+ Z by C YI : = ct> and Cv : = 0 for v E M, where 

M is a closed linear suspace of Z with Z 10Z2 CM and 2 3 C span {\l,}0M. Put 

A' : = A (I +C). Since I +C is invertible (with inverse/ -C), rank A = rank A'. Furth­

ermore, !B._A ;&',1!) = !B._A ';&',1!), which one obtains from Lemma 2.2(i) with ~ = 

{Ao,'Y,11;,A 1 } CA. Thus !B._T;f§',1!) = !B._A ';f§',1!). So A' is a minimal rank extension of 

fB.. T ;:i', 1l) which is different from A (because AC -:;:. 0). Contradiction. 

In order to prove (iii) =? (ii) note that the set of operators considered in (ii) is a sub­

set of tht: set of operators considered in (iii). To see this, take a = 'Y if Ao < 'Y E A and 
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-r• * >. 1 (case (4.1)) and take u == inf{a > -y I a EA} if >. 0 < -y EA and -y * >. 1 

(case (4.2)). Note that in the latter case u• = -y * >. 1• 

We end with (ii) ,.. (i). Let A and A' be minimal rank extensions of Q(T;~g}), and 

let {F ,G} and {F ',G '} be minimal separable representations for A and A ', respectively. 

Assume the ranks of the operators in ( ii) are all equal to r. Theorem 3 .1 yields 

r = l(T;fP,3) = rank A = rank A'. Take >. 0 < -y EA, and assume that -r• * >. 1• Put 

T<'Y> = (1-Q'Y•)TP -y· Note that 

7'-Y> = (1-Q •)FGP = (1-Q ·)F'G'P 'Y '"( '"( 'Y 

because of formula (3.4). Since rank TC'Y) = r equals the orders of the separable 

representations {(1-Q'Y•)F,GP'Y} and {(l-Q.,•)F',G'P-y} of Th>, it follows that they are 

minimal separable representations of TM. According to Lemma 4.2, this implies that 

for some invertible S(-y). Furthermore, GP'Y and G'P'Y are surjective (Lemma 4.2 (iii)). 

We shall prove that S ( -y) does not depend on the choice of -y. 

Take 'Yt > >. 0 and -y 2 > >. 0 in A. Assume that 'Yt < -y 2 and -ri * >. 1 (and hence 

'Y; * >. 1). From -y 1 < -y 2 it follows that 

S(,.,,_\-IGP = S(,.,,_\-IGp P = G'P P = G'P = S(-y )- 1GP . 
l'l/ 'YI IV '"(2 'YI 'Y2 'YI 'YI ) '"(1 

Thus (S(-yi)- 1-S(-y 1)-1)GP'Y, = 0. But GP'Y, is surjective. Hence S(-yi) = S(-y 1) and 

S : = S (-y) does not depend on -y. 

We have now proved that 

This implies that s- 1 G = G '. For the case when >.; * >. 1 this is evident. Assume 

»; = >. 1• Then there exists a sequence -y 1,-y 2 , • • • in A such that 'Yn < >- 1 (n = 1,2, .. ) 

and -y n i >. 1• But then, since / E a', 

s- 1G = lim s- 1GP = lim G'P = G'. 
n➔oo "Yn n➔oo "Yn 

Next we prove that FS = F'. Put a : = inf { -y E A I 'Y > >. 0}. Obviously, a• = >-o- If 

a > >. 0, then ( 4.3) with 'Y = a implies that FS = F'. Assume that a = >. 0. Then there 

exists a sequence -y 1,-y 2, • • • in A such that 'Yn > >. 0 (n = 1,2, .. ) and 'Yn t >-o, which 
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implies that 

FS = Jim (1-Q •)FS = Jim (1-Q ·)F' = F'. 
n ➔oo 1'n n-+-oo 'Yn 

Here we use that O E f!l. 

Hence the representations {F ,G} and {F' ,G '} are similar. Thus A = A ', and it fol­

lows that Tis (g'>,Q)-lower unique. D 

When / El: .'P or O El: f!l one easily sees that T is ( 3"', fll)-lower unique if and only if 

!l:( T;f/', f!l) = 0. This case corre-sponds to the "strict lower triangular case". 

We end this section with the proof of Theorem 1.2. 

Proof of Theorem 1.2. The equivalence of (i), (ii) and (iii) folows directly from 

Theorem 4.1, as well as the implication (iii) ~ (iv). The implication (iv) ~ (iii) is trivial 

( cf. the proof of Theorem IV .2 .1) . D 

V.S. Construction 

For the construction of all minimal rank extension of a given lower triangular part we 

need the following three theorems. The first two compare minimal rank extensions 

corresponding to a part of the chain to minimal rank extensions corresponding to the full 

chain ( cf. Corollary IV .1 .2) . The third theorem reduces the problem of construction to the 

case of finite chains. 

THEOREM 5.1. Let -y E A, -y -:/=- minA, and put ~ = (-oo,-y] nA. If K is a 

minimal rank extension of !l:(T;.9',f!l), then KP 1 is a minimal rank extension of 

P(T;Y'1:,,,:ll1:,,), Conversely, if K' is a minimal rank extension of !l:(T;Y'1:,,,:ll1:,,), then there 

exists a minimal rank extension K of !l:(T;.9',f!l) such that K 'P 1 = KP r 

Proof. Let K be a minimal rank extension of !l:(T;.'~f!l). Let 1r = {cx 0, • • • ,cxn} be 

a C-partition for .9',f!l and K containing 'Y· Note that (1-Qa)!l:(T;f?,f!l) = !l:(T;.9',f!l). So 

(1-Qa)K is a finite rank extension of !l:(T;Y',fll). It follows that rank (1-Qa)K = rank 

K, because K is a minimal rank extension. This implies that rank (1-Qa)KP 1 = rank 

KP 1 . Suppose that -y = CX;0 , Put 1r 1 = {cx 0,cx;0 ,cx;0 + 1, • • • ,cxn}. Since rank 

K = l(K;,¥,:ll) ~ l(K;Y'1r,,:llr)• the operator K is a minimal rank extension of 

P(K;."1'1r,•f!l1r.). So rank K = l(K;Y'1r,,fll1r.). On the other hand, since K is a minimal 

rank extension of !l:( T; 31, !d), we can use Theorem 3 .2 to show that rank 

K = l(K ;d',,,, fil,,). Thus l(K ;Y'1r, fil1r) -l(K ;fl',,,,, !!l, 11) = 0. Using Theorem 1.1 this identity 
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yields 

rank KP"' = rank (/ -Qa)KP"' = 
Jo 1o 

io lo-I 

E rank (1-Qa,,_)KP a, + E rank (1-Qa)KP a, = l(K;a\2,Rl,.), 
p=I p=I 

where 1r 2 = {a 0 , • • • ,a ;0 }. Since 1r 2 is a C-partition for P t:,.,Rlt:,. and K, and K is a finite 

rank extension of !B,,_T;fY't:,.,f!tt:,.), Theorem 3.2 implies l(T;fY't:,.,Rlt:,.) = l(K;&>1r,,!Jl,,, 2). So 

rank KP 'Y = l(T;&'t:,.,!JJt:,.), and KP 'Y is a minimal rank extension of <£!(T;(1'1:t.,Rlt:,.), 

Let K' be a minimal rank extension of <£!(T;(1't:,.,12t:,.), Since <£!(T;(1't:,.,12t:,.)P -r = 

!.i,,_T;&'t:,.,!Jlt:,.), the operator K'P-r is also a minimal rank extension of IR...T;(1'1:t.,2l1:t.)· Choose 

an arbitrary finite rank extension A of IR... T; (1), Iii), and put A ' = K 'P 'Y + A (I - P 'Y). Then 

A' is also a finite rank extension of fR...T;fP,Iil) and A 'P 'Y = K'P -r· The latter identity 

implies rank A 'P-r = l(T;3't:,.,Rlt:,.), Let 1r = {a 0, • • • ,an} be a C-partition for (1),21 and 

A ' containing 'Y. 

~ = {O,QCim'QCXm+I' 

Let us say 'Y = am. Put rP = {0,P ~ ,P ~ , · · · ,P ~ } arid 
'-"m ....,m+I ...,_n 

,QaJ· Let K be a minimal rank extension of fR...A ';Bl',.@). Then 

K is a finite rank extension of IR...T;:P,Iil), and we shall prove that K has the desired pro­

perties. 

From rank K = l(A ';rP,.@) and Theorem 1.1 it follows that 

n 
rank K = rank A 'P CXm + E rank (1-Qa,_)A 'Pa, 

i=m +I 

n-1 
- E rank (1-Qa,)A 'Pa,· 

i=m 

(5.1) 

Since 1r 1 : = {a 0 , · • • ,am} is a C-partition for (1't:,.,2lt:,. and A 'Pa., ( = K'P a.,), Theorem 

3.2 implies that /(T;ii't:,.,2lt:,.) = /(A 'P "'m;(1',.,,Rl,,). So rank A 'P CXm = i(T;3't:,.,12t:,.) = 

l(A 'P "m;3',,,. 1,!Jl,..,). Now use Theorem 1.1 and formula (5.1). We obtain rank 

K = l(A ';(1'1r,!!l,,) = l(T;3',fl), where the last equality follows from Theorem 3.2. Thus 

K is a minimal rank extension of IR...T;(1',I'l). Further, KP'Y = IR...K;!F,3l)P'Y = 
~A ';.j>,~)P -r = K'P-r. □ 

Analogously one proves the following theorem. 

THEOREM 5.2, Let 'Y E A, with 'Y :;:. maxA, and denote il = ['Y,oo) n A. If K is a 

minimal rank extension of <£!(T;3',!Jl), then (1-Q'Y)K is a minimal rank extension of 
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!l!(T;:1'6 ,!ll::,.). Conversely, if K' is·a minimal rank extension of !l!(T;:1'6 ,!ll6 ), then there 

exists a minimal rank extension K of !l!(T;:1', !ll) such that (I -Q,,)K' = (1-Q,,)K. 

Let T : Z -+ Y be of finite ( fJ>, !ll)-lower rank. Note that Theorem 5. l shows that for 

a minimal rank extension K of !l!(T;fi>,!ll) the rank of KP,, does not depend on the particu­

lar choice of K. In fact, rank KP,,= l(T;:1'6 ,!ll6 ), where A= (-oo,y]nA. From 

Theorem 5.2 we obtain rank (1-Q,,)K = l(T;:1>61 ,!ll::,.,), where A 1 = [y,oo) nA, for any 

minimal rank extension K of !l!( T;fi>, !ll). These observations lead to the following corol­

lary. 

COROLLARY 5.3. Let T : Z-+ Y be of finite (fi>,!ll)-lower rank. If 1r a C-partition 

for :P,!ll and some minimal rank extension of !l!(T;:1',!ll), then 1r is a C-panition for :1',!ll 

and any other minimal rank extension of !l!(T;fl',!ll). 

The following theorem shows that the problem to find all minimal rank extensions of 

!l!(T;fi>,!ll) is in fact a finite chain problem. 

THEOREM 5.4. Let T : Z -+ Y be of finite (fl',!ll)-lower rank. Let K be a finite rank 

extension of !l!(T;fi>,!ll), and let 1r = {a 0, • • • ,an} be a C-panition for fl',!ll and K. 

Then any minimal rank extension of !l!(K;:1'.,,.,!ll,,) is a minimal rank extension of !l!(T;fl',!ll), 

and, conversely, any minimal rank extension of !l!(T;:1',!ll) is a minimal rank extension of 

!l!(K ;:!'.,,., !ll,,). In particular, 

(5.2) 

for any minimal rank extension K' of !l!(T;fi>,!ll). 

Proof. Let K be a finite rank extension of !l!(T;:1',!ll) and 7r = {a 0, • • • ,an} a C­

partition for fl',!ll and K. From Lemma 2.2 it is clear that any finite rank extension of 

!l!(K;fl'.,,.,!ll.,,.) is a finite rank extension of !l!(T;fl',!ll). Furthermore, Theorem 3.2 yields 

l(T;:1',!ll) = l(K;:1'.,,.,!ll.,,.). From these two observations it follows that any minimal rank 

extension of !l!(K;fl',,,,!ll.,,.) is a minimal rank extension of !l!(T;:1',!ll). 

To prove the converse, let K' be a minimal rank extension of !l!(T;fl',!ll). Take 

E {l, ... ,n}, and put A= [O!j-j,Cl!j] n A. Denote P', = P, I Im Pa, and Q', = Q, I 
Ker Qa,_, for t E A. Let :1'' and !ll' be the chains on Im Pa, and Ker Qa,_,, respec­

tively, given by 

:1'' = { P ' , I r E a} , !ll' = { Q ' , I r E a } . (5.3) 

Note that/ E :P and O E !ll'. Since 1r is a C-partition of A for 9', !ll and K we have (by 
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Lemma 3.3 and formula (3.4)) that, for ai-l <'YE .6., -r• * a;, 

Similarly, for a;_ 1 < 'Y E .6., 'Y * a; 

Using Theorem 4.1. one sees that T' = (1-Q,,,_)TP ,, 1 : Im P --+ a, 

(.9'' ,f!J')-lower unique and (1-Q,,,_)KP a, is a minimal rank extension of !B.._T;[j'',f!J'). 

From Theorems 5.1 and 5.2 it follows that (1-Qa,_)K'P a, is also a minimal rank exten­

sion of !B.._T';.9'',f!J'). But then, because of the (.'1'',f!J')-lower uniqueness, (5.2) must hold 

true. Since (5.2) holds, K' is a finite rank extension of !B.._K;fP-,;,f!J,,). With rank K' = 

l(T;.9',!ll) = l(K;.9'"',f!J"') it follows that K' is a minimal rank extension of !B.._K;g,-,;,f!J,,,). □ 

The preceding theorems yield a procedure to construct minimal rank extensions. This 

procedure consists of three basic elements. 

(I). The 2x2 case. Let T11 :Z1 --+Y1, T21 :Z1--+Y2 and T22 :Z2 --+Y2 be given finite 

rank operators. We have to construct an operator T12 :Z2 --+ Y 1 such that rank (Tu)L=t 

is as small as possible. This is done as follows. Let X 1 = { x E Z 2 I T w E Im T2i} and 

let X2 be a direct complement of X I in Z 2• Write 

Note that T~2 is injective. Since Im T~2 C Im T21 , there exists an operator S: X 1 --+ Z 1 

such that T 21S = T~2 • Put 

where Eis an arbitrary operator acting X2 --+ Y. Then the extension (Tu)fJ=I has rank 

equal to 

which by Theorem 1.1 is the smallest possible rank. 

(II). The case of finite chains. Let .9' = {P0, · · · ,P n} and f!J = {Q0, · · • ,Qn} be 

finite chains of projections on Zand Y, respectively. For"= l, ... ,n define the chain gi.•l 

on Z by gM = {P0, • • • ,P ,} and the chain fli.•) on Y by fli.•) = {Q0, · · • ,Q,}. Let 
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T : Z-+ Y be of finite (~Vl)-lower rank. One can construct a minimal rank extension of 

.!l{T;~a) by induction as follows. We start with a minimal rank extension of 

!l{T;a'1>,gJ1>), for instance (l-Qci)TP 1• Next, suppose that a minimal rank extension A 

of .!l{T;a'v-1),gfv-J)) has been constructed. Write 

Consider the operator 

where A 22 = (1-Qv-i)TP v I Ker P v-J : Ker P v-J-+ Ker Qv-J• Using the 2X2 case 

we can construct an operator A 21 : Ker P v- I-+ Im Q v- I such that B : = (A ii) f J = 1 has the 

lowest possible rank. Such a B is a minimal rank extension of !l{T;aJ.v) ,gjv)) (use 

Theorem I.I). When 11 = n a minimal rank extension for !l{T;~a) is obtained. 

(III). The general case. When if' and !1J are arbitray chains the procedure is as fol­

lows. Let T be of finite ( if', Vl)-lower rank. Take any finite rank K extension of fl{ T; ~ a) . 

Determine a C-partition 1r for ~!ll and K. Next make a minimal rank extension A for 

!l{K;:P.,fl,,,), using the construction outlined under (II). Theorem 5.4 yields that A is a 

minimal rank extension for fl{ T;a>, Vl). 

The minimal extension procedure sketched above also solves the problem of finding 

all minimal rank extensions, which was posed in [35]. Indeed, Theorem 5.4 shows that all 

minimal rank extensions of !l{T;~Vl) can be found as minimal rank extensions of 

!l{K;a>.,fl.), where K is some finite rank extension for !l{T;~a) and 1r is a C-partition 

for :P, fl and K. But for finite chains the problem to construct all minimal rank extensions 

reduces to the 2X2 case (use the explanation in (II) and Theorems 5.1 and 5.2). It is not 

hard to see that in the 2x2 case the construction given under (I) yields all minimal rank 

extensions. 

V .6. Semi-infinite operator matrices 

Let T = (Tij)IJ=I : l2(Z)-+ l2(Y) be a (bounded linear) operator. Here l2(Z) 

(resp. /2(Y)) stands for the space of all square summable sequences with elements in Z 

(resp. Y). The spaces Z and Y are given separable Hilbert spaces. An operator 



V .6. Semi-infinite operator matrices - 141 -

A = (A ij) IJ = 1 : l 2(Z) --+ l 2( Y) is called a finite rank extension of the lower triangular 

part of T if A has finite rank and Au = Tij for j ;;§ i. If the lower triangular part of T 

has a finite rank extension, then T is called of finite lower rank. A finite rank extension A 

of the lower triangular part of T is called a minimal rank extension if among all finite rank 

extensions of the lower triangular part of T the rank of A is as small as possible. The 

minimal lower rank of an operator matrix of finite lower rank is by definition the smallest 

possible rank of a finite rank extension of the lower triangular part of T. The operator 

matrix T is called lower unique if the lower triangular part of T has precisely one minimal 

rank extension. 

We specify the minimal rank extension construction (given at the end of the previous 

section) for semi-infinite operator matrices. Let 

be of finite lower rank, and let K = (Ku J . ~ be an arbitrary finite rank extension of 
l,J=I 

T. Consider for p = 1,2, ... 
00 p 

(Kij) . Choose an n E 
i=l,J=I 

00 00 

the numbers r(p) = rank (Kij). . and r<Pl = rank 
1=pJ=I 

IN such that r(n) = r(p) and r<n) = r<P> for p ~ n. Define 

Lij, l ;;§ j ;;§ i ;;§ n, by setting Lu= Kij (= Tu) for ;;§ j ~ i ~ n-1, 

Lnj = col(Kij)~n for l ;;§ j ~ n-1 andLnn = (KiJ)iJ=n· Consider 

L11 0 0 

L21 L22 

L = : Z<B · · · <t>Z<t>l2(Z)--+ Y<t> • • • <t>Y<t>l 2(Y). 

0 

Lnl Ln2 · Lnn 

Theorem 5.4 implies that any minimal rank extension of L (relative to the finite chain sug­

gested by the block form of L) is a minimal rank extension of T. Conversely, any minimal 

rank extension of T is a minimal rank extension of L . In order to see this define the chain 

:P = {P 0,P 1,P2, • • • ,P 00 } on l 2(Z) as follows: let P 0 = 0, and Pi be the ortogonal pro­

jection upon the first i block coordinates (i = 1,2, ... ). Further, put P 00 = I. Define on 

l 2(Y) the chain :lJ = {Q0,Q 1,Q2, • • • ,Q 00 } analogously. Then, with this choice of 8"'and 

fi, the definition of minimal rank extension of Section V .2 coincides with the definition 

given above. Furthermore, the partition 1r = {O, 1,2, · · · ,n ,oo} is a C-partition for f1', f2 
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and K. With the observation that L = !Z'(K ;:?.,,..~,..) the assertions made in this paragraph 

follow immediately from Theorem 5.4. 

Using the chains /? and ~ defined above we obtain from Theorem 4.1 the following 

characterization of lower uniqueness. 

COROLLARY 6.1. Let T = (T;)w=t : 12(Z) ➔ 12(Y) be of finite lower rank. Then 

Tis lower unique if and only if the operators 

00 p 

(T;j) p = 1,2, ... , 
i=pJ=I 

(6.1) 

oo p-1 
(Tij) , p = 2,3, ... 

i=p,j=I 
(6.2) 

all have the same rank, r say. Funhermore, in that case the lower minimal rank of Tis 

equal tor. 

The condition "the operators in (6.1) and (6.2) have the same rank" does not imply 

that T has a finite rank extension. Take for instance 

0 0 
½ 0 

¼ ¼ 

~i+l . fi" Then T is well defined since f../ ~---u- < oo. Assume its lower tnangular part has a mite 
i=O 2 

rank extension. Then the minimal lower rank is l and for a minimal rank extension there is 

only one possibility, namely 

... .. · 1 

But clearly this matrix does not define a bounded linear operator acting on 12• 

7. Kernels of integral operators 

In this section we specify the reults for integral operators. The problem which we 

solve here originated in [35]. Let k be an m x n matrix kernel defined on the square 

[a ,b] x [ a ,b]. We say that k is of finite lower rank if the lower triangular part k L of k , 
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which is defined by 

admits a finite rank extension, i.e., there exists a finite rank matrix kernel h on 

[a ,b] X [a ,b] such that k L is the lower triangular part of h . Recall that for an m x n 

matrix kernel h on [a ,/3] x ['y ,o] the rank of h (notation: rank h) is the rank of the 

corresponding integral operator 

(Hf)(t) 
0 

I h(t,s)f(s)ds, a~ t ~ /3, a.e., 
1' 

which has to be considered as an operator from L 2 [ 'Y ,o] into L 2 [ a ,/3]. Note that k is of 

finite lower rank if and only if k L is the lower triangular part of a degenerate kernel. By 

definition a minimal rank extension of k L is a finite rank extension h of k L with the extra 

property that among all finite rank extensions of kL the rank of h is as small as possible. 

The rank of a minimal rank extension of k L is called the minimal lower rank of k. The 

(lower triangular part of the) kernel k is said to be lower unique if k L has precisely one 

minimal rank extension. Note that if k is of finite lower rank the restriction of k to the 

rectangle [-y ,b] x [a ,'Y] is a finite rank kernel for each a < 'Y < b. 

We specify the construction of minimal rank extensions for the case considered here. 

Let k be a given kernel of finite lower rank and let L denote the integral operator 

corresponding to k L : 

t 

(Lf)(t) = I k(t ,s)f (s)ds , a ~ t ~ b . (7. I) 
a 

Let h be an arbitrary finite rank extension of k L , and let H denote the corresponding 

integral operator, i.e., 

b 

(Hf)(t) = I h(t ,s)f(s)ds , a ~ t ~ b . 
a 

With H and a ~ c ~ b we associate the following auxiliary operators: 

C 

He : Lz [a ,b]-> L2 [a ,b], Heep = !h(. ,s)cp(s)ds , 
a 
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(Here X[e,b] denotes the characteristic function of the interval [c,b].) Choose a partition 

1r = {a 0, • • • ,ap} of [a,b] such that for j = l, ... ,p the numbers rank He and rank 

He are constant for a j _ 1 < c < a j . For 1 ;§ j ;§ i ;§ p define the operator 

H;j : Li [a j-1,a j] -+ Li [a i-i,a;] by 

"j 

(Hijcp)(t) = J h(t,s)cp(s)ds ,a;_1 ;§ t ;§ ai. 
a J-t 

From Theorem 5 .4 it follows that a minimal rank extension of the operator 

0 

(relative to the finite chain suggested by its block form in (7.2)) has a kernel which is a 

minimal rank extension of the kernel k L • Moreover, and all minimal rank extensions of k L 

can be obtained in this way. To make a minimal rank extension of (7 .2) is just a finite 

chain problem, and we can use (II) in Section V .5. 

In order to see that indeed the above statements follow from Section V .5 one chooses 

the following chains of projections. For a ;§ t ;§ b, let Pt be the projection in Li ([a ,b]) 

defined by 

{
f(s) 

(P,f)(s):= O 
<s;§b. 

Then fY' = { P I I a ;§ t ;§ b } is a closed chain. Define ~ in L 2 ( [ a ,b ]) analogously. 

Note that in this case A = [a ,b] and ·/ = 'Y for each 'Y E [a ,b ]. Moreover, if K is the 

integral operator with kernel k, then Il(K;g>,~ is the integral operator L in (7.1) (cf. 

Example V .2.1). 

If one specifies Theorem V .3.1 for the integral operators considered here one obtains 

Theorem 0.6, which gives a formula for the minimal lower rank of a kernel. Also, with 

the above choice of chains we derive the following characterization of uniqueness. 

COROLLARY 7 .1. Assume that k is a matrix kernel on [a ,b] x [a ,b] of finite lower 

rank. Then k is lower unique if and only if for a < 'Y < b the rank of the restricted kernel 
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k./t ,s) = k(t ,s), -y ;§ t ;§ b, a;§ s ;§ -y, 

is independent of-y. Furthermore, in that case the rank of the (unique) minimal rank exten­

sion of k L is precisely the integer r = rank k 'Y' 

Proof. Let K and K'Y be the integral operators corresponding to the kernels k and k-y, 

respectively. It is now easy to see that K'Y = (1-Q'Y)KP'Y = (I-Q'Y•)KP 7 (a< -y < b). 

According to Theorem 4.1 the operator K is lower unique if and only if for each 

a < -y < b the rank of K7 is independent of -y. Since there is a 1-1 correspondence 

between an integral operator and its kernel, Corollary 7.1 follows directly from Theorem 

4.1. □ 

When k(t,s) = F(t)G(s), a ;§ s < t ;§ b, with F and G analytic on [a,b], then 

the uniqueness condition in Corollary 7 .1 is fulfilled, and we have lower uniqueness (see 

[35)). 

Without the assumption that k is of finite lower rank Corollary 7.1 does not hold true. 

In other words, the condition "rank k 7 is independent of -y for a < -y < b" does not imply 

that k has a finite rank extension. For instance, take 

{ 

t-'h O ~ S < t 

k(t ,s)= 
0 O;§t ;§s 

< 1, 

;§ 1. 

Then rank k 7 = 1 for O < -y < 1, but k is not of finite lower rank. To see this, assume 

k is of finite lower rank. Then, by Corollary 7.1, the lower triangular part kl of k has a 

finite rank extension h of rank 1. The only possibility is the kernel h given by 

h (t ,s) = t - ½ for O ~ t ~ 1 and O ~ s ~ 1. This h, however, does not define a square 

integrable kernel. 

The restriction to matrix kernels in this section is not essential. The results also hold 

for an operator-valued kernel k (t ,s) : Z -+ Y, a ~ t ~ b, a ~ s ~ b, of finite lower 

rank, where Z and Y are separable Hilbert spaces. 

Independently, G. Peeters [58), [59] has found another procedure to construct a 

minimal rank extension (or, in fact, a lower separable representation) for the lower triangu­

lar part of a kernel. 
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8. Difference kernels 

In this section we consider minimal rank extensions of difference kernels. Let k be an 

m xn matrix kernel defined on the square [a ,b]X[a ,b]. We call k a difference kernel if a 

function h : [a -b ,a +b] -+ cm xn exists such that 

k ( t ,s) = h ( t -s) , a ~ s , t ~ b , a .e .. 

THEOREM 8 .1. Let k be a m X n matrix difference kernel on [a ,b] x [a ,b] of finite 

lower rank. Then kl has a unique minimal rank extension. If this extension is continuous, 

then it is a difference kernel. 

Without loss of generality a = 0 and b = 1. We shall view an integral operator with 

a difference kernel as a Toeplitz operator relative to any "equidistant decomposition". By 

this we mean the following Let P, and Q, (t E [0,1]) be the projection on q [0,1] and 

L'.z'[O,l], respectively, defined by 

P,f = X[O,tJ, Q,f = x[0,t]f. 

Then IP= { P, I t E [0,1]} and I!J = { Q, I t E [0,1]} are closed chains of orthogonal 

projections. Let 

IPN = {Po,P 1 , 

N 

,P N-1 ,Pi}• I!JN = {Qo,Q I• 
N N 

,QN-1,Qd · 
N 

If g (t ,s), 0 ;;; s , t ~ I, is a difference kernel, and G is the corresponding integral opera­

tor, we may write G in the following way 

N 

G = [ Gil J . . , Gil = (Q i -Q i-t )G(P 1 -P J-t ). 
IJ=I N ti"" N ti"" 

1 1 
We will view G as a Toeplitz operator from (L~ [0, N ])N to (Vi' [O, N ])N. 

PROPOSITION 8.2. Let k beam Xn difference kernel defined on [a ,b]X[a ,b] of fin­

ite lower rank, and let k-Y denote the restriction 

k,/t ,s) = k(t ,s) , a ~ s ~ 'Y , 'Y ~ t ~ b. 

Then rank k-Y is independent of 'Y E ( a ,b). 

Proof. Without loss of generality a = 0 and b = I. Let K denote the integral opera­

tor with kernel k, and let 1r = {a 0 ,a 1, · · · ,a,} be a C-partition of IP, I!J and a finite 



V.8. Difference kernels - 147 -

rank extension of ~K;,¥.~. Lemma V.3.3 implies that for ex; < 'Y < ex;+i the rank of 

(l-Q'Y)KP'Y is independent of 'Y (i = O, ... ,r-1). Fix i E {l, ... ,r-1} and let us show 

that for some 'Y E(ex 1_ 1,ex 1) and/; E (ex 1,ex 1+1> 

rank (l -Q'Y)KP 'Y = rank (l -Qr,)KP t,· (8.1) 

l . 
Choose N such that N < ½mm{ex 1 -ex;-t I i = l, ... ,r} and 

I N-1 
{N, ... ,~}n1r = 0. Consider ~K,.'1'N\{Pi},RJN\{Q0}), which is a strictly lower tri-

angular part. We view this lower triangular part as a Toeplitz operator. Let 
j . 1 

'Y = max{ N I ~ < ex 1 } and /; = -y+ N. Note that 'Y and /; are in the right intervals. 

Consider 

1 
Since 'Y , 'Y - N E ( ex 1 _ 1 ,ex 1) Lemma 3. 3 yields that its rank equals the rank of 

(/ -Q'Y)KP 1 • Hence 
r,; 

Im (l-Q-y)K(P 'Y-P 1 ) C Im (l-Q-y)KP 1, 
-Y-,i -Y-,i 

Multiplying by Q N _ 1 on the left we obtain that 
N 

Using the Toeplitz structure this implies that 

Im (l-Qr,)K(Pt,-P-y) C Im (l-Qr,)K(P 'Y-P 1 ) 

N 

which in tum is contained in Im (l-Qr,)KP 'Y' Thus 

rank (l-Q 0)KPt, = rank [(l-Qr,)KP'Y (l-Qr,)K(P,,-P'Y) J (8.2) 

= rank (l-Qr,)KP 'Y' 

Analogously, one proves that 

(8.3) 
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Now (8.3) and (8.2) together give (8.1). Thus rank (1-Q-y)KP -Y is independent of 

-y E [0,l]\1r. 

Suppose there is an a i E 1r U E {l , ... ,r -1}) such that 

(8.4) 

rank (1-Q")KPa = rank (1-Qa)KPa, 
., } J J 

and hence 

(8.5) 

Put {3 = r,-a i and consider 

So 

Multiplying on the left with QI -2/3 gives 

Using the Toeplitz structure we get that 

But then 

rank (1-Qq)KP q = rank [ (1-Q~)KP a; (1-Q~)K(P q-P a) J = rank (1-Q~)KPa j· 

This contradicts (8.5). Thus (8.4) cannot hold, and the proposition is proved. D 

We need operator analogs of results in Section IV .4. 

Let Ti : Z -+ Y, j = - l, ... , -n + l, be finite rank operators, and consider all 
n-1 

A = [Ai -i J . . : zn -+ yn , with Ai = Ti , j = - l, ... , - n + l. Such an A with lowest 
iJ=O 
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possible rank we shall call a Toeplitz minimal rank extension of T, where 

T= T,. T .. ·= [ J n-t {Ti-t , j < i ; 
11 IJ=O' 11 • 0 , elsewhere. 

LEMMA 8.3. Let T be as above. Then the rank of a Toeplitz minimal rank extension 

of T is equal to 

n n-1 E rank r<P,p)_ E rank T(p+l,p) 

p=I p=I 

where 

[
T _P ••• T-p+q-tl 

T(p,q) = rank : : . 

T -n T -n+q-1 

Moreover, there exists only one Toeplitz minimal rank extension of T if and only if for some 

p E { 1, ... ,n -1} 

rank T(p,p) = rank r<P+l,p) = rank r<P+l,p+I), (8.6) 

Proof. If Z and Y are finite dimensional the lemma follows directly from Theorem 

IV .4.1 and Corollary IV .4.2. For the general case make decompositions 

such that zC1l and y(t) are finite dimensional and that relative to these decompositions T 1 is 

of the form [ :; ~] . Since all T1 are of finite rank this can be done. First note that the 

formula for rank A follows. Suppose now that T has only one Toeplitz minimal rank 

extension. Then also K, where 

K [ J n-1 

K 1i . . , Kii 
l,J=O 

{
Ki-t , j < i ; 

: = 0 , elsewhere. 

has only one Toeplitz minimal rank extension. But then for some p E {l , ... ,n -1} we 

have that 
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rank K(p,p) = rank K(p+l,p) rank K(p +l,p +I), 

and thus (8.6) holds. 

Suppose that (8.6) holds. Using the 2x2 case of Theorem V.l.2 and the restriction 

results Theorems 5.1 and 5.2 one sees that A 0 is uniquely determined when making a Toe-

[ J n-1 

plitz minimal rank extension A = Ai -i . for T. With the same reasoning the 
1J=O 

uniqueness of A 1, ••• , An_ 1 follows. D 

Proof of Theorem 8.1. Without loss of generality a = 0 and b = 1. Let k be as in 

the theorem. Using Corollary 7.1 and Proposition 8.2 we obtain that kl has only one 

minimal rank extension. 

Suppose that the unique minimal rank extension h of k L is continuous. Let H denote 

the integral operator with kernel h. Note that { 0, 1 } is a C-partition for fF', £!land H. Let 

p > 1 and consider 

(8.7) 

Lemmas 3.3 and 8.3 give that this lower triangular part has a unique Toeplitz minimal rank 

extension. Since H is an extension and its rank equals the minimal lower rank of ( 8. 7), this 

unique Toeplitz minimal rank extension must be equal to H. Apparently, H is Toeplitz 

relative to the decompositions corresponding to /P2p and £22" for any p . Since the kernel h 

of H is continuous, we obtain that h is a difference kernel. This completes the proof. D 

V .9. Connections with systems theory 

Consider the time variant causal system 

i(t) = A(t)x(t) + B(t)u(t), a ~ t ~ b, 

8 y(t) = C(t)x(t) 

x(a) = 0. 

(9.1) 

Here A(t), B(t) and C(t) are matrices of size rXr, rxn and mxr, respectively. We 

assume that A (t), as a function of t, is integrable on [a ,b ], and that B ( .) and C (.) are 

square integrable. The matrix function A(.) is called the main coefficient and the number r 

is called the state space dimension of the system. To simplify the notation we denote the 
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system (9.1) by 8 = (A (t),B(t),C(t)). The impulse response matrix function(see [50], 

Section 9.1) of the system 8 is given by 

h(t,s)=C(t)U(t)U(s)- 1B(s) a ~ s < t ~ b, 

where U(t) is the fundamental operator of the system, i.e., U(t) is the unique absolutely 

continuous solution of the matrix differential equation 

U(t) = A(t)U(t), a ~ t ~ b, U(a) = Ir. 

Here / r denotes the identity matrix of order r. Obviously, the impulse response matrix 

function is the lower triangular part of a finite rank matrix kernel. The converse statement 

is also true (cf., [34], Section 1.4). 

Let h ( = h L) be a kernel of finite lower rank. A causal time-variant system 8 is said 

to be a realization of h if the impulse response matrix function of 8 is equal to h. A reali­

zation 8 of h is called minimal if among all realizations of h the state space dimension of 8 

is as small as possible. Two realizations 8 = (A(t),B(t),C(t)) and 8 = (A(t),B(t),C(t)) 

are said to be similar if there exists an absolutely continuous square matrix function S ( .) 

such that S(t) is invertible for a ~ t ~ b and 

A(t) = S(t)A(t)S(t)- 1 + S(t)S(t)- 1 , 

B(t) = S(t)B(t) , C(t) = C(t)S(t)- 1 , 

almost everywhere on a ~ t ~ b . Two minimal realizations of a given impulse response 

matrix function do not have to be similar. E.g., the systems 81 = (0,X[½,IJ•l) and 

82 = (0,X[½,tJ•Xc½,tJ) on the time interval [0,1], are two systems which have the same 

impulse response matrix function but which are not similar ( see also [35]) . The following 

theorem gives the necessary and sufficient conditions on an impulse response matrix func­

tion h in order that a minimal realization of h is unique up to similarity. 

THEOREM 9 .1. Let h (t ,s), a ~ s < t ~ b, be an impulse response matrix function. 

Then a minimal realization of h is unique up to similarity if and only if for a < "'( < b the 

kernels 

h-y(t,s) = h(t,s),'Y ~ t ~ b,a ~ s ~ b 

all have the same (finite) rank r, say. Funhermore, in that case the state space dimension of 

a minimal realization of h is equal to r. 

Let h ( = h L) be an impulse response matrix function. Recall ( see [35]) the following 
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connections. The state space dimension of a minimal realization of h is equal to the 

minimal lower rank of h. Moreover, there is a one-one correspondence between the simi­

larity classes of minimal realizations of h and the set of minimal rank extensions of h . 

Consequently, when there is only one minimal rank extension of h, then all minimal reali­

zations of h are similar. This last remark together with Corollary 7 .1 proves Theorem 9 .1. 

It is a classical result (see [50]) that for the time invariant case (i.e., A, B and C con­

stant) minimal realizations of the same impulse response matrix function h are similar. In 

that case one obtains an analytic difference kernel h , and thus Theorem 9. l yields that all 

minimal realizations of the impulse response matrix function of a time invarant causal sys­

tem are similar even in the class of time variant causal systems. 

Theorem 9. l and its upper triangular analogue can also be used to answer the question 

of uniqueness up to similarity of SB-minimal realizations (see [35]) of integral operators 

with a semi-separable kernel. 

COMMENTS (Part B) 

The results in this part are collected from the papers [48], [65], [67] and [14]. Section 

V .8 did not appear before. 

The minimal lower rank formula in Section IV .1 and its corollary appeared earlier in 

[65]. The proofs and the construction, described in this section, are in the spirit of [67]. 

The uniqueness result in Section IV .2 was obtained in [48]. The description of the set of all 

minimal rank extensions in Section IV .3 can be found in [67], as well as the results on the 

Toeplitz case (Section IV .4) and its connection to the partial realization problem (Section 

IV .6). Theorem IV .5 .1 is hidden in Corollary 1.4 in [65] and the results concerning the 

general patterns can be found in [14]. The results in Chapter IV, with the exception of the 

remark in the last paragraph of Section IV .4 and of Theorem 7 .1, remain true when one 

considers matrices over an arbitrary field (in stead of IC). Theorem 7. l is true for any non­

trivial field, and the remark in the last paragraph of Section IV .4 is true for any algebrai­

cally closed field. 

Chapter V, with the exception of Section V .8, is based on the papers [48] and [65). 
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