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## 1. Introduction and summary

In this monograph we present some central limit theorems for homogeneous multilinear forms and for generalizations of multilinear forms. We are concerned with one particular generalization of the homogeneous multilinear form: 'clean' random variables to be introduced in Sect. 2.2. The purpose of this introduction is to make the reader acquainted with the subject matter of this monograph rather than to present the results of the subsequent chapters in full generality. Some special cases may serve to illustrate some peculiarities of the subject matter and of the methods used in the proofs below.

We start with a sketch of the general setting. Consider a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ on which independent random variables $\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}$ are defined. Define for a finite subset $\mathrm{I} \subset\{1, \ldots, \mathrm{n}\}$ the $\sigma$-algebra $\mathcal{F}_{\mathrm{I}}=\sigma\left\{\mathrm{X}_{\mathrm{i}}: \mathrm{i} \in \mathrm{I}\right\}$ and let $\mathrm{W}_{\mathrm{I}}$ be a $\mathcal{F}_{\mathrm{I}}$-measurable random variable. We assume the random variables $\mathrm{W}_{\mathrm{I}}$ to be centered, square integrable and uncorrelated:

$$
\mathrm{EW}_{\mathrm{I}}=0, \mathrm{E} \mathrm{~W}_{\mathrm{I}}^{2}=\sigma_{\mathrm{I}}^{2}<\infty, \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}=0 \text { if } \mathrm{I} \neq \mathrm{J}
$$

Notice that the distribution of the underlying random variables $X_{i}$ is immaterial. We can write

$$
W_{I}=w_{n I}\left(X_{i_{1}}, \ldots, X_{i_{d}}\right) \text { for } I=\left\{i_{1}, \ldots, i_{d}\right\}
$$

with $\mathrm{w}_{\mathrm{nI}}(\ldots)$ a Borel measurable function $\mathbb{R}^{\mathrm{d}} \rightarrow \mathrm{R}$ which may depend on n . (We shall suppress the subscript n where possible.) The random variables $\mathrm{W}_{\mathrm{I}}$ are dissociated, that is $\mathrm{W}_{\mathrm{I}_{1}}, \ldots, \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}$ are independent if the sets $\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}$ are mutually disjoint. (See McGinley and Sibson (1975).)

We shall mainly be concerned with conditions that ensure asymptotic normality for d-homogeneous sums,

$$
Z(n)=\sum_{|I|=d} W_{I},
$$

where the summation extends over all $\binom{n}{d}$ subsets $I \subset\{1, \ldots, n\}$ of size $|I|=d$. It is convenient to assume the sum $\mathrm{Z}(\mathrm{n})$ to be normalized to have unit variance:

$$
\sum_{|I I|=d} \sigma_{I}^{2}=1
$$

The following condition will play a crucial role in the theory below:

$$
\mathrm{EZ}(\mathrm{n})^{4} \rightarrow 3 \text { for } \mathrm{n} \rightarrow \infty
$$

with 3 being just the fourth moment of the standard normal distribution. In the proofs below we need a technical condition

$$
E W_{\mathrm{I}}^{4} \leq \mathrm{D} \sigma_{\mathrm{I}}^{4} \text {, with } \mathrm{D} \text { not depending on } \mathrm{n} \text {. }
$$

Under these assumptions we do not have a central limit theorem; $\mathrm{Z}(\mathrm{n})$ may converge (even in the simple case $\mathrm{d}=1$ ) to any centered random variable with unit variance and fourth moment equal 3. What is needed is a negligibility condition which forces the contribution of each individual random variable $\mathrm{X}_{\mathrm{i}}$ to the total variance to be small with respect to the total variance:

$$
\max _{i} \sum_{I \ni i} \sigma_{I}^{2} \rightarrow 0 \text { for } n \rightarrow \infty .
$$

Do these three conditions above ensure asymptotic normality for the homogeneous sum $Z(n)$ ? The answer in general is no; more structure is needed. However, in the important special case of homogeneous multilinear forms in independent centered random variables,

$$
\mathrm{Z}(\mathrm{n})=\sum_{\mid \mathrm{II}=\mathrm{d}} \mathrm{a}_{\mathrm{I}} \prod_{\mathrm{i} \in \mathrm{I}} \mathrm{X}_{\mathrm{i}},
$$

the above assumptions imply asymptotic normality for $\mathrm{Z}(\mathrm{n})$. (In fact, it will be shown that, given the negligibility condition and the uniform bound on the fourth moments of $\mathrm{W}_{\mathrm{I}} / \sigma_{\mathrm{I}}$, the convergence of the fourth moment to 3 is also a necessary condition for asymptotic normality.) This result on multilinear forms follows from the results in the next two chapters (especially Th. 2.1.1 for the if part and Th. 3.2.5 for the only if part). These results are valid for more general random variables $W_{I}$.

Before introducing the more general case, we shall consider multilinear forms in some detail, especially the bilinear case. The above mentioned central limit theorem is not completely self evident. For the quadratic form in iid normal $N(0,1)$ random variables

$$
\mathrm{Z}(\mathrm{n})=\sum_{1 \leq \mathrm{i} \neq \mathrm{j} \leq \mathrm{n}} \mathrm{a}_{\mathrm{ij}} \mathrm{X}_{\mathrm{i}} \mathrm{X}_{\mathrm{j}}
$$

there is a simple proof for the asymptotic normality of $Z(n)$. However, this proof rests on a non-trivial result from linear algebra and on a special property of the normal distribution, as can be seen from the following sketch of the proof.

Without loss of generality we may assume the matrix $\left(\mathrm{a}_{\mathrm{ij}}\right)$ to be symmetric with zero diagonal, $\mathrm{a}_{\mathrm{ii}}=0$. There is an orthogonal transformation that brings $\left(\mathrm{a}_{\mathrm{ij}}\right)$ into diagonal form, and we can rewrite $Z(n)$ :

$$
Z(n)=\sum_{1 \leq i \leq n} \mu_{i} Y_{i}^{2}
$$

with $\mu_{i}$ the eigenvalues of the matrix $\left(a_{i j}\right)$ and the random variables $Y_{i}$ normal $N(0,1)$, orthogonal and hence independent. Since the diagonal elements vanish, we have

$$
\sum_{1 \leq i \leq n} \mu_{i}=\operatorname{trace}\left(a_{i j}\right)=\sum_{1 \leq i \leq n} a_{i i}=0,
$$

and $\mathrm{Z}(\mathrm{n})$ is a weighted sum of independent centered random variables

$$
Z(n)=\sum_{1 \leq i \leq n} \mu_{i}\left(Y_{i}^{2}-1\right), \text { with } \operatorname{var} Z(n)=2 \sum_{1 \leq i \leq n} \mu_{i}^{2}
$$

Assume $\operatorname{var} \mathrm{Z}(\mathrm{n})=1$. The above considerations imply that $\mathrm{Z}(\mathrm{n})$ has a normal limit distribution iff

$$
\max _{i} \mu_{i}^{2} \rightarrow 0 \text { for } n \rightarrow \infty
$$

which is equivalent to

$$
\sum_{1 \leq i \leq n} \mu_{i}^{4} \rightarrow 0 \text { for } n \rightarrow \infty
$$

Straightforward calculation shows that the latter condition is equivalent to

$$
\mathrm{EZ}(\mathrm{n})^{4} \rightarrow 3 \text { for } \mathrm{n} \rightarrow \infty .
$$

The above proof combines two approaches, an algebraic one: the orthogonal decomposition of symmetric matrices, and a probabilistic one: the special properties of the normal distribution and a simple central limit theorem. The proof itself has a limited scope: If the random variables are not normally distributed, the orthogonal decomposition results in a weighted sum of squares of uncorrelated random variables. Moreover, if $\mathrm{d} \geq 3$, then there is no orthogonal decomposition in the above sense.

Matrices with 'many' zero entries seem easy to handle by a probabilistic approach. Especially block diagonal matrices (i.e. matrices divided into blocks by partitioning the index set $\{1, \ldots, n\}$, with only those blocks which meet the diagonal containing nonzero entries) allow a simple analysis: The quadratic form can be written as a sum of independent random variables $\mathrm{V}_{\mathrm{r}}$, with $\mathrm{V}_{\mathrm{r}}$ the rth block around the diagonal.
Whittle (1964) gives an interesting example. The matrix $\left(a_{i j}\right)$ is defined by $a_{i j}^{2}=p_{j-i}$ if $\mathrm{j}>\mathrm{i}$ and $\mathrm{a}_{\mathrm{ij}}=0$ else, with $\mathrm{p}_{1}+\ldots+\mathrm{p}_{\mathrm{n}}=1$. Then $\operatorname{var} \mathrm{Z}(\mathrm{n}) / \mathrm{n} \rightarrow 1$, since

$$
\sum_{1 \leq i \leq n}(i / n) p_{i} \leq(\sqrt{n}) / n+\sum_{i>\sqrt{n}} p_{i} \rightarrow 0, n \rightarrow \infty
$$

Taking blocks of size $k_{n}$ (with $k_{n}=\left[V_{n}\right]$, the largest integer not exceeding $V_{n}$ ), we have

$$
\mathrm{Z}(\mathrm{n})=\mathrm{V}_{1}+\ldots+\mathrm{V}_{\mathrm{k}_{\mathrm{n}}}+\mathrm{R}_{\mathrm{n}},
$$

with $\mathrm{V}_{1}, \ldots, \mathrm{~V}_{\mathrm{k}_{\mathrm{n}}}$ iid and var $\mathrm{R}_{\mathrm{n}} / \mathrm{n} \rightarrow 0$, since the random variables $\mathrm{a}_{\mathrm{ij}} \mathrm{X}_{\mathrm{i}} \mathrm{X}_{\mathrm{j}}$ are orthogonal and since var $V_{k} / k_{n} \rightarrow 1$ for $n \rightarrow \infty$, by the same argument as for the total variance.

The above approach can be easily generalized to multilinear forms or to uncorrelated random variables $\mathrm{W}_{\mathrm{I}}$. This raises the important preliminary question: Is it possible to rewrite homogeneous sums $\mathrm{Z}(\mathrm{n})$ in a trivial way as a sum of independent random
variables plus a vanishing remainder term, as in the example above? The answer to this question is provided by the Gaussian example above.

Consider the matrix ( $\mathrm{a}_{\mathrm{ij}}$ ) with all off-diagonal entries equal (and positive) and $\mathrm{a}_{\mathrm{ii}}=0$; then $\mathrm{Z}(\mathrm{n})$ is asymptotically chi-squared distributed:

$$
Z(n)=a_{12} \sum_{1 \leq i \neq j \leq n} X_{i} X_{j}=a_{12}\left(\sum_{1 \leq i \leq n} X_{i}\right)^{2}-a_{12} \sum_{1 \leq i \leq n} X_{i}^{2},
$$

with $a_{12}=(n(n-1))^{-1 / 2}$ (since var $\left.Z(n)=1\right)$. The variance of the second term equals $2 \mathrm{na}_{12}^{2}=2 /(\mathrm{n}-1)$ and hence this term tends to $1 \mathrm{in} \mathrm{L}^{2}$. The first term equals $(\mathrm{n} /(\mathrm{n}-1))^{1 / 2} \mathrm{Y}^{2}$, with Y standard normal. Thus $\mathrm{Z}(\mathrm{n})$ has a non-normal limit distribution.

In Sect. 4.0 it is shown how to construct a matrix ( $\mathrm{a}_{\mathrm{ij}}$ ) with all off-diagonal entries having equal absolute value (and diagonal elements equal 0 ), such that the eigenvalues vanish uniformly for $n \rightarrow \infty$. In this case $Z(n)$ is asymptotically normal, as is shown above. This shows that $\mathrm{Z}(\mathrm{n})$ may have a normal limit distribution, while block diagonalization fails. More generally, this example shows that any condition for asymptotic normality which is phrased in terms of the absolute values $\left|W_{I}\right|$ is not sharp.

We have now touched upon the main themes of the next two chapters. We shall give a survey of these chapters.

Sect. 2.1 begins with an important generalization of multilinear forms in independent random variables. Again we start with a probability space $(\Omega, \mathcal{F}, \mathrm{P})$ on which independent random variables $\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}$ and the $\sigma$-algebras $\mathcal{F}_{\mathrm{I}}=\sigma\left\{\mathrm{X}_{\mathrm{i}}: \mathrm{i} \in \mathrm{I}\right\}$ (with $\mathcal{F}_{\varnothing}$ the trivial $\sigma$-algebra) are defined. Then a square integrable $\mathcal{F}_{\{1, \ldots, \mathrm{n}\}}$-measurable random variable $\mathrm{Z}(\mathrm{n})$ can be approximated by a sum of independent random variables:

$$
Z(n)=\sum_{1 \leq i \leq n} E\left(Z(n)-E Z(n) \mid X_{i}\right)+R(n)
$$

with the remainder term $R_{n}$ orthogonal to the independent random variables $E(Z(n)$ $E Z(n) \mid X_{i}$ ). If the remainder term vanishes (e.g. in $L^{2}$ ) for $n \rightarrow \infty$, then $Z(n)$ can be analysed as a sum of independent random variables.

Our main concern is the situation where the remainder term does not vanish. In many interesting problems the latter is the case. To analyse this situation we pursue the projection in the following way.

Any square integrable $\mathcal{F}_{\{1, \ldots, n\}}$-measurable random variable $\mathrm{Z}(\mathrm{n})$ can be decomposed:
(1.1.1) $Z(n)=\sum_{I \subset\{1, \ldots, n\}} W_{I}$,
where the random variables $\mathrm{W}_{\mathrm{I}}$ are uniquely determined by the following conditions:
a) $\mathrm{W}_{\mathrm{I}}$ is $\mathcal{F}_{\mathrm{I}}$-measurable,
b) $\mathrm{E}\left(\mathrm{W}_{\mathrm{I}} \mid \mathcal{F}_{\mathrm{J}}\right)=0$ a.s. if $\mathrm{I} \backslash \mathrm{J} \neq \varnothing$.

Thus
and

$$
\mathrm{W}_{\varnothing}=\mathrm{E} \mathrm{~W}_{\varnothing}=\mathrm{E}\left(\mathrm{Z}(\mathrm{n})-\sum_{\mathrm{J} \neq \varnothing} \mathrm{W}_{\mathrm{J}}\right)=\mathrm{E} \mathrm{Z}(\mathrm{n})
$$

$$
\mathrm{W}_{\mathrm{I}}=\mathrm{E}\left(\mathrm{Z}(\mathrm{n})-\sum_{\mathrm{J} \neq \mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mid \mathcal{F}_{\mathrm{I}}\right)=\mathrm{E}\left(\mathrm{Z}(\mathrm{n})-\sum_{\mathrm{J}}^{\mathfrak{\not} \mathrm{I}} \mathrm{I}_{\mathrm{J}} \mid \mathcal{F}_{\mathrm{I}}\right) \text { a.s. }
$$

The decomposition is orthogonal. If $\mathrm{I} \neq \mathrm{J}$ the symmetric difference $\mathrm{I} \Delta \mathrm{J}=(\mathrm{I} \backslash \mathrm{J}) \cup$ $(\mathrm{J} \backslash \mathrm{I}) \neq \varnothing$. Suppose $\mathrm{J} \backslash \mathrm{I} \neq \varnothing$, then $\mathrm{E} \mathrm{W}_{\mathrm{I}} \mathrm{W}_{\mathrm{J}}=\mathrm{E} \mathrm{W}_{\mathrm{I}} \mathrm{E}\left(\mathrm{W}_{\mathrm{J}} \backslash \mathcal{F}_{\mathrm{I}}\right)=0$.

The above decomposition was used in Hoeffding (1948) to obtain central limit theorems for $\mathrm{Z}(\mathrm{n}), \mathrm{Z}(\mathrm{n})$ being approximately a sum of independent random variables. We shall refer to (1.1.1) as the Hoeffding decomposition (see Van Zwet (1984)).

For d-homogeneous sums in the Hoeffding decomposition satisfying the negligibility condition and with a uniform bound on the fourth moments $\mathrm{E}\left(\mathrm{W}_{\mathrm{I}} / \sigma_{\mathrm{I}}\right)^{4} \leq$ D for all I, the fourth moment condition $\mathrm{E} \mathrm{Z}(\mathrm{n})^{4} \rightarrow 3$ implies asymptotic normality (Th. 2.1.1). In Sect. 2.1 it is shown that the assumption of homogeneity in I I I cannot be dropped. Th. 2.1.1 follows from a slightly more general theorem (Th. 2.2.3).

In Sect. 2.2 we drop the assumption of underlying independent random variables. Then we only have a family of random variables indexed by finite subsets of the integers, $\mathcal{W}=\left\{\mathrm{W}_{\mathrm{I}}: \mathrm{I} \subset\{1, \ldots, \mathrm{n}\}\right\}$ and the $\sigma$-algebras generated by (subsets) of these random variables. Define $\mathcal{F}^{(\mathrm{i})}=\sigma\left\{\mathrm{W}_{\mathrm{I}} \in \mathcal{W}: \mathrm{i} \notin \mathrm{I}\right\}$. Random variables $\mathrm{W}_{\mathrm{I}}$ are clean if

$$
E\left(W_{I} \mid \mathcal{F}^{(i)}\right)=0 \text { a.s. for all } i \in I
$$

For d-homogeneous sums of clean random variables $W(n)$ we have a central limit theorem under the conditions of Th. 2.1.1 if we add as extra condition that the sum of correlations between the squares vanishes:

$$
\sum_{\mathrm{I}, \mathrm{~J}}\left(\mathrm{E} \mathrm{~W}_{\mathrm{I}}^{2} \mathrm{~W}_{\mathrm{J}}^{2}-\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2}\right) \rightarrow 0, \mathrm{n} \rightarrow \infty .
$$

The final two sections of Ch. 2 contain the proof of the Th. 2.2.3. We shall not go into the details of the proof. We make one remark on the sort of result that is obtained in these sections. We obtain for fixed n a bound on the distance

$$
\sup _{x}|P(W(n) \leq x\}-P\{Y \leq x\}| \text {, }
$$

with Y a standard normal random variable. This bound can be expressed (but for one universal constant $C_{1}$ ) in the parameters in which the central limit theorem is for-
 bound does not seem to have any practical value, we formulate the results in terms of convergence of distributions.

Ch. 3 starts with some preliminary results with a technical flavour (Sect. 3.1). From Sect. 3.2 on we restrict ourselves to homogeneous sums in the Hoeffding decomposition. The main aim of Sect. 3.2 can be formulated as follows. Recall the central limit theorem for quadratic forms in Gaussian random variables: A sharp criterion for asymptotic normality of the bilinear form is given in terms of the eigenvalues of the symmetric matrix. The bilinear form $\mathbb{R}^{n} \times R^{n} \rightarrow R$ is regarded as a mapping $R^{n} \rightarrow R^{n}$, the matrix $\left(\mathrm{a}_{\mathrm{ij}}\right)$. (Here a short detour is needed: The bilinear form

$$
Z(n)=\sum_{1 \leq i \leq n} \sum_{1 \leq j \leq m} a_{i j} X_{i} Y_{j},
$$

with $X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{m}$ independent, is included in the present setup: Consider the $(\mathrm{n}+\mathrm{m}) \times(\mathrm{n}+\mathrm{m})$ matrix $\left(\mathrm{b}_{\mathrm{ij}}\right)$ with all entries zero except those in the upper rectangle $1 \leq \mathrm{i} \leq \mathrm{n}, \mathrm{n}<\mathrm{j} \leq \mathrm{m}+\mathrm{n}$, and $\mathrm{b}_{\mathrm{ij}}=\mathrm{a}_{\mathrm{ij}-\mathrm{n}}$. Thus the bilinear form reduces to the cases treated above.) In the same way as the bilinear form, the d-linear form $\mathbf{R}^{\mathbf{n}} \times \ldots \times \mathbf{R}^{\mathbf{n}} \rightarrow$ $R$ can be regarded as a mapping $\mathbb{R}^{n^{\mathrm{e}}} \rightarrow \mathbb{R}^{\mathrm{n}^{\mathrm{d}-\mathrm{e}}}$ for $\mathrm{e}=1, \ldots,[\mathrm{~d} / 2]$. This gives [d/2] (rectangular) matrices. Instead of the eigenvalue decomposition we now use the singular value decomposition. (For real symmetric matrices the singular values equal the absolute values of the eigenvalues.) We arrive at results analogous to those in the case $\mathrm{d}=2$ : The d-linear form satisfying the usual conditions of negligibility and with uniformly bounded fourth moments $\mathrm{E}\left(\mathrm{W}_{\mathrm{I}} / \sigma_{\mathrm{I}}\right)^{4}$ has a normal limit distribution iff the maximal singular value vanishes. These results, involving singular values, cannot be extended in full generality to the general case of d-homogeneous sums in the Hoeffding decomposition. However, in De Jong (1987) some partial results (for the case d=2) are obtained. These results are extended for general din Sect. 3.2.

In Sect. 3.3 inhomogeneous sums are treated. All results formulated until here concern homogeneous sums (except the counter-example which shows that homogeneity is essential in Th. 2.1.1). However, inhomogeneous sums arise in many interesting situations (cf. Hall (1984)). Consider the finite sum of homogeneous sums

$$
\mathrm{V}(\mathrm{n})=\mathrm{W}^{(1)}(\mathrm{n})+\ldots+\mathrm{W}^{(\mathrm{d})}(\mathrm{n}) \text {, with } \operatorname{var} \mathrm{W}^{(\mathrm{c})}(\mathrm{n}) \rightarrow \sigma^{2}(\mathrm{e})>0, \mathrm{n} \rightarrow \infty,
$$ and $\operatorname{var} \mathrm{V}(\mathrm{n})=1$. If $\mathrm{W}^{(e)}(\mathrm{n}) / \operatorname{var}^{1 / 2} \mathrm{~W}^{(\mathrm{e})}(\mathrm{n})$ satisfies the conditions of Th. 2.1.1, then $\mathrm{V}(\mathrm{n})$ has a normal limit distribution. Moreover, the joint distribution of $\left(\mathrm{W}^{(1)}(\mathrm{n})\right.$, $\ldots, \mathrm{W}^{(\mathrm{d})}(\mathrm{n})$ ) tends to a d-variate normal distribution with vanishing covariances.

The chapter ends with an elaborate example of a simple multilinear form in zero-one valued random variables, which is an inhomogeneous sum. This example is used to test the merits of some of the previously obtained results.

In Ch. 4 we start from the following observation (prompted by a question of A.A. Balkema): Consider the matrix ( $\mathrm{W}_{\mathrm{ij}}$ ) of components in the Hoeffding decomposition $(\mathrm{d}=2)$. Let $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{\mathrm{q}}$ be a partition of the integers $1, \ldots, \mathrm{n}$ ( q not depending on n ). This
partition induces a partition of $\left(\mathrm{W}_{\mathrm{ij}}\right)$ with $\left(\begin{array}{c}\mathrm{q} \\ 2\end{array}{ }^{+1}\right)$ elements. This is illustrated in Figure 1. (Without loss of generality we may assume the elements of the partition to be consecutive blocks.)

Figure 1


If the homogeneous sums $\mathrm{W}(\mathrm{n})$ satisfy the conditions of Th. 2.1.1, then the joint distribution of the $\binom{q+1}{2}$ partial sums tends to a multivariate normal distribution with orthogonal components, provided the variance of each partial sum converges. This is the basic result of Ch. 4. By straightforward approximation it can be extended in the following way. Let $\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots$ be points in R and embed the random variables $\mathrm{W}_{\mathrm{ij}}$ as random point masses in $R^{2}$ at ( $x_{i}, x_{j}$ ), with $x_{i}<x_{j}$ if $i<j$. Define the discrete measures $\mu_{\mathrm{n}}$ on $\mathrm{R}^{2}$ with mass $\sigma_{\mathrm{ij}}^{2}$ at point ( $\mathrm{x}_{\mathrm{i}}, \mathrm{x}_{\mathrm{j}}$ ). Suppose that the probability measures $\mu_{\mathrm{n}}$ converge weakly to $\mu$. Define the stochastic integral

$$
\int f d W(n)=\sum_{1 \leq i<j \leq n} f\left(x_{i}, x_{j}\right) W_{i j}
$$

If the sums $W(n)$ satisfy the conditions of Th. 2.1.1, then $\int f d W(n)$ has a normal limit distribution $N\left(0, \int f^{2} d \mu\right)$, if the function $f$ is bounded and $\mu$-a.e. continuous. It is remarkable that the same result is obtained as would have been obtained under the (stronger) assumption that the random variables $\mathrm{W}_{\mathrm{ij}}$ are independent. However there is an important difference: if the random variables $\mathrm{W}_{\mathrm{ij}}$ are all independent they can be embedded in $\mathbb{R}$ (instead of $\mathbb{R}^{2}$ ) and the same result holds. In Ch. 4 it is shown that this is not the case for $\mathrm{W}_{\mathrm{ij}}$ components in the Hoeffding decomposition. For these random variables the special (coordinatewise) embedding is important. Sect. 4.3 is concerned with this aspect of the Hoeffding decomposition. Rather, a criterion is given such that
homogeneous sums in the Hoeffding decomposition satisfying this criterion can be embedded in $\mathbb{R}$ (instead of $\mathbb{R}^{2}$ ).

This text is meant to be selfcontained as far as it is concerned with generalized multilinear forms. Except for general results which can be found in textbooks like Chung (1974) and a central limit theorem for martingale differences, no results from probability theory are needed to read the text. (E.g. properties of martingales which are used without reference can be found in Chung (1974).)

We conclude this chapter with some references to related results. There are many papers on central limit theorems for generalized multilinear forms scattered throughout the literature. We shall not try to be exhaustive here. Instead, we shall give a rough classification according to methods of proof used to derive these results and provide a few references. We distinguish four approaches.

The first one applies to proper multilinear forms in independent random variables. In Rotar' (1973) it is shown that the limit distribution of a quadratic form in iid random variables with zero mean and unit variance does not depend on the actual distribution of the random variables. More generally, in this approach invariance classes of distributions are identified. For each invariance class the limit distribution is the same for any distribution in this class. Then the limit distribution can be determined with the help of one member in the class for which the limit can be computed. The limit behaviour of the quadratic form in independent $\mathrm{N}(0,1)$ random variables is treated exhaustively in Sevast'yanov (1961). In Rotar' (1979) invariance classes are given for multilinear forms.

The second approach we distinguish is the method of projection, given above. In this situation a central limit theorem can be obtained by methods from martingale theory. In Beran (1972) a central limit theorem for quadratic forms is proved with the help of a martingale method, a result which is related to that in Whittle (1964). A special class of generalized multilinear forms are $U$-statistics $(d=2)$ :

$$
\mathrm{Z}(\mathrm{n})=\sum_{1 \leq i<j \leq n} z_{n}\left(X_{i}, X_{j}\right),
$$

with $\mathbf{X}_{\mathbf{i}}$ iid and $\mathrm{z}_{\mathrm{n}}$ a symmetric Borel function not depending on the indices $\mathrm{i}, \mathrm{j}$. Weber (1983) proves a central limit theorem using a technique based on backward martingales. If $\mathbf{Z}(\mathbf{n})$ is a homogeneous sum in the Hoeffding decomposition, the U -statistic is said to be degenerate. This case is treated in Hall (1984). The method used by Hall is a generalization of that in Beran (1972) and is essentially the same as the one used in De Jong (1987). In the author's Master's thesis (1982) this method was used to obtain central limit theorems for components in the Hoeffding decomposition. Backward martingales are also applied in case of weakly exchangeable arrays in Weber (1980).

The third method is based on a result in Stein (1970). It is used in Barbour and Eagleson (1985) to derive a central limit theorem for dissociated random variables. This concept was defined in McGinley and Sibson (1975). (A definition is given in Sect. 2.2; components in the Hoeffding decomposition are an example of dissociated random variables.) Earlier a central limit theorem for dissociated random variables was obtained in Noether (1970). Both Barbour and Eagleson (1985) and Noether (1970) treat cases of random variables with $\mathrm{d} \geq 3$ indices.

The latter paper used the method of moments; the fourth approach. The method of moments can be applied in a great variety of situations. Although usually strong assumptions are imposed on the moments of the random variables, it is often possible to obtain results in situations where at first sight there is a very intractable dependence between the random variables. As an example may serve the monograph Bloemena (1964), where by means of the method of moments a central limit theorem is proved for quadratic forms in dependent random variables. (These quadratic forms are not sums of dissociated random variables.) When kth moments are calculated of sums of random variables indexed by pairs of indices, graph theory can give a heuristically useful description of complicated products. In particular it can be used to describe the way different random variables have indices in common. The description of higher moments by means of graph theory was already employed in Moran (1948). Later on it was used by several authors, e.g. Bloemena (1964), Kester (1975), Brown and Kildea (1978), and Jammalamadaka and Janson (1986). It was also used in De Jong (1982), where the method of moments was used to obtain central limit theorems for dissociated random variables. Contact with this approach seems to have long after-effects: In the next chapter several ways are introduced to describe higher moments, which are adaptations of the graph theory techniques, adapted for random variables indexed by more than two indices.

## 2. A central limit theorem for clean random variables

### 2.0. Introduction

In Ch. 1 the first two sections of this chapter have been introduced extensively. Here we shall make some general remarks on the proof of Th. 2.2.3 which is contained in the final two sections. The proof rests on a martingale central limit theorem (Heyde and Brown (1970)). By this theorem we have asymptotic normality for the sum of martingale differences $\sum_{1 \leq k \leq n} U_{k}$, with $\sum_{1 \leq k \leq n} E U_{k}^{2}=1$ and $\max _{1 \leq k \leq n} E U_{k}^{2} \rightarrow 0$, if

1) $\sum_{1 \leq k \leq n} E U_{k}^{4} \rightarrow 0, n \rightarrow \infty$,
2) $\sum_{1 \leq \mathrm{k} \leq \mathrm{n}} \mathrm{U}_{\mathrm{k}}^{2} \xrightarrow{\mathrm{~L}^{2}} 1, \mathrm{n} \rightarrow \infty$.

These requirements can be relaxed. The fourth moment in 1) can be replaced by the $(2+\varepsilon)$ th moment; the $L^{2}$ convergence in 2 ) can be replaced by convergence in probability. However, the above formulation is very suitable in the present situation, since we are working with fourth moments.

If we write $\mathrm{W}(\mathrm{n})$ as a sum of martingale differences, we break the symmetry on $\mathrm{W}(\mathrm{n})$ : All conditions on $\mathrm{W}(\mathrm{n})$ are invariant under permutation of the indices, whereas for a martingale the order of the index set plays an essential role. In Sect. 2.3 and 2.4 the fourth moment $\mathrm{EW}(\mathrm{n})^{4}$ is split into partial sums over the quadruples ( $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ ) of dpoint subsets of $\{1, \ldots, \mathrm{n}\}$. In Prop. 2.3.1-2.3.3 it is shown that the two requirements above are satisfied if certain partial sums vanish. Prop. 2.3.3. deals with the asymmetric character of the above requirements. In Prop. 2.3.4 these results are summarized in a technical central limit theorem, phrased in terms of these partial sums. In the remainder of this chapter it is shown that under the conditions of Th. 2.2.3 these partial sums vanish.

### 2.1. A central limit theorem for components in the Hoeffding decomposition

In the previous chapter the Hoeffding decomposition was introduced. On the probability space $(\Omega, \mathcal{F}, \mathrm{P})$ a sequence of independent random variables $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ is given. Define for finite sets of the integers I the $\sigma$-algebras $\mathcal{F}_{\mathrm{I}}=\sigma\left\{\mathrm{X}_{\mathrm{i}}: \mathrm{i} \in \mathrm{I}\right\}$ and $\mathcal{F}_{\varnothing}$
$=\sigma\{\varnothing, \Omega\}$. Any square integrable $\mathcal{F}_{\{1, \ldots, \mathrm{n}\}}$-measurable random variable Z can be written $\mathrm{Z}=\sum_{\mathrm{I}} \mathrm{W}_{\mathrm{I}}$, where the components $\mathrm{W}_{\mathrm{I}}$ are uniquely determined by $\mathrm{I} \subset\{1, \ldots, \mathrm{n}\}$
(2.1.1) a) $\mathrm{W}_{\mathrm{I}}$ is $\mathscr{F}_{\mathrm{I}}$-measurable,
b) $\mathrm{E}\left(\mathrm{W}_{\mathrm{I}} \mid \mathcal{F}_{\mathrm{J}}\right)=0$ a.s. if $\mathrm{I} \backslash \mathrm{J} \neq \varnothing$.

For $d$-homogeneous sums in the Hoeffding decomposition $\mathrm{W}(\mathrm{n})=\sum_{\mid \mathrm{II}=\mathrm{d}} \mathrm{W}_{\mathrm{I}}-$ we shall reserve the notation $\mathrm{W}(\mathrm{n})$ for homogeneous sums - we have the following central limit theorem which follows from Th. 2.2.3 of Sect. 2.2.

Theorem 2.1.1. Let $W(1), W(2), \ldots$ be d-homogeneous sums in the Hoeffding decomposition, $W(n)=\sum_{|I|}{ }_{=d} W_{I}$, for fixed d with var $W(n)=1$, for $n=1,2, \ldots$. Suppose
a) $\max _{i} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}}^{2} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$,
b) $\max _{\mathrm{I}} \mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \leq \mathrm{D}$, D not depending on n , I
c) $\mathrm{EW}(\mathrm{n})^{4} \rightarrow 3$ for $\mathrm{n} \rightarrow \infty$.

Then

$$
\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1) \text { for } \mathrm{n} \rightarrow \infty .
$$

This is Th. 2.2 in De Jong (1987), for general $d$ instead of $d=2$. We give some comments on the conditions.

Condition a) excludes degenerating forms with the masses $\sigma_{I}^{2}$ concentrating on one or a few 'hyperplanes' $\{\mathrm{I}: \mathrm{i} \in \mathrm{I}\}$. These forms usually have a limit distribution depending on one or a few random variables $X_{i}$. By condition a) the following example is excluded. (If we consider random variables $W_{I}$ indexed by sets I containing one or two elements, we employ the usual notation: $W_{i}$ instead of $W_{[i]}$ and $W_{i j}$ instead of $W_{\{i, j\}}$.

Example 1. Let $\mathrm{X}_{\mathrm{i}}$ be iid, $\mathrm{E} \mathrm{X}_{\mathrm{i}}=0, \mathrm{E}_{\mathrm{i}}^{2}=1$ and
$W(n)=(n-1)^{-1 / 2}\left(X_{1} X_{2} \cdot++X_{1} X_{n}\right)$
Then $W(n)$ has a normal limit distribution iff $X_{i}= \pm 1$ with probability equaling $1 / 2$. The if part follows from the central limit theorem for sums of iid random variables with diverging total variance. The only if part can be deduced from the characteristic function of $W(n)$. We shall return to this example below.

Condition b) is imposed to exclude random variables with heavy tails. In Ch. 3 we shall return to this issue and show how condition b) can be relaxed in two respects. In the first place in Th. 3.1.2 it is shown that we can allow D to diverge in a controlled way. In Sect. 3.2 it is shown how condition b) can be relaxed by means of truncation. If $d=2$, then condition b) can be dropped (De Jong (1987)).

Condition b) can be replaced by the somewhat weaker condition

$$
\text { b') } \sum_{\mid I I=d}\left(E W_{I}^{4}\right)^{1 / 2} \leq C, C \text { not depending on } n .
$$

If condition $\mathrm{b}^{\prime}$ ) holds we can apply Th. 2.1.1 to the partial sum

$$
\mathrm{W}^{\prime}(\mathrm{n})=\sum_{\mathcal{A}} \mathrm{W}_{\mathrm{I}},
$$

with $\mathcal{A}=\left\{\mathrm{I}: \mathrm{E}\left(\mathrm{W}_{\mathrm{I}} / \sigma_{\mathrm{I}}\right)^{4} \leq \mathrm{D}\right\}$ for some $\mathrm{D} \geq 1$. Then

$$
\operatorname{var}\left(W(n)-W^{\prime}(n)\right)=\sum_{\mathfrak{A}^{c}} \sigma_{\mathrm{I}}^{2} \leq \mathrm{CD}^{-1 / 2},
$$

by Chebyshev's inequality. However, since condition b) is clearly the condition which is needed in the proof of Th. 2.1.1 (and Th. 2.2.3), we shall use the more restrictive condition. The reader is free to adept the theorems and their proofs to this refinement.

Condition c) may be difficult to check; in Ch. 3 several conditions are given to replace condition c ). These conditions are usually more restrictive than condition c ), which is sharp in some sense: see Th. 2.2.4 and Th. 3.2.5.

Condition c) may be replaced by the weaker condition

$$
\text { c') } \limsup _{\mathrm{n} \rightarrow \infty} \mathrm{EW}(\mathrm{n})^{4} \leq 3
$$

In Sect. 2.3 it will be shown that under the conditions a) and b) of Th. 2.1.1 condition $c^{\prime}$ ) implies condition $c$ ).

The example below shows that the assumption that the random variables $W(n)$ are homogeneous sums cannot be dropped. In Sect. 3.3 we shall give a central limit theorem for inhomogeneous sums.

Example 2. We start with the construction of a family of random variables with fourth moment equal to 3 . Then we give a sequence of inhomogeneous sums in the Hoeffding decomposition with a non-normal limit distribution which satisfies the conditions a) and b) of Th. 2.1.1 and converges to a member in this family.

Let $\mathrm{Y}, \mathrm{Z}$ be random variables with $\mathrm{E} \mathrm{Y}=\mathrm{E} \mathrm{Z}=0, \mathrm{E} \mathrm{Y}^{2}=1, \mathrm{E} \mathrm{Z}^{2}=\sigma^{2}$, $\mathrm{E} \mathrm{Y} \mathrm{Z}=0$, $E Y^{3} Z \neq 0$ and $E Y^{4}=3$. Set $V=Z+\alpha Y$, then

$$
E V^{2}=\alpha^{2}+\sigma^{2}
$$

$$
E V^{4}-3 E^{2} V^{2}=4 \alpha^{3} E Y^{3} Z+6 \alpha^{2} E Y^{2} Z^{2}+4 \alpha E Y Z^{3}+E Z^{4}-6 \alpha^{2} \sigma^{2}-3 \sigma^{4}
$$

This is a polynomial in $\alpha$ of degree 3 (since $E Y^{3} Z \neq 0$ ) which has at least one real zero, say $\alpha_{0}$. For this zero the normed fourth moment of $\mathrm{V}=\mathrm{Z}+\alpha_{0} \mathrm{Y}$ equals 3.

Now choose

$$
Y_{n}=n^{-1 / 2} \sum_{1 \leq i \leq n} X_{i} \text { and } Z_{n}=n^{-3 / 2} \sum_{1 \leq i<j<k \leq n} X_{i} X_{j} X_{k} \text {, }
$$

with $X_{i}$ iid $N(0,1)$ random variables. Then $Y_{n}$ and $Z_{n}$ are homogeneous sums in the Hoeffding decomposition (of degree 1 and 3 respectively) and satisfy the conditions a) and b) of Th. 2.1.1. Straightforward calculation yields

$$
Y_{n}^{3}=6 Z_{n}+3 Y_{n}\left(n^{-1} \sum_{1 \leq i \leq n} X_{i}^{2}\right)-2 n^{-3 / 2} \sum_{1 \leq i \leq n} X_{i}^{3}
$$

with

$$
\begin{aligned}
& n^{-1} \sum_{1 \leq i \leq n} X_{i}^{2} \rightarrow 1, \quad n \rightarrow \infty, \\
& n^{-3 / 2} \sum_{1 \leq i \leq n} X_{i}^{3} \rightarrow 0, \quad n \rightarrow \infty, \\
& E Y_{n}^{3} Z_{n}=6 E Z_{n}^{2} \neq 0
\end{aligned}
$$

Since $Y_{n}$ is $N(0,1)$ distributed, we have

$$
Z_{n}+\alpha Y_{n} \xrightarrow{d} Y^{3} / 6+Y(\alpha-1 / 2), n \rightarrow \infty,
$$

with $Y$ an $N(0,1)$ distributed random variable. Thus we have constructed (with $V_{n}=$ $\left.\left(\mathrm{Z}_{\mathrm{n}}+\alpha_{0} \mathrm{Y}_{\mathrm{n}}\right) / \operatorname{var}^{1 / 2}\left(\mathrm{Z}_{\mathrm{n}}+\alpha_{0} \mathrm{Y}_{\mathrm{n}}\right)\right)$ a sequence of random variables which satisfies the conditions a), b) and c) of Th. 2.1.1, but which has a non-normal limit distribution. (The tail of the limit distribution is determined by $\mathrm{Y}^{3} / 6$, which is not normal.)

### 2.2. Formulation of the main result

In this section the assumption is dropped that there is an underlying sequence of independent random variables. Then there is no Hoeffding decomposition, and for similar results conditions have to be imposed that are satisfied automatically in the Hoeffding decomposition. Two conditions are important here.

In the Hoeffding decomposition two random variables are independent if $\mathrm{I} \cap \mathrm{J}=\varnothing$. Indeed, components in the Hoeffding decomposition are dissociated (see McGinley and Sibson (1975)). That is, random variables, indexed by subsets of the integers $\mathrm{W}_{\mathrm{I}_{1}}$, $\ldots, \mathrm{W}_{\mathrm{I}_{\mathrm{q}}}$ are independent if the sets $\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}$ are mutually disjoint. Condition d) of Th . 2.2.3 is weaker than the assumption that the random variables are dissociated.

More important, however, is the definition of the analogue of (1.1.1). Consider the family of random variables indexed by finite subsets of the integers $\mathcal{W}=\left\{\mathrm{W}_{\mathrm{I}}: \mathrm{I} \subset\right.$ $\{1,2, \ldots\}\}$ and the $\sigma$-algebras $\mathcal{F}^{(\mathrm{i})}=\sigma\left\{\mathrm{W}_{\mathrm{I}} \in \mathcal{W}: \mathrm{i} \notin \mathrm{I}\right\}$.

Definition 2.2.1. The random variable $\mathrm{W}_{\mathrm{I}} \in \mathcal{W}$ is clean if $\mathrm{E}\left(\mathrm{W}_{\mathrm{I}} \mid \mathcal{F}^{(\mathrm{i})}\right)=0$ a.s. for all $i \in I$.

Notice that this definition is not the same as the definition of 'clean' in De Jong (1987), where components in the Hoeffding decomposition are considered. The family $\mathcal{W}$ is clean if all its members are clean; by abuse of language we say ${ }^{\prime} \sum_{\mathcal{W}} \mathrm{W}_{\mathrm{I}}$ is clean' to indicate that the family $\mathcal{W}$ is clean.

Any subset of a clean family is clean. If $\mathcal{W}$ is clean and $\mathcal{W}_{0} \subset \mathcal{W}$, then $\mathcal{W}_{0}$ is clean, since with $\mathcal{F}_{0}^{(\mathrm{i})}=\sigma\left\{\mathrm{W}_{\mathrm{I}} \in \mathcal{W}_{0}: \mathrm{i} \notin \mathrm{I}\right\}$ we have for $\mathrm{W}_{\mathrm{I}} \in \mathcal{W}_{0}$

$$
\mathrm{E}\left(\mathrm{~W}_{\mathrm{I}} \mid \mathcal{F}_{0}^{(\mathrm{i})}\right)=\mathrm{E}\left(\mathrm{E}\left(\mathrm{~W}_{\mathrm{I}} \mid \mathcal{F}^{(\mathrm{i})}\right) \mid \mathcal{F}_{0}^{(\mathrm{i})}\right)=0 \text { a.s. }
$$

Homogeneous sums in the Hoeffding decomposition (Sect. 2.1) are clean; since $\mathcal{F}^{(\mathrm{i})} \subset \sigma\left\{\mathrm{X}_{\mathrm{j}}: \mathrm{j} \neq \mathrm{i}\right\}$, we have for $\mathrm{i} \in \mathrm{I}$

$$
E\left(W_{I} \mid \mathscr{F}^{(i)}\right)=E\left(E\left(W_{I} \mid X_{j}, j \neq i\right) \mid \mathcal{F}^{(i)}\right)=0 \text { a.s. }
$$

Therefore, we have the following examples (cf. Ex. 2 of Sect. 2.1).

Example 1. The degenerate homogeneous sum in the Hoeffding decomposition $\mathrm{W}(\mathrm{n})=$ $\mathrm{W}_{12}+\ldots+\mathrm{W}_{1 \mathrm{n}}$ is clean. We can leave out the index 1 . The set of random variables $\left\{W_{j}: W_{j}=W_{1 j}, j=2, \ldots, n\right\}$ is clean, since

$$
E\left(W_{i} \mid W_{j}, j \neq i\right)=E\left(E\left(W_{i} \mid X_{j}, j \neq i\right) \mid W_{j}, j \neq i\right)=0 \text { a.s. }
$$

This can be extended easily.

Example 2. Consider the components in the Hoeffding decomposition $\left(\mathrm{W}_{\mathrm{ij}}\right)_{1 \leq \mathrm{i} \leq \mathrm{k}, \mathrm{k}<\mathrm{j} \leq \mathrm{n}}$. This is a rectangular part of the upper triangle of the matrix $\left(W_{i j}\right)$. The set of random variables

$$
\left\{\mathrm{W}_{\mathrm{j}}:=\sum_{1 \leq i \leq \mathrm{k}} \mathrm{~W}_{\mathrm{ij}}: \mathrm{j}=\mathrm{k}+1, \ldots, \mathrm{n}\right\}
$$

is clean:

$$
\begin{aligned}
& E\left(W_{j} \mid W_{g}, k<g \neq j\right)=E\left(E\left(W_{j} \mid X_{g}, k<g \neq j\right) \mid W_{g}, k<g \neq j\right) \\
& =E\left(\sum_{1 \leq i \leq k} E\left(W_{i j} \mid X_{g}, k<g \neq j\right) \mid W_{g}, k<g \neq j\right)=0 \text { a.s. }
\end{aligned}
$$

Both examples above can be generalized for components in the Hoeffding decomposition with $d$ indices.

Notice that a random variable is clean with respect to a given set $\mathcal{W}$. A change in one variable may effect many other variables.

Example 3. Let $\mathrm{U}_{1}, \mathrm{U}_{2}, \ldots$ be iid uniform ( 0,1 ) random variables and let $\mathrm{f}_{1}, \mathrm{f}_{2}, \ldots$ be the Rademacher functions ( $f_{k}(x)=1-2 e_{k}(x)$, with $e_{k}(x)$ right continuous "zero-one" and $\sum_{k} 2^{-k} e_{k}(x)=x, x \in[0,1]$, where $\left(e_{k}(x)\right)_{k}$ are the coefficients in the binary expansion $\left.{ }_{\text {of }} x\right)$. Put $g_{k}=f_{k}+1$; for $i<j$ we define $W_{i j}=f_{j}\left(U_{i}\right) g_{i}\left(U_{j}\right)$. Since $\sigma\left\{W_{g h}:\{g, h\} \neq\right.$ $\{i, j\}\} \subset \sigma\left\{U_{g}, f_{h}\left(U_{i}\right), f_{k}\left(U_{j}\right): g, h, k \notin\{i, j\}\right\}$ and since for fixed $i$ the random variables $f_{k}\left(U_{i}\right)$ are independent, the random variable $W_{i j}$ is independent of the random variables $W_{g h},\{\mathrm{~g}, \mathrm{~h}\} \neq\{\mathrm{i}, \mathrm{j}\}$. Thus $\mathrm{E}\left(\mathrm{W}_{\mathrm{ij}} \mid \mathrm{W}_{\mathrm{ik}}, \mathrm{k} \neq \mathrm{j}\right)=E \mathrm{~W}_{\mathrm{ij}}=0$ a.s., whereas $E\left(W_{i j} \mid U_{i}\right)=f_{j}\left(U_{i}\right) E g_{i}\left(U_{j}\right) \neq 0$ a.s. Hence the set $\left\{W_{i j}: 1 \leq i<j \leq n\right\}$ is clean, and the set $\left\{\mathrm{W}_{\mathrm{ij}}: 1 \leq \mathrm{i}<\mathrm{j} \leq \mathrm{n}\right\} \cup\left\{\mathrm{U}_{1}-1 / 2\right\}$ is not clean.

The above example shows that the union of two clean families (or the sum of two clean sums ) is not necessarily clean.

Example 4. If $\left\{\mathrm{W}_{\mathrm{i}}: \mathrm{i}=1,2, \ldots\right\}$ is clean, then the multilinear form

$$
\sum_{|I|=d} W_{I} \text {, with } W_{I}=a_{I} \prod_{i \in I} W_{i}\left(\left(a_{I}\right)_{I I I}=d \text { real constants }\right)
$$

is clean, since with $\mathrm{i} \in \mathrm{I}$ we have

$$
\begin{aligned}
& E\left(W_{I} \mid \mathcal{F}^{(i)}\right)=E\left(E\left(W_{I} \mid W_{j}, j \neq i\right) \mid \mathscr{F}^{(i)}\right) \\
& =a_{I} E\left(\left(\prod_{i} W_{k}\right) E\left(W_{i} \mid W_{j}, i \neq j\right) \mid \mathscr{F}^{(i)}\right) \\
& =0 \text { a.s. }
\end{aligned}
$$

Clean random variables are uncorrelated: With $\mathrm{i} \in \mathrm{J} \backslash \mathrm{I}$ we have $\mathrm{E}_{\mathrm{I}} \mathrm{W}_{\mathrm{J}}=$ $\mathrm{E} \mathrm{W}_{\mathrm{I}} \mathrm{E}\left(\mathrm{W}_{\mathrm{J}} \mid \mathcal{F}^{(\mathrm{i})}\right)=0$. This idea can be extended; we shall use it often in the following form.

Lemma 2.2.2. Let $\left\{\mathrm{W}_{\mathrm{I}_{1}}, \ldots, \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}\right\}$ be clean and suppose $\mathrm{I}_{1} \cap\left(\mathrm{I}_{2} \cup \ldots \cup \mathrm{I}_{\mathrm{q}}\right) \neq \mathrm{I}_{1}$ ( $\mathrm{I}_{1}$ is called a free index of the q - tuple $\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right)$ ). Then $\mathrm{E} \mathrm{W}_{\mathrm{I}_{1}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}=0$ (provided the expectation exists).

Proof. Let $\mathrm{i} \in \mathrm{I}_{1} /\left(\mathrm{I}_{2} \cup \ldots \cup \mathrm{I}_{\mathrm{q}}\right)$, then

$$
\mathrm{EW}_{\mathrm{I}_{1}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}=\mathrm{E} \mathrm{~W}_{\mathrm{I}_{2}} \cdots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}} \mathrm{E}\left(\mathrm{~W}_{\mathrm{I}_{1}} \mid \mathcal{F}^{(\mathrm{i})}\right)=0
$$

In fact we have shown more:

$$
\mathrm{E}\left(\mathrm{~W}_{\mathrm{I}_{1} \cdots} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}} \mid \mathrm{W}_{\mathrm{J}} \in \mathcal{W}, \mathrm{~J} \in \mathcal{A}\right)=0 \text { a.s., if } \mathrm{I}_{1} \cap\left(\mathrm{I}_{2} \cup \ldots \cup \mathrm{I}_{\mathrm{q}} \cup\left(\cup_{\mathcal{A}} \mathrm{J}\right)\right) \neq \mathrm{I}_{1} .
$$

For the sequence of clean finite sums $W(n)$, homogeneous in I I I, with var $W(n)=1$ - recall that we reserve the symbol $W(n)$ for clean sums that are homogeneous in $|I|$ -
we have the following central limit theorem. Notice that each sum below is clean; nothing is assumed about $\mathrm{W}(\mathrm{k})+\mathrm{W}(\mathrm{m})$, with $\mathrm{k} \neq \mathrm{m}$.

Theorem 2.2.3. Let $\mathrm{W}(1), \mathrm{W}(2), \ldots$ be a sequence of clean homogeneous sums of degree $d, W(n)=\sum_{|I|=d} W_{I}$ with var $W(n)=1$, for $n=1,2, \ldots$ (d fixed). Suppose
a) $\max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}}^{2} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$,
b) $\underset{\mathrm{I}}{\max } \mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \leq \mathrm{D}, \mathrm{D}$ not depending on n ,
c) $\operatorname{EW}(\mathrm{n})^{4} \rightarrow 3$ for $\mathrm{n} \rightarrow \infty$,
d) $\sum_{\mathrm{I} \cap \mathrm{J}=\varnothing}\left(\mathrm{EW}_{\mathrm{I}}^{2} \mathrm{~W}_{\mathrm{J}}^{2}-\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2}\right) \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$.

Then

$$
\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1) \text { for } \mathrm{n} \rightarrow \infty .
$$

Remark 1. If we compare Th. 2.1 .1 with the above theorem we can see that homogeneous sums in the Hoeffding decomposition are replaced by homogeneous sums of clean random variables satisfying assumption d). If the random variables $W_{I}$ are dissociated, then we have $E W_{I}^{2} W_{J}^{2}=\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2}$, if $\mathrm{I} \cap \mathrm{J}=\varnothing$. Thus assumption d) is implied by dissociated.

Remark 2. We shall see below (Ch. 3) that, under the assumptions a) and b), assumption d) is equivalent to
d') $\sum_{I I I=d} W_{I}^{2} \xrightarrow{L^{2}} 1$ for $n \rightarrow \infty$.
Remark 3. If $\mathrm{d}=1$, the clean sum has the martingale property and the reversed martingale property simultaneously:

$$
E\left(W_{i} \mid W_{j}, j<i, j>i\right)=0 \text { a.s. }
$$

In Sect. 2.4 it will be shown (Prop. 2.4.3) that if var $W(n)=1$ and $E W_{I}^{6} / \sigma_{I}^{6} \leq D$ for all terms in $W(n)$, we have

$$
\mathrm{EW}(\mathrm{n})^{6} \leq \mathrm{DC}_{\mathrm{d}}
$$

with $\mathrm{C}_{\mathrm{d}}$ a constant only depending on d (not on n ). This implies the following converse result (using Feller II (1971: 251, part e) ):

Theorem 2.2.4. Let $W(1), W(2), \ldots$ be a sequence of clean homogeneous sums of degree $d, W(n)=\sum_{|I|=d} W_{I}$ with var $W(n)=1$, for $n=1,2, \ldots$ (d fixed). Suppose $\max E W_{I}^{6} / \sigma_{I}^{6} \leq D$, $D$ not dependirig on $n$.
I
Then
$\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{N}(0,1)$ for $\mathrm{n} \rightarrow \infty$,
implies
$\operatorname{EW}(n)^{4} \rightarrow 3$ for $n \rightarrow \infty$.

If $d=1$ then the conditions of Th 2.2.3 can be relaxed somewhat.

Corollary 2.2.5. (Th. 2.2.3 in case $d=1$.) Let $W(1), W(2), \ldots$ be a sequence of clean homogeneous sums $W(n)=\sum_{1 \leq i \leq n} W_{i}$ with $\operatorname{var} W(n)=1$, for $n=1,2, \ldots$. Suppose
a) $\max _{\mathrm{i}} \sigma_{\mathrm{i}}^{2} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$.

Then
$\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{N}(0,1)$ for $\mathrm{n} \rightarrow \infty$,
if two of the following three conditions hold:
b) $\max E W_{i}^{4} / \sigma_{i}^{4} \leq \mathrm{D}$, D not depending on $n$,
c) $\mathrm{EW}(\mathrm{n})^{4} \rightarrow 3$ for $\mathrm{n} \rightarrow \infty$,
d) $\sum_{i \neq j}\left(E W_{i}^{2} W_{j}^{2}-\sigma_{i}^{2} \sigma_{j}^{2}\right) \rightarrow 0$ for $n \rightarrow \infty$.
(For the proof see Sect. 2.3.)
As a consequence of corollary 2.2 .5 we obtain the statement of Example 1 in Sect.2.1. The sum ( $n-1)^{-1 / 2}\left(X_{1} X_{2}+\ldots+X_{1} X_{n}\right)$, $\left(X_{i}\right.$ iid, $\left.E X_{1}=0, E X_{1}^{2}=1\right)$ is homogeneous ( $d=1$ ) and clean and condition a) is satisfied. If the distribution of $X_{i}$ $= \pm 1$ with probability equaling $1 / 2$, then the conditions $b$ ) and $d$ ) are satisfied. If $W(n)$ is $N(0,1)$ distributed then the sixth moment $E X_{1}^{6}$ is bounded, thus condition b) is satisfied and, by Th. 2.2.4, we have condition c). The conditions b) and c) imply (see proof of corollary 2.2.5) condition d), which implies that the distribution of $X_{1}$ is as required.

Thus Th. 2.2.3 (combined with the trick of 'lowering the dimension d' as shown in the examples 1 and 2 above) can be applied in cases which are excluded by condition a) in Th. 2.1.1.

### 2.3. Proof of Theorem $\mathbf{2 . 2 . 3}$

In this section we shall consider a fixed finite clean sum $W(n)$. We can write $W(n)$ as a sum of martingale differences

$$
\mathrm{W}(\mathrm{n})=\sum_{1 \leq \mathrm{k} \leq n} \mathrm{U}_{\mathrm{k}} \text {, with } \mathrm{U}_{\mathrm{k}}=\sum_{\mathrm{I}, \max \mathrm{I}=\mathrm{k}} \mathrm{~W}_{\mathrm{I}}
$$

with respect to the $\sigma$ - algebras $\mathcal{F}_{\mathrm{k}}=\sigma\left\{\mathrm{W}_{\mathrm{I}}: \max \mathrm{I} \leq \mathrm{k}\right\}$, since

$$
\begin{aligned}
& \mathrm{E}\left(\mathrm{U}_{\mathrm{k}} \mid \mathcal{F}_{\mathrm{k}-1}\right)=\sum_{\mathrm{I}, \max \mathrm{I}=\mathrm{k}} \mathrm{E}\left(\mathrm{~W}_{\mathrm{I}} \mid \mathcal{F}_{\mathrm{k}-1}\right) \\
&=\sum_{\mathrm{I}, \max \mathrm{I}=\mathrm{k}} \mathrm{E}\left(\mathrm{E}\left(\mathrm{~W}_{\mathrm{I}} \mid \mathcal{F}^{(\mathrm{k})}\right) \mid \mathcal{F}_{\mathrm{k}-1}\right) \\
&\left.=0 \text { a.s. (as } \mathcal{F}_{\mathrm{k}-1} \subset \mathcal{F}^{(\mathrm{k})}\right)
\end{aligned}
$$

Remark 1. There is some arbitrariness in the definition of the martingale differences: Another ordering of the integers $\mathrm{i}, \ldots, \mathrm{n}$, generally gives another set of martingale differences. In the definition of clean no ordering is assumed. There is even more structure. A martingale difference is a sum of martingale differences:

$$
U_{k}=\sum_{1 \leq j \leq k-1} V_{k j} \text {, with } V_{k j}=\sum_{I, \max I \backslash\{k\}=j} W_{I},
$$

with respect to the $\sigma$-algebras $\mathcal{F}_{\mathrm{kj}}=\sigma\left\{\mathrm{W}_{\mathrm{I}}: \max \mathrm{I}=\mathrm{k}, \max \mathrm{I} \backslash\{\mathrm{k}\} \leq \mathrm{j}\right\}$. Notice that $\mathcal{F}_{\mathrm{kj}-1} \subset \mathcal{F}^{(\mathrm{j})}$. This can be repeated d times: $\mathrm{W}(\mathrm{n})$ is a sum of sums ... of sums (d times) of martingale differences. This extra structure is not needed in what follows.

Notice that for the sequence $W(n)$ with $\operatorname{var} W(n)=1$, for $n=1,2, \ldots$, lemma 2.2.2 yields

$$
\sum_{k} E U_{k}^{2}=\sum_{k} \sum_{\max I=k} \sigma_{\mathrm{I}}^{2}=\sum_{|I|=d} \sigma_{\mathrm{I}}^{2}=1 \text { and } \max _{k} E U_{k}^{2} \leq \max _{k} \sum_{\mathrm{I} \rightarrow \mathrm{k}} \sigma_{\mathrm{I}}^{2}
$$

which can be chosen arbitrarily small by assumption a). By Th. 1 in Heyde and Brown (1971) we have for the sum of martingale differences $\sum_{k} U_{k}$ (with $\sum_{k} E U_{k}^{2}=1$ )

$$
\sup _{\mathrm{x}}\left|\mathrm{P}\left\{\sum_{\mathrm{k}} \mathrm{U}_{\mathrm{k}} \leq \mathrm{x}\right\}-\Phi(\mathrm{x})\right| \leq \mathrm{C}_{1}\left(\sum_{\mathrm{k}} \mathrm{E} \mathrm{U}_{\mathrm{k}}^{4}+\mathrm{E}\left(\sum_{\mathrm{k}} \mathrm{U}_{\mathrm{k}}^{2}-1\right)^{2}\right),
$$

with

$$
\Phi(\mathrm{x})=(1 / 2 \pi)^{-1 / 2} \int_{\infty}^{\mathrm{x}} \mathrm{e}^{-\mathrm{t}^{2} / 2} \mathrm{dt}
$$

and $C_{1}$ a constant not depending on $n$. We shall give estimates for $\sum E U_{k}^{4}$ and $\operatorname{var}\left(\Sigma \mathrm{U}_{\mathrm{k}}^{2}\right)$, which vanish under the assumptions of Th .2 .2 .3 , thus proving the theorem. We start with proving Corollary 2.2.5.

Proof of Corollary 2.2.5. For $\mathrm{d}=1$ with $\mathrm{W}(\mathrm{n})=\sum_{\mathbf{k}} \mathrm{W}_{\mathrm{k}}$ and var $\mathrm{W}(\mathrm{n})=1=\sum_{\mathbf{k}} \sigma_{\mathbf{k}}^{2}$ we have the following two equalities

$$
\begin{aligned}
& \mathrm{EW}(\mathrm{n})^{4}-3 \stackrel{(1)}{=} \sum_{\mathrm{k}}\left(\mathrm{E} \mathrm{~W}_{\mathrm{k}}^{4}-3 \sigma_{\mathrm{k}}^{4}\right)+6 \sum_{\mathrm{k}<1}\left(\mathrm{E} \mathrm{~W}_{\mathrm{k}}^{2} \mathrm{~W}_{1}^{2}-\sigma_{\mathrm{k}}^{2} \sigma_{\mathrm{l}}^{2}\right) \\
& \stackrel{(2)}{=} 3 \operatorname{var}\left(\sum_{\mathrm{k}} \mathrm{~W}_{\mathrm{k}}^{2}\right)-2 \sum_{\mathrm{k}} \mathrm{E} \mathrm{~W}_{\mathrm{k}}^{4} .
\end{aligned}
$$

Condition b) implies

$$
\sum_{k} E W_{k}^{4} \leq \mathrm{D} \sum_{k} \sigma_{k}^{4} \leq \mathrm{D} \max _{k} \sigma_{k}^{2}
$$

which vanishes by assumption a). Thus equality (1) shows the equivalence of the conditions c) and d). And Corollary 2.2.5 follows by equality (2) (since $U_{k}=W_{k}$ ) and the martingale central limit theorem.

The conditions a), c) and d) together imply, by equality (1), $\sum \mathrm{E} \mathrm{W}_{\mathrm{k}}^{4} \rightarrow 0$, and thus, by equality (2), $\operatorname{var}\left(\sum \mathrm{W}_{\mathrm{k}}^{2}\right) \rightarrow 0$. This proves again Corollary 2.2.5 (without use of assumption b) ). However, the conditions a), c) and d) together do not imply condition b). This ends the proof of Corollary 2.2.5.

The proof of Th . 2.2 .3 for $\mathrm{d} \geq 2$ is more involved; one reason being that the different partial sums that make up the fourth moment E W(n) ${ }^{4}$ cannot be described explicitly (as in equality (1) above).The fourth moment

$$
\mathrm{EW}(\mathrm{n})^{4}=\sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L})} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}
$$

is split into three partial sums according to whether a quadruple ( $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ ) is in one of the three (disjoint) collections below:
$\mathcal{F}$ the collection of quadruples with a free index (see Lemma 2.2.2),
$\mathcal{B}$ the collection of quadruples $(\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L})$ with each element in the union $\mathrm{I} \cup \mathrm{J} \cup \mathrm{K} \cup \mathrm{L}$ in exactly two of the sets $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$. This is the collection of bifold quadruples:
$1_{\mathrm{I}}+1_{\mathrm{J}}+1_{\mathrm{K}}+1_{\mathrm{L}}=21_{\mathrm{I} \cup \mathrm{J} \cup K \cup L}$,
$\mathcal{T} \quad$ the rest $\mathcal{F}^{\mathcal{C}} \backslash \mathrm{B}$; a quadruple in T has no free index and at least one element in the union $\mathrm{I} \cup \mathrm{J} \cup \mathrm{K} \cup \mathrm{L}$ is in three or more sets:

$$
1_{\mathrm{I}}+1_{\mathrm{J}}+1_{\mathrm{K}}+1_{\mathrm{L}} \supsetneqq 21_{\mathrm{I} \cup \mathrm{JUKUL}}
$$

In Lemma 2.2.2 it is shown that the set $\mathcal{F}$ nor its subsets contribute to the fourth moment $\mathrm{EW}(\mathrm{n})^{4}$. For any subset $\mathcal{F}^{*} \subset \mathcal{F}$ we have

$$
\begin{equation*}
\sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \in \mathcal{F}^{*}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}=0 . \tag{2.3.1}
\end{equation*}
$$

The quantities $\tau$ and $\tau^{*}$, defined below, will play an important role in the next chapters:

$$
\begin{aligned}
& \tau^{*}=\sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \in \mathcal{T}} \mathrm{IE}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} \mathrm{I}, \\
& \tau=\sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \in \mathcal{T}} \sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}
\end{aligned}
$$

The proof of Th. 2.2.3 is split into several propositions, some of which are quite easy to prove. In fact there are only three major problems to be overcome: in the first place the proof that $\tau$ and $\tau^{*}$ vanish under the conditions a) and $b$ ) of Th. 2.2.3; this is postponed until Sect. 2.4. Further it has to be shown that the bifold quadruples vanish except those quadruples that consist of two pairs of identical indices ( $\sum_{\mathrm{I} \cap \mathrm{J}=\varnothing} \mathrm{W}_{\mathrm{I}}^{2} \mathrm{~W}_{\mathrm{J}}^{2}$ ).
This is settled in Prop. 2.3.6 and Prop. 2.3.5. (If $d=1$ this is evident; for $d \geq 2$ much attention has to be paid to these 'extra' bifold quadruples.) Finally it has to be shown that the conditions of Th. 1 in Heyde and Brown (1971) are satisfied. This is formulated in Prop. 2.3.4. The hardest part of the proof of this proposition rests on a symmetry argument (Prop. 2.3.3).

Proposition 2.3.1. For $\mathrm{U}_{\mathrm{k}}$, defined above, we have (with $\mathrm{W}_{\mathrm{I}}$ clean)

$$
\sum_{k} E U_{k}^{4} \leq \tau^{*}
$$

Proof.

$$
\begin{aligned}
& \sum_{k} E U_{k}^{4} \\
& =\sum_{k} \quad \sum_{(I, J, K, L), \operatorname{maxI}=\operatorname{maxJ}=\operatorname{maxK}=\operatorname{maxL}=k} E W_{I} W_{J} W_{K} W_{L} \\
& =\sum_{(I, J, K, L), \operatorname{maxI}=\operatorname{maxJ}=\operatorname{maxK}=\operatorname{maxL}} E W_{I} W_{J} W_{K} W_{L} .
\end{aligned}
$$

On the right-hand side no bifold quadruples occur, since $\mathrm{I} \cap \mathrm{J} \cap \mathrm{K} \cap \mathrm{L} \neq \varnothing$. The conclusion follows by (2.3.1) and the definition of $\tau^{*}$.

In order to estimate $\operatorname{var}\left(\Sigma \mathrm{U}_{\mathrm{k}}^{2}\right)$, the collection of bifold quadruples is split again:

$$
\mathcal{B}(e, f)=\{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \in \mathrm{B}:|\mathrm{I} \cap \mathrm{~J}|=\mathrm{e},|\mathrm{I} \cap \mathrm{~K}|=\mathrm{f}\} .
$$

Given the numbers $e=|I \cap J|$ and $f=|I \cap K|$, the number of elements in each intersection of two indices (other intersections are empty) is known. If ( $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ ) is bifold, then $\mid I \cap L I=d-e-f$, since $I$ is the aisjoint union $(I \cap J) \cup(I \cap K) \cup(I \cap L)$; and $|I \cap J|=|K \cap L|$, since $I \Delta J=K \Delta L$ and $|I|=|J|=|K|=|L|=d$, etc. Put

$$
\mathrm{S}(\mathrm{e}, \mathrm{f})=\sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \in \mathcal{B}(\mathrm{e}, \mathrm{f})} \mathrm{E}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} .
$$

Since the value of $E W_{I} W_{J} W_{K} W_{L}$ is not changed by a permutation of $\left(\mathrm{W}_{\mathrm{I}}, \mathrm{W}_{\mathrm{J}}, \mathrm{W}_{\mathrm{K}}, \mathrm{W}_{\mathrm{L}}\right)$, we have

$$
\mathrm{S}(\mathrm{e}, \mathrm{f})=\mathrm{S}(\mathrm{f}, \mathrm{e})=\mathrm{S}(\mathrm{e}, \mathrm{~d}-\mathrm{e}-\mathrm{f}) .
$$

Put

$$
\begin{aligned}
& S=\sum_{1 \leq e \leq d-2} \sum_{1 \leq f \leq d-e-1} S(e, f), \\
& S_{0}=\sum_{1 \leq e \leq d-1} S(e, 0),
\end{aligned}
$$

then we have

$$
\sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \in \mathcal{B}} E \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}=\mathrm{S}+3 \mathrm{~S}_{0}+3 \mathrm{~S}(0,0)
$$

The following quantity will be used frequently in the sequel:
$\gamma=1$
$\sum_{I \cap J=\varnothing}$
$\left(E W_{I}^{2} W_{J}^{2}-\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2}\right) I$.
(2.3.2) $|\mathrm{S}(0,0)-1|$

$$
\begin{aligned}
& =1 \sum_{\mathrm{I} \cap \mathrm{~J}=\varnothing} \mathrm{E} \mathrm{~W}_{\mathrm{I}}^{2} \mathrm{~W}_{\mathrm{J}}^{2}-\left(\sum_{\mathrm{II} \mid=\mathrm{d}} \sigma_{\mathrm{I}}^{2}\right)^{2} \\
& \leq \gamma+\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2} \\
& \leq \gamma+\tau .
\end{aligned}
$$

We shall give an estimate for $\operatorname{var}\left(\Sigma \quad \mathrm{U}_{\mathrm{k}}^{2}\right)$ in terms of $\tau^{*}, \tau, \mathrm{~S}, \mathrm{~S}_{0}$ and $\gamma$; see (2.3.3). We start with an auxiliary random variable.

Proposition 2.3.2. For clean random variables $W_{I}$ we have

$$
\operatorname{var}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right) \leq \gamma+\tau+\mathrm{IS}+2 \mathrm{~S}_{0} \mid+\tau^{*}
$$

Proof. Since the random variables are clean, they are orthogonal

$$
\mathrm{E}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)=\sum_{|\mathrm{II}|=\mathrm{d}} \sigma_{\mathrm{I}}^{2}=1 .
$$

Since quadruples with a free index do not contribute by (2.3.1),

$$
\begin{aligned}
& \mathrm{E}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2}=\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing \neq \mathrm{K} \cap \mathrm{~L}}^{\sum} \mathrm{E}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} \\
& =\sum_{\mathcal{B}, \mathrm{I} \cap \mathrm{~J} \neq \varnothing}^{\sum} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R} \\
& =\sum_{1 \leq e \leq \mathrm{d}} \sum_{\mathrm{I} \leq \mathrm{I} \mathrm{~d}-\mathrm{e}} \mathrm{~S}(\mathrm{e}, \mathrm{f})+\mathrm{R} \\
& =\mathrm{S}(\mathrm{~d}, 0)+\mathrm{S}+2 \mathrm{~S}_{0}+\mathrm{R},
\end{aligned}
$$

with

$$
\mathrm{R}=\sum_{\tau, \mathrm{I} \cap \mathrm{~J} \neq \varnothing}^{\sum \neq \mathrm{K} \cap \mathrm{~L}} \mathrm{E}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} \text { and thus }|\mathrm{R}| \leq \tau^{*}
$$

by using

$$
\sum_{\mathcal{T}^{*}}\left|\mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right| \leq \sum_{\mathcal{T}}\left|\mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right|=\tau^{*} \text { if } \mathcal{T}^{*} \subset \mathcal{T}
$$

Now the proposition follows from (2.3.2) and the symmetry relation $\mathrm{s}(\mathrm{d}, 0)=\mathrm{S}(0,0)$.

## By the symmetry of the bifold quadruples we obtain:

Proposition 2.3.3. For $U_{k}$, defined above, we have (with $W_{I}$ clean)

$$
\operatorname{var}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}-\sum_{\mathrm{k}} \mathrm{U}_{\mathrm{k}}^{2}\right) \leq \tau^{*}+\mid 2 / 3 \mathrm{~S}+\mathrm{S}_{\mathrm{O}} \mathrm{I} .
$$

Proof. With R a partial sum over quadruples in $\mathcal{T}$ (and thus $|\mathrm{R}| \leq \tau^{*}$ ) we obtain

$$
\begin{aligned}
& \operatorname{var}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}-\sum_{\mathrm{k}} \mathrm{U}_{\mathrm{k}}^{2}\right) \\
& =\operatorname{var}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}-\sum_{\max \mathrm{I} \cup \mathrm{~J} \in \mathrm{I} \cap \mathrm{~J}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right) \\
& =E\left(\sum_{I \cap J \neq \varnothing, \max I \cup J \notin \mathrm{I} \cap J} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2} \\
& =4 \quad \sum \quad E W_{I} W_{J} W_{K} W_{L}+R \\
& \mathcal{B}, \mathrm{I} \cap \mathrm{~J} \neq \varnothing, \max \mathrm{I} \cup \mathrm{~J} \in \mathrm{I} \backslash \mathrm{~J}, \max \mathrm{~K} \cup \mathrm{~L} \in \mathrm{~K} \backslash \mathrm{~L} \\
& =4 \sum_{\mathcal{B}, \mathrm{I} \cap \mathrm{~J} \neq \varnothing \text {, } \max \mathrm{I} \cup \mathrm{~J}=\max K \cup L \in \mathrm{~K} \cap \mathrm{I}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R} \\
& =4 \sum_{\mathcal{B}, \mathrm{I} \cap \mathrm{~J} \neq \varnothing, \max \mathrm{I} \cup \mathrm{~J} \cup K \cup L \in \mathrm{~K} \cap \mathrm{I}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R} \\
& =4 \sum_{\mathcal{B}, \mathrm{I} \cap \mathrm{~J} \neq \varnothing, \max \mathrm{I} \cup J \cup K \cup L \in K \cap I, I \cap L=\varnothing} E_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}
\end{aligned}
$$

$$
\begin{aligned}
& +4 \sum_{\mathcal{B}, \mathrm{I} \cap J \neq \varnothing, \max \mathrm{I} \cup \mathrm{~J} \cup K \cup L \in \mathrm{~K} \cap \mathrm{I}, \mathrm{I} \cap L \neq \varnothing} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R} \\
& =\mathrm{S}_{0}+2 / 3 \mathrm{~S}+\mathrm{R},
\end{aligned}
$$

where the last equality sign is explained below. The set

$$
\underset{1 \leq \mathrm{e} \leq \mathrm{d}-1}{ } \mathcal{B}(\mathrm{e}, \mathrm{~d}-\mathrm{e})=\{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \in \mathcal{B}: \mathrm{I} \cap \mathrm{~J} \neq \varnothing \neq \mathrm{I} \cap \mathrm{~K}, \mathrm{I} \cap \mathrm{~L}=\varnothing\}
$$

can be partitioned into 4 subsets according to whether $\max I \cup J \cup K \cup L$ is in one of the following intersections $\mathrm{I} \cap \mathrm{J}, \mathrm{I} \cap \mathrm{K}, \mathrm{K} \cap \mathrm{L}, \mathrm{J} \cap \mathrm{L}$. The sums over these subsets have equal contributions as can be seen from the equality

with $\mathrm{f}(\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L})=\mathrm{E} \quad \mathrm{W}_{\mathrm{I}} \mathrm{W}_{\mathrm{J}} \mathrm{W}_{\mathrm{K}} \mathrm{W}_{\mathrm{L}}$ and the commutativity of multiplication, $\mathrm{f}(\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L})=\mathrm{f}(\mathrm{I}, \mathrm{K}, \mathrm{J}, \mathrm{L})$.This shows that

$$
\mathrm{S}_{0}=4 \sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing \neq \mathrm{I} \cap \mathrm{~K}, \mathrm{I} \cap \mathrm{~L}=\varnothing, \max \mathrm{I} \cup \mathrm{~J} \cup \mathrm{~K} \cup \mathrm{~L} \in \mathrm{I} \cap \mathrm{~K}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} .
$$

By the same argument it is shown that

$$
\mathrm{S}=6 \sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing, \mathrm{I} \cap \mathrm{~K} \neq \varnothing, \mathrm{I} \cap \mathrm{~L} \neq \varnothing, \max \mathrm{I} \cup \mathrm{~J} \cup \mathrm{~K} \cup \mathrm{~L} \in \mathrm{I} \cap \mathrm{~K}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} .
$$

This proves the proposition.

The three propositions above together imply the following technical central limit theorem.

Proposition 2.3.4. Let $W(1), W(2), \ldots$ be a sequence of clean homogeneous sums of degree $d, W(n)=\sum_{|I|=d} W_{I}$ with var $W(n)=1$. If all the following conditions hold

I a) $\tau \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$,
b) $\quad \tau^{*} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$,

II a) $\mathrm{S}_{0} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$,
b) $\mathrm{S} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$,

III $\gamma \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$,
then
$\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{N}(0,1)$ for $\mathrm{n} \rightarrow \infty$.

Proof. Combining Prop. 2.3.2 and 2.3.3 we obtain, by $\operatorname{var}(\mathrm{A}+\mathrm{B}) \leq 2 \operatorname{var} \mathrm{~A}+2 \operatorname{var} \mathrm{~B}$,

$$
\begin{align*}
& \operatorname{var}\left(\sum_{\mathrm{k}} \mathrm{U}_{\mathrm{k}}^{2}\right) \leq 2 \operatorname{var}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing}^{\sum \mathrm{W}_{\mathrm{I}}} \mathrm{~W}_{\mathrm{J}}\right)+2 \operatorname{var}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing}^{\left.\sum \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}-\sum_{\mathrm{k}} \mathrm{U}_{\mathrm{k}}^{2}\right)}\right.  \tag{2.3.3}\\
& \quad \leq 4 \tau^{*}+2 \tau+2 \gamma+10 / 3|\mathrm{~S}|+6\left|\mathrm{~S}_{0}\right| .
\end{align*}
$$

The proposition follows by Th. 1 in Brown and Heyde (1971) and Prop. 2.3.1.

To prove Th. 2.2.3 we shall check the conditions I, II and III. Assumption d) of Th. 2.2.3 is equivalent to condition III. Under the assumption b) of Th. 2.2.3 we can reduce condition Ib ) to condition Ia). By the Hölder inequality we have

$$
\begin{align*}
& E\left|W_{I} W_{J} W_{K} W_{L}\right| \leq E^{1 / 4} W_{I}^{4} E^{1 / 4} W_{J}^{4} E^{1 / 4} W_{K}^{4} E^{1 / 4} W_{L}^{4}  \tag{2.3.4}\\
& \quad \leq D \sigma_{I} \sigma_{J} \sigma_{K} \sigma_{L} .
\end{align*}
$$

This shows $\tau^{*} \leq \mathrm{D} \tau$. The proof of condition Ia) is postponed to Sect. 2.4.
Condition II will follow from the two propositions below.

Proposition 2.3.5. For clean homogeneous sums $W(n)$ we have

$$
\left|\mathrm{S}+3 \mathrm{~S}_{0}\right| \leq \tau^{*}+3 \tau+3 \gamma+\left|\mathrm{EW}(\mathrm{n})^{4}-3\right|
$$

Proof. The fourth moment E W(n) ${ }^{4}$ can be written as:

$$
\mathrm{EW}(\mathrm{n})^{4}=\sum_{T} \mathrm{E} \quad \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\sum_{\mathcal{B}} \mathrm{E} \quad \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}
$$

Thus

$$
\mathrm{EW}(\mathrm{n})^{4}-3=\sum_{T} \mathrm{E}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{S}+3 \mathrm{~S}_{0}+3 \mathrm{~S}(0,0)-3
$$

The proposition follows by the triangle inequality and (2.3.2).

The right-hand side in Prop. 2.3.5 vanishes under the conditions of Th. 2.2.3. However, we have to show that $S$ and $S_{0}$ vanish separately. Here is a lower bound for $S_{0}=S(1,0)+\ldots+S(d-1,0)$ and for $S+2 S_{0}$.

Proposition 2.3.6. For clean homogeneous sums $W(n)$ we have
a) $\mathrm{S}(\mathrm{e}, \mathrm{o}) \geq-\tau^{*}$ for $1 \leq \mathrm{e} \leq \mathrm{d}-1$,
b) $S+2 S_{0} \geq-\tau^{*}$.

Proof. We shall show that both left-hand sides are a sum of squares up to a remainder term, which is a sum over a subset of $\mathcal{T}$. Consider two disjoint sets of the integers both of size $d-e: A, A^{\prime} \subset\{1,2, \ldots\}$ with $A \cap A^{\prime}=\varnothing,|A|=\left|A^{\prime}\right|=d-e$. Then

$$
\begin{aligned}
& E\left(\sum_{I I \cap J I=e, I \backslash J=A, J \backslash I=A^{\prime}} W_{I} W_{J}\right)^{2} \\
& =\sum_{I \cap J I=e=I K \cap L I, I \backslash J=A=L \backslash K, J \backslash I=A^{\prime}=K \backslash L} E W_{I} W_{J} W_{K} W_{L} \\
& =\sum_{T, I I \cap J I=e=I K \cap L \mid, I \backslash J=A=L \backslash K, J \backslash I=A^{\prime}=K \backslash L} E W_{I} W_{J} W_{K} W_{L} \\
& +\sum_{B(e, 0), I \cap L=A, J \cap K=A^{\prime}} E W_{I} W_{J} W_{K} W_{L} .
\end{aligned}
$$

Summation over the subsets $\mathrm{A}, \mathrm{A}^{\prime}$ yields
$0 \leq \sum_{A, A^{\prime} \subset\{1, \ldots, n\}, A \cap A^{\prime}=\varnothing,|A|=\left|A^{\prime}\right|=d-e}$


```
(2.3.5) \(=\)
\[
=\sum_{T,|I \cap J|=e} \sum_{|K \cap L|, I \backslash J=L \backslash K, J \backslash I=K \backslash L} E W_{I} W_{J} W_{K} W_{L}+S(e, 0)
\]
\[
=R_{1}+S(e, 0)
\]
```

with $\left|R_{1}\right| \leq \tau^{*}$, since $R_{1}$ is a sum over a subset of $\mathcal{T}$. This proves a).
The second inequality follows from

$$
\begin{aligned}
& \mathrm{E}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing, \mathrm{I} \neq \mathrm{J}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2} \\
& =\sum_{\mathcal{B}, \mathrm{I} \cap \mathrm{~J} \neq \varnothing, \mathrm{I} \neq \mathrm{J}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} \\
& +\sum_{\mathcal{T}, \mathrm{I} \cap \mathrm{~J} \neq \varnothing} \sum_{\mathrm{K} \cap \mathrm{~L}, \mathrm{I} \neq \mathrm{J}, \mathrm{~K} \neq \mathrm{L}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} \\
& =\sum_{1 \leq \mathrm{e} \leq \mathrm{d}-1} \sum_{0 \leq \mathrm{f} \leq \mathrm{d}-\mathrm{e}} \mathrm{~S}(\mathrm{e}, \mathrm{f})+\mathrm{R}_{2} \\
& =\mathrm{S}+2 \mathrm{~S}_{0}+\mathrm{R}_{2},
\end{aligned}
$$

with $\left|R_{2}\right| \leq \tau^{*}$. This proves the proposition.

By the above proposition we have
(2.3.6) $-(\mathrm{d}-1) \tau^{*} \leq \mathrm{S}_{0}=\mathrm{S}+3 \mathrm{~S}_{0}-\left(\mathrm{S}+2 \mathrm{~S}_{0}\right) \leq 1 \mathrm{~S}+3 \mathrm{~S}_{0} \mid+\tau^{*}$.

Hence $S_{0}$ and $S$ vanish if $S+3 S_{0}$ and $\tau^{*}$ vanish. This completes the proof of Th.
2.2.3, except for estimates of the quantity $\tau$.

Remark. In the next section it will be shown that $\tau$ and $\tau^{*}$ vanish under the conditions a) and b). Thus $\gamma, \tau, \tau^{*}$, and ( $((0,0)-1)$ all vanish under the conditions a), b) and d) of Th. 2.2.3. Hence Prop. 2.3.6 implies that, under these conditions,
$\liminf E W(n)^{4} \geq 3$.
$\mathrm{n} \rightarrow \infty$

### 2.4. Estimating the quantities $\tau$ and $\tau^{*}$

The main result of this section consists of estimates for sums over quadruples ( $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ ), containing no free indices. The conditions we impose here on the random variables are minimal: $E W_{I}=0, \mathrm{E} \mathrm{W}_{\mathrm{I}}^{2}=\sigma_{\mathrm{I}}^{2}$ and E W shall consider the general case of $q$-tuples $E W_{I_{1}} \ldots W_{I_{q}}$ rather than quadruples, where the indices are finite subsets of the integers. Consider the family of $q$-tuples $Q=$ $\left\{\left(I_{1}, \ldots, I_{q}\right): I_{g} \subset\{1, \ldots, n\}, I_{g} \mid \leq d, g=1, \ldots, q\right\}$ for fixed $d$ (and $n$ large). Notice that the assumption of homogeneity in $\mathrm{I}_{\mathrm{g}} \mathrm{I}$ is dropped. Here also q -tuples ( $\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}$ ) with indices $\mathrm{I}_{\mathrm{g}}$ of different cardinality are taken into account.

In Sect. 2.3 the set of homogeneous quadruples was split into the subsets $\mathcal{B}(\mathrm{e}, \mathrm{f})$. We shall now split the set Q in a different way , in which the ordering of the underlying set $\{1, \ldots, \mathrm{n}\}$ plays an important role.

Definition 2.4.1. The shadow of a $q$-tuple $\left(I_{1}, \ldots, I_{q}\right) \in Q$ with $I_{1} \cup \ldots \cup I_{q}=$ $\left\{i_{1}, \ldots, i_{f}: i_{1}<\ldots<i_{f}\right\}$ is the $q$-tuple $\left(I_{1}^{\prime}, \ldots, I_{q}^{\prime}\right) \in Q$ defined by $I_{g}^{\prime}=\left\{j: i_{j} \in I_{g}\right\}$, $\mathrm{g}=1, \ldots, \mathrm{q}$.

Since the shadow of a q-tuple ( $\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}$ ) is determined by q subsets (of at most d elements) of a set containing at most dq elements the number of distinct shadows with q elements with cardinality $\leq d$ is bounded by $\left(q_{1}^{q d}+\ldots+\binom{q d}{d}\right)^{q} \leq(2 q d)^{q d}$. Although this bound may not be sharp, it does not depend on n. Since the number of distinct shadows ( $\mathrm{q}, \mathrm{d}$ fixed) does not depend on n it is for purpose of estimation, sufficient to evaluate the sum over all $q$ - tuples with the same shadow ( $\mathrm{I}_{1}^{\prime}, \ldots, \mathrm{I}_{\mathrm{q}}^{\prime}$ ). This amounts to sums over all ordered f-tuples $n_{1}<\ldots<n_{f}\left(f=\left|I_{1} \cup \ldots \cup I_{q}\right|\right)$. It is easier to work in a product space. Therefore we shall sum over all f-tuples ( $n_{1}, \ldots, n_{f}$ ), i.e. integrate over $\mathbb{N}^{\mathrm{f}}$ with respect to the counting measure. The basics from integration theory are sufficient for our goal.

Let F be a finite set (e.g. a subset of the integers ) and $\varphi$ a non-negative measurable function on $\mathbb{R}^{\mathrm{F}}, \varphi: \mathbf{R}^{\mathrm{F}} \rightarrow[0, \infty)$. With $\lambda_{\mathrm{F}}$ the Lebesgue measure on $\mathbf{R}^{\mathrm{F}}$ we have by Fubini's theorem on the rearrangement of the integration order

$$
\int_{\mathbf{R}^{F}} \varphi d \lambda_{F}=\int_{\mathbf{R}^{F_{q}}} \ldots \int_{\mathbf{R}^{F_{1}}} \varphi d \lambda_{\mathrm{F}_{\mathrm{q}}} \ldots \mathrm{~d} \lambda_{\mathrm{F}_{1}},
$$

for a partition $\left(F_{1}, \ldots, F_{q}\right)$ of $F$ into non-empty subsets and $\lambda_{F_{g}}$ the Lebesgue measure on $\mathbb{R}^{\mathrm{Fg}}$. The theorem also holds trivially for the counting measure $\mu_{\mathrm{F}}$ on $\mathbb{N}^{\mathrm{F}}$. We shall use the shorthand notation:

$$
\int^{A} \xi d \mu_{A}:=\int_{\mathbb{N}} \xi d \mu_{A}
$$

for $\xi: \mathbb{N}^{F} \rightarrow[0, \infty), A \subset F$. If $A \neq F$ then $\int^{A} \xi d \mu_{A}$ is a non-negative function on $\mathbb{I}^{\mathrm{FA}}$ which may be infinite at certain points. By definition we extend this notation:
$\varnothing$
$\int \xi \mathrm{d} \mu_{\varnothing}:=\xi$.
Put

$$
\begin{aligned}
& \|\xi\|_{2}^{2}=\int^{F} \xi^{2} d \mu_{F}, \\
& \rho(\xi)=\max _{j \in F} \sup _{\mathbb{N}} \int^{\{j\}} \xi^{2} d \mu_{F \backslash\{j\}},
\end{aligned}
$$

$\rho(\xi)$ is the supremum of the integral of $\xi^{2}$ over any hyperplane parallel to some coordinate. Notice that $\rho(\xi) \leq\|\xi\|_{2}^{2}$, since a sum of non-negative terms dominates all partial sums.

The next lemma (essentially an application of the Cauchy-Schwarz inequality) contains the basic results of this section.

Lemma 2.4.2. Let $\mathrm{F}_{\mathrm{g}}$ be finite non-empty sets of the integers and $\xi_{\mathrm{g}}: \mathbb{N}^{\mathrm{F}_{\mathrm{g}}} \rightarrow[0, \infty)$, $g=1, \ldots, q$. Suppose $A \subset F=F_{1} \cup \ldots \cup F_{q}$, and

$$
1_{\mathrm{F} \backslash \mathrm{~A}}\left(1_{\mathrm{F}_{1}}+\ldots+1_{\mathrm{F}_{\mathrm{q}}}\right) \geq 21_{\mathrm{F} \backslash \mathrm{~A}}
$$

(any element in $\mathrm{F} \backslash \mathrm{A}$ is contained in at least two subsets $\mathrm{F}_{\mathrm{g}}$ ), then
a) $\int^{A}\left(\int^{F \backslash A} \xi_{1} \ldots \xi_{q} d \mu_{F \backslash A}\right)^{2} d \mu_{A} \leq\left\|\xi_{1}\right\|_{2}^{2} \ldots\left\|\xi_{q}\right\|_{2}^{2}$.
b) If $F_{1} \cap A \cap\left(F_{2} \cup \ldots \cup F_{q}\right) \neq \varnothing$, then

$$
\int^{A}\left(\int^{\hat{F} \backslash A} \xi_{1} \ldots \xi_{q} d \mu_{F \backslash A}\right)^{2} d \mu_{A} \leq \rho\left(\xi_{1}\right)\left\|\xi_{2}\right\|_{2}^{2} \ldots\left\|\xi_{q}\right\|_{2}^{2}
$$

Proof. The proof proceeds by induction on q . For $\mathrm{q}=1$ both assertions are trivial: since $\mathrm{F}_{1}=\mathrm{F}=\mathrm{A}$ we have $\int^{\mathrm{F}} \xi^{2} \mathrm{~d} \mu_{\mathrm{F}}=\left\|\xi_{1}\right\|_{2}^{2}$; hence a ). If $\mathrm{q}=1$, then condition b ) is empty.
Assume a) holds for $\mathrm{q}-1$ functions $\xi_{2}, \ldots, \xi_{\mathrm{q}}$. Put $\xi=\xi_{2} \ldots \xi_{\mathrm{q}}$. The set F is divided into 6 disjoint subsets $\mathrm{R}_{\mathrm{i}}, \mathrm{i}=1, \ldots, 6$, according to the scheme below.

$$
\left.\begin{array}{lll}
\mathrm{F} / \mathrm{A} & \mathrm{~A} \\
\mathrm{R}_{1} & \mathrm{R}_{4} \\
\mathrm{R}_{2} & \mathrm{R}_{5}
\end{array}\right\} \quad \mathrm{F}_{1}, \quad \begin{aligned}
& \\
& \mathrm{R}_{3}
\end{aligned} \quad \mathrm{R}_{6} \quad 1 \cup \ldots \cup \mathrm{~F}_{\mathrm{q}}
$$

Notice that $\mathrm{R}_{1}=\varnothing$ and $21_{\mathrm{R}_{3}} \leq 1_{\mathrm{R}_{3}}\left(1_{\mathrm{F}_{2}}+\ldots+1_{\mathrm{F}_{q}}\right)$. By rearrangement of the integration order, application of the Cauchy-Schwarz inequality and again by rearrangement of the integration order, we obtain
with $F^{\prime}=F_{2} \cup \ldots \cup F_{q}$ and $A^{\prime}=\left(A \cup F_{1}\right) \cap F^{\prime}=R_{2} \cup R_{5} \cup R_{6}$. Since $F^{\prime} \backslash A^{\prime}=R_{3}$, we have $1_{\mathrm{F}^{\prime} \backslash \mathrm{A}^{\prime}}\left(1_{\mathrm{F}_{2}}+\ldots+1_{\mathrm{F}_{\mathrm{q}}}\right) \geq 21_{\mathrm{F}^{\prime} \backslash \mathrm{A}^{\prime}}$ and thus by the induction hypothesis

$$
\int^{A^{\prime}}\left(\int^{F^{\prime} \backslash A^{\prime}} \xi d \mu_{F^{\prime} \backslash A^{\prime}}\right)^{2} d \mu_{A^{\prime}} \leq\left\|\xi_{2}\right\|_{2}^{2} \ldots\left\|\xi_{q}\right\|_{2}^{2}
$$

$$
\text { If } \mathrm{F}_{\mathrm{F}_{1} \backslash \mathrm{R}_{5}} \cap \mathrm{~A} \cap\left(\mathrm{~F}_{2} \cup \ldots \cup \mathrm{~F}_{\mathrm{q}}\right)=\mathrm{R}_{5} \neq \varnothing \text {, then }
$$

$$
\int^{\mathrm{F}_{1} \backslash R_{5}} \xi_{1}^{2} \mathrm{~d} \mu_{\mathrm{F}_{1} \backslash \mathrm{R}_{5}} \leq \rho\left(\xi_{1}\right)
$$

where the last inequality rests on a simple property of the counting measure: $a_{i} \geq 0$ implies $\sup _{\mathrm{i}} \mathrm{a}_{\mathrm{i}} \leq \sum_{\mathrm{i}} \mathrm{a}_{\mathrm{i}}$. This, together with the induction hypothesis, proves b). If $R_{5}=\stackrel{1}{\varnothing}$, then

$$
\begin{aligned}
& \int^{A}\left(\int^{F \backslash A} \xi_{1} \ldots \xi_{q} d \mu_{F \backslash A}\right)^{2} d \mu_{A} \\
& \left.\left.=\int^{\mathrm{A}} \stackrel{\mathrm{R}_{2}}{\left(\int ^ { 2 } ( \xi _ { 1 } ) \left(\int^{\mathrm{R}_{3}} \xi \mathrm{~g}\right.\right.} \mathrm{d} \mu_{\mathrm{R}_{3}}\right) \mathrm{~d} \mu_{\mathrm{R}_{2}}\right)^{2} \mathrm{~d} \mu_{\mathrm{A}} \\
& \leq \int^{\mathrm{A}}\left(\int_{\mathrm{R}_{2}}^{2} \mathrm{~d} \mu_{\mathrm{R}_{2}}\right)\left(\int^{\mathrm{R}_{2}}\left(\int^{\mathrm{R}_{3}} \xi \mathrm{~g} \mu_{\mathrm{R}_{3}}\right)^{2} \mathrm{~d} \mu_{\mathrm{R}_{2}}\right) \mathrm{d} \mu_{\mathrm{A}} \\
& \left.\left.=\int^{R_{5} R_{2} \cup R_{4}} \int_{1}^{2} d \mu_{R_{2} \cup R_{4}}\right)\left(\int^{R_{6} \cup R_{2} R_{3}}\left(\int \xi d \mu_{R_{3}}\right)^{2} d \mu_{R_{2} \cup R_{6}}\right)\right) d \mu_{R_{5}} \\
& =\int^{A^{\prime}}\left(\int^{F_{1} \backslash R_{5}} \xi_{1}^{2} d \mu_{F_{1} \backslash R_{5}}\right)\left(\int^{F^{\prime} \backslash A^{\prime}} \xi d \mu_{F^{\prime} \backslash A^{\prime}}\right)^{2} d \mu_{A^{\prime}},
\end{aligned}
$$

$$
\int^{\mathrm{F}_{1} \backslash \mathrm{R}_{5}} \xi_{1}^{2} \mathrm{~d} \mu_{\mathrm{F}_{1} \backslash \mathrm{R}_{5}}=\left\|\xi_{1}\right\|_{2}^{2}
$$

This proves the lemma.

Let $\mathrm{B}_{\mathrm{q}}$ be the set of bifold q -tuples in Q defined in the same way as for quadruples:

$$
\mathcal{B}_{\mathrm{q}}=\left\{\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right): 1_{\mathrm{I}_{1}}+\ldots+1_{\mathrm{I}_{\mathrm{q}}}=21_{\mathrm{I}_{1} \cup \ldots \cup \mathrm{I}_{\mathrm{q}}}\right\}
$$

and

$$
\mathcal{T}_{\mathrm{q}}=\left\{\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right): 1_{\mathrm{I}_{1}}+\ldots+1_{\mathrm{I}_{\mathrm{q}}} \ngtr 21_{\mathrm{I}_{1} \cup \ldots \cup \mathrm{I}_{\mathrm{q}}}\right\}
$$

the set of $q$-tuples with each element in the union contained in at least two indices and at least one element in more than two indices. Let $C_{B}(d, q)$ be the number of different shadows in $\mathcal{B}_{\mathrm{q}}$ and $\mathrm{C}_{\mathrm{T}}(\mathrm{d}, \mathrm{q})$ be the number of different shadows in $\mathcal{T}_{\mathrm{q}}$.

Proposition 2.4.3. Let the random variables $W_{I}$ be indexed by subsets of the integers $\{1, \ldots, n\}$ of size $\leq d,\left\{W_{I}: I \subset\{1, \ldots, n\}\right.$, $\left.|I| \leq d\right\}$, with $E W_{I}=0, E W_{I}^{2}=\sigma_{I}^{2}$ and $\sum_{I I I} \leq \sigma_{\mathrm{d}}^{2}=1$. Put
$\mathrm{D}_{\mathrm{q}}=\max _{\mathrm{I}} \mathrm{E}\left|\mathrm{W}_{\mathrm{I}}\right|^{\mathrm{q}} / \sigma_{\mathrm{I}}^{\mathrm{q}}$,

$$
\rho=\max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}}^{2} .
$$

Then
a) $\sum_{\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right) \in \mathcal{B}_{\mathrm{q}}}^{\sigma_{\mathrm{I}_{1}} \ldots \sigma_{\mathrm{I}_{\mathrm{q}}} \leq \mathrm{C}_{\mathrm{B}}(\mathrm{d}, \mathrm{q}) \text {, }}$
b) $\sum_{\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right) \in \mathcal{T}_{\mathrm{q}}} \sigma_{\mathrm{I}_{1} \ldots \sigma_{\mathrm{I}_{\mathrm{q}}}} \leq \mathrm{C}_{\mathrm{T}}(\mathrm{d}, \mathrm{q}) \rho^{1 / 2}$.

Moreover,

Remark. The inequalities $\mathrm{a}^{\prime}$ ) and $\mathrm{b}^{\prime}$ ) follow from a) and b) respectively, by Hölder's inequality and the definition of $\mathrm{D}_{\mathrm{q}}$. The inequalities $a$ ) and $b$ ) can be easily deduced from $a^{\prime}$ ) and $b^{\prime}$ ) respectively by defining $\mathrm{W}_{\mathrm{I}}^{\prime}= \pm \sigma_{\mathrm{I}}$ with equal probability; they are included for later reference;

Proof. Consider the fixed shadow $\left(\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{q}}\right) \in \mathrm{Q}$ with $\left|\mathrm{F}_{\mathrm{g}}\right|=\mathrm{e}_{\mathrm{g}}, \mathrm{g}=1, \ldots, \mathrm{q}$ and $F=F_{1} \cup \ldots \cup F_{q}=\{1, \ldots, f\}$. Define $\varphi_{g}: \mathbb{N}^{e_{g}} \rightarrow[0, \infty)$ by

$$
\varphi_{\mathrm{g}}\left(\mathrm{n}_{1}, \ldots, \mathrm{n}_{\mathrm{e}_{\mathrm{g}}}\right)=\left\{\begin{array}{l}
\sigma_{\mathrm{I}} \text { if } \mathrm{I}=\left\{\mathrm{n}_{1}, \ldots, \mathrm{n}_{\mathrm{e}_{\mathrm{g}}}\right\} \text { and } \mathrm{n}_{1}<\ldots<\mathrm{n}_{\mathrm{e}_{\mathrm{g}}} \\
0 \text { else }
\end{array}\right.
$$

and

$$
\begin{aligned}
& \pi_{\mathrm{g}}: \mathbb{N}^{\mathrm{F}} \rightarrow \mathbb{N}^{\mathrm{Fg}} \text { the natural projection, } \\
& \xi_{\mathrm{g}}=\varphi_{\mathrm{g}} \circ \pi_{\mathrm{g}}, \mathrm{~g}=1, \ldots, \mathrm{q}
\end{aligned}
$$

$\left(\xi_{\mathrm{g}}\right.$ is the function $\varphi_{\mathrm{g}}$ on $\mathbb{N}^{\mathrm{Fg}}$ considered as function on $\left.\mathbb{N}^{\mathrm{F}}\right)$. Then $\left\|\varphi_{\mathrm{g}}\right\|_{2}^{2}=$ $\sum_{|I|=e_{g}} \sigma_{\mathrm{I}}^{2} \leq 1$ and we have

$$
\begin{aligned}
& \sum_{\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right) \text { with shadow }\left(\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{q}}\right)} \sigma_{\mathrm{I}_{1} \ldots \sigma_{\mathrm{I}_{\mathrm{q}}}}=\sum_{1 \leq \mathrm{i}_{1}<\ldots<\mathrm{i}_{\mathrm{f}} \leq \mathrm{n}} \xi_{1}\left(\mathrm{i}_{1}, \ldots, \mathrm{i}_{\mathrm{f}}\right) \ldots \xi_{\mathrm{q}}\left(\mathrm{i}_{1}, \ldots, \mathrm{i}_{\mathrm{f}}\right)
\end{aligned}
$$

$$
\leq \sum_{1 \leq i_{1}, \ldots, i_{f} \leq n} \xi_{1}\left(i_{1}, \ldots, i_{f}\right) \ldots \xi_{q}\left(i_{1}, \ldots, i_{f}\right)
$$

$$
=\int^{F} \quad \xi_{1} \ldots \xi_{q} d \mu_{F}
$$

$(2.4 .1) \leq \begin{cases}1 & \text { if }\left(F_{1}, \ldots, F_{q}\right) \in \mathcal{B}_{\mathrm{q}}, \\ \rho^{1 / 2} & \text { if }\left(\mathrm{F}_{1}, \ldots, \mathrm{~F}_{\mathrm{q}}\right) \in \mathcal{T}_{\mathrm{q}} .\end{cases}$
The last inequality follows from lemma 2.4.2. If $\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right) \in \mathcal{B}_{\mathrm{q}}$ the conclusion follows from part a) of the lemma with $\mathrm{A}=\varnothing$. If the shadow is in $\mathcal{T}_{\mathrm{q}}$ we have $\mathrm{F}_{1} \cap \mathrm{~F}_{2} \cap \mathrm{~F}_{3} \neq \varnothing$ (or some other triple). By the Cauchy-Schwarz inequality we have

$$
\int^{\mathrm{F}} \varphi_{1} \ldots \varphi_{\mathrm{q}} \mathrm{~d} \mu_{\mathrm{F}} \leq\left\|\varphi_{1}\right\|_{2}\left(\int_{1}^{\mathrm{F}_{1} \mathrm{~F} \backslash \mathrm{~F}_{1}}\left(\varphi_{2} \ldots \varphi_{\mathrm{q}} \mathrm{~d} \mu_{\mathrm{F} \backslash \mathrm{~F}_{1}}\right)^{2} \mathrm{~d} \mu_{\mathrm{F}_{1}}\right)^{1 / 2}
$$

and we can apply part b) of the lemma to the functions $\varphi_{2}, \ldots, \varphi_{q}$ taking into account that $1_{F \backslash F_{1}}\left(1_{F_{2}}+\ldots+1_{F_{q}}\right) \geq 21_{F \backslash F_{1}}$ and $F_{1} \cap F_{2} \cap\left(F_{3} \cup \ldots \cup F_{q}\right) \supset F_{1} \cap F_{2} \cap$ $F_{3} \neq \varnothing$ and $\rho\left(\xi_{1}\right) \leq \rho$. This proves (2.4.1) and thus the a) and b) part of the proposition by the trivial inequality: $a_{1}+\ldots+a_{k} \leq k \max a_{i}$, if $a_{i} \geq 0$. By the Hölder inequality and the assumptions on the qth moments of $W_{I}$ we have

$$
\left.\mathrm{E}_{\mathrm{I}_{1}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}\left|\leq \mathrm{E}^{1 / \mathrm{q}}\right| \mathrm{W}_{\mathrm{I}_{1}}\right|^{\mathrm{q}} \ldots \mathrm{E}^{1 / \mathrm{q}}\left|\mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}\right|^{\mathrm{q}} \leq \mathrm{D}_{\mathrm{q}} \sigma_{\mathrm{I}_{1}} \ldots \sigma_{\mathrm{I}_{\mathrm{q}}}
$$

This proves the parts $a^{\prime}$ ) and $b^{\prime}$ ) of the proposition.

We conclude this section with some remarks.

Remark 1. Prop. 2.4.3 implies almost immediately Th. 2.2.4. We have only to show that the sixth moment remains bounded under the assumptions of the theorem. Since $W(n)$ is clean and $E W_{I}^{6} / \sigma_{\mathrm{I}}^{6} \leq \mathrm{D}$, we have by Prop. 2.4.3

$$
E W(n)^{6} \leq D\left(C_{T}(d, 6)+C_{B}(d, 6)\right), \text { since } \rho \leq \sum_{I} \sigma_{I}^{2}=1 .
$$

Remark 2. In many cases the fourth moment condition $\mathrm{E}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \leq \mathrm{D}, \mathrm{D}$ not depending on n is not satisfied. If D diverges to infinity for $\mathrm{n} \rightarrow \infty$, then it can be seen from Prop. 2.4 .3 b ) that it is sufficient for $\tau^{*} \rightarrow 0$ to impose the combination of the conditions a) and b) of Th. 2.2.3:

$$
\mathrm{D}_{4} \rho^{1 / 2} \rightarrow 0 \text { for } \mathrm{n} \rightarrow \infty .
$$

We shall return briefly to this issue in Ch .3 (Th. 3.1.2).

Remark 3. In Ch. 3 we shall show that for homogeneous random variables in the Hoeffding decomposition $W_{I}$ we do not need Hölder's inequality to estimate $\mathrm{E}\left|\mathrm{W}_{\mathrm{I}_{1}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}\right|$ for $\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right) \in \mathcal{B}_{\mathrm{q}}$. In this case we have the sharper inequality
$E\left|W_{I_{1}} \ldots W_{I_{\mathrm{q}}}\right| \leq \sigma_{\mathrm{I}_{1}} \ldots \sigma_{\mathrm{I}_{\mathrm{q}}} \quad$ if $\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right) \in \mathcal{B}_{\mathrm{q}}$.

## 3. Extensions and variations

### 3.0. Introduction

In this chapter two main items are considered. The first two sections are concerned with variations and extensions of the results of the previous chapter; in Sect. 3.3 we give some results on inhomogeneous sums.

One important aspect of the first two sections concerns the condition E W (n) ${ }^{4} \rightarrow 3$. It will be shown that, in some respects, this condition is also a negligibility condition. In Th. 3.1.5 it is shown that the usual negligibility condition and the fourth moment condition in Th. 2.2.3 can be replaced by a stronger negligibility condition

$$
\max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}} \rightarrow 0, \mathrm{n} \rightarrow \infty .
$$

From Sect. 3.2 on, we restrict ourselves to the Hoeffding decomposition. Firstly, it is shown how with the family coefficients $\left(a_{\mathrm{I}}\right)_{I I I=d}$ several $([\mathrm{d} / 2])$ rectangular matrices can be associated. Then it is shown that the maximal singular values of the matrices all vanish iff $\mathrm{EW}(\mathrm{n})^{4} \rightarrow 3$ for the multilinear form $W(n)$ with coefficients ( $\mathrm{a}_{\mathrm{I}}$ ) in independent centered random variables $\mathrm{X}_{\mathrm{i}}$ with $\mathrm{E} \mathrm{X}_{\mathrm{i}}^{2}=1, \mathrm{EX} \mathrm{X}_{\mathrm{i}}^{4} \leq \mathrm{D}$. If the maximal singular value of a rectangular matrix $\mathbb{R}^{m} \rightarrow \mathbb{R}^{\mathrm{n}}$ is small, then the image of every point in the unit ball of $\mathbb{R}^{m}$ is small. In this respect the fourth moment condition is a strong negligibility condition. Section 3.2 contains some related results on singular values.

Another aim of this section is to formulate central limit theorems without any reference to fourth moments. Above, it is indicated how the fourth moment condition can be repaced. By means of truncation the uniform bound on the fourth moments of $\mathrm{W}_{\mathrm{I}} / \sigma_{\mathrm{I}}$ can be replaced by a uniform bound on the tails of the distribution of these random variables. These results together lead to Th . 3.2.7 and Th 3.2.8, which generalize results (for $d=2$ ) in De Jong (1987).

In Sect. 3.3 we consider a finite sum of homogeneous sums

$$
V(n)=\sum_{1 \leq e \leq d} W^{(e)}(n), \text { with } W^{(e)}(n)=\sum_{I I I=e} W_{I} .
$$

Suppose that the variance of each e-homogeneous sum $W^{(e)}(n)$ has a finite non-zero limit

$$
\operatorname{var} \mathrm{W}^{(\mathrm{e})}(\mathrm{n}) \rightarrow \sigma^{2}(\mathrm{e})>0
$$

If $W^{(e)}(n) / \operatorname{var}^{1 / 2} W^{(e)}(n)$ satisfies the conditions of Th. 2.1.1, for $1 \leq e \leq d$, then $\mathrm{V}(\mathrm{n})$ has a normal limit distribution. However, these conditions may be difficult to check, since it may be hard to obtain the desired information on the separate
homogeneous sums in situations where information on the total sum only is available . The chapter is concluded with an example of an inhomogeneous sum: a multilinear form in iid random variables. These random variables have a particular simple Hoeffding decomposition, as is shown in Prop. 3.3.5.

### 3.1. Miscellaneous results

In this section we shall freely use the quantities $\tau, \tau^{*}, \mathrm{~S}_{0}$, etc., as defined in Ch .2 . We start with the proof of Remark 2 in Sect. 2.2 concerning $\gamma$.

Proposition 3.1.1. For (not necessarily clean) random variables $W_{I}$ indexed by subsets of the integers of size d with $\sum_{\mid \mathrm{II}=\mathrm{d}} \sigma_{\mathrm{I}}^{2}=1$ and $\tau$ and $\tau^{*}$ both vanishing, we have $\gamma \rightarrow 0$ for $n \rightarrow \infty$ iff $\sum_{\mid I I=d} W_{I}^{2} \xrightarrow{L^{2}} 1$ for $n \rightarrow \infty$.

Proof. Recall that $\gamma=1 \sum_{\mathrm{I} \cap \mathrm{J}=\varnothing}\left(\mathrm{E} \mathrm{W} \mathrm{I}_{\mathrm{I}}^{2} \mathrm{~W}_{\mathrm{J}}^{2}-\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2}\right)$ I. The proposition follows, since

$$
\begin{aligned}
& \operatorname{var}\left(\sum_{\mathrm{II}=\mathrm{d}} \mathrm{~W}_{\mathrm{I}}^{2}\right)=\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing}\left(E \mathrm{~W}_{\mathrm{I}}^{2} \mathrm{~W}_{\mathrm{J}}^{2}-\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2}\right)+\sum_{\mathrm{I} \cap \mathrm{~J}=\varnothing}\left(E \mathrm{~W}_{\mathrm{I}}^{2} \mathrm{~W}_{\mathrm{J}}^{2}-\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2}\right), \\
& \text { since } \sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \sum_{\mathrm{I}} \mathrm{~W}_{\mathrm{I}}^{2} \mathrm{~W}_{\mathrm{J}}^{2} \leq \tau^{*} \text { and } \sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2} \leq \tau .
\end{aligned}
$$

The next theorem is a simple extension of Th. 2.2.3 with the help of Prop. 2.4.3.

Theorem 3.1.2. (Corollary to Th. 2.2.3.) Let $W(1), W(2), \ldots$ be a sequence of clean homogeneous sums $\mathrm{W}(\mathrm{n})=\sum_{\mid \mathrm{II}=\mathrm{d}} \mathrm{W}_{\mathrm{I}}$ with var $\mathrm{W}(\mathrm{n})=1$, for $\mathrm{n}=1,2 \ldots$. Define

$$
\begin{aligned}
& \mathrm{D}(\mathrm{n})=\max _{\mathrm{I}} \mathrm{E} \mathrm{~W}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4}, \\
& \rho(\mathrm{n})=\max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}}^{2} .
\end{aligned}
$$

Suppose
a) $\rho(\mathrm{n})^{1 / 2} \mathrm{D}(\mathrm{n}) \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$,
b) E W(n) ${ }^{4} \rightarrow 3$ for $\mathrm{n} \rightarrow \infty$,
c) $\gamma \rightarrow 0$ for $n \rightarrow \infty$.

Then

$$
\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1) \text { for } \mathrm{n} \rightarrow \infty .
$$

Proof. We shall check the conditions of the technical central limit theorem Prop. 2.3.4. Since $D(n) \geq 1$, assumption a) ensures that $\rho(n)$ vanishes. Thus, by Prop. 2.4.3 b) and $\mathrm{b}^{\prime}$ ) we have that $\tau$ and $\tau^{*}$ both vanish. If $\tau, \tau^{*}$ and $\gamma$ all vanish, then assumption b ) implies $\mathrm{S}+3 \mathrm{~S}_{0} \rightarrow 0$ (Prop. 2.3.5). By the propositions 2.3 .5 and 2.3.6 and (2.3.6) both $S$ and $S_{0}$ vanish. This proves the theorem.

The next proposition will be used often in the sequel. Recall that the sum over all bifold quadruples was split into partial sums:

$$
\sum_{\mathcal{B}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}=\sum_{0 \leq \mathrm{e} \leq \mathrm{d}} \sum_{0 \leq \mathrm{f} \leq \mathrm{d}-\mathrm{e}} \mathrm{~S}(\mathrm{e}, \mathrm{f})
$$

In the proof of Prop. 2.3.6.a) it was shown that each of the quantities $\mathrm{S}(\mathrm{e}, 0)(=\mathrm{S}(0, \mathrm{e})$ $=S(e, d-e)), e=1, \ldots, d-1$ can be expressed as a sum of squares up to a remainder term which can be estimated by $\tau^{*}$. For fixed e we shall write $S(e, 0)$ symbolically (with $\alpha, \beta$ and $\gamma$ subsets of the pairs ( $\mathrm{I}, \mathrm{J}$ ) ):

$$
\mathrm{S}(\mathrm{e}, 0)=\sum_{\alpha} \sum_{\beta} \mathrm{E}\left(\sum_{\gamma} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2}+\mathrm{R}_{1},
$$

where $R_{1}$ is a sum over a subset of $\mathcal{T}$, hence $\left|\mathrm{R}_{1}\right| \leq \tau^{*}$. We shall show that, with the same subsets $\alpha, \beta$ and $\gamma$ as in the expression for $S(e, 0)$ above, we also have

$$
\sum_{0 \leq \mathrm{f} \leq \mathrm{d}-\mathrm{e}} \mathrm{~S}(\mathrm{e}, \mathrm{f})=\sum_{\alpha} \mathrm{E}\left(\sum_{\beta} \sum_{\gamma} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2}+\mathrm{R}_{2} .
$$

Again $\left|R_{2}\right| \leq \tau^{*}$. Then we have by the Cauchy-Schwarz inequality

$$
\left(\sum_{\beta} \sum_{\gamma} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2} \leq\left(\sum_{\beta} 1^{2}\right)\left(\sum_{\beta}\left(\sum_{\gamma} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2}\right) .
$$

This leads to the final inequality in the proof of Prop. 3.1.3. Schematically

$$
\sum_{0 \leq f \leq d-e} S(e, f) \leq|\beta|\left(S(e, 0)+\left|R_{1}\right|\right)+\left|R_{2}\right| .
$$

Proposition 3.1.3. For $\mathrm{e}=1, \ldots, \mathrm{~d}-1$

$$
\sum_{0 \leq f \leq d-e} S(e, f) \leq\binom{ 2 d-2 e}{d-e} S(e, 0)+\tau^{*}\left(\binom{2 d-2 e}{d-e}+1\right)
$$

Proof. For a fixed set $\mathrm{C} \subset\{1, \ldots, \mathrm{n}\},|\mathrm{C}|=2 \mathrm{~d}-2 \mathrm{e}$ we have

$$
\mathrm{E}\left(\sum_{\mathrm{I} \Delta \mathrm{~J}=\mathrm{C}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2}
$$

$$
\begin{aligned}
& =E\left(\sum_{A, A^{\prime} \subset C, A \cap A^{\prime}=\varnothing,|A|=\left|A^{\prime}\right|=d-e \quad I \backslash J=A, J \backslash I=A^{\prime}} W_{J} W^{2}\right. \\
& \left.\leq\binom{ 2 \mathrm{~d}-2 \mathrm{e}}{\mathrm{~d}-\mathrm{e}} \quad \sum_{A, A^{\prime} \subset C, A \cap A^{\prime}=\varnothing,|A|=\left|A^{\prime}\right|=\mathrm{d}-\mathrm{e} \quad \mathrm{I} \backslash \mathrm{~J}=\mathrm{A}, \mathrm{~J} \backslash \mathrm{I}=\mathrm{A}^{\prime} \mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2},
\end{aligned}
$$

by the Cauchy-Schwarz inequality: $\left(\sum_{i} b_{i}\right)^{2} \leq\left(\sum_{i} 1^{2}\right)\left(\sum_{i} b_{i}^{2}\right)$. Working out the lefthand side and summing over all subsets $C$ we obtain

$$
\begin{aligned}
\mathrm{C} \subset\{1, \ldots, \mathrm{n}\}, \mathrm{ICl}=2 \mathrm{~d}-2 \mathrm{e} & \left.\sum_{\mathrm{I} \Delta \mathrm{~J}=\mathrm{C}} \sum_{\mathrm{I}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2} \\
= & \sum_{\mathrm{C} \subset\{1, \ldots, \mathrm{n}\}, \mathrm{ICI}=2 \mathrm{~d}-2 \mathrm{e}}\left(\sum_{\mathcal{B}, \mathrm{I} \Delta \mathrm{~J}=\mathrm{C}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right. \\
& \left.+\sum_{\mathcal{T}, \mathrm{I} \Delta \mathrm{~J}=\mathrm{C}=\mathrm{K} \Delta \mathrm{~L}_{\mathrm{I}}} \mathrm{E} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right) \\
= & \sum_{\mathcal{B}, \mathrm{II} \cap \mathrm{JI}=\mathrm{e}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R} \\
= & \sum_{0 \leq \mathrm{f} \leq \mathrm{d}-\mathrm{e}}^{\mathrm{S}(\mathrm{e}, \mathrm{f})}+\mathrm{R},
\end{aligned}
$$

with $|\mathrm{R}| \leq \tau^{*}$. The proposition follows by summation over all subsets C at the righthand side in the inequality above and (2.3.5).

The above inequality is useful, since it reduces the amount of work if we check condition II of Prop. 2.3.4. This is made explicit in the corollary below.

Corollary 3.1.4. Suppose that $\tau^{*} \rightarrow 0$ for $n \rightarrow \infty$. Then

$$
S \rightarrow 0 \text { for } n \rightarrow \infty \text { if } S_{0} \rightarrow 0 \text { for } n \rightarrow \infty .
$$

Proof. By Prop. 2.3.6 we have (since $\tau^{*} \rightarrow 0$ ) that $\mathrm{S}_{0}$ vanishes iff $\mathrm{S}(\mathrm{e}, 0$ ) vanishes for $1 \leq e<d$. Thus $\mathrm{S}_{0} \rightarrow 0$ implies that $\sum_{1 \leq e \leq d-1} \sum_{0 \leq f \leq d-e} S(e, f)=S+2 S_{0}$ vanishes (by Prop. 3.1.3); hence $S \rightarrow 0$ for $n \rightarrow \infty$. $1 \leq e \leq d-1 \quad 0 \leq f \leq d-e$

Corollary 3.1.4 is applied in the following theorem. It is shown that the fourth moment condition, E W (n) ${ }^{4} \rightarrow 3$, in Th. 2.2 .3 can be dropped if the condition on the negligibility of the hyperplanes (condition a)) is strengthened considerably. An example of this strong negligibility is
(3.1.1) $\max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$.

Condition a) in Th. 3.1.5 below is a weaker version of (3.1.1).

Theorem 3.1.5. Let $W(1), W(2), \ldots$ be a sequence of clean $d$-homogeneous sums $\mathrm{W}(\mathrm{n})=\sum_{\mathrm{II}}{ }^{2} \mathrm{~W}_{\mathrm{d}}$ with var $\mathrm{W}(\mathrm{n})=1$, for $\mathrm{n}=1,2, \ldots$. Suppose

$$
\max _{\mathrm{A} \subset(1, \ldots, \mathrm{n}\}, 1 \leq|\mathrm{A}| \leq \mathrm{d}-1} \sum_{\mathrm{I} \supset \mathrm{~A}}\left(\sigma_{\mathrm{I}} \sum_{\mathrm{J} \supset \mathrm{I} \backslash \mathrm{~A}} \sigma_{\mathrm{J}}\right) \rightarrow 0 \text { for } \mathrm{n} \rightarrow \infty \text {, }
$$

b) $\max \mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \leq \mathrm{D}$, D not depending on n , I
c) $\sum_{\mathrm{I} \cap \mathrm{J}=\varnothing}\left(\mathrm{E} \mathrm{W}_{\mathrm{I}}^{2} \mathrm{~W}_{\mathrm{J}}^{2}-\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{J}}^{2}\right) \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$.

Then

$$
\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1) \text { for } \mathrm{n} \rightarrow \infty .
$$

Remark. Notice that $\mathrm{J} \supset \mathrm{I} \backslash \mathrm{A}$ iff $\mathrm{J} \cup \mathrm{A} \supset \mathrm{I}$. Hence condition a) is equivalent to

$$
\max _{A \subset\{1, \ldots, n\}, 1 \leq|A| \leq d-1} \sum_{|J|=d}\left(\sigma_{J} \sum_{A \subset I \subset J \cup A} \sigma_{I}\right) \rightarrow 0 \text { for } n \rightarrow \infty \text {, }
$$

where for each subset $A$ the summation of $J$ extends over all indices $J$.
Notice that

$$
\sum_{\mathrm{I} \supset \mathrm{~A}} \sigma_{\mathrm{I}} \leq \max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}} \text { for all subsets } \mathrm{A} \neq \varnothing \text {. }
$$

Thus (3.1.1) implies $\sum_{\mathrm{J} \supset \mathrm{I} \backslash \mathrm{A}} \sigma_{\mathrm{J}} \rightarrow 0$ and hence condition a) of Th. 3.1.5.
Proof. We shall check the conditions of Prop. 2.3.4. Assumption c) is identical with condition III. Assumption a) with the maximum restricted to $|\mathrm{A}|=1$ and the summation over J for given I restricted to $\mathrm{J}=\mathrm{I}$ reads:

$$
\max _{\mathrm{i}} \sum_{\mathrm{I} \rightarrow \mathrm{i}} \sigma_{\mathrm{I}}^{2} \rightarrow 0, \quad \mathrm{n} \rightarrow \infty .
$$

Combined with assumption b) and Prop. 2.4.3 b) and $b^{\prime}$ ) this implies that $\tau$ and $\tau^{*}$ vanish respectively (condition I). By Prop. 3.1.4, condition II is satisfied if $S_{0}$ vanishes.

Consider a bifold shadow ( $\left.\mathrm{I}^{\prime}, \mathrm{J}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}\right) \in \mathcal{B}(\mathrm{e}, 0)$ and the triples ( $\mathrm{I}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}$ ) and ( $\left.J^{\prime}, K^{\prime}, L^{\prime}\right)$. Since $I^{\prime} \cup J^{\prime} \cup K^{\prime} \cup L^{\prime}=I^{\prime} \cup K^{\prime} \cup L^{\prime}=J^{\prime} \cup K^{\prime} \cup L^{\prime}(=\{1, \ldots, 2 d\})$, both triples are shadows. Thus for each quadruple ( $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ ) with shadow ( $\mathrm{I}^{\prime}, \mathrm{J}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}$ ) there is exactly one triple $(\mathrm{I}, \mathrm{K}, \mathrm{L})$ with shadow $\left(\mathrm{I}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}\right)$ and $\mathrm{I} \cup \mathrm{K} \cup \mathrm{L}=\mathrm{I} \cup \mathrm{J} \cup \mathrm{K} \cup \mathrm{L}$. The same holds for (J,K,L). By Hölder's inequality, assumption b) and the inequality $2 \sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \leq$ $\sigma_{\mathrm{I}}^{2}+\sigma_{\mathrm{J}}^{2}$ we have

$$
21 \mathrm{E}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} \mid \leq \mathrm{D}\left(\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}+\sigma_{\mathrm{J}}^{2} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}\right)
$$

This gives

$$
\begin{aligned}
& 2 \sum_{(I, J, K, L)} \sum_{\text {with shadow }\left(I^{\prime}, J^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}\right)}\left|E \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right| \\
& \leq \sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \text { with shadow }\left(\mathrm{I}^{\prime}, \mathrm{J}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}\right)} \mathrm{D}\left(\sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}+\sigma_{\mathrm{J}}^{2} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}\right) \\
& =\mathrm{D}\left(\sum_{(\mathrm{I}, \mathrm{~K}, \mathrm{~L})} \sum_{\text {with shadow }\left(\mathrm{I}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}\right)} \sigma_{\mathrm{I}}^{2} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}+\sum_{(\mathrm{J}, \mathrm{~K}, \mathrm{~L}) \text { with shadow }\left(\mathrm{J}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}\right)} \sigma_{\mathrm{J}}^{2} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}\right) \\
& \leq 2 D \sum_{I I \mid=d} \sigma_{I}^{2} \sum_{K \cap I=\varnothing} \sigma_{K} \max _{|L \cap I|=d-e} \sum_{L \backslash I \subset K} \sigma_{L} \\
& \leq 2 D \sum_{|I|=d} \sigma_{I}^{2} \quad \max _{A \subset I,|A|=d-e} \sum_{K \cap A=\varnothing} \sigma_{K} \sum_{A \subset L \subset K \cup A} \sigma_{L} \\
& \leq 2 \mathrm{D} \underset{\mathrm{~A} \subset\{1, \ldots, \mathrm{n}\}, \mathrm{IA}=\mathrm{d}-\mathrm{e}}{\max } \sum_{\mathrm{K} \cap \mathrm{~A}=\varnothing}^{\sum} \sigma_{\mathrm{K}} \quad \sum_{\mathrm{A} \subset \mathrm{~L} \subset \mathrm{~K} \cup \mathrm{~A}} \sigma_{\mathrm{L}} .
\end{aligned}
$$

Hence we have, with $\mathrm{C}_{\mathrm{e}}$ the number of distinct shadows in $\mathcal{B}(\mathrm{e}, 0)$ :

$$
|S(e, 0)| \leq C_{e} D_{A \subset\{1, \ldots, n\}, 1 \leq|A| \leq d-1} \sum_{|K|=d} \sigma_{K} \sum_{A \subset L \subset K \cup A} \sigma_{L} .
$$

Since neither D nor $\mathrm{C}_{\mathrm{e}}$ depend on n , the theorem follows by assumption $\mathrm{a}^{\prime}$ ).

### 3.2. Results involving singular values and truncation

We recall some well-known facts from linear algebra. The matrix $A \in \mathbf{R}^{m \times n}$ can be brought into diagonal form by two orthogonal transforms, $U \in \mathbb{R}^{m \times m}$ and $V \in$ $\mathbb{R}^{\mathrm{n} \times n^{\prime}}: \mathrm{U}^{\mathrm{T}} \mathrm{A} V=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{\mathrm{r}}\right), \mathrm{r}=\min (\mathrm{m}, \mathrm{n})$ with $\mu_{1} \geq \ldots \geq \mu_{\mathrm{r}} \geq 0$, uniquely. This is the singular value decomposition of A (see Golub and Van Loan (1983: 16 ff .)). If $\mathrm{m}=\mathrm{n}$ the singular values $\mu_{1}, \ldots, \mu_{\mathrm{n}}$ are the absolute values of the eigenvalues of the matrix. Like the eigenvalues, singular values of a matrix $A$ are related to matrix norms for A:
(3.2.1) $\|A\|_{H S}^{2}:=\sum_{1 \leq i \leq m} \sum_{1 \leq j \leq n} a_{i j}^{2}=\mu_{1}^{2}+\ldots+\mu_{r}^{2}$,
(3.2.2) $\|A\|_{2}:=\max _{x \in R^{n},\|x\|_{2}=1}\|A x\|_{2}=\mu_{1}$,
with $\|x\|_{2}^{2}=\sum_{1 \leq i \leq n} x_{i}^{2}$ the squared Euclidean vector norm on $\mathbb{R}^{n}$. Notice that $\|A x\|_{2}$ is the Euclidean vector norm on $\mathbb{R}^{m}$. The matrix norm $\|A\|_{H S}$ is the Hilbert -Schmidt (or

Frobenius) norm and $\|\mathrm{A}\|_{2}$ the operator norm. These facts will be used in the proof of Prop. 3.2.1.

Consider the family of real valued constants $\left(\mathrm{a}_{\mathrm{I}}\right)_{\mathrm{I}} \subset\{1, \ldots, \mathrm{n}\}, \mathrm{II}=\mathrm{d}^{\text {. }}$. First we shall extend the family indexed by subsets $I \subset\{1, \ldots, n\}$ to a symmetric 'd-dimensional matrix' $A=\left(a_{i_{1} \ldots i_{d}}\right)_{1 \leq i_{1}, \ldots, i_{d} \leq n}$, indexed by d-tuples:

$$
a_{i_{1} \ldots i_{d}}=\left\{\begin{array}{l}
a_{I} \text { if }\left\{i_{1}, \ldots, i_{d}\right\}=I \\
0 \text { else. }
\end{array}\right.
$$

From $\mathrm{A} \in \mathbb{R}^{\mathrm{n}^{\mathrm{d}}}$ we can form rectangular matrices $\mathrm{A}(\mathrm{e}) \in \mathbb{R}^{\mathrm{n}^{\mathrm{e}} \times \mathrm{n}^{\mathrm{d}-\mathrm{e}}}, 1 \leq \mathrm{e} \leq \mathrm{d}-1$,

$$
A(e)=\left(a(e)_{i j}\right)_{i=1, \ldots, n^{e}, j=1, \ldots, n^{d-e}}
$$

The indices i and j are obtained by splitting a d-tuple is split into two parts: $\left(\mathrm{i}_{1}, \ldots, \mathrm{i}_{\mathrm{d}}\right)=$ $\left(i_{1}, \ldots, i_{e}, j_{1}, \ldots, j_{d-e}\right)$. Then we have $i=i_{e^{n}} n^{e-1}+\ldots+i_{1} n^{0}, j=j_{d-e^{n}}{ }^{d e-1}+\ldots+j_{1} n^{0}$ and

$$
a(e)_{i j}=a_{i_{1} \ldots i_{\mathrm{e}} 1 \ldots j_{1} \ldots \mathrm{j}_{\mathrm{d}}} .
$$

Conversely, any number $i$ can be written uniquely in a $n$-ary expansion, etc. Any other choice of $\left(i_{1}, \ldots, i_{e}\right)$ among ( $i_{1}, \ldots, i_{d}$ ) results in the same matrix $A(e)$ by the symmetry in A .
The singular values of $A(e)$ are denoted by $\mu(e)_{1} \geq \ldots \geq \mu(e)_{r}$ with $r=\min \left(n^{e}, n^{d-e}\right)$, and by (3.2.1) we have

$$
\mu(\mathrm{e})_{1}^{2}+\ldots+\mu(\mathrm{e})_{\mathrm{r}}^{2}=\mathrm{d}!\sum_{|\mathrm{II}|=\mathrm{d}} \mathrm{a}_{\mathrm{I}}^{2}
$$

Since the matrices A(e) are uniquely determined by the family $\left(\mathrm{a}_{\mathrm{I}}\right)_{I I I=d}$ we shall say $\left(\mathrm{a}_{\mathrm{I}}\right)_{\mathrm{II}=\mathrm{d}}$ has singular values $\mu(\mathrm{e})_{1} \geq \ldots \geq \mu(\mathrm{e})_{\mathrm{I}}, 1 \leq \mathrm{e} \leq \mathrm{d}-1$ and maximal singular value

$$
\mu^{*}=\max _{1 \leq \mathrm{e}<\mathrm{d}} \mu(\mathrm{e})_{1} .
$$

The singular value decomposition of the square matrix $A(e)^{T} A(e) \in \mathbb{R}^{n^{d-e}} \times n^{d-e}$ gives (with the orthogonal transforms $\mathrm{U}, \mathrm{V}$ defined above):

$$
V^{T} A(e)^{T} A(e) V=V^{T} A(e)^{T} U U^{T} A(e) V=\operatorname{diag}\left(\mu(e)_{1}^{2}, \ldots, \mu(e)_{r}^{2}\right),
$$

with $r=\min \left(n^{e}, n^{d-e}\right)$. And by (3.2.1) we have

$$
\left\|\mathrm{A}(\mathrm{e})^{\mathrm{T}} \mathrm{~A}(\mathrm{e})\right\|_{\mathrm{HS}}^{2}=\mu(\mathrm{e})_{1}^{4}+\ldots+\mu(\mathrm{e})_{\mathrm{r}}^{4} .
$$

The following proposition links the facts from linear algebra to the quantities defined in Ch.2. Define for the family $\left(\mathrm{a}_{\mathrm{I}}\right)_{I I I}=\mathrm{d}$

$$
\mathrm{S}(\mathrm{e}, 0)=\sum_{\mathfrak{B}(\mathrm{e}, 0)} \mathrm{a}_{\mathrm{I}} \mathrm{a}_{\mathrm{J}} \mathrm{a}_{\mathrm{K}} \mathrm{a}_{\mathrm{L}},
$$

$$
\begin{aligned}
& \tau=\sum_{\mathcal{T}} \mid \mathrm{a}_{\mathrm{I}} \mathrm{a}_{\mathrm{J}} \mathrm{a}_{\mathrm{K}} \mathrm{a}_{\mathrm{L}} \mathrm{I}, \\
& \mathrm{~S}_{0}=\sum_{1 \leq \mathrm{e} \leq \mathrm{d}-1} \mathrm{~S}(\mathrm{e}, 0) .
\end{aligned}
$$

Prop. 3.2.1 below is equivalent with Lemma 5.1 in De Jong (1987) in the case d=2. (If $\mathrm{d}=2$ then $\mu^{*}$ is the maximal absolute value of the eigenvalues.)

Proposition 3.2.1. Let $S_{0}, \tau, A, \mu(e)_{1}, \ldots, \mu(e)_{r}, \mu^{*}$ be defined as above for the families $\left(a_{I}\right)_{I \subset\{1, \ldots, n\}},|I|=d$ with $\sum_{|I|=d} a_{I}^{2}=1$ for $n=1,2, \ldots$. Then

$$
S_{0} \rightarrow 0, n \rightarrow \infty \text { and } \max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \mathrm{a}_{\mathrm{I}}^{2} \rightarrow 0, \mathrm{n} \rightarrow \infty,
$$

iff

$$
\mu^{*} \rightarrow 0, \mathrm{n} \rightarrow \infty .
$$

Proof. Let $\mathrm{e}_{\mathrm{i}}$ be the ith unit vector in $\mathrm{R}^{\mathrm{n}}$, then
(3.2.3) $\max _{i} \sum_{I \rightarrow i} a_{i}^{2} \leq \max _{i}\left\|A(d-1) e_{i}\right\|_{2}^{2} \leq \mu(d-1)_{1}^{2}$,
where the final inequality follows from (3.2.2). We have

$$
\mu(\mathrm{e})_{1}^{4} \leq \mu(\mathrm{e})_{1}^{4}+\ldots+\mu(\mathrm{e})_{\mathrm{r}}^{4}=\left\|\mathrm{A}(\mathrm{e})^{\mathrm{T}} \mathrm{~A}(\mathrm{e})\right\|_{\mathrm{HS}}^{2} \leq \mathrm{d}!\mu(\mathrm{e})_{1}^{2},
$$

by $\mu(e)_{1}^{2}+\ldots+\mu(e)_{r}^{2}=d!$. This implies

$$
\mu(\mathrm{e})_{1} \rightarrow 0 \text { iff }\left\|\mathrm{A}(\mathrm{e})^{\mathrm{T}} \mathrm{~A}(\mathrm{e})\right\|_{\mathrm{HS}} \rightarrow 0, \mathrm{n} \rightarrow \infty .
$$

We need, under the assumption that $\max _{i} \sum_{I \ni} a_{i}^{2}$ vanishes,

$$
\left\|A(e)^{T} A(e)\right\|_{H S} \rightarrow 0 \text { iff } S(e, 0) \rightarrow 0,{ }^{\mathrm{i}}{ }^{\mathrm{I}} \mathrm{i}^{\mathrm{i}} \leq \mathrm{e} \leq \mathrm{d}-1 .
$$

Consider one element in the square matrix $A(e)^{T} A(e)=\left(b_{i j}\right)_{1 \leq i, j \leq n^{d e}}$ :

$$
b_{i j}=\sum_{1 \leq k \leq n} a(e)_{i k} a(e)_{j k} .
$$

Writing $\mathrm{i}, \mathrm{j}$ and k as n -ary numbers and expressing $\mathrm{a}(\mathrm{e})_{\mathrm{ik}}$ and $\mathrm{a}(\mathrm{e})_{\mathrm{jk}}$ in $\mathrm{a}_{\mathrm{i}_{1} \ldots \mathrm{i}_{\mathrm{d}}}$ we obtain:

$$
b_{i j}=b_{i_{1} \ldots i_{d-e} 1 \ldots j_{d-e}}=\sum_{1 \leq k_{1}, \ldots, k_{e} \leq n} a_{i_{1} \ldots i_{d-e} k_{1} \ldots k_{e}} g_{1 \ldots j_{d-e} k_{1} \ldots k_{e}} .
$$

Notice that $\left\{\mathrm{i}_{1}, \ldots, \mathrm{i}_{\mathrm{d}-\mathrm{e}}\right\} \cap\left\{\mathrm{k}_{1}, \ldots, \mathrm{k}_{\mathrm{e}}\right\} \neq \varnothing$ implies $\mathrm{a}(\mathrm{e})_{\mathrm{ik}}=0$ and $\left\{\mathrm{j}_{1}, \ldots, \mathrm{j}_{\mathrm{d}-\mathrm{e}}\right\} \cap$ $\left\{\mathrm{k}_{1}, \ldots, \mathrm{k}_{\mathrm{e}}\right\} \neq \varnothing$ implies $\mathrm{a}(\mathrm{e})_{\mathrm{jk}}=0$. With the convention $\mathrm{a}_{\mathrm{I}}=0$ if $\mathrm{I} \mathrm{I} \mid<\mathrm{d}$ and using the abbreviations $B=\left\{i_{1}, \ldots, i_{d-e}\right\}$ and $B^{\prime}=\left\{j_{1}, \ldots, j_{d-e}\right\}$, we have

$$
b_{i j}=e!\sum_{A \subset\{1, \ldots, n\},|A|=e, I=A \cup B, J=A \cup B^{\prime}} a_{I_{1}} a_{j} .
$$

Hence

$$
\text { with } \mathrm{R}_{\mathrm{ij}} \leq \mathrm{R}_{\mathrm{ij}}^{*}
$$

Notice that there are no quadruples with a free index; moreover, if $\left\{i_{1}, \ldots, i_{d-e}\right\} \cap$ $\left\{j_{1}, \ldots, j_{d-e}\right\} \neq \varnothing$, there are no bifold quadruples. Thus we have
(3.2.4) $\left|\left\|A(e)^{T} A(e)\right\|_{H S}^{2}-((d-e)!e!)^{2} S(e, 0)\right| \leq \sum_{1 \leq i, j \leq n^{d-e}} R_{i j}^{*}$
and
(3.2.5) $\sum_{1 \leq i, j \leq n d-e} R_{i j}^{*} \leq \tau((d-e)!e!)^{2}$.

By Prop. 2.4.3 b) and (3.2.3) we have

$$
\tau \leq \mathrm{C}_{\mathrm{T}}(\mathrm{~d}, 4) \mu(\mathrm{d}-1)_{1}
$$

The rest of the proof is obvious. If $\mu(e)_{1} \rightarrow 0$ for $1 \leq e \leq d-1$, which is equivalent to $\mu^{*} \rightarrow 0$, then $\tau \rightarrow 0$ and $\left\|A(e)^{T} \mathrm{~A}(\mathrm{e})\right\|_{\text {HS }}^{2} \rightarrow 0$ for $1 \leq \mathrm{e} \leq \mathrm{d}-1$; thus (3.2.4) and (3.2.5) imply $\mathrm{S}(\mathrm{e}, 0) \rightarrow 0$, for $1 \leq \mathrm{e} \leq \mathrm{d}-1$. This proves, by (3.2.3), the if part of the proposition.
On the other hand, if

$$
\max _{\mathrm{i}} \sum_{\mathrm{I} \rightarrow \mathrm{i}} \mathrm{a}_{\mathrm{I}}^{2} \rightarrow 0
$$

then $\tau \rightarrow 0$ by Prop. 2.4.3 b). In order to apply Prop. 2.3.6, which holds for clean random variables $\mathrm{W}_{\mathrm{I}}$, we notice that with

$$
\mathrm{W}_{\mathrm{I}}=\mathrm{a}_{\mathrm{I}} \prod_{\mathrm{i} \in \mathrm{I}} \mathrm{X}_{\mathrm{i}}\left(\mathrm{X}_{\mathrm{i}}= \pm 1 \text { with probability equaling } 1 / 2 \text { and independent }\right)
$$

we have $\mathrm{W}_{\mathrm{I}} \mathrm{W}_{\mathrm{J}} \mathrm{W}_{\mathrm{K}} \mathrm{W}_{\mathrm{L}}=\mathrm{a}_{\mathrm{I}} \mathrm{a}_{\mathrm{J}} \mathrm{a}_{\mathrm{K}^{2}} \mathrm{a}_{\mathrm{L}}$ and since $\mathrm{E} \mathrm{W}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \leq 1$ we have $\tau^{*} \leq \tau$. Thus, by Prop. 2.3.6 we have $S_{0} \rightarrow 0$ implies $S(e, 0) \rightarrow 0$, (since $\tau \rightarrow 0$ ) hence $\left\|A(e)^{T} A(e)\right\|_{H S}$ $\rightarrow 0$ by (3.2.4) and (3.2.5); and consequently $\mu(e)_{1} \rightarrow 0$ for $1 \leq e \leq d-1$. This completes the proof of the proposition.

$$
\begin{aligned}
& b_{i j}^{2}=(e!)^{2} \sum_{A, A^{\prime} \subset[1, \ldots, n\},|A|=\left|A^{\prime}\right|=e, I=A \cup B, J=A \cup B^{\prime}, K=A^{\prime} \cup B^{\prime}, L=A^{\prime} \cup B} a_{I} a_{J} a^{a} K^{a} \\
& =(e!)^{2} \sum_{\mathcal{B}(e, 0), I \cap L=B, J \cap K=B^{\prime}} a_{I} a_{J} a K^{a} L+R_{i j}, \\
& R_{i j}^{*}=(e!)^{2} \mathcal{T}, I \cap L=B, J \cap K=B^{\prime},|I \cap J|=e,|K \cap L|=e^{l a_{I} a_{J} a_{K} a_{L} \mid .}
\end{aligned}
$$

Now we return to the Hoeffding decomposition. Recall that on the probability space $(\Omega, \mathcal{F}, \mathrm{P})$ a sequence of independent random variables $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ is given. Define for finite subsets of the integers $\mathrm{I} \subset\{1, \ldots, \mathrm{n}\}$ the $\sigma$-algebras $\mathcal{F}_{\mathrm{I}}=\sigma\left\{\mathrm{X}_{\mathrm{i}}: \mathrm{i} \in \mathrm{I}\right\}, \mathcal{F}_{\varnothing}=$ $\{\varnothing, \Omega\}$. Then any square integrable $\mathcal{F}_{\{1, \ldots, \mathrm{n}\}}$-measurable random variable Z can be written

$$
\mathrm{Z}=\sum_{\mathrm{I} \subset\{1, \ldots, \mathrm{n}\}} \mathrm{W}_{\mathrm{I}},
$$

where the components in the Hoeffding decomposition $W_{I}$ are uniquely determined by
a) $\mathrm{W}_{\mathrm{I}}$ is $\mathcal{F}_{\mathrm{I}}$ measurable,
b) $\mathrm{E}\left(\mathrm{W}_{\mathrm{I}} \mid \mathcal{F}_{\mathrm{J}}\right)=0$ a.s. if $\mathrm{I} \backslash \mathrm{J} \neq \varnothing$.

The next proposition shows that for V , a component in the Hoeffding decomposition, there is a bounded component $\mathrm{V}^{\prime}$ close (in $\mathrm{L}^{2}$-sense) to V .

Proposition 3.2.2. Let V be any square integrable random variable, satisfying the conditions a) and b) above. For each $C \geq 0$ there is a random variable $V^{\prime}$ satisfying a) and b) with

$$
E\left(V_{-} V^{\prime}\right)^{2} \leq \mathrm{EV}^{2} 1_{\{|\mathrm{V}|>C}
$$

and

$$
\left|V^{\prime}\right| \leq 2^{\mid I I} C .
$$

Proof. Truncate V at $\mathrm{C}: \mathrm{V}^{*}=\mathrm{V1}_{\{\mid \mathrm{VI} \leq \mathrm{C}\}}$. Then $\mathrm{V}^{*}$ can be written in the Hoeffding decomposition as

$$
\mathrm{V}^{*}=\sum_{\mathrm{J} \subset \mathrm{I}} \mathrm{~W}_{\mathrm{J}}
$$

Call $\mathrm{W}_{\mathrm{I}}$ the clean version of $\mathrm{V}^{*}$ and put $\mathrm{V}^{\prime}=\mathrm{W}_{\mathrm{I}}$. Then $\mathrm{V}-\mathrm{V}^{\prime}$ is the clean version of V $-\mathrm{V}^{*}$, since we have in the Hoeffding decomposition:

$$
\mathrm{V}-\mathrm{V}^{*}=\sum_{\mathrm{J} \varsubsetneqq \mathrm{I}}-\mathrm{W}_{\mathrm{J}}+\left(\mathrm{V}-\mathrm{V}^{\prime}\right)
$$

By the orthogonality of the Hoeffding decomposition

$$
\mathrm{E}\left(\mathrm{~V}_{-} \mathrm{V}^{\prime}\right)^{2} \leq \mathrm{E}\left(\mathrm{~V}_{-} \mathrm{V}^{*}\right)^{2}=\mathrm{E} \mathrm{~V}^{2} 1_{(\mid \mathrm{VI}>\mathrm{C}\}}
$$

From Prop. 3.2.3 below we see that $\mathrm{V}^{\prime}$ can be written as a sum of $2^{\text {III }}$ terms each bounded in absolute value by $\mathrm{C}:\left|\mathrm{V}^{\prime}\right| \leq 2^{\mid \mathrm{III}} \mathrm{C}$. This proves the proposition.

We give an expression for components in the Hoeffding decomposition in terms of conditional expectations (cf. Prop. 2.2 in Karlin and Rinott (1982)).

Proposition 3.2.3. Let $Z$ be $\mathcal{F}_{\mathrm{I}}$-measurable, and $\mathrm{Z}=\Sigma \mathrm{W}_{\mathrm{J}}$ (Hoeffding decomposition). Then

$$
\mathrm{W}_{\mathrm{I}}=\sum_{\mathrm{J} \subset \mathrm{I}} \mathrm{E}\left(\mathrm{Z} \mid \mathcal{F}_{\mathrm{J}}\right)(-1)^{|\mathrm{II}-|\mathrm{J}|}
$$

Proof. The proof is by induction. For $\mathrm{I}=\varnothing$ the assertion is trivial. For $\mathrm{I} \neq \varnothing$ we have

$$
\begin{aligned}
& \mathrm{W}_{\mathrm{I}}=\mathrm{Z}-\sum_{\mathrm{J}}^{\ddagger} \mathrm{I}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \\
& =\mathrm{Z}-\sum_{\mathrm{J}}^{\ddagger} \mathrm{I}_{\mathrm{I}} \sum_{\mathrm{K} \subset \mathrm{~J}} \mathrm{E}\left(\mathrm{Z} \mid \mathcal{F}_{\mathrm{K}}\right)(-1)^{|\mathrm{J}|-|\mathrm{K}|}
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{(1)}{=} \mathrm{Z}-\sum_{\mathrm{K}}^{\neq \mathrm{I}} \mathrm{I} \mathrm{E}\left(\mathrm{Z} \mid \mathcal{F}_{\mathrm{K}}\right) \quad\left((1-1)^{|\mathrm{II}-|\mathrm{K}|}-(-1)^{|\mathrm{II}-|\mathrm{K}|}\right) \\
& =\sum_{\mathrm{J} \subset \mathrm{I}} \mathrm{E}\left(\mathrm{Z} \mid \mathcal{F}_{\mathrm{J}}\right)(-1)^{|\mathrm{II}-|\mathrm{J}|} .
\end{aligned}
$$

Equality (1) follows by (for $\mathrm{K} \varsubsetneqq \mathrm{I}$, I fixed)

$$
\sum_{K \subset J \varsubsetneqq I}(-1)^{|\mathrm{J}|-|\mathrm{K}|}=\sum_{\mathrm{J}^{\prime} \varsubsetneqq I \backslash K}(-1)^{\left|J^{\prime}\right|}=\sum_{\mathrm{J}^{\prime} \subset \mathrm{I} \backslash \mathrm{~K}}(-1)^{\left|J^{\prime}\right|}-(-1)^{|I \backslash K|}
$$

This proves the proposition.

In estimating the expectation $E W_{I} W_{J} W_{K} W_{L}$ Hölder's inequality was used involving fourth moments $\mathrm{E} \mathrm{W}_{\mathrm{I}}^{4}$. If the quadruple ( $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ ) is bifold and the random variables $\mathrm{W}_{\mathrm{I}}$ are components in the Hoeffding decomposition, a sharper inequality, involving only second moments, is available. Consider the case $(\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}) \in \mathcal{B}(\mathrm{e}, 0)$, then by the Cauchy-Schwarz inequality we have

$$
E\left|W_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right| \leq \mathrm{E}^{1 / 2}\left(\mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{K}}\right)^{2} \mathrm{E}^{1 / 2}\left(\mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{L}}\right)^{2}=\sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}
$$

where the last inequality follows by the independence of $\mathrm{W}_{\mathrm{I}}$ and $\mathrm{W}_{\mathrm{K}}(\mathrm{I} \cap \mathrm{K}=\varnothing$ ), and that of $W_{J}$ and $W_{L}$ respectively. In fact, the above inequality holds for dissociated random variables. The obvious idea of invoking Prop. 3.1.3 to obtain an inequality for all bifold quadruples fails, since the remainder term in Prop. 3.1.3 involves $\tau^{*}$, a sum of higher moments. The idea of the proof of Prop. 3.2.4 below is a refinement of the above inequality. It resembles the proof of Lemma 2.4.2.

Proposition 3.2.4. Let $\mathrm{W}_{\mathrm{I}_{1}}, \ldots, \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}$ be components in the Hoeffding decomposition and let $\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{\mathrm{q}}\right)$ be a bifold q -tuple. Then

$$
\mathrm{E}\left|\mathrm{~W}_{\mathrm{I}_{1}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}\right| \leq \sigma_{\mathrm{I}_{1}} \ldots \sigma_{\mathrm{I}_{\mathrm{q}}}
$$

Proof. We start with an assertion which resembles that of Lemma 2.4.2. If $\mathrm{F}=\mathrm{I}_{1} \cup$... $\cup I_{q}$ and $A \subset F$ is covered only once and $F \backslash A$ exactly twice by the sets $I_{1}, \ldots, I_{q}$, i.e.

$$
1_{\mathrm{I}_{1}}+\ldots+1_{\mathrm{I}_{\mathrm{q}}}=1_{\mathrm{A}}+2 \mathrm{I}_{\mathrm{F} \backslash \mathrm{~A}}
$$

then
(3.2.6) $E E^{2}\left(\left|W_{I_{1}} \ldots W_{\mathrm{I}_{\mathrm{q}}}\right| \mid \mathcal{F}_{\mathrm{A}}\right) \leq \sigma_{\mathrm{I}_{1}}^{2} \ldots \sigma_{\mathrm{I}_{\mathrm{q}}}^{2}$.

The proof is by induction. If $q=1$ the assertion is trivial: $\mathrm{F}=\mathrm{I}=\mathrm{A}$ and $\mathrm{E} \mathrm{W}_{\mathrm{I}}^{2}=\sigma_{\mathrm{I}}^{2}$.
Suppose (3.2.6) holds for ( $q-1$ )-tuples ( $q \geq 2$ ). Then, with $G=I_{2} \cup \ldots \cup I_{q}$,

$$
\begin{aligned}
& \mathrm{E} \mathrm{E}^{2}\left(\left|\mathrm{~W}_{\mathrm{I}_{1}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}\right| \mathcal{F}_{\mathrm{A}}\right) \\
& =\mathrm{EE}^{2}\left(\left|\mathrm{~W}_{\mathrm{I}_{1}}\right| \mathrm{E}\left(\mathrm{~W}_{\mathrm{I}_{2}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}| | \mathcal{F}_{\mathrm{A} \cup \mathrm{I}_{1}}\right) \mid \mathcal{F}_{\mathrm{A}}\right) \\
& \stackrel{(1)}{\leq} \mathrm{EE}\left(\mathrm{~W}_{\mathrm{I}_{1}}^{2} \mid \mathcal{F}_{\mathrm{A}}\right) \mathrm{E}\left(\mathrm{E}^{2}\left(\left|\mathrm{~W}_{\mathrm{I}_{2}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}\right| \mid \mathcal{F}_{\mathrm{A} \cup \mathrm{I}_{1}}\right) \mid \mathcal{F}_{\mathrm{A}}\right) \\
& \stackrel{(2)}{=} \mathrm{EE}\left(\mathrm{~W}_{\mathrm{I}_{1}}^{2} \mid \mathcal{F}_{\mathrm{A} \cap \mathrm{I}_{1}}\right) \mathrm{E}\left(\mathrm{E}^{2}\left(\left|\mathrm{~W}_{\mathrm{I}_{2}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}\right| \mid \mathcal{F}_{\left(\mathrm{A} \cup \mathrm{I}_{1}\right) \cap \mathrm{G}}\right) \mid \mathcal{F}_{\mathrm{A} \cap \mathrm{G}}\right) \\
& \stackrel{(3)}{=} \sigma_{\mathrm{I}_{1}}^{2} \mathrm{E} \mathrm{E}^{2}\left(\left|\mathrm{~W}_{\mathrm{I}_{2}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}\right| \mid \mathcal{F}_{\left(\mathrm{A} \cup \mathrm{I}_{1}\right) \cap \mathrm{G}}\right),
\end{aligned}
$$

where inequality (1) is the conditional version of the Cauchy-Schwarz inequality and equality (2) follows since $\mathrm{E}\left(\mathrm{W}_{\mathrm{I}} \mid \mathcal{F}_{\mathrm{J}}\right)=\mathrm{E}\left(\mathrm{W}_{\mathrm{I}} \mid \mathcal{F}_{\mathrm{J} \cap \mathrm{I}}\right)$ a.s. by the independence of the underlying random variables (see Chung (1972, Th. 9.2.1)). Equality (3) follows by the independence, since $\left(A \cap I_{1}\right)$ and $(A \cap G)$ are disjoint by the definition of $A$ in which every element is contained in only one set. This proves (2.3.6) as

$$
1_{\mathrm{I}_{2}}+\ldots+1_{\mathrm{I}_{\mathrm{q}}}=1_{\left(\mathrm{A} \cup \mathrm{I}_{1}\right) \cap \mathrm{G}}+21_{\mathrm{G} \backslash\left(\mathrm{~A} \cup \mathrm{I}_{1}\right)} .
$$

The proposition follows from (3.2.6) with $A=\varnothing$.

Remark 1. Notice that Prop. 3.2.4 remains valid for $\mathcal{F}_{\mathrm{I}}$-measurable, zero-mean square integrable random variables $\mathrm{W}_{\mathrm{I}}$. However, the independence of the underlying random variables $X_{i}$ is used in an essential way: The equalities (2) and (3) rest on it.

Remark 2. The inequality of Prop. 3.2.4 is sharp: If $W_{I}=a_{I} \prod_{i \in I} X_{i}$, with $X_{i}$ independent, $E X_{i}=0, E X_{i}^{2}=1 a_{I} \in \mathbb{R}$ and $\left(I_{1}, \ldots, I_{q}\right)$ is a bifold q-tuple, then

$$
\mathrm{E}_{\mathrm{I}_{1}} \ldots \mathrm{~W}_{\mathrm{I}_{\mathrm{q}}}=\mathrm{a}_{\mathrm{I}_{1} \ldots \mathrm{a}_{\mathrm{I}_{\mathrm{q}}}} \prod_{\mathrm{i} \in \mathrm{I}_{1} \cup \ldots \cup \mathrm{I}_{\mathrm{q}}} \mathrm{EX} \mathrm{X}_{\mathrm{i}}^{2}= \pm \sigma_{\mathrm{I}_{1}} \ldots \sigma_{\mathrm{I}_{\mathrm{q}}}
$$

according to the sign of $\mathrm{a}_{\mathrm{I}_{1}} \cdots \mathrm{a}_{\mathrm{I}_{\mathrm{q}}}$.

We shall use Prop. 3.2.2 and Prop. 3.2.4 to sharpen Th. 2.2.4 in case $W(n)$ is a dhomogeneous sum in the Hoeffding decomposition. The sufficiency of the fourth moment condition $\mathrm{EW}(\mathrm{n})^{4} \rightarrow 3$ is proved without any assumption on sixth moments (as in Th. 2.2.4).

Theorem 3.2.5. Let $W(1), W(2), \ldots$ be a sequence of $d$-homogeneous sums in the Hoeffding decomposition, $\mathrm{W}(\mathrm{n})=\sum_{|I|=d} \mathrm{~W}_{\mathrm{I}}$, with var $\mathrm{W}(\mathrm{n})=1$ for $\mathrm{n}=1,2, \ldots$. Suppose
a) $\max _{\mathrm{i}} \sum_{\mathrm{I} \rightarrow \mathrm{i}} \sigma_{\mathrm{I}}^{2} \rightarrow 0, \mathrm{n} \rightarrow \infty$,
b) $\max \mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \leq \mathrm{D}, \mathrm{D}$ not depending on $n$.

I
Then the following two statements are equivalent

1) $E W(n)^{4} \rightarrow 3, n \rightarrow \infty$,
2) $\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{N}(0,1), \mathrm{n} \rightarrow \infty$.

Proof. Th. 2.1.1 states that 1) implies 2). Assume 2). Put

$$
\alpha=\left(\max _{\mathrm{I}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}}^{2}\right)^{-1 / 12}
$$

Let $W_{I}^{\prime}$ be the clean version (See proof of Prop. 3.2.2) of $\left.W_{I} \quad 1_{\{ }^{1}\left|W_{I}\right| \leq \alpha \sigma_{I}\right\}^{\text {. }}$ Then, with $W^{\prime}(n)=\sum_{|I|=d} W_{I}^{\prime}$, we have $W^{\prime}(n)-W(n) \xrightarrow{L^{2}} 0$, since

$$
\begin{aligned}
& \operatorname{var}\left(\mathrm{W}(\mathrm{n})-\mathrm{W}^{\prime}(\mathrm{n})\right) \stackrel{(1)}{=} \sum_{\mathrm{II} \mid=\mathrm{d}} \mathrm{E}\left(\mathrm{~W}_{\mathrm{I}}-\mathrm{W}_{\mathrm{I}}^{\prime}\right)^{2} \\
& \stackrel{(2)}{\leq} \sum_{\mid \mathrm{II}=\mathrm{d}} \mathrm{E} \mathrm{~W}_{\mathrm{I}}^{2} 1_{\left\{\left|W_{\mathrm{I}}\right|>\alpha \sigma_{\mathrm{I}}\right\}} \\
& \leq \alpha^{-2} \sum_{\mid I I=\mathrm{d}} \sigma_{\mathrm{I}}^{-2} E W_{\mathrm{I}}^{4} \\
& \leq \mathrm{D} / \alpha^{2}
\end{aligned}
$$

which vanishes, since $\alpha \rightarrow \infty$. Equality (1) follows since ( $W_{I}-W_{I}^{\prime}$ ) are components in the Hoeffding decomposition of $\mathrm{W}(\mathrm{n})-\mathrm{W}^{\prime}(\mathrm{n})$ and inequality (2) by Prop. 3.2.2. Thus 2) implies $W^{\prime}(n) \xrightarrow{d} N(0,1), n \rightarrow \infty$. If $E W^{\prime}(n)^{6}$ remains bounded then 2) implies (by Th. 2.4.4) $\mathrm{E} \mathrm{W}^{\prime}(\mathrm{n})^{4} \rightarrow 3$. The former will be shown. Recall that $\left|\mathrm{W}_{\mathrm{I}}\right| \leq$ $2^{\mathrm{d}} \alpha \sigma_{\mathrm{I}}$ by Prop. 3.2.2. For n sufficiently large we have $\sigma_{\mathrm{I}} / \sigma_{\mathrm{I}} \leq 2$. Then

$$
\mathrm{E}\left(\mathrm{~W}_{\mathrm{I}}^{\prime} / \sigma_{\mathrm{I}}^{\prime}\right)^{6} \leq 2^{6} \mathrm{E}\left(\mathrm{~W}_{\mathrm{I}}^{\prime} / \sigma_{\mathrm{I}}\right)^{6} \leq 2^{6(\mathrm{~d}+1)} \alpha^{6}
$$

By Prop. 2.4.3 b') we have

$$
\begin{aligned}
& \quad \sum_{\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{6}\right) \in \mathcal{T}_{6}}\left|\mathrm{E} \mathrm{~W}_{\mathrm{I}_{1}}^{\prime} \ldots \mathrm{W}_{\mathrm{I}_{6}}^{\prime}\right| \\
& \leq \mathrm{C}_{\mathrm{T}}(\mathrm{~d}, 6) 2^{6(\mathrm{~d}+1)} \alpha^{6}\left(\max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}}^{2}\right)^{1 / 2} \\
& =\mathrm{C}_{\mathrm{T}}(\mathrm{~d}, 6) 2^{6(\mathrm{~d}+1)} .
\end{aligned}
$$

By Prop. 3.2.4 and Prop. 2.4.3 a) we have

$$
\begin{aligned}
& \sum_{\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{6}\right) \in \mathcal{B}_{6}} \mathrm{IE} \mathrm{~W}_{\mathrm{I}_{1}}^{\prime} \ldots \mathrm{W}_{\mathrm{I}_{6}}^{\prime} \mid \leq \sum_{\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{6}\right) \in \mathcal{B}_{6}} \mathrm{E} \sigma_{\mathrm{I}_{1}}^{\prime} \ldots \sigma_{\mathrm{I}_{6}}^{\prime} \\
& \leq \sum_{\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{6}\right) \in \mathcal{B}_{6}} \mathrm{E} \sigma_{\mathrm{I}_{1}} \ldots \sigma_{\mathrm{I}_{6}} \\
& \leq \mathrm{C}_{\mathrm{B}}(\mathrm{~d}, 6),
\end{aligned}
$$

where the second inequality follows from
(3.2.6) $\quad \sigma_{\mathrm{I}}^{\prime 2}=\mathrm{EW}_{\mathrm{I}}^{2} \leq \mathrm{EW}_{\mathrm{I}}^{2} 1_{\left\{\left|\mathrm{W}_{\mathrm{I}}\right| \leq \alpha \sigma_{\mathrm{I}}\right\}} \leq \sigma_{\mathrm{I}}^{2}$.

Hence $E W^{\prime}(n)^{4} \rightarrow 3$. Combining the assumptions a) and b) with Prop. 2.4.3 b') we have $\tau^{*} \rightarrow 0$ and also $\tau^{\prime *} \rightarrow 0$ (that is $\tau^{*}$ for $W^{\prime}(\mathrm{n})$ ). Thus $\mathrm{S}^{\prime}+3 \mathrm{~S}_{0}^{\prime} \rightarrow 0$ by Prop. 2.3.5. Since $\mathrm{E} \mathrm{W}(\mathrm{n})^{4}=3 \mathrm{~S}(0,0)+3 \mathrm{~S}_{0}+\sum_{\mathcal{T}} \mathrm{E} \mathrm{W}_{\mathrm{I}} \mathrm{W}_{\mathrm{J}} \mathrm{W}_{\mathrm{K}} \mathrm{W}_{\mathrm{L}}$, with $\mid \mathrm{S}(0,0)-1 \mathrm{I} \leq \tau$ (cf. proof of Prop. 2.3.5) it remains to show $\mathrm{S}^{\boldsymbol{T}}+3 \mathrm{~S}_{0} \rightarrow 0$. This follows by

$$
\begin{aligned}
& \text { I } E W_{I} W_{J} W_{K} W_{L}-E W_{I}^{\prime} W_{J}^{\prime} W_{K}^{\prime} W_{L}^{\prime} \mid \\
& =\mid E W_{I} W_{J} W_{K} W_{L}-E W_{I}^{\prime} W_{J} W_{K} W_{L} \\
& \\
& \quad+E W_{I}^{\prime} W_{J} W_{K} W_{L}-E W_{I}^{\prime} W_{J}^{\prime} W_{K} W_{L} \\
& \quad+E W_{I}^{\prime} W_{J}^{\prime} W_{K} W_{L}-E W_{I}^{\prime} W_{J}^{\prime} W_{K}^{\prime} W_{L} \\
& \quad+E W_{I}^{\prime} W_{J}^{\prime} W_{K}^{\prime} W_{L}-E W_{I}^{\prime} W_{J}^{\prime} W_{K}^{\prime} W_{L}^{\prime} \mid \\
& \leq \sigma_{I}^{\prime \prime} \sigma_{J} \sigma_{K} \sigma_{L}+\sigma_{I}^{\prime} \sigma_{J}^{\prime \prime} \sigma_{K} \sigma_{L}+\sigma_{I}^{\prime} \sigma_{J}^{\prime} \sigma_{K}^{\prime \prime} \sigma_{L}+\sigma_{I}^{\prime} \sigma_{J}^{\prime} \sigma_{K}^{\prime} \sigma_{L}^{\prime \prime},
\end{aligned}
$$

where the last inequality follows by the triangle inequality and Prop. 3.2.4, with $\sigma^{\prime \prime}{ }_{\mathrm{I}}^{2}=$ $E\left(W_{I}-W_{I}^{\prime}\right)^{2}$. Hence we have by Prop. 2.4.3 a)

$$
\begin{aligned}
& \sum_{\mathcal{B}} \mid \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}-\mathrm{E} \mathrm{~W}_{\mathrm{I}}^{\prime} \mathrm{W}_{\mathrm{J}}^{\prime} \mathrm{W}_{\mathrm{K}}^{\prime} \mathrm{W}_{\mathrm{L}}^{\prime} \mathrm{I} \\
& \leq \sum_{\mathcal{B}}\left(\sigma_{\mathrm{I}}^{\prime \prime} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}+\sigma_{\mathrm{I}} \sigma_{\mathrm{J}}^{\prime \prime} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}+\sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}+\sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}^{\prime \prime}\right) \\
& \leq 4 \mathrm{C}_{\mathrm{B}}(\mathrm{~d}, 4)\left(\sum_{\mathrm{II}=\mathrm{d}} \sigma_{\mathrm{I}}^{2}\right)^{1 / 2},
\end{aligned}
$$

which vanishes as is shown above. This proves the theorem.

This theorem yields in combination with Prop. 3.2.1 the following corollary for multilinear forms.

Corollary 3.2.6. Let $W(1), W(2), \ldots$ be homogeneous $d$-linear forms
$W(n)=\sum_{I I I=} a_{d} \prod_{i \in I} X_{i}$, with $X_{i}$ independent, $E X_{i}=0$ and $E X_{i}^{2}=1$,
and $\left(a_{I}\right)$ a family real constants with $\sum_{|I|=d} a_{\mathrm{I}}^{2}=1$, for $\mathrm{n}=1,2, \ldots$ and maximal singular
value $\mu^{*}$. Suppose
a) $\max _{\mathrm{i}} \sum_{\mathrm{I} \rightarrow \mathrm{i}} \mathrm{a}_{\mathrm{I}}^{2} \rightarrow 0, \mathrm{n} \rightarrow \infty$,
b) $\mathrm{EX} \mathrm{X}_{\mathrm{i}}^{4} \leq \mathrm{D}<\infty$, for all $\mathrm{i}, \mathrm{D}$ not depending on n .

Then the following two statements are equivalent

1) $\mu^{*} \rightarrow 0$ for $n \rightarrow \infty$,
2) $\mathrm{W}(\mathrm{n}) \xrightarrow{d} \mathrm{~N}(0,1)$ for $\mathrm{n} \rightarrow \infty$.

Proof. Since $E W_{I}^{2}=a_{I}^{2}$ we have by a)

$$
\max _{\mathrm{i} \text { I } \sum_{\mathrm{i}}} \sigma_{\mathrm{I}}^{2} \rightarrow 0, \mathrm{n} \rightarrow \infty \text {, }
$$

and by b) we have

$$
\max _{\mathrm{I}} E W_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \leq \mathrm{D}^{\mathrm{d}}
$$

Thus we have by Prop. 2.4.3 that both $\tau$ and $\tau^{*}$ vanish. This implies that the following five statements are equivalent.

1) $\mu^{*} \rightarrow 0$,
2) $\sum_{1 \leq e \leq d-1} \sum_{\mathscr{B}(e, 0)} a_{\mathrm{I}} \mathrm{a}_{\mathrm{J}} \mathrm{a}_{\mathrm{K}} \mathrm{a}_{\mathrm{L}} \rightarrow 0$,
3) $S_{0} \rightarrow 0$,
4) $\mathrm{EW}(\mathrm{n})^{4} \rightarrow 3$,
5) $\mathrm{W}(\mathrm{n}) \xrightarrow{d} \mathrm{~N}(0,1)$.

We have

1) $\Leftrightarrow 2$ ) follows by Prop. 3.2.1.
2) $\Leftrightarrow$ 3) follows by $E W_{I} W_{J} W_{K} W_{L}=a_{I} a_{J} a_{K} a_{L}$ for bifold quadruples since $E X_{i}^{2}=1$.
$3) \Rightarrow 4$ ) follows from the expression for the fourth moment $E W(n)^{4}$ and by Corollary
3.1.4, since $\tau$ and $\tau^{*}$ vanish.
$3) \Leftarrow 4$ ) follows from Sect.2.3, since $\tau$ and $\tau^{*}$ vanish.
3) $\Leftrightarrow 5$ ) follows by Th. 3.2.5.

This finishes the proof of the corollary.

In Th. 3.2.7 below a uniform bound is imposed on the tails of the distributions of $\mathrm{W}_{\mathrm{I}} / \sigma_{\mathrm{I}}$ :
$\mathrm{P}\left\{\left|\mathrm{W}_{\mathrm{I}}\right|>\mathrm{x} \sigma_{\mathrm{I}}\right\} \leq \mathrm{R}(\mathrm{x})$ for all I , with $\mathrm{R}(\mathrm{x})$ monotone and not depending on $n$, such that $\int x R(x) d x<\infty$.
By partial integration we obtain for the random variable $U=W_{I} / \sigma_{\mathrm{I}}$

$$
\begin{aligned}
& E U^{2} 1_{\{|U|>C\}}=\int_{(C, \infty)} x^{2} d P\{|U| \leq x\} \\
& =-\int_{(C, \infty)} x^{2} d(1-P\{|U| \leq x\}) \\
& \stackrel{(1)}{=} C^{2} P\{|U|>C\}+2 \int_{(C, \infty)} x P\{|U|>x\} d x \\
& \leq C^{2} R(C)+2 \int_{(C, \infty)} x R(x) d x \\
& \stackrel{(2)}{\leq} \int_{(1 / 2 C, \infty)}^{\int_{C}} x R(x) d x,
\end{aligned}
$$

where inequality (2) follows by the monotony of $R(x)$ which implies

$$
\int_{(1 / 2 C, C)} x R(x) d x \geq R(C) \int_{(1 / 2 C, C)} x d x=3 / 8 C^{2} R(C)
$$

Since the integral converges, the left-hand side vanishes if C tends to infinity. This proves equality (1). Now we can prove the following theorem.

Theorem 3.2.7. Let $W(1), W(2), \ldots$ be d-homogeneous sums in the Hoeffding decomposition, $\mathrm{W}(\mathrm{n})=\sum_{\mid \mathrm{II}=\mathrm{d}} \mathrm{W}_{\mathrm{I}}$, with var $\mathrm{W}(\mathrm{n})=1$. Let $\left(\sigma_{\mathrm{I}}\right)$ have maximal singular value $\mu^{*}$. Suppose
a) $P\left\{\left|W_{I}\right|>x \sigma_{I}\right\} \leq R(x)$ for all $I$, with $R(x)$ monotone and not depending on $n$, such that $\int_{(0, \infty)} x R(x) d x<\infty$,
b) $\mu^{*} \rightarrow 0, \mathrm{n} \rightarrow \infty$.

Then

$$
\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1), \mathrm{n} \rightarrow \infty .
$$

Proof. By Prop. 3.2.1 assumption b) implies

$$
\max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}}^{2} \rightarrow 0 \text { for } \mathrm{n} \rightarrow \infty .
$$

## 48

Let $C_{n}$ be a sequence such that

$$
C_{n} \rightarrow \infty \text { and } C_{n}^{4} \max _{i} \sum_{I \ni i} \sigma_{I}^{2} \rightarrow 0 \text { for } n \rightarrow \infty .
$$

Define $\mathrm{W}_{\mathrm{I}}^{*}=\mathrm{W}_{\mathrm{I}} 1_{\left\{\left|\mathrm{W}_{\mathrm{I}}\right| \leq \mathrm{C}_{\mathrm{n}} \sigma_{\mathrm{I}}\right\}}$ and let $\mathrm{W}_{\mathrm{I}}^{\prime}$ be the clean version of $\mathrm{W}_{\mathrm{I}}^{*}$. (See proof of Prop. 3.2.2.) As in Th. 3.2.5 we shall show that

$$
W^{\prime}(n)-W(n) \xrightarrow{L^{2}} 0, \text { with } W^{\prime}(n)=\sum_{I I \mid=d} W^{\prime} I^{\prime}
$$

Then we shall check for $W^{\prime}(n)$ the conditions of Th. 3.1.2.

$$
\begin{aligned}
& \operatorname{var}\left(\mathrm{W}(\mathrm{n})-\mathrm{W}^{\prime}(\mathrm{n})\right) \stackrel{(1)}{=} \sum_{\mathrm{II} \mid=\mathrm{d}} \mathrm{E}\left(\mathrm{~W}_{\mathrm{I}}-\mathrm{W}_{\mathrm{I}}^{\prime}\right)^{2} \\
& \stackrel{(2)}{\leq} \sum_{|I|=d} \sigma_{I}^{2} E\left(W_{I}^{2} / \sigma_{I}^{2}\right) 1_{\left\{\left|W_{I}\right|>C_{n} \sigma_{I}\right\}} \\
& \stackrel{(3)}{\leq} 3 \underset{(1 / 2}{\left.\int_{C_{n}}, \infty\right)} \underset{x}{x}(x) d x,
\end{aligned}
$$

where the last term vanishes. Equality (1) follows, since $\left(W_{I}-W_{I}^{\prime}\right)$ are components in the Hoeffding decomposition; inequality (2) follows by Prop. 3.2.2 and inequality (3) by assumption a). For $W^{\prime}(n)$ we shall check the conditions a) and $c$ ) of Th. 3.1.2 and condition b) reformulated as $E W^{\prime}(n)^{4}-3 \operatorname{var}^{2} W^{\prime}(n) \rightarrow 0$. Then the result follows, since $\operatorname{var} \mathrm{W}^{\prime}(\mathrm{n}) \rightarrow 1$.

Since $W_{I}^{\prime}$ and $W_{J}^{\prime}$ are independent if $\mathrm{I} \cap \mathrm{J}=\varnothing$, we have $\gamma^{\prime}=0$. Thus by Prop. 2.3.5

$$
\left|E W^{\prime}(n)^{4}-3 \operatorname{var}^{2} W^{\prime}(n)\right| \leq 3 \tau^{\prime}+\tau^{\prime *}+\left|3 S_{0}^{\prime}+S^{\prime}\right|
$$

First we check condition a) of Th. 3.1.2. Since $\mathrm{E}\left(\mathrm{W}_{\mathrm{I}}-W_{\mathrm{I}}^{\prime}\right)^{2} \leq 3 \sigma_{\mathrm{I}}^{2} \underset{\left(1 / 2 C_{n}, \infty\right)}{ } \mathrm{fR}(\mathrm{x}) \mathrm{dx}$,
we have for n sufficiently large: $2 \sigma_{\mathrm{I}}^{\prime 2} \geq \sigma_{\mathrm{I}}^{2}$ for all I . Then

$$
\begin{aligned}
& \mathrm{E}\left(\mathrm{~W}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{\prime 4}\right) \leq \max \mathrm{W}_{\mathrm{I}}^{2} / \sigma_{\mathrm{I}}^{\prime 2} \\
& \stackrel{(1)}{\leq}\left(2^{\mathrm{d}} \mathrm{C}_{\mathrm{n}}\right)^{2} \sigma_{\mathrm{I}}^{2} / \sigma_{\mathrm{I}}^{\prime 2} \\
& \quad \leq 2^{2 \mathrm{~d}+1} \mathrm{C}_{\mathrm{n}}^{2}
\end{aligned}
$$

where inequality (1) follows by Prop. 3.2.2. Condition a) follows from

$$
C_{n}^{4} \max _{i} \sum_{I \ni i} \sigma_{I}^{\prime 2} \leq C_{n}^{4} \max _{i} \sum_{I \ni i} \sigma_{I}^{2}
$$

(by (3.2.6)) and from the choice of $\mathrm{C}_{\mathrm{n}}^{4}$. Thus $\tau^{\prime}$ and $\tau^{\prime *}$ vanish for $\mathrm{n} \rightarrow \infty$ by Prop. 2.4 .3 b ) and $\mathrm{b}^{\prime}$ ). In order to show that $3 \mathrm{~S}_{0}^{\prime}+\mathrm{S}^{\prime}$ vanishes it is sufficient (by Corollary 3.1.4) to show that $S_{0}^{\prime}$ vanishes. By Prop. 3.2.1 and assumption b) we have

$$
\sum_{\mathcal{E}(0, \mathrm{e})} \sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}} \rightarrow 0 \text { for } \mathrm{e}=1, \ldots, \mathrm{~d}-1,
$$

and for a bifold quadruple ( $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ ) we have (Prop. 3.2.4)
$\mathrm{E}\left|\mathrm{W}_{\mathrm{I}}^{\prime} \mathrm{W}_{\mathrm{J}}^{\prime} \mathrm{W}_{\mathrm{K}}^{\prime} \mathrm{W}_{\mathrm{L}}^{\prime}\right| \leq \sigma_{\mathrm{I}}^{\prime} \sigma_{\mathrm{J}}^{\prime} \sigma_{\mathrm{K}}^{\prime} \sigma_{\mathrm{L}}^{\prime} \leq \sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}$,
by (3.2.6). Thus $\mathrm{S}_{0}^{\prime}$ vanishes. This proves the theorem.

Th. 3.2.7 above may not be the best possible if there is more information about the form of the components $\mathrm{W}_{\mathrm{I}}$. For example, if we apply Th. 3.2.7 to a multilinear form in independent centered random variables with unit variance and coefficients $\left(a_{I}\right)$ we use the maximal singular value of $\left(\sigma_{\mathrm{I}}\right)=\left(|\mathrm{a}|_{\mathrm{I}}\right)$ and hence neglect the signs of $\left(\mathrm{a}_{\mathrm{I}}\right)$. The maximal singular value of (la ${ }_{\mathrm{I}}$ ) may be very different from that of $\left(\mathrm{a}_{\mathrm{I}}\right)$. Th. 3.2.8 below generalizes Th. 5.3 in De Jong (1987). The proof combines ideas that underlie the theorems 3.2.5 and 3.2.7.

Theorem 3.2.8. Let the family $\left(a_{I}\right)$, with $\sum_{I I I=d} a_{I}^{2}=1$, have maximal singular value $\mu^{*}$ and
a) $\max _{\mathrm{i}} \sum_{\mathrm{I} \text { э }} \mathrm{a}_{\mathrm{i}}^{2} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$.

Let $X_{1}, X_{2}, \ldots$ be iid random variables and $w_{n}(\ldots)$ a symmetric Borel function $\mathbb{R}^{d} \rightarrow \mathbb{R}$ with $E w_{n}\left(X_{1}, x_{2}, \ldots, x_{d}\right)=0$ and $E w_{n}^{2}\left(X_{1}, \ldots, X_{d}\right)=1$ and $P\left\{\left|w_{n}\left(X_{1}, \ldots, X_{d}\right)\right|>x\right\}$ $\leq R(x)$ with $R(x)$ monotone and not depending on $n$ such that

$$
\text { b) } \int_{(0, \infty)} x R(x) d x<\infty .
$$

Put $W_{I}=w_{n}\left(X_{i_{1}}, \ldots, X_{i_{d}}\right)$ for $I=\left\{i_{1}, \ldots, i_{d}\right\}$ and $W(n)=\sum_{|I|=d} a_{I} W_{I}$. Then

$$
\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1), \mathrm{n} \rightarrow \infty
$$

if either one of the following conditions is satisfied:
$\left.\mathrm{c}_{1}\right) \mu^{*} \rightarrow 0, \mathrm{n} \rightarrow \infty$.
$\mathrm{c}_{2}$ ) $\mathrm{E} \mathrm{W}_{\mathrm{I}} \mathrm{W}_{\mathrm{J}} \mathrm{W}_{\mathrm{K}} \mathrm{W}_{\mathrm{L}} \rightarrow 0, \mathrm{n} \rightarrow \infty$ for all bifold quadruples ( $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ ) with $|I \cap J|=e, \quad I \cap K=\varnothing$, for $1 \leq e \leq[d / 2]$.

Remark 1. Since the random variables $\mathrm{X}_{\mathrm{i}}$ are iid and $\mathrm{w}_{\mathrm{n}}(\ldots)$ is symmetric in its arguments, we can restrict condition $\mathrm{c}_{2}$ ) to the following [ $\mathrm{d} / 2$ ] cases:

$$
\begin{aligned}
& I=\{1, \ldots, d\} \\
& K=\{d+1, \ldots, 2 d\} \\
& L=\{e+1, \ldots, e+d\} \\
& J=\{1, \ldots, e, e+d+1, \ldots, 2 d\}, \text { for } 1 \leq e \leq[d / 2]
\end{aligned}
$$

Proof. By condition a) the sum $\mathrm{W}(\mathrm{n})$ defined above satisfies condition a) of Th. 2.2.3. We proceed as in the proof of Th. 3.2.7, except for some minor changes. Let $C_{n}$ be a sequence such that

$$
C_{n} \rightarrow \infty \text { and } C_{n}^{4} \max _{i} \sum_{I \ni i} \sigma_{I}^{2} \rightarrow 0 \text { for } n \rightarrow \infty
$$

Then with $W_{I}^{\prime}$ the clean version of $W_{I} 1_{\left\{\left|W_{I}\right| \leq C_{n}\right\}}$ and $W^{\prime}(n)=\sum_{|I|=d_{I}} a_{I} W_{I}^{\prime}$, we have as in the proof of Th. 3.2.7 both

$$
W^{\prime}(n)-W(n) \xrightarrow{L^{2}} 0, n \rightarrow \infty
$$

and
E W ${ }_{I}^{\prime} / \sigma_{I}^{\prime 4} \leq 2^{2 d+1} C_{n}^{2}$, for $n$ sufficiently large.
We shall show that $W^{\prime}(n) \xrightarrow{d} N(0,1)$ for $n \rightarrow \infty$. Condition a) of Th. 3.1.2 is satisfied by the choice of the constants $C_{n}$ and the above inequality for the fourth moments. By the independence of the random variables $X_{i}$ we have $\gamma^{\prime}=0$. We check condition b). By the assumptions on $W_{I}$ we have

$$
\begin{gathered}
S(e, 0)=\sum_{\mathcal{B}(e, 0)} a_{I} a_{J} a_{K^{\prime}} a_{L} E W_{I} W_{J} W_{K} W_{L} \\
=E W_{I^{\prime}} W_{J^{\prime}} W_{K^{\prime}} W_{L^{\prime}} \sum_{\mathcal{B}(e, 0)} a_{I^{\prime}} a_{J} a_{K^{\prime}} a_{L}
\end{gathered}
$$

with ( $I^{\prime}, J^{\prime}, \mathrm{K}^{\prime}, L^{\prime}$ ) as in Remark 1 above. Thus $S_{0} \rightarrow 0$ under either one of the conditions $\mathrm{C}_{1}$ ) and $\mathrm{c}_{2}$ ). To show $\mathrm{S}_{0}^{\prime} \rightarrow 0$ we need $\left|S_{0}-S_{0}^{\prime}\right| \rightarrow 0$. With $\sigma_{I}^{\prime 2}=$ $\mathrm{E}\left(\mathrm{W}_{\mathrm{I}}-\mathrm{W}_{\mathrm{I}}^{\prime}\right)^{2}$ we have by the triangle inequality and by Prop. 3.2.4 as in the proof of Th. 3.2.5

$$
\begin{aligned}
& E\left|W_{I} W_{J} W_{K} W_{L}-W_{I}^{\prime} W_{J}^{\prime} W_{K}^{\prime} W_{L}^{\prime}\right| \\
& \leq \sigma_{I}^{\prime \prime} \sigma_{J} \sigma_{K} \sigma_{L}+\sigma_{I}^{\prime} \sigma_{J}^{\prime} \sigma_{K} \sigma_{L}+\sigma_{I}^{\prime} \sigma_{J}^{\prime} \sigma_{K}^{\prime \prime} \sigma_{L}+\sigma_{I}^{\prime} \sigma_{J}^{\prime} \sigma_{K}^{\prime} \sigma_{L}^{\prime \prime} \\
& \leq 4 \sigma_{I}^{\prime \prime} \leq 4 E^{1 / 2} W_{I}^{2} 1_{\left\{I W_{I} \mid>C_{n}\right\}}
\end{aligned}
$$

By assumption b) the last term vanishes and by Prop. 2.4.3 a) we have

$$
\sum_{\mathcal{B}}\left|a_{\mathrm{I}} \mathrm{a}_{\mathrm{J}} \mathrm{a}_{\mathrm{K}} \mathrm{a}_{\mathrm{L}}\right| \leq \mathrm{C}_{\mathrm{B}}(\mathrm{~d}, 4)
$$

the number of bifold shadows. Thus $\left|S_{0}-S_{0}^{\prime}\right| \rightarrow 0$ for $n \rightarrow \infty$. This proves the theorem.

### 3.3. Inhomogeneous sums

Suppose that $V(n)$ has a finite Hoeffding decomposition, that is, for fixed $d$ we have

$$
V(n)-E V(n)=\sum_{1 \leq e \leq d} \sum_{\|I\|=e} W_{I} .
$$

In order to obtain a central limit theorem for $\mathrm{V}(\mathrm{n})$ we cannot use Th. 2.1.1. In Example 2 it is shown that the assumption that the sums are homogeneous cannot be removed from Th. 2.1.1. We shall impose stronger conditions on $V(n)$. Write $V(n)$ as a sum of homogeneous sums:

$$
\begin{aligned}
& V(n)-E V(n)=W^{(1)}(n)+\ldots+W^{(d)}(n), \text { with } \\
& W^{(e)}(n)=\sum_{I I I=e} W_{I}
\end{aligned}
$$

Theorem 3.3.1. Let $V(n)$ and $W^{(e)}(n)$ be as above. Suppose that $\lim \operatorname{var} W^{(e)}(n)=\sigma^{2}(e)$ exists and is finite for $1 \leq e \leq d$. $\mathrm{n} \rightarrow \infty \quad(\mathrm{e})$
If $W^{(e)}(n) / \operatorname{var}^{1 / 2} W^{(e)}(n)$ satisfies the conditions of Th. 2.1.1 for each $e, 1 \leq e \leq d$, with $\sigma^{2}(e)>0$, then

$$
\mathrm{V}(\mathrm{n})-\mathrm{EV}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}\left(0, \sigma^{2}(1)+\ldots+\sigma^{2}(\mathrm{~d})\right), \quad \mathrm{n} \rightarrow \infty .
$$

Remark 1. If $V(n)$ satisfies the conditions of Th. 3.3.1, then also $\mathrm{V}^{\prime}(\mathrm{n})=\lambda_{1} \mathrm{~W}^{(1)}(\mathrm{n})+$ $\ldots+\lambda_{d} W^{(d)}(n)$, with $\lambda_{e}$ real constants. This shows that the joint distribution of $\mathrm{W}^{(1)}(\mathrm{n}), \ldots, \mathrm{W}^{(\mathrm{d})}(\mathrm{n})$ tends to a multivariate normal distribution with vanishing covariances. Thus the sums $\mathrm{W}^{(\mathrm{e})}(\mathrm{n})$ are asymptotically independent (see Billingsley (1968: 49)).

Remark 2. In De Jong (1985) a stronger version of Th. 3.3.1 is given for $\mathrm{d}=2$ : $\begin{aligned} & \begin{array}{l}\text { Suppose } V(n) \\ \text { satisfies }\end{array}\end{aligned}=\sum_{1 \leq i \leq n} W_{i}+\sum_{|I|=2} W_{I}$, with $\sigma^{2}(1)=\sum_{1 \leq i \leq n} E W_{i}^{2}$ and $\sigma^{2}(2)=\sum_{|I|=2} E W_{I}^{2}$

Ia) $\max \mathrm{E} \mathrm{W}_{\mathrm{i}}^{2} \rightarrow 0, \quad \mathrm{n} \rightarrow \infty$,
b) $\sum_{1 \leq i \leq n}^{i} W_{i} \xrightarrow{d} N\left(0, \sigma^{2}(1)\right), \quad n \rightarrow \infty$,

Іа) $\max \sum_{\mathrm{I}} \sigma_{\mathrm{I}}^{2} \rightarrow 0, \quad \mathrm{n} \rightarrow \infty$, i I ${ }^{\text {i }}$
b) $\mathrm{E}\left(\sum_{\mathrm{III}=2} \mathrm{~W}_{\mathrm{I}}\right)^{4}-3 \sigma^{4}(2) \rightarrow 0, \mathrm{n} \rightarrow \infty$.

Then

$$
\mathrm{V}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}\left(0, \sigma^{2}(1)+\sigma^{2}(2)\right), \quad \mathrm{n} \rightarrow \infty .
$$

Th. 3.3.1 follows immediately from Prop. 3.3.2 below. This proposition is the analogue of Prop. 2.3.4 for inhomogeneous sums in the Hoeffding decomposition.

Proposition 3.3.2. Let $v(n)$ and $W^{(e)}(n)$ be as above. Suppose

$$
\begin{array}{ll}
\text { Ia) } \tau \rightarrow 0, & \mathrm{n} \rightarrow \infty, \\
\text { b) } \tau^{*} \rightarrow 0, & \mathrm{n} \rightarrow \infty, \\
\text { II) } \mathrm{S}_{0} \rightarrow 0, & \mathrm{n} \rightarrow \infty,
\end{array}
$$

for each $W^{(e)}(n)$ with limsup var $W^{(e)}(n) \neq 0$.
Then

$$
(V(n)-E V(n)) / \operatorname{var}^{1 / 2} V(n) \xrightarrow{d} N(0,1), \quad n \rightarrow \infty .
$$

Proof of Th. 3.3.1. Eliminating the vanishing homogeneous sums from $\mathrm{V}(\mathrm{n})$ we have, for $\mathrm{V}^{\prime}(n)=\sum_{\sigma^{2}(e) \neq 0} \mathrm{~W}^{(e)}(n)$, that $V(n)-V^{\prime}(n) \xrightarrow{L^{2}} 0$. For $V^{\prime}(n)$ we have $E W_{I}^{4} \leq D(e) \sigma_{I}^{4}$ for $|I|=e$ and $\rho(e)=\max _{i} \sum_{I I \mid=e, i \in I} \sigma_{I}^{2} \rightarrow 0$. By Prop. 2.4.3 we have, with $\rho=$ $\max _{e} \rho(e)$ and $D=\max _{e} D(e)$, that $\tau$ and $\tau^{*}$ vanish for $V^{\prime}(n)$. Under the conditions of Th. 2.1.1 $\mathrm{S}_{0}$ vanishes, as is shown in Sect. 2.3; thus Prop. 3.3.2 implies Th.3.3.1.

Proof of Prop.3.3.2. Without loss of generality we may assume $\underset{\mathrm{n} \rightarrow \infty}{\limsup } \operatorname{var} \mathrm{W}^{(\mathrm{e})}(\mathrm{n}) \neq 0$, $e=1, \ldots, d$ and $\operatorname{var} V(n)=1$. Define for each $e$ the martingale differences $U_{k}^{(e)}=$ $\sum_{\mathrm{III}=\mathrm{e}, \operatorname{maxI}=\mathrm{k}} \mathrm{W}_{\mathrm{I}}$ with respect to the increasing $\sigma$-algebras $\mathcal{F}_{\mathrm{K}}=\sigma\left\{\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{k}}\right\}$. Then $\mathrm{U}_{\mathrm{k}}=\mathrm{U}_{\mathrm{k}}^{(1)}+\ldots+\mathrm{U}_{\mathrm{k}}^{(\mathrm{d})}$ are also martingale differences with respect to $\mathcal{F}_{\mathrm{k}}$. Then by Th. 1 in Heyde and Brown (1971) we have the required asymptotic normality for $V(n)=\sum_{1 \leq k \leq n} U_{k}$ if $\sum_{1 \leq k \leq n} E U_{k}^{4} \rightarrow 0$ and $\operatorname{var}\left(\sum_{1 \leq k \leq n} U_{k}^{2}\right) \rightarrow 0$ for $n \rightarrow \infty$ (cf. Sect. 2.3).

By Hölder's inequality we have

$$
\sum_{1 \leq k \leq n} E U_{k}^{4}=\sum_{1 \leq k \leq n} E\left(\sum_{1 \leq e \leq d} U_{k}^{(e)}\right)^{4}
$$

$$
\begin{aligned}
& \leq \sum_{1 \leq k \leq n} E\left(\left(\sum_{1 \leq e \leq d} 1^{4 / 3}\right)^{3 / 4}\left(\sum_{1 \leq e \leq d}\left(U_{k}^{(e)}\right)^{4}\right)^{1 / 4}\right)^{4} \\
& =d^{3} \sum_{1 \leq e \leq d} \sum_{1 \leq k \leq n} E\left(U_{k}^{(e)}\right)^{4},
\end{aligned}
$$

where the final term vanishes by the assumptions on $W^{(e)}(n)$ and Prop. 2.3.1, since $\tau^{*} \rightarrow 0$. By the Cauchy-Schwarz inequality we have

$$
\begin{aligned}
& \operatorname{var}\left(\sum_{1 \leq k \leq n} U_{k}^{2}\right)=E\left(\sum_{1 \leq e, f \leq d} \sum_{1 \leq k \leq n}\left(U_{k}^{(e)} U_{k}^{(f)}-E U_{k}^{(e)} U_{k}^{(f)}\right)\right)^{2} \\
& \leq E\left(\sum_{1 \leq e, f \leq d} 1^{2}\right)\left(\sum_{1 \leq e, f \leq d}\left(\sum_{1 \leq k \leq n}\left(U_{k}^{(e)} U_{k}^{(f)}-E U_{k}^{(e)} U_{k}^{(f)}\right)\right)^{2}\right) \\
& =d^{2} \sum_{1 \leq e, f \leq d} \operatorname{var}\left(\sum_{1 \leq k \leq n}\left(U_{k}^{(e)} U_{k}^{(f)}\right) .\right.
\end{aligned}
$$

For the homogeneous case we have, combining Prop. 2.3.2 and Prop. 2.3.3,

$$
\begin{align*}
& \operatorname{var}\left(\sum_{1 \leq k \leq n}\left(U_{k}^{(e)}\right)^{2}\right)=\operatorname{var}\left(\sum_{|I I|=|J|=e, \max I \cup J \in I \cap J} W_{I} W_{J}\right)  \tag{3.3.1}\\
& \quad \leq 2\left(\tau+\tau^{*}+\left|S+2 S_{0}\right|+\left|2 / 3 S+S_{0}\right|\right)
\end{align*}
$$

where the right-hand side vanishes under the conditions of Prop 3.3.2. Notice that, by Corollary 3.1.4, $S$ vanishes if $\tau^{*}$ and $S_{0}$ vanish.

For the inhomogeneous case ( $e<f$ ) we have to show, since $E W_{I} W_{J}=0$,

$$
\mathrm{E}\left(\sum_{\mathrm{III}=\mathrm{e}, \mathrm{IJI}=\mathrm{f}, \max \mathrm{I} \cup \mathrm{~J} \in \mathrm{I} \cap \mathrm{~J}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2} \rightarrow 0
$$

This will follow from Prop. 3.3.3 and Prop.3.3.4. With

$$
A=\sum_{|I|=e,|J|=f, \max I \cup J \in I \cap J} W_{I} W_{J}
$$

and

$$
B=\sum_{I I I=e,|J|=f, \max I \cup J \notin I \cap J} W_{I} W_{J}
$$

we have $\mathrm{E}(\mathrm{A}+\mathrm{B}) \mathrm{A}-1 / 2 \mathrm{E} \mathrm{A}^{2} \rightarrow 0$ (by Prop. 3.3.4), hence $\mathrm{E}(\mathrm{A}+\mathrm{B})^{2}-\mathrm{E} \mathrm{B}^{2} \rightarrow 0$. By Prop. 3.3.3 we have $E(A+B)^{2} \rightarrow 0$ and hence $E B^{2} \rightarrow 0$ and $E A^{2} \rightarrow 0$. This proves the proposition.

Proposition 3.3.3. Under the conditions of Prop.3.3.2, with | I $|=e<f=|J|$, we have

$$
\mathrm{E}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2} \rightarrow 0 .
$$

Proof. Throughout the proof we shall assume $|\mathrm{I}=|\mathrm{K}|=\mathrm{e}<\mathrm{f}=|\mathrm{J}|=|\mathrm{L}|$. The remainder terms $\mathrm{R}_{\mathrm{i}}$ below are sums over subsets of $\mathcal{T}$ and vanish by $\left|\mathrm{R}_{\mathrm{i}}\right| \leq \tau^{*}$.

$$
\begin{aligned}
& \mathrm{E}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2}=\sum_{\mathcal{B}, \mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R}_{1} \\
& =\sum_{\mathcal{B}, \mathrm{J} \neq \mathrm{L}} \mathrm{E} \mathrm{~W} \\
& \mathrm{I}
\end{aligned} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}-\sum_{\mathcal{B}, \mathrm{J} \neq \mathrm{L}, \mathrm{I} \cap \mathrm{~J}=\varnothing} \mathrm{E} \mathrm{~W} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R}_{1}, ~ l
$$

where the first equality follows since in a bifold quadruple $\mathrm{I} \Delta \mathrm{J}=\mathrm{K} \Delta \mathrm{L}$ and hence $|\mathrm{I} \cap \mathrm{J}|=|\mathrm{K} \cap \mathrm{L}|$ and the last equality follows, since in a bifold quadruple $\mathrm{I} \cap \mathrm{J} \neq \varnothing$ implies $\mathrm{J} \neq \mathrm{L}$. We shall show that the last sum is, up to a vanishing remainder term, a sum of squares and hence (asymptotically) non-negative. Then, since the left-hand side is non-negative, it remains to show that the first sum in the final expression above vanishes.

We start with the last sum.

$$
\begin{aligned}
& \mathrm{A} \subset\{1, \ldots, \mathrm{n}\},|\mathrm{A}| \leq \mathrm{f}-1 \\
& \mathrm{E}\left(\sum_{\mathrm{I}, \mathrm{~L}, \mathrm{~L} \backslash \mathrm{I}=\mathrm{A}} \sum_{\mathrm{I}} \mathrm{~W}_{\mathrm{L}}\right)^{2} \\
&=\sum_{\mathrm{A} \subset\{1, \ldots, \mathrm{n}\},|\mathrm{A}| \leq \mathrm{f}-1 \quad \mathcal{B}, \mathrm{~J} \cap \mathrm{~L}=\mathrm{A}, \mathrm{I} \cap \mathrm{~J}=\varnothing} \sum_{\mathrm{B}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R}_{2} \\
&=\sum_{\mathcal{B}, \mathrm{J} \neq \mathrm{L}, \mathrm{I} \cap \mathrm{~J}=\varnothing} \mathrm{E} \mathrm{~W} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R}_{2},
\end{aligned}
$$

where the last inequality follows from $|\mathrm{A}| \leq \mathrm{f}-1$.
To show that the first sum vanishes we write

$$
\mathrm{E}\left(\sum_{\mathrm{I}, \mathrm{~K}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{K}}\right)\left(\sum_{\mathrm{J} \neq \mathrm{L}, \mathrm{~J} \cap \mathrm{~L} \neq \varnothing} \mathrm{W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{L}}\right)=\sum_{\mathcal{B}, \mathrm{J} \neq \mathrm{L}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R}_{3} .
$$

The first factor on the left-hand side has a bounded second moment

$$
\mathrm{E}\left(\sum_{\mathrm{I}, \mathrm{~K}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{K}}\right)^{2}=\mathrm{E}\left(\mathrm{~W}^{(\mathrm{e})}(\mathrm{n})\right)^{4} \leq \tau^{*}+3 \tau+\mathrm{I} \mathrm{~S}+\mathrm{S}_{0} \mid+3 \operatorname{var}^{2} \mathrm{~W}^{(\mathrm{e})}(\mathrm{n}),
$$

by (2.3.2), with the right-hand side bounded (since under the assumptions on $W^{(e)}(n)$, all terms vanish except $3 \operatorname{var}^{2} \mathrm{~W}^{(e)}(\mathrm{n}) \leq 3$ ). For the second factor we have by the Cauchy-Schwarz inequality

$$
\mathrm{E}\left(\sum_{\mathrm{J} \neq \mathrm{L}, \mathrm{~J} \cap \mathrm{~L} \neq \varnothing} \mathrm{W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{L}}\right)^{2} \leq 2\left(\operatorname{var}\left(\sum_{\mathrm{J} \cap \mathrm{~L} \neq \varnothing} \mathrm{W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{L}}\right)+\operatorname{var}\left(\sum_{|\mathrm{J}|=\mathrm{f}} \mathrm{~W}_{\mathrm{J}}^{2}\right)\right) .
$$

By Prop. 2.3.2. and Prop. 3.1.1 the right hand side vanishes. Now the proposition follows by Cauchy-Schwarz.

Proposition 3.3.4. Under the conditions of Prop. 3.3.2 we have, with $|\mathrm{I}|=|\mathrm{K}|=\mathrm{e}<$ $\mathrm{f}=|\mathrm{J}|=|\mathrm{L}|$

$$
\mathrm{E}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)\left(\sum_{\max \mathrm{K} \cup L \in \mathrm{~K} \cap \mathrm{~L}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right)-1 / 2 \mathrm{E}\left(\sum_{\max \mathrm{I} \cup \mathrm{~J} \in \mathrm{I} \cap \mathrm{~J}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2} \rightarrow 0 .
$$

Proof. The quantities $\mathrm{R}_{\mathrm{i}}$ below are sums over subsets of $\mathcal{T}$ and can be estimated by $\left|\mathrm{R}_{\mathrm{i}}\right| \leq \tau^{*}$.

$$
\begin{aligned}
& \mathrm{E}\left(\sum_{\mathrm{I} \cap \mathrm{~J} \neq \varnothing} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)\left(\sum_{\max \mathrm{K} \cup \mathrm{~L} \in \mathrm{~K} \cap \mathrm{~L}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right) \\
& =\sum_{\mathcal{B}, \max \mathrm{K} \cup \mathrm{~L} \in \mathrm{~K} \cap \mathrm{~L}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R}_{1} \\
& =\sum_{\mathcal{B}, \mathrm{K} \cap \mathrm{~L} \rightarrow \max \mathrm{~K} \cup \mathrm{~L}>\max \mathrm{I} \cup \mathrm{~J}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} \\
& \quad+\sum_{\mathcal{B}, \mathrm{K} \cap \mathrm{~L} \rightarrow \max } \sum_{\mathrm{K} \cup \mathrm{~L}<\max \mathrm{I} \cup \mathrm{~J} \in \mathrm{I} \cap \mathrm{~J}} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R}_{1} .
\end{aligned}
$$

Notice that $\max \mathrm{I} \cup \mathrm{J}>\max \mathrm{K} \cup \mathrm{L}$ implies $\max \mathrm{I} \cup \mathrm{J} \in \mathrm{I} \cap \mathrm{J}$ for bifold quadruples.
Consider the second sum in the assertion of the proposition:

$$
\begin{aligned}
& \mathrm{E}\left(\sum_{\max \mathrm{I} \cup \mathrm{~J} \in \mathrm{I} \cap \mathrm{~J}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2} \\
& =2 \sum_{\mathcal{B}, \mathrm{K} \cap \mathrm{~L} \rightarrow \max } \sum_{\mathrm{K} \cup \mathrm{~L}<\max \mathrm{I} \cup \mathrm{~J} \in \mathrm{I} \cap J} \mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}+\mathrm{R}_{2} .
\end{aligned}
$$

To prove the proposition we have to show that the following sum vanishes.


$$
=\mathrm{E}\left(\sum_{\max I \cup K \in K \backslash I} W_{I} W_{K}\right)\left(\sum_{\max J \cup L \in L \backslash J, J \cap L \neq \varnothing} W_{J} W_{L}\right)-R_{3} .
$$

The second moment of the first factor in the cross product above

$$
\begin{aligned}
& \mathrm{E}\left(\sum_{\max \mathrm{I} \cup \mathrm{~K} \in \mathrm{~K} \backslash \mathrm{I}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{K}}\right)^{2} \\
& =1 / 4 \mathrm{E}\left(\sum_{\max \mathrm{I} \cup \mathrm{~K} \notin \mathrm{~K} \cap \mathrm{I}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{K}}\right)^{2} \\
& =1 / 4 \mathrm{E}\left(\sum_{\mathrm{I}, \mathrm{~K}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{K}}-\sum_{\max \mathrm{I} \cup \mathrm{~K} \in \mathrm{~K} \cap \mathrm{I}} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{K}}\right)^{2} \\
& =1 / 4 \mathrm{E}\left(\left(\mathrm{~W}^{(\mathrm{e})}(\mathrm{n})\right)^{2}-\sum_{1 \leq \mathrm{k} \leq \mathrm{n}}\left(\mathrm{U}_{\mathrm{k}}^{(\mathrm{e})}\right)^{2}\right)^{2}
\end{aligned}
$$

remains bounded, since $E\left(W^{(e)}(n)\right)^{4}$ remains bounded and since

$$
\text { E } \sum_{1 \leq k \leq n}\left(\mathrm{U}_{\mathrm{k}}^{(\mathrm{e})}\right)^{2}=\operatorname{var} \mathrm{W}^{(\mathrm{e})}(\mathrm{n}) \leq 1 \text { and } \operatorname{var}\left(\sum_{1 \leq \mathrm{k} \leq \mathrm{n}}\left(\mathrm{U}_{\mathrm{k}}^{(\mathrm{e})}\right)^{2}\right) \rightarrow 0 \text {, }
$$

under the assumptions on $\mathrm{W}^{(\mathrm{e})}(\mathrm{n})$ by (3.3.1). Further, the second moment of the second factor

$$
\mathrm{E}\left(\sum_{\max \mathrm{J} \cup \mathrm{~L} \in \mathrm{~L} \backslash \mathrm{~J}, \mathrm{~J} \cap \mathrm{~L} \neq \varnothing} \mathrm{W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{L}}\right)^{2}=1 / 4 \mathrm{E}\left(\sum_{\max \mathrm{J} \cup \mathrm{~L} \notin \mathrm{~J} \cap \mathrm{~L} \neq \varnothing} \mathrm{W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{L}}\right)^{2}
$$

vanishes by the assumptions on $\mathrm{W}^{(f)}(\mathrm{n})$ and Prop. 2.3.3. Now the proposition follows by Cauchy-Schwarz.

The example below concerns d-linear forms in iid random variables

$$
\mathrm{Z}(\mathrm{n})=\sum_{|I|=d_{d}} \mathrm{a}_{\mathrm{I}} \prod_{\mathrm{i} \in \mathrm{I}} \mathrm{X}_{\mathrm{i}}, \mathrm{X}_{\mathrm{i}} \text { iid. }
$$

These multilinear forms have a simple Hoeffding decomposition as can be seen from the following proposition.

Proposition 3.3.5. Let Z be a d-linear form

$$
\mathrm{Z}=\sum_{|\mathrm{II}|=\mathrm{d}} \mathrm{a}_{\mathrm{I}} \prod_{\mathrm{i} \in \mathrm{I}} \mathrm{X}_{\mathrm{i}}
$$

with $\mathrm{X}_{\mathrm{i}}$ independent random variables $\mathrm{E} \mathrm{X}_{\mathrm{i}}=\mathrm{E} \mathrm{X}_{1}$, var $\mathrm{X}_{\mathrm{i}}=\operatorname{var} \mathrm{X}_{1}$. Then Z has the following Hoeffding decomposition:

$$
\mathrm{Z}-\mathrm{E} \mathrm{Z}=\sum_{|\mathrm{J}|=1} \mathrm{~W}_{\mathrm{J}}+\ldots+\sum_{|\mathrm{J}|=\mathrm{d}} \mathrm{~W}_{\mathrm{J}}
$$

with for $|\mathrm{J}|=\mathrm{e}$

$$
\begin{aligned}
& W_{J}=\left(E X_{1}\right)^{d-e} \prod_{j \in J}\left(X_{j}-E X_{1}\right) \sum_{|I|=d, J \subset I} a_{I} \text {, and } \\
& \operatorname{var}\left(\sum_{|J|=e} W_{J}\right)=\left(E X_{1}\right)^{2 d-2 e}\left(\operatorname{var} X_{1}\right)^{e} \sum_{|J|=e}\left(\sum_{|I|=d, J \subset I} a_{I}\right)^{2} .
\end{aligned}
$$

Proof. Apply the Hoeffding decomposition to $a_{\mathrm{I}} \prod_{\mathrm{i} \in \mathrm{I}} \mathrm{X}_{\mathrm{i}}$ :

$$
a_{I} \prod_{i \in I} X_{i}=a_{I} \sum_{J \subset I}\left(E X_{1}\right)^{d-|J|} \prod_{j \in J}\left(X_{j}-E X_{1}\right) .
$$

Example. Consider the d-linear ( $\mathrm{d} \geq 2$ ) form $\mathrm{Z}(\mathrm{n})$ in iid zero-one random variables $\mathrm{X}_{\mathrm{i}}$ $\in\{0,1\}, E X_{i}=p_{n} \leq 1 / 2$. Assume the family $\left(a_{I}\right)$ to be of a very simple form, with $a_{I} \in\{0,1\}$ subject to the condition

$$
\max _{\mathrm{J} \subset\{1, \ldots, \mathrm{n}\},|\mathrm{J}|=\mathrm{d}-1} \sum_{\mathrm{I} \supset \mathrm{~J}} \mathrm{a}_{\mathrm{I}}=O\left(\mathrm{n} \rho_{\mathrm{n}}\right)
$$

with $\rho_{\mathrm{n}}$ the mean number of ones in $\left(\mathrm{a}_{\mathrm{I}}\right)$ :

$$
\rho_{\mathrm{n}}=\left(\begin{array}{l}
\mathrm{n}_{\mathrm{d}}
\end{array}\right)^{-1} \sum_{\mid \mathrm{II}=\mathrm{d}} \mathrm{a}_{\mathrm{I}}
$$

We use $\mathrm{f}(\mathrm{n})=O(\mathrm{~g}(\mathrm{n}))$ to denote $|\mathrm{f}(\mathrm{n}) / \mathrm{g}(\mathrm{n})| \leq \mathrm{C}$ for all n and some constant C . Thus for each one-dimensional row $\{\mathrm{I}:|\mathrm{I}|=\mathrm{d}, \mathrm{I} \supset \mathrm{J}\}$ for fixed J with $|\mathrm{J}|=\mathrm{d}-1$ the number of $a_{I}$ equal one is bounded by $C n \rho_{n}$. Notice that the condition on the family ( $a_{I}$ ) implies that $a_{I}=0$ for all $I$ if $n \rho_{n} \rightarrow 0$, since $a_{I} \in\{0,1\}$. In fact we have more; since

$$
\begin{aligned}
\max _{J} & \subset(1, \ldots, n\},|J|=d-1 \\
& \sum_{I \supset J} a_{I} \geq\left(\begin{array}{c}
d_{d}-1
\end{array}\right)^{-1} \sum_{|J|=d-1} \sum_{I \supset J} a_{I} \\
& =\binom{n}{d}^{-1} d \sum_{|I|=d} a_{I} \\
& =(n-d+1) \rho_{n},
\end{aligned}
$$

we have

$$
\max _{\mathrm{J} \subset(1, \ldots, \mathrm{n}\},|\mathrm{J}|=\mathrm{d}-1} \sum_{\mathrm{I} \supset \mathrm{~J}} \mathrm{a}_{\mathrm{I}} \propto \mathrm{n} \rho_{\mathrm{n}},
$$

with $f(n) \propto g(n)$ if $1 / C \leq|f(n) / g(n)| \leq C$ for all $n$ and some constant $C \geq 1$.
The behaviour of $Z(n)$ can be described in terms of the two parameters $p_{n}$ and $\rho_{n}$. Notice that $E Z(n)=\binom{n}{d} \rho_{n}\left(p_{n}\right)^{d}$. Hence $\rho_{n}\left(n p_{n}{ }^{d} \rightarrow 0\right.$ implies $Z(n) \xrightarrow{L^{1}} 0$. We shall assume $\rho_{n}\left(n p_{n}\right)^{d} \rightarrow \infty$. Indeed, we shall show in Prop. 3.3.6 that $\rho_{n}\left(n p_{n}\right)^{d} \rightarrow \infty$ is sufficient for a normal limit distribution of $Z(n)$. Notice that $\rho_{n}\left(n p_{n}\right)^{d} \rightarrow \infty$ implies $n p_{n} \rightarrow \infty$, since $0 \leq \rho_{n} \leq 1$.

The simple structure of the family $\left(\mathrm{a}_{\mathrm{I}}\right)$ has an interesting consequence. For fixed J with $|J|=e$ we have

$$
\sum_{I \supset J_{I}}^{a_{I}=\{ } \begin{array}{ll}
O\left(n^{d-e} \rho_{n}\right) & \text { if } 1 \leq e<d  \tag{3.3.2}\\
a_{J} & \text { if } e=d .
\end{array}
$$

This 'discontinuity' at $\mathrm{d}=\mathrm{e}$ gives, since $\mathrm{p}_{\mathrm{n}} \leq 1 / 2$,

$$
\operatorname{var}\left(\sum_{|J|=e} W_{J}\right) \propto \begin{cases}\left(n p_{n}\right)^{2 d-e} \rho_{n}^{2} & \text { if } 1 \leq e<d, \\ \left(n p_{n}\right)^{d} \rho_{n} & \text { if } e=d,\end{cases}
$$

where the first estimate follows from Prop. 3.3.5 and the bound on $\sum_{I} a_{I}$ for the upperbound, and from the inequality

$$
\left.\sum_{|J|=e}\left(\sum_{I \supset J} a_{I}-\binom{n-e}{d-e} \rho_{n}\right)^{2}=\sum_{|J|=e}\left(\sum_{I \supset J} a_{I}\right)^{2}-\binom{n}{e}\binom{n-e}{d-e} \rho_{n}\right)^{2} \geq 0
$$

for the lowerbound. Hence we have for $1<\mathrm{e}<\mathrm{d}$

$$
\operatorname{var}\left(\sum_{|J|=e} W_{J}\right) / \operatorname{var}\left(\sum_{|J|=1} W_{J}\right) \propto\left(n p_{n}\right)^{1-e} \rightarrow 0
$$

Thus $Z(n)$ can be written as the orthogonal sum of only two (instead of $d$ ) homogeneous sums plus a remainder term:

$$
Z(n)-E Z(n)=\sum_{|J|=1} W_{J}+\sum_{|J|=d} W_{J}+R(n),
$$

with $\operatorname{var} R(n) / \operatorname{var} Z(n) \rightarrow 0$ for $n \rightarrow \infty$.
Since

$$
\operatorname{var}\left(\sum_{|J|=1} W_{J}\right) / \operatorname{var}\left(\sum_{|J|=d} W_{J}\right) \propto\left(n p_{n}\right)^{d-1} \rho_{n}
$$

the random variable $Z(n)-E Z(n)$ is approximately: 1 ) a sum of independent random variables if $\left.\left(n p_{n}\right)^{d-1} \rho_{n} \rightarrow \infty, 2\right)$ a d-homogeneous sum if $\left(n p_{n}\right)^{d-1} \rho_{n} \rightarrow 0$, and 3 ) a mixture of the two above cases else.

Notice that $\left(n p_{n}\right)^{d-1} \rho_{n} \leq C$ implies $\rho_{n} \rightarrow 0$, since we assume $n p_{n} \rightarrow \infty$ and $d>1$. The speed at which $\rho_{n}$ vanishes depends on $p_{n}$ and the value of $d$. We have the following bound for the 'number of ones per one-dimensional row': $n \rho_{n} \leq C n^{2-d} p_{n}^{1-d}$. E.g. for $d=2$ this yields $n \rho_{n} \leq C p_{n}^{-1}$.

Proposition 3.3.6. Let $Z(n), p_{n}$ and $\rho_{n}$ be as above. If $\left(n p_{n}\right)^{d} \rho_{n} \rightarrow \infty$, then

$$
(\mathrm{Z}(\mathrm{n})-\mathrm{E} Z(\mathrm{n})) / \operatorname{var}^{1 / 2} \mathrm{Z}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}(0,1), \mathrm{n} \rightarrow \infty .
$$

Remark. The excluded case $\mathrm{d}=1$ falls under the above proposition, since a sum of independent bounded random variables with diverging total variance has a normal limit distribution.

Proof. As shown above we may assume without loss of generality:
with

$$
Z(n)-E Z(n)=\sum_{1 \leq i \leq n} b_{i}\left(X_{i}-p_{n}\right)+\sum_{|I|=d} W_{I},
$$

$$
\begin{aligned}
& b_{i}=\left(p_{n}\right)^{d-1} \sum_{I \ni i} a_{I}, \\
& W_{I}=a_{I} \prod_{i \in I}\left(X_{i}-p_{n}\right),
\end{aligned}
$$

and

$$
\operatorname{var} Z(n) \propto\left(n p_{n}\right)^{d} \rho_{n}\left(1+\left(n p_{n}\right)^{d-1} \rho_{n}\right) .
$$

We shall apply Prop. 3.3.2. The main part of the proof consists in showing that $\tau$ and $\tau^{*}$ vanish. This will be done by direct computation using the special regularity of the family $\left(\mathrm{a}_{\mathrm{I}}\right)$ and the fact that the random variables are iid. The theory developed in Sect. 2.4 for estimating the quantities $\tau$ and $\tau^{*}$ does not (or at most partially) apply.

We start with some special partial sums of $\tau$ and $\tau^{*}$. First we consider homogeneous quadruples in $\mathcal{T}$. Since
(3.3.3) $E\left|X_{i}-p_{n}\right|^{\alpha} \propto p_{n}$ for $\alpha \geq 1$,
we find by (3.3.2):

$$
\begin{aligned}
& \sum_{1 \leq i \leq n} b_{i}^{4} E\left(X_{1}-p_{n}\right)^{4} / \operatorname{var}^{2} Z(n) \\
& =O\left(\left(n p_{n}\right)^{4 d-3} \rho_{n}^{4} /\left(n p_{n}\right)^{2 d} \rho_{n}^{2}\left(1+\left(n p_{n}\right)^{d-1} \rho_{n}\right)^{2}\right) \\
& =O\left(\left(n p_{n}\right)^{-1}\left(\left(n p_{n}\right)^{d-1} \rho_{n} /\left(1+\left(n p_{n}\right)^{d-1} \rho_{n}\right)\right)^{2}\right)
\end{aligned}
$$

which vanishes since $n p_{n} \rightarrow \infty$. Thus the partial sum of $\tau^{*}$ of homogeneous quadruples with $|I|=1$ vanishes, as does the corresponding partial sum of $\tau$, since $E^{2}\left(X_{i}-p_{n}\right)^{2} \leq E\left(X_{i}-p_{n}\right)^{4}$. Next we shall estimate partial sums of $\tau$ and $\tau^{*}$ of homogeneous quadruples with $|\mathrm{I}|=\mathrm{d}$.
By (3.3.3) we have

$$
\sigma_{I}^{2} \propto a_{I}\left(p_{n}\right)^{d}
$$

and for a quadruple with $f=|I \cup J \cup K \cup L|$ we have

$$
\begin{aligned}
& E\left|W_{I} W_{J} W_{K} W_{L}\right| \propto a_{I} a_{J} a_{K} a_{L}\left(p_{n}\right)^{f}, \\
& \sigma_{I} \sigma_{J} \sigma_{K} \sigma_{L} \propto a_{I} a_{J} a_{K} a_{L}\left(p_{n}\right)^{2 d}
\end{aligned}
$$

This yields for a quadruple without a free index (and consequently $\mathrm{f} \leq 2 \mathrm{~d}$ )

$$
\sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}=O\left(\mathrm{E}\left|\mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right|\right)
$$

Thus we only need to show that partial sums of $\tau^{*}$ of homogeneous quadruples with II $=\mathrm{d}$ vanish. We start with a special sum.

$$
\begin{aligned}
& \sum_{\mid I I=d} E W_{I}^{4} / \operatorname{var}^{2} Z(n) \\
& =O\left(\left(n p_{n}\right)^{d} \rho_{n} /\left(n p_{n}\right)^{2 d} \rho_{n}^{2}\left(1+\left(n p_{n}\right)^{d-1} \rho_{n}\right)^{2}\right) \\
& =O\left(\left(\left(n p_{n}\right)^{d} \rho_{n}\left(1+\left(n p_{n}\right)^{d-1} \rho_{n}\right)^{2}\right)^{-1}\right)
\end{aligned}
$$

which vanishes by the assumption $\left(n p_{n}\right){ }^{d} \rho_{n} \rightarrow 0$.
Consider a shadow ( $\mathrm{I}^{\prime}, \mathrm{J}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}$ ) with $\mathrm{f}=\mathrm{I} \mathrm{I}^{\prime} \cup \mathrm{J}^{\prime} \cup \mathrm{K}^{\prime} \cup \mathrm{L}^{\prime} \mid, \mathrm{d}<\mathrm{f}<2 \mathrm{~d}$. Without restriction we assume $\left|I^{\prime} \cap J^{\prime}\right|=e<d$. Thus we have $\left|\left(K^{\prime} \cup L^{\prime}\right) \backslash\left(I^{\prime} \cup J^{\prime}\right)\right|=f-2 d+e$. Then

$$
\sum_{(I, J, K, L) \text { with shadow }\left(I^{\prime}, J^{\prime}, K^{\prime}, L^{\prime}\right)} a_{I^{\prime}} a_{\mathrm{a}} \mathrm{a}_{\mathrm{K} \mathrm{a}_{\mathrm{L}}}
$$

$$
\begin{aligned}
& \leq \sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}),|\mathrm{II} \cap \mathrm{JI}=\mathrm{e},| \mathrm{II} \cup \mathrm{~J} \cup K \cup L I=f} \mathrm{a}_{\mathrm{I}} \mathrm{a}_{\mathrm{J}} \mathrm{a}_{\mathrm{K}^{a} \mathrm{~L}} \\
& =O\left(\mathrm{n}^{\mathrm{f}-2 \mathrm{~d}+\mathrm{e}} \sum_{\mid I \cap \mathrm{J\mid}=\mathrm{e}^{2}} \mathrm{a}_{\mathrm{I}} \mathrm{a}_{\mathrm{J}}\right) .
\end{aligned}
$$

Since by (3.3.2)

$$
\sum_{|I \cap J|=e} a_{\mathrm{I}^{2}} \mathrm{a}_{\mathrm{J}}=O\left(\rho_{\mathrm{n}}^{2} \mathrm{n}^{2 d-\mathrm{e}}\right),
$$

we have by (3.3.3)

$$
\begin{aligned}
& \sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \text { with shadow }\left(\mathrm{I}^{\prime}, \mathrm{J}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}\right)} \mathrm{E}\left|\mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right| / \operatorname{var}^{2} \mathrm{Z}(\mathrm{n}) \\
& =O\left(\rho_{\mathrm{n}}^{2}\left(\mathrm{np}_{n}\right)^{\mathrm{f}} /\left(\mathrm{np}_{n}\right)^{2 \mathrm{~d}} \rho_{\mathrm{n}}^{2}\left(1+\left(n p_{\mathrm{n}}\right)^{\mathrm{d}-1} \rho_{\mathrm{n}}\right)^{2}\right) \\
& =O\left(\left(n p_{\mathrm{n}}\right)^{\mathrm{f}-2 \mathrm{~d}} /\left(1+\left(n p_{\mathrm{n}}\right)^{\mathrm{d}-1} \rho_{\mathrm{n}}\right)^{2}\right),
\end{aligned}
$$

which vanishes since $\mathrm{f}<2 \mathrm{~d}$.
Thus the contribution of all homogeneous quadruples to $\tau$ and $\tau^{*}$ vanishes. We shall estimate the contribution of the mixed quadruples with indices not all containing the same number of elements by the contribution of the homogeneous quadruples. Define

$$
V_{I}= \begin{cases}W_{I} & \text { if }|I|=d \\ b_{i}\left(X_{i}-p_{n}\right) & \text { if } I=\{i\}\end{cases}
$$

and

$$
c_{I}=\left\{\begin{array}{lll}
a_{I} & \text { if } I I=d \\
& b_{i} & \text { if } I=\{i\} .
\end{array}\right.
$$

Then, since $E V_{I}^{2} \propto c_{I}^{2}\left(p_{n}\right)^{I I I}$, we have

$$
\sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}} \propto \mathrm{c}_{\mathrm{I}} \mathrm{c}_{\mathrm{J}} \mathrm{c}_{\mathrm{K}} \mathrm{c}_{\mathrm{L}}\left(\mathrm{p}_{\mathrm{n}}\right)^{1 / 2(\mathrm{II}|+|\mathrm{J}|+|\mathrm{K}|+|\mathrm{L}|)},
$$

and by (3.3.3)

$$
E\left|V_{I} V_{J} V_{K} V_{L}\right| \propto \quad c_{I} c_{J} c_{K} c_{L}\left(p_{n}\right)^{|I \cup J \cup K \cup L|}
$$

By the definition of $\mathcal{T}$ we have $1 / 2(|I I|+|J|+|K|+|L|)>|I \cup J \cup K \cup L|$ and thus

$$
\sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}=O\left(\mathrm{E}\left|\mathrm{~V}_{\mathrm{I}} \mathrm{~V}_{\mathrm{J}} \mathrm{~V}_{\mathrm{K}} \mathrm{~V}_{\mathrm{L}}\right|\right)
$$

Consider a mixed quadruple ( $\mathrm{I}_{1}, \mathrm{I}_{2}, \mathrm{I}_{3}, \mathrm{I}_{4}$ ) in $\mathcal{T}$. Then any index with only one element is contained in some index with d elements. For each such mixed quadruple we construct a homogeneous quadruple ( $\mathrm{J}_{1}, \mathrm{~J}_{2}, \mathrm{~J}_{3}, \mathrm{~J}_{4}$ ) also in $\mathcal{T}$ with $\mathrm{I}_{1} \cup \mathrm{I}_{2} \cup \mathrm{I}_{3} \cup \mathrm{I}_{4}=$ $\mathrm{J}_{1} \cup \mathrm{~J}_{2} \cup \mathrm{~J}_{3} \cup \mathrm{~J}_{4}$ by

$$
J_{g}= \begin{cases}I_{g} & \text { if }\left|I_{g}\right|=d \\ I_{h} & \text { if }\left|I_{g}\right|=1,\left|I_{h}\right|=d, I_{g} \subset I_{h}, h \text { minimal }\end{cases}
$$

Then with $b^{*}=\max _{i} b_{i}$ and $\alpha$ the number of indices with one element in ( $I_{1}, I_{2}, I_{3}, I_{4}$ ) we have

$$
c_{\mathrm{I}_{1}} c_{\mathrm{I}_{2}} \mathrm{c}_{\mathrm{I}_{3}} \mathrm{c}_{\mathrm{I}_{4}} \leq \mathrm{a}_{\mathrm{J}_{1}} \mathrm{a}_{\mathrm{J}_{2}} \mathrm{a}_{\mathrm{J}_{3}} \mathrm{a}_{\mathrm{J}_{4}}\left(\mathrm{~b}^{*}\right)^{\alpha}
$$

For a fixed shadow ( $I^{\prime}, \mathrm{J}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}$ ) we have

$$
\begin{aligned}
& \quad \sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \text { with shadow }\left(\mathrm{I}^{\prime}, \mathrm{J}^{\prime}, \mathrm{K}^{\prime}, \mathrm{L}^{\prime}\right)} \mathrm{E} \mid \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}} \mathrm{I} / \operatorname{var}^{2} \mathrm{Z}(\mathrm{n}) \\
& =O\left(\rho_{\mathrm{n}}^{2}\left(\mathrm{np} p_{\mathrm{n}}\right)^{\mathrm{f}}\left(\mathrm{~b}^{*}\right)^{\alpha} /\left(\left(\mathrm{n} p_{\mathrm{n}}\right)^{2 \mathrm{~d}} \rho_{\mathrm{n}}^{2}\left(1+\left(\mathrm{np} \mathrm{n}_{\mathrm{n}}\right)^{\mathrm{d}-1} \rho_{\mathrm{n}}\right)^{2}\right)\right. \\
& =O\left(\left(\mathrm{np}_{n}\right)^{\mathrm{f}-2 \mathrm{~d}}\left(\left(\mathrm{np}_{n}\right)^{\mathrm{d}-1} \rho_{\mathrm{n}}\right)^{\alpha} /\left(1+\left(\mathrm{np}_{n}\right)^{\mathrm{d}-1} \rho_{\mathrm{n}}\right)^{2}\right)
\end{aligned}
$$

If $\alpha \leq 2$ then the above estimate vanishes since $\mathrm{f}<2 \mathrm{~d}$. If $\alpha=3$ then $\mathrm{f}=\mathrm{d}$ and we have the estimate

$$
\left(n p_{n}\right)^{-1} \rho_{n}\left(\left(n p_{n}\right)^{d-1} \rho_{n} /\left(1+\left(n p_{n}\right)^{d-1} \rho_{n}\right)\right)^{2}
$$

which vanishes since $n p_{n} \rightarrow \infty$. This shows that $\tau$ and $\tau^{*}$ both vanish.
Condition II of Prop. 3.3.2 remains to be checked. For a sum of independent random variables we have $S_{0}=0$. For a bifold quadruple ( $\mathrm{I}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ ) we have $E W_{I} W_{J} W_{K} W_{L}=a_{I} a_{J} a_{K} a_{L}\left(E\left(X_{\mathrm{I}}-p_{n}\right)^{2}\right)^{2 d}=\sigma_{I} \sigma_{J} \sigma_{K} \sigma_{L}$. In the proof of Th. 3.1.5 it is shown that condition a) of Th. 3.1.5 implies for clean sums with $\operatorname{var} \mathrm{W}(\mathrm{n})=$ 1 that $\sum_{\mathrm{Z}(\mathrm{n}) .} \sum_{\mathcal{R}(0, \mathrm{e})} \sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}}$ vanishes. We shall check condition a) for $\sum_{\mathrm{II} \mid=\mathrm{d}} \mathrm{W}_{\mathrm{I}} / \mathrm{var}^{1 / 2}{ }^{1 / 2}$ $\mathrm{Z}(\mathrm{n})$.

By (3.3.2) we have

$$
\begin{aligned}
& \underset{\mathrm{A} \subset\{1, \ldots, \mathrm{n}\}, \mathrm{l} \leq \mathrm{IA} \mid \leq \mathrm{d}-1}{\max } \underset{\mathrm{I} \supset \mathrm{~A}}{\sum} \sigma_{\mathrm{I}} \underset{\mathrm{~J} \supset \mathrm{I} \backslash \mathrm{~A}}{\sum} \sigma_{\mathrm{J}} / \operatorname{var} \mathrm{Z}(\mathrm{n}) \\
& =O\left(\rho_{\mathrm{n}}^{2}\left(\mathrm{np} \mathrm{n}_{\mathrm{n}}\right)^{\mathrm{d}} /\left(\mathrm{np}_{\mathrm{n}}\right)^{\mathrm{d}} \rho_{\mathrm{n}}\left(1+\left(\mathrm{np} \mathrm{n}^{\mathrm{d}-1} \rho_{\mathrm{n}}\right)\right)\right. \\
& =O\left(\left(n p_{n}\right)^{1-\mathrm{d}}\left(\left(n p_{\mathrm{n}}\right)^{\mathrm{d}-1} \rho_{\mathrm{n}} /\left(1+\left(\mathrm{n} \mathrm{p}_{\mathrm{n}}\right)^{\mathrm{d}-1} \rho_{\mathrm{n}}\right)\right)\right)
\end{aligned}
$$
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$$
=O\left(\left(\mathrm{np}_{\mathrm{n}}\right)^{1-\mathrm{d}}\right)
$$

which vanishes for $\mathrm{d} \geq 2$. This proves the proposition.

We shall use the above example to test some of the conditions of the different central limit theorems given above. We start with condition b) of Th. 2.1.1: $\mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \leq \mathrm{D}$. It may seem reasonable to impose this condition. However, for the homogeneous components in the Hoeffding decomposition of the multilinear form above it is a severe restriction:

$$
\mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \propto \mathrm{p}_{\mathrm{n}}^{\mathrm{d}} / \mathrm{p}_{\mathrm{n}}^{2 \mathrm{~d}}=\mathrm{p}_{\mathrm{n}}^{-\mathrm{d}} \quad\left(\text { if }_{\mathrm{I}} \neq 0\right),
$$

which is not bounded if $\mathrm{p}_{\mathrm{n}} \rightarrow 0$. We have given two ways to circumvent (partially) condition b).

In the first place we have truncation (cf. Prop. 3.2.2) However, truncation is not very useful in case of zero-one valued random variables: Consider a zero-one valued random variable $X$, with $E X=p_{n}\left(\operatorname{var} X=p_{n}\left(1-p_{n}\right)\right)$ The variance of the truncated version

$$
\operatorname{var}\left(X_{\{X \leq C ~ p}^{n} 1 / 2\right\} \propto p_{n}^{2} \text { for } n \rightarrow \infty,
$$

which vanishes with respect to var X .
Th. 3.1.2 combines the conditions a) and b) of Th. 2.1.1 allowing D to diverge in a controlled way:

$$
\left(\underset{I}{\max } E W_{I}^{4} / \sigma_{I}^{4}\right)\left(\max _{i} \sum_{i \rightarrow I} \sigma_{I}^{2}\right)^{1 / 2} \rightarrow 0 \text { for } n \rightarrow \infty .
$$

In the case of the homogeneous components in the Hoeffding decomposition of the multilinear form above we have with $\sigma_{\mathrm{I}}^{2}=\mathrm{E} \mathrm{W} \mathrm{I}_{\mathrm{I}}^{2} / \operatorname{var}\left(\sum_{|I|=\mathrm{d}} \mathrm{W}_{\mathrm{I}}^{2}\right)$

$$
\max _{i} \sum_{i \ni I} \sigma_{I}^{2} \propto p_{n}^{d} n^{d-1} \rho_{n} /\left(p_{n} n\right)^{d} \rho_{n}=1 / n
$$

Thus condition a) of Th. 3.1.2 is satisfied if $n p_{n}^{2 d} \rightarrow \infty$. The latter condition implies in combination with $\left(p_{n}\right){ }^{d-1} \rho_{n} \leq C$ (which ensures that the variance of the d-homogeneous sum does not vanish) that the family ( $a_{I}$ ) contains elements $a_{I}=1$, only if $d=2$. If $d=2$ we have

$$
\mathrm{n} \rho_{\mathrm{n}} \leq \mathrm{Cp} \mathrm{p}_{\mathrm{n}}^{-1}
$$

if $d \geq 3$ we have

$$
n \rho_{n} \leq C p_{n}^{d-1} n^{2-d}=C\left(n p_{n}^{(d-1) /(d-2)}\right)^{2-d} .
$$

Thus $n \rho_{n}$ vanishes, since $n p_{n}^{(d-1) /(d-2)} \rightarrow \infty$ for $d \geq 3$.

In the proof of Prop. 3.3.6 we did not check condition c) of Th.2.1.1 directly. Instead we checked condition a) of Th. 3.1.4. In Sect. 3.1 we also mentioned a more restrictive form of condition a)
(3.1.1) $\max _{\mathrm{i}} \sum_{\mathrm{I}}{ }_{\ni} \sigma_{\mathrm{i}} \sigma_{\mathrm{I}} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$.

If we apply (3.1.1) in the example above we find with $\sigma_{\mathrm{I}}^{2}=\mathrm{E} \mathrm{W}_{\mathrm{I}}^{2} / \operatorname{var}\left(\sum_{\|I\|=\mathrm{d}} \mathrm{W}_{\mathrm{I}}^{2}\right)$ :

$$
\begin{aligned}
& \max _{i} \sum_{I \ni i} \sigma_{I}=O\left(n^{d-1} \rho_{n}\left(p_{n}\right)^{d / 2} /\left(\left(n p_{n}\right)^{d} \rho_{n}\right) p_{n}^{1 / 2}\right) \\
& \quad=O\left(n^{d / 2-1} \rho_{n}^{1 / 2}\right)
\end{aligned}
$$

which vanishes if $n^{d-2} \rho_{n} \rightarrow 0$. Again for $d \geq 3$ this implies $n \rho_{n} \rightarrow 0$.

## 4. $\quad W(n)$ as a Gaussian process

### 4.0. Introduction

In this chapter we shall we restrict ourselves to homogeneous sums in the Hoeffding decomposition, $\mathrm{W}(\mathrm{n})$, with respect to one given sequence $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ of independent random variables. If we mention several d-homogeneous sums (for the same $n$ ), these sums are all defined with respect to this one sequence of independent random variables. The main aim of this chapter is to show how the random variables $W_{I}$ can be embedded as random point masses at points $\mathrm{x}_{\mathrm{I}}$ in a suitable product space $\mathrm{E}^{\mathrm{d}}$. Given this embedding, a fairly broad class of functions $f$ is identified such that the stochastic integral

$$
\int \mathrm{fdW}(\mathrm{n})=\sum_{\mid \mathrm{II}=\mathrm{d}} \mathrm{f}_{\mathrm{d}}\left(\mathrm{x}_{\mathrm{I}}\right) \mathrm{W}_{\mathrm{I}}
$$

converges to a stochastic integral with respect to a Gaussian process with independent increments. We shall follow the usual approach for defining integrals; we define at first the integral for stepfunctions. Indeed, once the problems with the stochastic integral for stepfunctions have been solved, the extension is by standard approximation techniques.

A stepfunction $\mathrm{f}=\mathrm{a}_{1} 1_{\mathrm{A}_{1}}+\ldots+\mathrm{a}_{\mathrm{q}}{ }^{1} \mathrm{~A}_{\mathrm{q}}$ ( $\mathrm{A}_{\mathrm{g}}$ disjoint) partitions the space into finitely many subsets. The distribution of the stochastic integral $\int \mathrm{fdW}(\mathrm{n})$ is the distribution of the linear combination of the partial sums $\mathrm{W}^{(\mathrm{g})}(\mathrm{n})=\sum_{\mathrm{I} \in \mathcal{A}_{\mathrm{g}}} \mathrm{W}_{\mathrm{I}}$ for subsets of the indices $\mathcal{A}_{\mathrm{g}}=\left\{\mathrm{I}: \mathrm{x}_{\mathrm{I}} \in \mathrm{A}_{\mathrm{g}}\right\}$. $\mathrm{I} \in \mathcal{A}_{\mathrm{g}}$
Section 4.1 is concerned with questions regarding the distribution of partial sums of $\mathrm{W}(\mathrm{n})$, with $\mathrm{W}(\mathrm{n})$ homogeneous and satisfying the conditions of Th.2.1.1. Clearly, any partial sum inherits the conditions $a$ ) and $b$ ) of Th. 2.1.1, since
a) $\max _{i} \sum_{I \ni i, I \in \mathcal{A}} \sigma_{I}^{2} \leq \max _{i} \sum_{I \ni i} \sigma_{I}^{2}$,
b) $\max _{\mathrm{I} \in \mathcal{A}} \mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \leq \max _{\mathrm{I}} \mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4}$.

Condition $c$ ) (in the alternative formulation $\left.E W^{\prime}(n)^{4}-3 \operatorname{var}^{2} W^{\prime}(n) \rightarrow 0, n \rightarrow \infty\right)$ need not to be satisfied, as is shown at the end of this section. Thus some caution is needed in constructing the subsets A in such a way that partial sums over A inherit condition c ). This construction is carried out in Sect. 4.1 in a rather unexpected way. Instead of using directly a geometrical approach, e.g. devide the index set $\{\mathrm{I}: \mathrm{I} \subset\{1, \ldots, \mathrm{n}\}\}$ into appropriate 'blocks' and consider the (joint) distribution of these blocks, we define two algebraic operations on $W(n)$. Addition is defined in the usual way: $W(n)=W^{\prime}(n)+$

W"(n), with $\mathrm{W}^{\prime}(\mathrm{n})$ and $\mathrm{W}^{\prime \prime}(\mathrm{n})$ homogeneous sums in the Hoeffding decomposition. In Th. 4.1.1 it is shown that $W(n)$ has a normal limit distribution if $W^{\prime}(n)$ and $W^{\prime \prime}(n)$ both satisfy the conditions of Th. 2.1.1. Further we define 'scalar' multiplication. We consider products of a homogeneous sum $\mathrm{W}(\mathrm{n})$ and a family ( $\mathrm{a}_{\mathrm{I}}$ ) of real constants defined by

$$
W^{\prime}(n)=\sum_{|I|=d} a_{I} W_{I}
$$

If the family $\left(a_{I}\right)$ has a special structure, then $W^{\prime}(n)$ satisfies the conditions of $T h$. 2.1.1, provided $W(n)$ satisfies these conditions. Using these operations we define a class of subsets of the indices such that the partial sums over these subsets have normal limit distribution.

In Sect. 4.2 these results are extended. With the help of the subsets, constructed in Sect. 4.1, stepfunctions are defined on the product space $E^{d}$, such that the stochastic integrals of the stepfunctions converge in distribution. By approximation the class of stepfunctions is extended.

In Sect 4.3 a simple condition on $\mathrm{W}(\mathrm{n})$ is given, ensuring that any partial sum $\mathrm{W}^{\prime}(\mathrm{n})$ has a normal limit distribution, provided the variance converges. Homogeneous sums satisfying this condition can also be embedded. However, the embedding has a different character. Whereas in the general case the product structure of $\mathrm{E}^{\mathrm{d}}$ is used, this structure is not needed to embed homogeneous sums $W(n)$ of the restricted class considered in Sect. 4.3. By the simple extra condition imposed on $\mathrm{W}(\mathrm{n})$ the 'dimension of $\mathrm{W}(\mathrm{n})$ is lost'.

Example. We shall construct a sequence of matrices $\left(\mathrm{a}_{\mathrm{ij}}\right)_{1 \leq \mathrm{i}, j \leq \mathrm{n}}$ with eigenvalues $\lambda_{\mathrm{i}}$ such that $\max \lambda_{\mathrm{i}}^{2} /\left(\lambda_{1}^{2}+\ldots+\lambda_{\mathrm{n}}^{2}\right) \rightarrow 0, \mathrm{n} \rightarrow \infty$. Then, as is shown in the introduction, the fourth moment of the quadratic form in independent normal $N(0,1)$ random variables with respect to ( $\mathrm{a}_{\mathrm{ij}}$ ) tends to three for $\mathrm{n} \rightarrow \infty$. We shall give a subset $\mathcal{A}$ of the indices ( $i, j$ ) such that the maximal eigenvalue of the matrices $\left(a_{i j}\right)_{1 \leq i, j \leq n}=$ $\left(a_{i j}\right)_{1 \leq i, j \leq n,(i, j) \in \mathcal{A}}$ does not vanish. Then the quadratic form $W^{\prime}(n)$ with respect to ( $\mathrm{a}_{\mathrm{ij}}$ ) does not satisfy condition c ) of Th. 2.1.1:

$$
\lim _{n \rightarrow \infty}\left(E W^{\prime}(n)^{4}-3 \operatorname{var}^{2} W^{\prime}(n)\right) \neq 0
$$

and hence $W^{\prime}(n)$ does not have a normal limit distribution.
We construct a symmetric $2^{m} \times 2^{m}$ matrix with all entries $\pm 1$ and all rows mutually orthogonal vectors. We start with the construction of the $2^{m}$ orthogonal vectors; then we give an enumeration of these vectors that makes the matrix symmetric. Let $e_{i}(x):[0,1) \rightarrow\{0,1\}$ be the ith digit in the binary expansion of $x \in[0,1)$. To make the representation unique take $e_{i}(x)$ to be right continuous. The functions $r_{i}=2 e_{i}-1$
( $-r_{i}$ is the $i$ ith Rademacher function) are independent with respect to the Lebesgue measure, and $r_{i}^{2}=1$. Notice that

$$
r_{i}=(-1)^{\left(1-e_{i}\right)}
$$

Define for the set $\mathrm{A} \subset\{1, \ldots, \mathrm{~m}\}$

$$
f_{A}=\prod_{g \in A} r_{g}=\prod_{1 \leq g \leq m}\left(r_{g}\right)^{1_{A}(g)}=\prod_{1 \leq g \leq m}(-1)^{\left(1-e_{g}\right) 1_{A}(g)}
$$

There are $2^{m}$ different subsets $A_{k} \subset\{1, \ldots, m\}, k=1, \ldots, 2^{m}$. For two subsets $A, A^{\prime}$ we have by independence

$$
\int_{[0,1)} f_{A}(x) f_{A^{\prime}}(x) d x=\prod_{i \in A \Delta A^{\prime}} \int_{[0,1)} r_{i}(x) d x= \begin{cases}1 & \text { if } A=A^{\prime}, \\ 0 & \text { else. }\end{cases}
$$

Define for each set $A_{i}$ the vector with jth entry

$$
\mathrm{a}_{\mathrm{ij}}=\mathrm{f}_{\mathrm{A}_{\mathrm{i}}}\left(\frac{\mathrm{j}-1}{2^{\mathrm{m}}}\right)
$$

These vectors are mutually orthogonal:

$$
\sum_{1 \leq k \leq 2^{m}} a_{i k} a_{j k}=2^{m} \int_{[0,1)} f_{A_{i}}(x) f_{A_{j}}(x) d x=0 \quad \text { if } i \neq j .
$$

With the following definition of the set $A_{i}$ we obtain a symmetric matrix with ith row the vector defined by $\mathrm{A}_{\mathrm{j}}$ :

$$
A_{i}=\left\{g: r_{g}\left(\frac{i-1}{2^{m}}\right)=-1\right\}
$$

Since

$$
1_{A_{i}}(\mathrm{~g})=1-\mathrm{e}_{\mathrm{g}}\left(\frac{\mathrm{i}-1}{2^{\mathrm{m}}}\right)
$$

we have
(Thus $\mathrm{a}_{\mathrm{ij}}=-1$ if the number of zeros in the same position in the binary expansion of ( $\mathrm{j}-1$ ) and ( $\mathrm{i}-1$ ) is odd; and $\mathrm{a}_{\mathrm{ij}}=1$ else.)
Thus the real matrix $\left(\mathrm{a}_{\mathrm{ij}}\right)$ is symmetric and orthogonal and has real eigenvalues $\lambda_{\mathrm{i}}$ with $\left|\lambda_{i}\right|=2^{m / 2}, i=1, \ldots, 2^{m}$ and hence $\max \lambda_{i}^{2} /\left(\lambda_{1}^{2}+\ldots+\lambda_{n}^{2}\right) \rightarrow 0$ for $n \rightarrow \infty$. We need for our example a matrix with zero diagonal. Define the real symmetric matrix $\left(\mathrm{a}_{\mathrm{ij}}^{\prime}\right)$, with $\mathrm{a}_{\mathrm{ij}}^{\prime}=\mathrm{a}_{\mathrm{ij}}$ if $\mathrm{i} \neq \mathrm{j}, \mathrm{a}_{\mathrm{ii}}^{\prime}=0$, and with eigenvalues $\lambda_{\mathrm{i}}^{\prime}$. Then we have

$$
\sum_{1 \leq i \leq 2^{m}} \lambda_{i}^{\prime 2}=\sum_{1 \leq i, j \leq 2^{m}} a_{i j}^{\prime 2}=2^{2 m}-2^{m} \text { and } \max _{i}\left|\lambda_{i}^{\prime}\right| \leq \max _{i}\left|\lambda_{i}\right|+1
$$

by the triangle inequality for matrix norms, since the matrix $\left(a_{i j}-a_{i j}^{\prime}\right)$ is a diagonal matrix with diagonal entries $\pm 1$ and hence with maximal absolute eigenvalue 1 .

The quadratic form

$$
W\left(2^{m}\right)=\sum_{1 \leq i, j \leq 2^{m}} a_{i j}^{\prime} X_{i} X_{j}
$$

with $X_{i}$ independent normal $N(0,1)$ distributed, satisfies the conditions of Th. 2.1.1, as is shown in the introduction. (This can also be seen directly from the theorems 3.2.5 and 3.2.6.) However, since the matrix $\left(\mathrm{a}_{\mathrm{ij}}^{\prime \prime}\right)=\max \left(0, \mathrm{a}_{\mathrm{ij}}^{\prime}\right)$ has a non-vanishing maximal eigenvalue $\geq 2^{\mathrm{m}-1}-1$ (use vector with all entries equal 1 ), the partial sum

$$
W^{\prime}\left(2^{m}\right)=\sum_{1 \leq i, j \leq 2^{m}} a_{i j} X_{i} X_{j}
$$

does not inherit condition c ) of Th. 2.1.1. This ends the example.

### 4.1. Simple operations on $W(n)$

In this section we give central limit theorems for transforms obtained from homogeneous sums $\mathrm{W}(\mathrm{n})$ (several for the same n ) by the two operations addition and multiplication. We start with addition.

Theorem 4.1.1. Let $\mathrm{W}(\mathrm{n})=\mathrm{W}^{(1)}(\mathrm{n})+\ldots+\mathrm{W}^{(\mathrm{q})}(\mathrm{n})$ be a sum of q ( q not depending on $n$ ) d-homogeneous sums in the Hoeffding decomposition. Suppose that $W^{(g)}(n)$ satisfies the conditions a), b) and c) of Th. 2.1.1, with c) in the alternative formulation:

$$
E W^{(g)}(n)^{4}-3 \operatorname{var}^{2} W^{(g)}(n) \rightarrow 0, \text { for } g=1, \ldots, q, \text { and }
$$

$\lim \operatorname{var} W(n)=\sigma^{2}, \quad(0<\sigma<\infty)$.
$n \rightarrow \infty$
Then

$$
\mathrm{W}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{~N}\left(0, \sigma^{2}\right), \mathrm{n} \rightarrow \infty .
$$

Proof. Without loss of generality we assume $\sigma^{2}=1$. We shall check the conditions of Prop. 2.3.4. For $\mathrm{W}_{\mathrm{I}}=\mathrm{W}_{\mathrm{I}}^{(1)}+\ldots+\mathrm{W}_{\mathrm{I}}^{(\mathrm{q})}$ we have by the Cauchy-Schwarz inequality

$$
\sigma_{\mathrm{I}}^{2} \leq \mathrm{q}\left(\sigma_{\mathrm{I}}^{(1) 2}+\ldots+\sigma_{\mathrm{I}}^{(\mathrm{q}) 2}\right)
$$

and hence

$$
\max _{i} \sum_{I \ni i} \sigma_{I}^{2} \leq q\left(\max _{i} \sum_{I \ni i} \sigma_{I}^{(1) 2}+\ldots+\max _{i} \sum_{I \ni i} \sigma_{I}^{(q) 2}\right),
$$

where the right-hand side vanishes. Thus we have by Prop. 2.4.3 b') that $\tau$ vanishes. Notice that condition b) of Th. 2.1.1 is not closed under finite addition. However, by

$$
\left|E W_{I} W_{J} W_{K} W_{L}\right| \leq \sum_{1 \leq i, j, k, 1 \leq q}\left|E W_{I}^{(i)} W_{J}^{(j)} W_{K}^{(k)} W_{L}^{(l)}\right|
$$

we can use condition b) for $\mathrm{W}^{(\mathrm{g})}(\mathrm{n}), 1 \leq \mathrm{g} \leq \mathrm{q}$. Thus

$$
\begin{aligned}
\tau^{*} & =\sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}, \in \in \mathcal{T}}\left|\mathrm{E} \mathrm{~W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}\right| \\
& \leq \mathrm{D} \sum_{1 \leq \mathrm{i}, \mathrm{j}, \mathrm{k}, \mathrm{l} \leq \mathrm{q}} \sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \in \mathcal{T}} \sigma_{\mathrm{I}} \sigma_{\mathrm{J}}^{(\mathrm{i})} \sigma_{\mathrm{K}}^{(\mathrm{j})} \sigma_{\mathrm{K}}^{(\mathrm{k})} \sigma_{\mathrm{L}}^{(\mathrm{l})} \\
& \left.=\mathrm{D} \sum_{(\mathrm{I}, \mathrm{~J}, \mathrm{~K}, \mathrm{~L}) \in \mathcal{T}} \sum_{\mathrm{I}}\left(\sigma_{\mathrm{I}}^{(1)}+\ldots+\sigma_{\mathrm{I}}^{(\mathrm{q})}\right) \ldots\left(\sigma_{\mathrm{L}}^{(1)}+\ldots+\sigma_{\mathrm{L}}^{(\mathrm{q})}\right)\right)
\end{aligned}
$$

and since

$$
\max _{i} \sum_{I \ni i}\left(\sigma_{I}^{(1)}+\ldots+\sigma_{I}^{(q)}\right)^{2} \leq q\left(\max _{i} \sum_{I \ni i}\left(\sigma_{I}^{(1)}\right)^{2}+\ldots+\max _{i} \sum_{I \ni i}\left(\sigma_{I}^{(q)}\right)^{2}\right),
$$

which vanishes, we have by Prop. 2.4.3 $\mathrm{b}^{\prime}$ ) that $\tau^{*}$ vanishes.
The random variables $W_{I}$ are components in the Hoeffding decomposition, hence $\gamma=0$. We shall now check condition II of Prop. 2.3.4. By Corollary 3.1.4 it is sufficient to show that $S_{0}=S(1,0)+\ldots+S(d-1,0)$ vanishes. As in the proof of Prop. 2.3.6 we rewrite $S(e, 0)$ as a sum of squares plus a remainder term (see (2.3.5)). The remainder terms $R_{i}(i=1, \ldots, 5)$ below are sums over subsets of $\mathcal{T}$, so we have $\left|R_{i}\right| \leq \tau^{*}$.
(4.1.1) $\mathrm{S}(\mathrm{e}, 0)=\sum_{\mathrm{A}, \mathrm{A}^{\prime} \subset\{1, \ldots, \mathrm{n}\},|\mathrm{A}|=\left|\mathrm{A}^{\prime}\right|=\mathrm{d}-\mathrm{e}, \mathrm{A} \cap \mathrm{A}^{\prime}=\varnothing}$

$$
\mathrm{E}\left(\sum_{|\mathrm{I} \cap \mathrm{~J}|=\mathrm{e}, \mathrm{I} \backslash \mathrm{~J}=\mathrm{A}, \mathrm{~J} \backslash \mathrm{I}=\mathrm{A}^{\prime}} \mathrm{W}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}}\right)^{2}+\mathrm{R}_{1},
$$

with $\mathrm{W}_{\mathrm{I}} \mathrm{W}_{\mathrm{J}}=\sum_{1 \leq \mathrm{g}, \mathrm{h} \leq \mathrm{q}} \mathrm{W}_{\mathrm{I}}^{(\mathrm{g})} \mathrm{W}_{\mathrm{J}}^{(\mathrm{h})}$. By the Cauchy-Schwarz inequality we obtain

$$
\begin{aligned}
&|S(e, 0)| \leq q^{2} \sum_{1 \leq \mathrm{g}, \mathrm{~h} \leq \mathrm{q}} \\
& \mathrm{E}\left(\sum_{\mathrm{A}, \mathrm{~A}^{\prime} \subset\{1, \ldots, \mathrm{n}\},|\mathrm{A}|=\left|\mathrm{A}^{\prime}\right|=\mathrm{d}-\mathrm{e}, \mathrm{~A} \cap \mathrm{~A}^{\prime}=\varnothing}\right. \\
&\left.\sum_{|\mathrm{I} \cap \mathrm{~J}|=\mathrm{e}, \mathrm{I} \backslash \mathrm{~J}=\mathrm{A}, \mathrm{~J} \backslash \mathrm{I}=\mathrm{A}^{\prime}} \mathrm{W}_{\mathrm{I}}^{(\mathrm{g})} \mathrm{W}_{\mathrm{J}}^{(\mathrm{h})}\right)^{2}+\left|R_{1}\right| .
\end{aligned}
$$

If $g=h$, the sum of squares vanishes by the assumptions on $W^{(g)}(n)$. It remains to show, with $\mathrm{W}_{\mathrm{I}}^{\prime}=\mathrm{W}_{\mathrm{I}}^{(\mathrm{g})}, \mathrm{W}_{\mathrm{I}}^{\prime \prime}=\mathrm{W}_{\mathrm{I}}^{(\mathrm{h})}, \mathrm{g} \neq \mathrm{h}$, that
$\sum_{A, A^{\prime} \subset(1, \ldots, n\},|A|=\left|A^{\prime}\right|=d-e, A \cap A^{\prime}=\varnothing}$

$$
E\left(\sum_{\mathrm{II} \cap \mathrm{JI}=\mathrm{e}, \mathrm{I} \backslash \mathrm{~J}=\mathrm{A}, \mathrm{~J} \backslash \mathrm{I}=\mathrm{A}^{\prime}} \mathrm{W}_{\mathrm{I}}^{\prime} \mathrm{W}_{\mathrm{J}}^{\prime \prime}\right)^{2}
$$

$$
=\sum_{\mathrm{B}(\mathrm{e}, 0)} \mathrm{E} \mathrm{~W} \mathrm{~W}_{\mathrm{I}}^{\prime} \mathrm{W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}^{\prime}+\mathrm{R}_{2}
$$

vanishes. The right-hand side equals up to a vanishing remainder term the following sum of covariances

$$
\begin{aligned}
& \sum_{\mathrm{B}(\mathrm{e}, 0)} \mathrm{E} \mathrm{~W} \mathrm{I}_{\mathrm{I}}^{\prime} \mathrm{W}_{\mathrm{J}} \mathrm{~W}^{\prime \prime} \mathrm{W}_{\mathrm{L}}^{\prime}+\mathrm{R}_{3} \\
& =\sum_{A, A^{\prime} \subset\{1, \ldots, n\},|A|=\left|A^{\prime}\right|=e, A \cap A^{\prime}=\varnothing} \\
& E\left(\sum_{|I \cap L|=d-e, N L=A, L U=A^{\prime}} W_{I}^{\prime} W_{L}^{\prime}\right)\left(\sum_{\mid J \cap K I=d-e, J K=A, K V=A^{\prime}} W^{\prime \prime} W^{\prime \prime}{ }_{K}\right) \\
& \leq\left(\sum_{\mathrm{B}(\mathrm{e}, 0)} \mathrm{E} \mathrm{~W} \mathrm{~W}_{\mathrm{I}}^{\prime} \mathrm{W}_{\mathrm{J}}^{\prime} \mathrm{W}_{\mathrm{K}}^{\prime} \mathrm{W}_{\mathrm{L}}^{\prime}+\mathrm{R}_{4}\right)^{1 / 2}\left(\sum_{\mathrm{B}(\mathrm{e}, 0)} \mathrm{E} \mathrm{~W} \mathrm{I}_{\mathrm{I}} \mathrm{~W}_{\mathrm{J}} \mathrm{~W}_{\mathrm{K}} \mathrm{~W}_{\mathrm{L}}^{\prime}+\mathrm{R}_{5}\right)^{1 / 2},
\end{aligned}
$$

where the last inequality follows by Cauchy-Schwarz and (2.3.1). This proves the theorem, since the right-hand side vanishes under the assumptions on $\mathrm{W}^{(\mathrm{g})}(\mathrm{n})$ and $W^{(h)}(n)$, as is shown in Sect. 2.3.

Next we shall look at multiplication. Consider the homogeneous sum $\mathrm{W}(\mathrm{n})$ and its transform

$$
W^{\prime}(n)=\sum_{|I|=d} a_{\mathrm{d}} W_{\mathrm{I}}, \text { with }\left|a_{\mathrm{I}}\right| \leq 1
$$

Put $W_{I}^{\prime}=a_{I} W_{I}$ and $\sigma_{I}^{\prime 2}=E W_{I}^{\prime 2}$. Suppose that $W(n)$ satisfies the conditions a), b) and $c$ ) of Th. 2.1.1. Clearly $W^{\prime}(n)$ inherits the properties $\left.a\right)$ and $b$ ) since

$$
\max _{i} \sum_{I \ni i} \sigma_{i}^{\prime 2} \leq \max _{i} \sum_{I \ni i} \sigma_{I}^{2}
$$

and

$$
\mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{\prime 4}=\mathrm{EW}_{\mathrm{I}}^{4} / \sigma_{\mathrm{I}}^{4} \text { for } \mathrm{a}_{\mathrm{I}} \neq 0
$$

In general, condition $c)$ is not inherited: Consider $W(n)=\sum_{1 \leq i<j \leq n} a_{i j} X_{i} X_{i j}$, with $\left(a_{i j}\right)$
and $X_{i}$ as in the example of the previous section. Then

$$
W^{\prime}(n)=\sum_{1 \leq i<j \leq n} a_{i j}^{2} X_{i} X_{j}=1 / 2\left(\left(\sum_{1 \leq i \leq n} X_{i}\right)^{2}-\sum_{1 \leq i \leq n} X_{i}^{2}\right)
$$

has a non-normal limit distribution.
We introduce a special family $\left(a_{I}\right)$ with a very simple structure: The family $\left(a_{I}\right)_{I I I}=d$ is of rank 1 if $a_{I}=\prod_{i \in I} a_{i}$ for all $|I|=d$, with a fixed sequence $\left(a_{i}\right)_{i=1, \ldots, n}$.

Proposition 4.1.2. Let the homogeneous sums $W(n)$ satisfy the conditions of Th. 2.1.1 and let $\left(a_{I}\right)_{|I|=d}$ be of rank 1 with $\left|a_{i}\right| \leq 1$. Then the transform

$$
W^{\prime}(n)=\sum_{I I I=d_{\mathrm{I}}} \mathrm{a}_{\mathrm{I}} \mathrm{~W}_{\mathrm{I}}
$$

inherits the conditions a), b) and c) of Th. 2.1.1 (with the latter condition reformulated as $E W^{\prime}(n)^{4}-3 \operatorname{var}^{2} W^{\prime}(n) \rightarrow 0$ for $\left.n \rightarrow \infty\right)$.

Proof. Only condition c) needs a proof. Since $\left|E W^{\prime}(n)^{4}-3 \operatorname{var}^{2} W^{\prime}(n)\right| \leq \mid 3 S_{0}^{\prime}+$ $S^{\prime} \mid+3 \tau^{\prime}+\tau^{\prime *}$ (see proof of Prop. 2.3.5), and since by the conditions a) and b) and Prop. 2.4.3 both $\tau^{\prime}$ and $\tau^{\prime *}$ vanish, it suffices to show that $S^{\prime}$ and $S_{0}^{\prime}$ vanish. By Corollary 3.1.4 it is sufficient to show $S_{0}^{\prime}=S^{\prime}(1,0)+\ldots+S^{\prime}(\mathrm{d}-1,0) \rightarrow 0$. As in (4.1.1), $S^{\prime}(e, 0)$ is written as a sum of squares plus a remainder term. These remainder terms $\mathrm{R}_{\mathrm{i}}$ are sums over subsets of $\mathcal{T}$; hence $\left|\mathrm{R}_{\mathrm{i}}\right| \leq \tau^{*}$. Using the fact that $\mathrm{a}_{\mathrm{I}}$ is a product we obtain
(4.1.2) $S^{\prime}(e, 0)=\sum_{A, A^{\prime} \subset\{1, \ldots, n\},|A|=\left|A^{\prime}\right|=d-e, A \cap A^{\prime}=\varnothing} \quad\left(\prod_{i \in A \cup A^{\prime}} a_{i}^{2}\right)$

$$
E\left(\sum_{|I \cap J|=e, I \backslash J=A, J \backslash I=A^{\prime}} W_{I} W_{J} \prod_{i \in I \cap J} a_{i}^{2}\right)^{2}-R_{1} .
$$

Since $\sum_{i} b_{i} c_{i},\left(0 \leq b_{i}, c_{i} \leq 1\right)$ vanishes, if $\sum_{i} b_{i} \rightarrow 0$, it is sufficient to show

$$
S^{\prime \prime}(e, 0)=\sum_{\mathcal{B}(e, 0)} E W_{I} W_{J} W_{K} W_{L} \prod_{i \in(I \cap J) \cup(k \cap L)} a_{i}^{2} \rightarrow 0 .
$$

$S^{\prime \prime}(e, 0)$ is obtained from (4.1.2) by omitting the coefficients $\left(\prod_{i \in A \cup A^{\prime}} a_{i}^{2}\right)$, calculating the squares and summing over the subsets $A, A^{\prime}$ and finally neglecting the contribution of non-bifolds. As in (4.1.2) we obtain

$$
\begin{gathered}
S^{\prime \prime}(\mathrm{e}, 0)=\sum_{A, A^{\prime} \subset\{1, \ldots, n\},|A|=\left|A^{\prime}\right|=e, A \cap A^{\prime}=\varnothing} \quad\left(\prod_{i \in A \cup A^{\prime}} a_{i}^{2}\right) \\
E\left(\sum_{|I \cap J|=d-e, I \backslash L=A, L \backslash I=A^{\prime}} W_{L} W^{2}-R_{2} .\right.
\end{gathered}
$$

The right-hand side with the coefficients $\left(\prod_{i \in A \cup A^{\prime}} a_{i}^{2}\right)($ which are $\leq 1)$ replaced by 1 equals, up to a vanishing remainder term, $S(e, 0)$ (see (4.1.1)). And $S(e, 0)$ vanishes by the assumptions on $\mathrm{W}(\mathrm{n})$ as is shown in Sect. 2.3. This completes the proof of Prop. 4.1.2.

With the help of Th. 4.1.1 we can extend the class of coefficients in Prop. 4.1.2. A family $\left(a_{I}\right)_{\mid I I=d}$ is said to be of finite rank if $a_{I}=a_{I}^{(1)}+\ldots+a_{I}^{(q)}$ for all I, with $q$ fixed and $\mathrm{a}_{\mathrm{I}}^{(\mathrm{g})}$ of rank 1 for $1 \leq \mathrm{g} \leq \mathrm{q}$.

Theorem 4.1.3. Let the family $\left(a_{I}\right)_{I I=d}$ be of finite rank. Suppose $W(n)$ is a homogeneous sum in the Hoeffding decomposition satisfying the conditions of Th. 2.1.1. Put $W^{\prime}(n)=\sum_{|I|=d} a_{I} W_{I}$ and suppose var $W^{\prime}(n) \rightarrow \sigma^{2}$ for $n \rightarrow \infty$, with $0<\sigma<\infty$. Then

$$
W^{\prime}(n) \xrightarrow{d} N\left(0, \sigma^{2}\right) \text { for } n \rightarrow \infty .
$$

## Proof. Obvious from Th. 4.1.1.

In the remainder of this section we shall prove a result mentioned in the introduction. For each n , let $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{\mathrm{q}}$ be a partition of the integers $1, \ldots, \mathrm{n}$ ( q not depending on n ). This partition induces a partition $\mathcal{A}_{1}, \ldots, \mathcal{A}_{1}$ of the indices $\{\mathrm{I} \subset\{1, \ldots, \mathrm{n}\}:|\mathrm{II}|=\mathrm{d}\}$. The elements $\mathcal{A}_{\mathrm{h}}$ are defined in the following way. Consider the symmetrized product sets $\mathcal{A}_{h}^{*}=\cup_{\sigma} A_{g_{\sigma(1)}} \times \ldots \times A_{g_{\sigma(d)}}$, where $\sigma=(\sigma(1), \ldots, \sigma(\mathrm{d}))$ passes through all permutations of $1, \ldots,{ }^{\sigma}$ and where $h=1, \ldots,\binom{q+d-1}{d}$ is some enumeration of the d-tuples $\left\{\left(g_{1}, \ldots, g_{d}\right)\right.$ $\left.: 1 \leq g_{1} \leq \ldots \leq g_{d} \leq q\right\}$. Then $I=\left\{i_{1}, \ldots, i_{d}\right\} \in \mathcal{A}_{h}$ if $\left(i_{1}, \ldots, i_{d}\right) \in \mathcal{A}_{h}^{*}$.

We shall show that for fixed $h$ the family $\left(\mathcal{A}_{h}\right.$ (I) $\lambda_{I I=d}$ is of finite rank. Hence Th. 4.1.3 can be used to show that the partial sum

$$
W^{(h)}(n)=\sum_{|I|=d} 1 \mathcal{A}_{h}(I) W_{I}=\sum_{I \in \mathcal{A}_{h}} W_{I}
$$

has a normal limit distribution, provided

$$
\lim _{\mathrm{n} \rightarrow \infty} \sum_{\mathrm{I} \in \mathcal{A}_{\mathrm{h}}} \sigma_{\mathrm{I}}^{2} \text { is finite and positive. }
$$

We shall use a well-known theorem in algebra that states that a d-linear symmetric function $\phi\left(\mathbf{x}_{1}, \ldots, x_{d}\right)$ can be written as a linear combination of diagonals:

$$
\begin{aligned}
& \phi\left(x_{1}, \ldots, x_{d}\right)=\sum_{1 \leq i \leq r} \alpha_{i} \phi\left(y_{i}, \ldots, y_{i}\right), \\
& \text { with } y_{i}=\beta_{i 1} x_{1}+\ldots+\beta_{i d} x_{d} . \\
& \text { Let } l^{\infty} \text { be the Banach space of bounded real sequences } \\
& 1^{\infty}=\left\{\left(a_{i}\right)_{i}=1,2 \ldots . \ldots \sup _{i}\left|a_{i}\right| \leq C \text { for some } C<\infty\right\},
\end{aligned}
$$

equipped with scalar multiplication $\lambda \mathrm{a}=\left(\lambda \mathrm{a}_{\mathrm{i}}\right)_{\mathrm{i}}=1,2, \ldots$, addition $\mathrm{a}+\mathrm{b}=$ $\left(a_{i}+b_{i}\right)_{i=1,2, \ldots}$ and norm $\|a\|=\sup \left|a_{i}\right|$. Let $l_{d}^{\infty}$ be the Banach space of bounded real sequences on $\mathbb{N}^{d}$

$$
l_{d}^{\infty}=\left\{\left(a_{i_{1} \ldots i_{d}}\right)_{i_{1}, \ldots, i_{d}=1,2, \ldots}: \sup _{i_{1}, \ldots, i_{d}}\left|a_{i_{1} \ldots i_{d}}\right| \leq C \text { for some } C<\infty\right\}
$$

with addition, scalar multiplication and norm as above. Define $\phi:\left(1^{\infty}\right)^{d} \rightarrow l_{d}^{\infty}$ by

$$
\phi\left(a^{(1)}, \ldots, a^{(d)}\right)_{i_{1} \ldots i_{d}}=\sum_{\sigma} a_{i_{1}}^{(\sigma(1))} \ldots a_{i_{d}}^{(\sigma(d))}
$$

where $\sigma=(\sigma(1), \ldots, \sigma(d))$ passes through all permutations of $1, \ldots, d$. Then $\phi$ is symmetric and d-linear in $a^{(1)}, \ldots, a^{(d)}$.

Define $a^{(g)} \in 1^{\infty}$ by $a_{i}^{(g)}=1_{A_{g}}$ (i) $i=1,2, \ldots$ for each element $A_{g}$ in the partition $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{\mathrm{q}}$. Then we have

$$
\phi\left(\mathrm{a}^{\left(\mathrm{g}_{1}\right)}, \ldots, \mathrm{a}^{\left(\mathrm{g}_{\mathrm{d}}\right)}\right)=\gamma 1_{\mathcal{A}_{\mathrm{h}}}{ }^{*}
$$

with $\mathcal{A}_{\mathrm{h}}^{*}$ the symmetrized product set of $\mathrm{A}_{\mathrm{g}_{1}} \times \ldots \times \mathrm{A}_{\mathrm{g}_{\mathrm{d}}}$ and $\gamma$ the number of permutations that leave $\mathrm{A}_{\mathrm{g}_{1}} \times \ldots \times \mathrm{A}_{\mathrm{g}_{\mathrm{d}}}$ invariant. Thus $1_{\mathcal{A}_{\mathrm{h}}}{ }^{*}$ can be written as a sum of diagonals

$$
\gamma 1_{\mathcal{A}_{h}}{ }^{*}=\sum_{1 \leq i \leq r} \alpha_{i} \phi\left(b^{(i)}, \ldots, b^{(i)}\right)
$$

with $b^{(i)}=\beta_{i 1} a^{\left(g_{1}\right)}+\ldots+\beta_{i d} a^{\left(g_{d}\right)}$. Using the definition of $\phi$, we have

$$
\left.\gamma 1_{\mathcal{A}_{\mathrm{h}}}^{*} \mathrm{j}_{1}, \ldots, \mathrm{j}_{\mathrm{d}}\right)=\sum_{1 \leq \mathrm{i} \leq \mathrm{r}} \alpha_{\mathrm{i}} \mathrm{~d}!\mathrm{b}_{\mathrm{j}_{1}}^{(\mathrm{i})} \ldots \mathrm{b}_{\mathrm{j}_{\mathrm{d}}}^{(\mathrm{i})}
$$

and, for $I=\left\{j_{1}, \ldots, j_{d}\right\}$, this gives

$$
1_{\mathcal{A}_{h}}(\mathrm{I})=1_{\mathcal{A}_{\mathrm{h}}}{ }^{*}\left(\mathfrak{j}_{\mathrm{l}}, \ldots, \mathfrak{j}_{\mathrm{d}}\right)=(\mathrm{d}!/ \gamma) \sum_{1 \leq \mathrm{i} \leq \mathrm{r}} \alpha_{\mathrm{i}} \prod_{\mathrm{j} \in \mathrm{I}} \mathrm{~b}_{\mathrm{j}}^{(\mathrm{i})}
$$

Hence it is shown that $\left(1_{\mathcal{A}_{h}} \text { (I) }\right)_{\mid \mathrm{II}=\mathrm{d}}$ is of finite rank. Thus we have by Th. 4.1.3

$$
W^{(h)}(n) \xrightarrow{d} N\left(0, \sigma_{h}^{2}\right) \text { for } n \rightarrow \infty, \text { with } \sigma_{h}^{2}=\lim _{n \rightarrow \infty} \sum_{I \in \mathcal{A}_{h}} \sigma_{I}^{2}
$$

In fact, we have shown more: The joint limit distribution of the partial sums $W^{(h)}(n)$ is $\binom{q+d-1}{d}$-variate normal with vanishing covariances, provided the variances converge:

$$
\lim _{n \rightarrow \infty} \sum_{I \in \mathscr{A}_{h}} \sigma_{I}^{2}=\sigma_{h}^{2}, h=1, \ldots,\left({ }_{(q+d-1}^{d}\right) .
$$

This follows directly from Th. 4.1.3 which implies that any linear combination of partial sums with coefficients $a_{1}, \ldots, a_{1}\left(l=\binom{q+d-1}{d}\right)$ has a normal $N\left(0, \sum_{1 \leq h \leq 1} a_{h}^{2} \sigma_{h}^{2}\right)$ limit distribution since $\sum_{1 \leq h \leq 1} a_{h} 1_{\mathcal{A}_{h}}(I)$ is of finite rank and $\operatorname{var}\left(\sum_{1 \leq h \leq 1} a_{h} W^{(h)}(n)\right)$ converges. Summarizing we have

Corollary 4.1.4. Let $W(n)$ be homogeneous sums in the Hoeffding decomposition satisfying the conditions of Th. 2.1.1. Let $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{\mathrm{q}}$ be partitions of the integers $\{1, \ldots, \mathrm{n}\}$ ( q fixed) and $\mathcal{A}_{1}, \ldots, \mathcal{A}_{1}$ the corresponding partition of the indices $\{\mathrm{I} \subset$ $\{1, \ldots, n\}:|I|=d\}$ with $1=\binom{q+d-1}{d}$ elements as described above. Define the partial sums

$$
\mathrm{W}^{(\mathrm{h})}(\mathrm{n})=\sum_{\mathrm{I} \in \mathcal{A}_{\mathrm{h}}} \mathrm{~W}_{\mathrm{I}} .
$$

Suppose that for coeificients $a_{1}, \ldots, a_{1}$ (not depending on $n$ ) the variance of the linear combination of partial sums converges,

$$
\lim _{n \rightarrow \infty} \operatorname{var}\left(\sum_{1 \leq h \leq 1} a_{h} W^{(h)}(n)\right)=\sigma^{2}
$$

then

$$
\sum_{1 \leq h \leq 1} a_{h} W^{(h)}(n) \xrightarrow{d} N\left(0, \sigma^{2}\right), n \rightarrow \infty .
$$

Moreover, if the variance of each partial sum converges,

$$
\lim _{\mathrm{n} \rightarrow \infty} \operatorname{var}\left(\mathrm{~W}^{(\mathrm{h})}(\mathrm{n})\right)=\sigma_{\mathrm{h}}^{2}, \quad \mathrm{~h}=1, \ldots,\binom{\mathrm{q}+\mathrm{d}-1}{d}
$$

then any linear combination converges in distribution:

$$
\sum_{1 \leq h \leq 1} a_{h} W^{(h)}(n) \xrightarrow{d} N\left(0, \sum_{1 \leq h \leq 1} a_{h}^{2} \sigma_{h}^{2}\right) \text { for } n \rightarrow \infty .
$$

Thus the simultaneous distribution of the 1 partial sums is 1 -variate normal with vanishing covariances.

### 4.2. Convergence to a Gaussian process

It is well known that on a finite measure space $(\mathbf{S}, \mathcal{B}, \mu)$ a Gaussian process $\xi$ with independent increments can be defined in the following way. Take for $\xi$ a process on a probability space $(\Omega, \mathcal{F}, \mathrm{P})$, indexed by elements $\mathrm{B} \in \mathcal{B}$, with finite dimensional distributions $\xi\left(\mathrm{B}_{1}\right), \ldots, \xi\left(\mathrm{B}_{\mathrm{q}}\right)$ that are q -variate normal with $\operatorname{cov}\left(\xi\left(\mathrm{B}_{\mathrm{g}}\right), \xi\left(\mathrm{B}_{\mathrm{h}}\right)\right)=$ $\mu\left(B_{g} \cap B_{h}\right)$. The existence of such a process follows from the Kolmogorov extension theorem. (In fact, $\{\xi(\mathrm{B}): \mathrm{B} \in \mathcal{B}\}$ is a collection random variables with prescribed consistent finite dimensional distributions.)

Define the stochastic integral with respect to $\xi$ for stepfunctions $t=b_{1} 1_{B_{1}}$ $+\ldots+\mathrm{b}_{\mathrm{q}} 1_{\mathrm{B}_{\mathrm{q}}}$, with $\mathrm{B}_{1}, \ldots, \mathrm{~B}_{\mathrm{q}}$ measurable and disjoint, by

$$
\int t d \xi=b_{1} \xi\left(B_{1}\right)+\ldots+b_{q} \xi\left(B_{q}\right) .
$$

Then

$$
\operatorname{var}\left(\int t d \xi\right)=b_{1}^{2} \mu\left(B_{1}\right)+\ldots+b_{q}^{2} \mu\left(B_{q}\right)=\int t^{2} d \mu
$$

Thus $\xi$ maps the linear set of stepfunctions isometrically into $L^{2}(\mathrm{P})$. Since the stepfunctions are dense in $L^{2}(\mu)$, this isometry has a unique extension to an isometry from $L^{2}(\mu)$ into $L^{2}(P)$.

The random variables $W_{I}$ are embedded in $S$ as real-valued random point masses at points $\mathrm{s}_{\mathrm{I}}, \mathrm{I} \subset\{1, \ldots, \mathrm{n}\}|\mathrm{I}|=\mathrm{d}$. Define the stochastic integral with respect to $\mathrm{W}(\mathrm{n})$ by

$$
\int \mathrm{fdW}(\mathrm{n})=\sum_{\mathrm{II} \mid=\mathrm{d}} \mathrm{f}\left(\mathrm{~s}_{\mathrm{I}}\right) \mathrm{W}_{\mathrm{I}} .
$$

Suppose $W(n)$ satisfies the conditions of Th. 2.1.1. In order that the stochastic integrals converge in distribution at least the variances should converge: Suppose that the discrete probability measures $\mu_{\mathrm{n}}$ defined by $\mu_{\mathrm{n}}\left(\left\{\mathrm{s}_{\mathrm{I}}\right\}\right)=\sigma_{\mathrm{I}}^{2}, \mathrm{I} \subset\{1, \ldots, \mathrm{n}\}|\mathrm{I}|=\mathrm{d}$, converge weakly to $\mu$. Then $\int f^{n^{n}} d \mu_{n} \rightarrow \int f^{2} d \mu$ if $f$ is $\mu$-a.e. continuous (see lemma 4.2.5). However, these restrictions are not sufficient to ensure $\int f d W(n) \xrightarrow{d} \int f d \xi, n \rightarrow \infty$, for $\mathrm{f} \mu$-a.e. continuous. This is shown in the following example.

Example. Consider the matrix $\left(\mathrm{a}_{\mathrm{ij}}\right)$, constructed in the example in Sect. 4.0. Notice that $\mathrm{n}=2^{\mathrm{m}}, \mathrm{m}=1,2, \ldots$ Put $\mathrm{W}_{\mathrm{ij}}=\binom{\mathrm{n}}{2}^{-1 / 2} \mathrm{a}_{\mathrm{ij}} \mathrm{X}_{\mathrm{i}} \mathrm{X}_{\mathrm{j}}$, with $\mathrm{X}_{\mathrm{i}}$ iid, $\mathrm{N}(0,1)$ for $1 \leq \mathrm{i}<\mathrm{j} \leq \mathrm{n}$. Now embed $\left(W_{i j}\right)$ in the point set $\left\{s_{k}=2 k / n(n-1): k=1, \ldots, n(n-1) / 2\right\} \subset[0,1]$. Any enumeration $k=1, \ldots, n(n-1) / 2$ of the set of indices $\{(i, j): 1 \leq i<j \leq n\}$ results in a discrete measure $\mu_{\mathrm{n}}\left(\left\{\mathrm{s}_{\mathrm{k}}\right\}\right)=\mathrm{E} \mathrm{W} \mathrm{W}_{\mathrm{ij}}^{2}=\left({ }_{2}^{\mathrm{n}}\right)^{-1}$ and $\mu_{\mathrm{n}} \rightarrow \lambda$ weakly, with $\lambda$ Lebesgue measure on $[0,1]$. Choose for each $n$ an enumeration, such that $\{\mathrm{i}, \mathrm{j}\}$ with $\mathrm{a}_{\mathrm{ij}}=1$ is mapped into $(1 / 2,1]$, and $\{\mathrm{i}, \mathrm{j}\}$ with $\mathrm{a}_{\mathrm{ij}}=-1$ into $[0,1 / 2]$. Then the stochastic integral

$$
\begin{array}{r}
\int\left(1_{(1 / 2,1]}-1_{[0,1 / 2]}\right) d W(n)=\left(\frac{n}{2}\right)^{-1 / 2} \sum_{1 \leq i<j \leq n} X_{i} X_{j} \\
=\left(\frac{n}{2(n-1)}\right)^{1 / 2}\left(\left(\frac{1}{\sqrt{n}} \sum_{1 \leq i \leq n} X_{i}\right)^{2}-\frac{1}{n} \sum_{1 \leq i \leq n} X_{i}^{2}\right)
\end{array}
$$

does not have a normal limit.

Recall that in the previous section we defined a transform $W^{\prime}(n)$ of $W(n)$ of the form $W^{\prime}(n)=\sum_{|I|=d} a_{I} W_{I}$. The integral $\int f d W(n)=\sum_{|I|=d} f\left(s_{I}\right) W_{I}$ is such a transform.

Given the embedding of the above example not all stepfunctions on $[0,1]$ result in transforms $W^{\prime}(n)$ with the family $\left(a_{I}\right)$ of finite rank. (The stepfunction $1_{(1 / 2,1]}{ }^{-1} 1_{[0,1 / 2]}$ corresponds with the family $a_{I}=a_{i j}$.)

We are looking for embeddings such that integrals of stepfunctions result in transforms of finite rank. To achieve this goal it is sufficient to embed $W_{I}$ in a d-fold product and to carry out the embedding 'coordinatewise': Let $S$ be a d-fold product $S=$ $M^{d}$, with $M$ a separable metric space and $m_{1}, \ldots, m_{n}$ a sequence in $M$. Put $s_{I}=$ $\left(m_{i_{1}}, \ldots, m_{i_{d}}\right)$ for $I=\left\{i_{1}, \ldots, i_{d}: i_{1}<\ldots<i_{d}\right\}$. Measurability in $M$ or $M^{d}$ is meant with respect to the Borel $\sigma$-algebra.

Remark. There is some arbitrariness in this embedding: A renumbering of the points $m_{i}$ results in a different embedding, since by another enumeration point masses $W_{I}$ can be moved to another one of the d ! points $\left(\mathrm{m}_{\mathrm{i}_{\mathrm{j}}}, \ldots, \mathrm{m}_{\mathrm{i}_{\mathrm{d}}}\right)$ with $\left\{\mathrm{i}_{1}, \ldots, \mathrm{i}_{\mathrm{d}}\right\}=\mathrm{I}$. Therefore, we shall only consider integrands $f$ on $M^{d}$ that are symmetric in their arguments: $\mathrm{f}\left(\mathrm{m}_{\mathrm{i}_{1}}, \ldots, \mathrm{~m}_{\mathrm{i}_{\mathrm{d}}}\right)=\mathrm{f}\left(\mathrm{m}_{\left.\mathrm{i}_{\sigma(1)}\right)}, \ldots, \mathrm{m}_{\mathrm{i}_{\sigma(\mathrm{d})}}\right)$ for any permutation $\sigma=(\sigma(1), \ldots, \sigma(\mathrm{d}))$ of $(1, \ldots, \mathrm{~d})$. Then it does not matter in which of the d ! points $\left(\mathrm{m}_{\mathrm{i}_{1}}, \ldots, \mathrm{~m}_{\mathrm{i}_{\mathrm{d}}}\right)$ the random mass $\mathrm{W}_{\mathrm{I}}$, $I=\left\{i_{1}, \ldots, i_{d}\right\}$ is placed.

Proceeding from the given embedding, we identify in the two following theorems a broad class of integrands $f$, for which the integrals $\int f d W(n)$ converge in distribution to the stochastic integral $\int \mathrm{fd} \xi$, with $\xi$ the Gaussian process given above. Loosely speaking, these functions should obey three requirements: 1) f is symmetric, 2) f can be approximated in $L^{2}(\mu)$ by stepfunctions, 3) $\int \mathrm{fd} \mu_{\mathrm{h}} \rightarrow \int \mathrm{f} \mathrm{d} \mu$ if $\mu_{\mathrm{h}} \rightarrow \mu$ weakly. The first requirement is obvious; the second one allows a very broad class: stepfunctions are dense in $L^{2}(\mu)$. The third requirement is a real restriction.

Theorem 4.2.1. Let $M$ be a separable metric space, $S=M^{d}$ and $\mu$ a probability measure on the Borel $\sigma$-algebra of $S$. Let $\xi$ be the Gaussian process with covariance measure $\mu$ given above. For each $n,\left(m_{i}\right)_{i=1,2, \ldots}$ is a sequence in $M$ and $s_{I}=$ $\left(m_{i_{1}}, \ldots, m_{i_{d}}\right) \in S$ for $I=\left\{i_{1}, \ldots, i_{d}: i_{1}<\ldots<i_{d}\right\}$. Let $W(n)$ be as in Th. 2.1.1, with $d$ as above. Suppose the probability measures $\mu_{n}$ defined by $\mu_{n}\left(s_{I}\right)=\sigma_{I}^{2}$ converge weakly to $\mu$. Then for h , bounded and symmetric and $\mu$-a.e. continuous, the stochastic integrals $\int h d W(n)=\sum_{|I|=d} h\left(s_{1}\right) W_{I}$ converge in distribution:

$$
\int \mathrm{hdW}(\mathrm{n}) \xrightarrow{\mathrm{d}} \int \mathrm{hd} \xi \text { for } \mathrm{n} \rightarrow \infty .
$$

Proof. The theorem follows immediately from Th. 4.2 .2 with $h_{n}=h$ for all $n$.
Theorem 4.2.2. Let $S, \mu, \xi, \mu_{h},\left\{s_{I}\right\}$ and $W(n)$ be as in Th. 4.2.1. Suppose that $h_{n}, h$ are symmetric, uniformly bounded, measurable functions and suppose that $h_{n} \rightarrow$ $h$ in the following sense:

$$
\mu\left\{s \in S:\left|h_{n}\left(s_{n}\right)-h(s)\right|>\delta \text { for some } \delta>0 \text { and some sequence } s_{n} \rightarrow s\right\}=0
$$

Then the stochastic integrals converge in distribution:

$$
\int h_{n} d W(n) \xrightarrow{d} \int h d \xi \text { for } n \rightarrow \infty .
$$

Proof. Let T be the set of symmetric stepfunctions that are $\mu$-a.e. continuous and that are defined on measurable rectangles, i.e. $t \in T$ can be written $t=b_{1} 1_{B_{1}}+\ldots+b_{q} 1_{B_{q}}$ with $\mathrm{B}_{1}, \ldots, \mathrm{~B}_{\mathrm{q}}$ disjoint and $\mathrm{B}_{\mathrm{g}}=\mathrm{B}_{\mathrm{g}}^{(1)} \times \ldots \times \mathrm{B}_{\mathrm{g}}^{(\mathrm{d})}, \mathrm{B}_{\mathrm{g}}^{(\mathrm{e})} \subset \mathrm{M}$ measurable and $\mu\left(\partial\left(\mathrm{B}_{\mathrm{g}}\right)\right) \stackrel{\mathrm{B}_{\mathrm{q}}}{=}$
$0, g=1, \ldots, q$, with $\partial(A)$ the boundary of the set $A$. The proof rests on three lemmas, which will be proved below.

Lemma 4.2.3. For $t \in T$ we have

$$
\int \mathrm{tdW}(\mathrm{n}) \xrightarrow{\mathrm{d}} \int \mathrm{td} \xi, \quad \mathrm{n} \rightarrow \infty .
$$

Let $L_{*}^{2}(\mu)$ be the set of symmetric functions in $K^{2}(\tilde{\mu})$.

Lemma 4.2.4. $T$ is dense in $L_{*}^{2}(\mu)$.

Lemma 4.2.5. Let $h_{h}$, $h$ be as in Th. 4.2.2 then

$$
\int h_{n}^{2} d \mu_{h} \rightarrow \int h^{2} d \mu \quad n \rightarrow \infty
$$

We apply these in the following way. By Lemma 4.2 .4 we can find for given $\varepsilon>0$ some $t \in T$ such that $\int(h-t)^{2} d \mu<\varepsilon$. Since $t$ is $\mu$-a.e. continuous we have by Lemma 4.2.5, $\int\left(h_{n}-t\right)^{2} d \mu_{n} \rightarrow \int(h-t)^{2} d \mu$. Choose $\eta_{0}$ such that for $n>\eta_{0}$ we have $\int\left(h_{n}-t\right)^{2} d \mu_{h}<2 \varepsilon$. Then

$$
\begin{aligned}
& \int h d \xi=\int t d \xi+\int(h-t) d \xi \\
& \int h_{n} d W(n)=\int t d W(n)+\int\left(h_{n}-t\right) d W(n)
\end{aligned}
$$

Since both $\operatorname{var}\left(\int(h-t) d \xi\right)$ and $\operatorname{var}\left(\int\left(h_{n}-t\right) d W(n)\right)$ are small, the theorem follows by Lemma 4.2.3.

Proof of Lemma 4.2.3. Consider $\mathrm{t} \in \mathrm{T}$,

$$
\mathrm{t}=\mathrm{b}_{1} 1_{\mathrm{B}_{1}}+\ldots+\mathrm{b}_{\mathrm{q}} 1_{\mathrm{B}_{\mathrm{q}}} \text { with } \mathrm{B}_{1}, \ldots, \mathrm{~B}_{\mathrm{q}} \text { disjoint and } \mathrm{B}_{\mathrm{g}}=\mathrm{B}_{\mathrm{g}}^{(1)} \times \ldots \times \mathrm{B}_{\mathrm{g}}^{(\mathrm{d})}
$$

with $\mathrm{B}_{\mathrm{g}}^{(\mathrm{e})}$ Borel sets in M . The sets $\mathrm{B}_{\mathrm{g}}^{(\mathrm{e})}, 1 \leq \mathrm{g} \leq \mathrm{q}, 1 \leq \mathrm{e} \leq \mathrm{d}$, induce a partition $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{\mathrm{r}}$ of M . Define the symmetric sets $\mathcal{A}_{\mathrm{h}}=\bigcup_{\sigma} \mathrm{A}_{\mathrm{i}_{\sigma(1)}} \times \ldots \times \mathrm{A}_{\mathrm{i}_{\sigma(\mathrm{d})}}$ with $\sigma=$ $(\sigma(1), \ldots, \sigma(d))$ running through all permutations of $(1, \ldots, d)$, and $h=1, \ldots, l=\binom{r+d-1}{d}$ an enumeration of the d-tuples $\left\{\left(i_{1}, \ldots, i_{d}\right): 1 \leq i_{1} \leq \ldots \leq i_{d} \leq r\right\}$. Since $t$ is symmetric in its arguments, it can be rewritten:

$$
t=\sum_{1 \leq h \leq 1} a_{h} 1_{\mathcal{A}_{h}}
$$

Clearly, the partition $\mathcal{A}_{1}, \ldots, \mathcal{A}_{1}$ induces a partition on the grid $\left\{\mathrm{m}_{1}, \ldots, \mathrm{~m}_{\mathrm{n}}\right\}^{\mathrm{d}}$ and thus on $\{1, \ldots, \mathrm{n}\}^{\mathrm{d}}$ and thus on the indices $\{\mathrm{I} \subset\{1, \ldots, \mathrm{n}\}: \mid \mathrm{II}=\mathrm{d}\}$ : the partition of Corollary 4.1.4. Thus Corollary 4.1 .4 (first part) can be applied to

$$
\int t d W(n)=\sum_{1 \leq h \leq 1} a_{h} W^{(h)}(n) \text {, with } W^{(h)}(n)=\sum_{I, s_{I} \in \mathcal{A}_{h}} W_{I}
$$

provided the variance of $\int t \mathrm{dW}(\mathrm{n})$ converges. This convergence follows, since t is $\mu$ a.e. continuous by definition. Hence, by Lemma 4.2.5, we have $\int \mathrm{t}^{2} \mathrm{~d} \mu_{\mathrm{h}} \rightarrow \int \mathrm{t}^{2} \mathrm{~d} \mu$. This proves the lemna.

Proof of Lemma 4.2.4. Symmetric stepfunctions are dense in $\mathrm{L}_{*}^{2}(\mu)$, since the set $\{\mathrm{a} \leq \mathrm{f}$ $<b\}$ is symmetric if $f$ is symmetric; hence $f$ can be approximated by linear combination of symmetric indicator functions. Let $B$ be a symmetric Borel set in $S=M^{d}$. Since $S$ is a metric space, $\mu$ is regular; that, is for any $\varepsilon>0$ there is an open set $O$ and a closed set $F$ such that $F \subset B \subset O$ and $\mu(O \backslash F)<\varepsilon$. The topology on $S$ is generated by open rectangles $\mathrm{O}^{(1)} \times \ldots \times \mathrm{O}^{(\mathrm{d})}, \mathrm{O}^{(\mathrm{e})}$ open in M for $\mathrm{e}=1, \ldots$, d. Cover B by open $\varepsilon$-rectangles $\mathrm{O}_{\varepsilon}(\mathrm{s})=\mathrm{O}_{\varepsilon}\left(\mathrm{m}^{(1)}\right) \times \ldots \times \mathrm{O}_{\varepsilon}\left(\mathrm{m}^{(\mathrm{d})}\right)$ around any $\mathrm{s} \in \mathrm{B}$, with $\mathrm{s}=\left(\mathrm{m}^{(1)}, \ldots, \mathrm{m}^{(\mathrm{d})}\right)$ and $\mathrm{O}_{\varepsilon}\left(\mathrm{m}^{(\mathrm{e})}\right)$ the $\varepsilon$-ball around $\mathrm{m}^{(\mathrm{e})}$. It is possible to choose for any given s an $\varepsilon$ such that for any permutation $\sigma$ of $1, \ldots, \mathrm{~d}$ we have
a) $\mathrm{O}_{\varepsilon}\left(\mathrm{m}^{(\sigma(1))}\right) \times \ldots \times \mathrm{O}_{\varepsilon}\left(\mathrm{m}^{(\sigma(\mathrm{d}))}\right) \subset \mathrm{O}$,
b) $\mu\left(\partial\left(\mathrm{O}_{\varepsilon}\left(\mathrm{m}^{(\sigma(1))}\right) \times \ldots \times \mathrm{O}_{\varepsilon}\left(\mathrm{m}^{(\sigma(\mathrm{d}))}\right)\right)\right)=0$,
where a) is obvious. For b) notice that $\partial\left(\mathrm{O}_{\varepsilon}(\mathrm{s})\right) \cap \partial\left(\mathrm{O}_{\varepsilon^{\prime}}(\mathrm{s})=\varnothing\right.$ if $\varepsilon \neq \varepsilon^{\prime}$ and that only countably many disjoint sets can carry mass $>0$. Hence it is possible to choose $\varepsilon>0$ for given $s$ such that $a$ ) and $b$ ) are satisfied. The product space $S$ is separable, since $M$ is separable. Thus the open cover $\cup \cup_{\varepsilon \in B} \mathrm{O}_{\boldsymbol{\varepsilon}}(\mathrm{s})$ has a countable subcover and O can be approximated by finitely many symmetrized open rectangles such that

$$
\left.\left.\mu\left(\underset{k \leq k_{0}}{ } \mathrm{O}_{\varepsilon_{k}}\left(\mathrm{~s}_{\mathrm{k}}\right)\right)\right)=\mu\left(\mathrm{O} \underset{\mathrm{k} \leq \mathrm{k}_{0}}{\cup}\left(\mathrm{O}_{\varepsilon_{k}}\left(\mathrm{~s}_{\mathrm{k}}\right) \cup \partial\left(\mathrm{O}_{\varepsilon_{k}}\left(\mathrm{~s}_{\mathrm{k}}\right)\right)\right)\right)\right)<\varepsilon .
$$

Hence B can be approximated by symmetrized open rectangles without mass on the boundary. This proves Lemma 4.2.4.

Lemma 4.2.5 is Th. 5.5 in Billingsley (1968).

### 4.3. The dimension of a multilinear form

Consider a triangular scheme of rowwise independent random variables $\left(Y_{i n}\right)_{i \in A}$, with A a countable set which may depend on $n$. For each $n$ the random variables $\left(Y_{i n}\right)_{i \in A}$ are independent. We assume $E Y_{i n}=0$ and $\sum_{i \in A} E Y_{i n}^{2}=1$.
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$$
\text { If } \sum_{i \in A} Y_{i n} \xrightarrow{d} N(0,1) \text { for } n \rightarrow \infty \text {, then also } \sum_{i \in A} a_{i n} Y_{i n} \xrightarrow{d} N(0,1) \text {, with }\left(a_{i n}\right)_{i \in A}
$$

a family of real coefficients with $\left|a_{i n}\right|=1$. This can be seen from the condition below, which is equivalent to asymptotic normality of the rowsums in the triangular scheme

$$
\sum_{i \in A} \int_{|x|>\varepsilon}^{\int|x| \mid} P\left\{Y_{i n} \leq x\right\}-P\left\{Y_{i n}^{\prime} \leq x\right\} \mid d x \rightarrow 0, n \rightarrow \infty,
$$

with $\mathrm{Y}_{\text {in }}^{\prime}$ normal $\mathrm{N}\left(0, \mathrm{E} \mathrm{Y}_{\text {in }}^{2}\right.$ ) distributed (see Shiryayev (1984: 326)). The above criterion is invariant under sign changes. If the assumption of independence is dropped, then, in general, a central limit theorem is not invariant under sign changes. E.g. take as $\left(\mathrm{Y}_{\mathrm{in}}\right)$ the d-homogeneous components in the Hoeffding decomposition $\left(\mathrm{W}_{\mathrm{I}}\right)$, with their sum $\mathrm{W}(\mathrm{n})$ satisfying the conditions of Th . 2.1.1. Then the transform

$$
\mathrm{W}^{\prime}(\mathrm{n})=\sum_{\mid \mathrm{II}=\mathrm{d}} \mathrm{a}_{\mathrm{I}} \mathrm{~W}_{\mathrm{I}}
$$

in general does not have a normal limit as can be seen from the example in the introduction of this chapter. However, we can take as a starting point the property that asymptotic normality is invariant under sign changes. It will be shown that homogeneous sums in the Hoeffding decomposition satisfying this property behave in some respects as sums of independent random variables. This leads to the following definition.

Definition 4.3.1. Let $\left(W_{I}\right)_{I I I=d}$ be components in the Hoeffding decomposition with sum $W(n)$, var $W(n))=1$ and $W(n) \xrightarrow{d} N(0,1), n \rightarrow \infty$. The family $\left(W_{I}\right)_{I I I=d}$ is pseudo independent if

$$
\mathrm{W}^{\prime}(\mathrm{n})=\sum_{\| \mathrm{II}=\mathrm{d}} \mathrm{a}_{\mathrm{I}} \mathrm{~W}_{\mathrm{I}} \xrightarrow{\mathrm{~d}} \mathrm{~N}(0,1), \mathrm{n} \rightarrow \infty
$$

for any family of real coefficients $\left(a_{I}\right)_{I I I=d}$ with $\left|a_{I}\right|=1$.

For pseudo-independent d-homogeneous components Th. 4.2.1 holds with S a separable metric space irrespective of the value of d. Since all arguments concerning the embedding itself are identical to those in the proof of Th. 4.2.1, we give a schematic proof of this embedding (Th. 4.3.3). We start with the analogue of Th. 4.1.3 for pseudo-independent components.

Proposition 4.3.2. Let the pseudo-independent components $\left(W_{I}\right)_{I I I=d}$ satisfy the conditions a) and b) of Th. 2.1.1. If $W(n) \xrightarrow{d} N(0,1), n \rightarrow \infty$, then $W^{\prime}(n)=$ $\sum_{I I I=d} a_{I} W_{I}$ satisfies the conditions of Th. 2.1.1 for any family $\left(a_{I}\right)_{\mid I I}=d$ with $\left|a_{I}\right|=1$.

Proof. This follows from the definition of pseudo independent and from Th. 3.2.5.

This leads to the following corollary of Th. 4.2.1.

Theorem 4.3.3. Let the pseudo independent components $\left(\mathrm{W}_{\mathrm{I}}\right)_{\mid I I=d}$ with their sum satisfying the conditions af Th. 2.1.1 be embedded in a separable metric space M at points $m_{I}$ such that the probability measures $\mu_{n}$ defined by $\mu_{n}\left(\left\{m_{I}\right\}\right)=\sigma_{I}^{2}$ converge weakly to a probability measure $\mu$ on M . Let $\xi$ be a Gaussian process with covariance measure $\mu$. Then, for any bounded and $\mu$-a.e. continuous function $h$ the stochastic integrals $\int h \mathrm{dW}(\mathrm{n})=\sum_{|I|=\mathrm{d}} \mathrm{h}\left(\mathrm{m}_{\mathrm{I}}\right) \mathrm{W}_{\mathrm{I}}$ converge in distribution:

$$
\int \mathrm{hdW}(\mathrm{n}) \xrightarrow{\mathrm{d}} \mathrm{III=d} \mathrm{\int hd} \mathrm{\xi}, \mathrm{n} \rightarrow \infty .
$$

Proof. The key observation is the following consequence of Prop. 4.3.2: For any subset $\mathcal{A} \subset\{\mathrm{I} \subset\{1, \ldots, \mathrm{n}\}:|\mathrm{I}|=\mathrm{d}\}$ we have $\sum \mathrm{W}_{\mathrm{I}} \xrightarrow{\mathrm{d}} \mathrm{N}\left(0, \sigma^{2}\right), \mathrm{n} \rightarrow \infty$, provided the mass converges:

$$
\sum_{\mathrm{I} \in \mathcal{A}} \sigma_{\mathrm{I}}^{2} \rightarrow \sigma^{2}, \mathrm{n} \rightarrow \infty, 0<\sigma^{2}<\infty .
$$

This follows since

$$
\sum_{\mathrm{I} \in \mathcal{A}} \mathrm{~W}_{\mathrm{I}}=1 / 2\left(\sum_{|I|=\mathrm{d}} \mathrm{~b}_{\mathrm{I}} \mathrm{~W}_{\mathrm{I}}+\sum_{|\mathrm{II}|=\mathrm{d}} \mathrm{~W}_{\mathrm{I}}\right),
$$

with $\mathrm{b}_{\mathrm{I}}=21_{\mathcal{A}}-1 \in\{0,1\}$; the result follows by Th. 4.1.1.
Notice that T defined in the proof of Th. 4.2.2 (the set of symmetric stepfunctions on measurable rectangles without mass on the boundary) in the present case (without explicit product structure ) is just the set of $\mu$-a.e. continuous stepfunctions. And for any $t \in T$ we have $\int t d W(n) \rightarrow \int t d \xi, n \rightarrow \infty$, by the above observation and by $T h$. 4.1.1. This replaces Lemma 4.2.3. Now the theorem follows in exactly the same way as Th. 4.2.2. This completes the proof.

In Ch. 3 several sufficient conditions are given that ensure asymptotic normality for clean random variables. Most of these conditions are more restrictive than the conditions of Th. 2.1.1. In fact, in Prop. 4.3.4 below it is shown that some of these conditions imply pseudo independence.

Proposition 4.3.4. The components in the Hoeffding decomposition $\left(W_{I}\right)_{I I I=d}$ satisfying the conditions a) and b) of Th. 2.1.1 are pseudo independent if any one of the following conditions holds:

1) $\sum_{B \in( }\left|E W_{I} W_{J} W_{K} W_{L}\right| \rightarrow 0$ for $n \rightarrow \infty, 1 \leq e \leq d-1$,
$\mathfrak{R}(\mathrm{e}, 0)$
2) $\sum_{\mathcal{P}(\mathrm{e}, 0)} \sigma_{\mathrm{I}} \sigma_{\mathrm{J}} \sigma_{\mathrm{K}} \sigma_{\mathrm{L}} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty, 1 \leq \mathrm{e} \leq \mathrm{d}-1$,
3) $\mu^{*} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$, with $\mu^{*}$ the maximal singular value of the family $\left(\sigma_{\mathrm{I}}\right)_{|I|=d}$,
4) $\max \sum_{I} \sigma_{I} \rightarrow 0$ for $n \rightarrow \infty$, i I ${ }^{\text {i }}$
5) $\underset{\mathrm{A} \subset\{1, \ldots, \mathrm{n}\}, 1 \leq|\mathrm{A}|<\mathrm{d}}{\max } \sum_{\mathrm{I} \supset \mathrm{A}} \sigma_{\mathrm{I}} \sum_{\mathrm{J} \supset \mathrm{I} \backslash \mathrm{A}} \sigma_{\mathrm{J}} \rightarrow 0$ for $\mathrm{n} \rightarrow \infty$.

Proof. All conditions are invariant under sign changes of $\left(\mathrm{W}_{\mathrm{I}}\right)$. Condition 1) implies $\mathrm{S}_{0} \rightarrow 0$ and thus $\mathrm{S} \rightarrow 0$ (Corollary 3.1.4) and hence $\mathrm{W}(\mathrm{n})$ has a normal limit distribution by Prop. 2.3.4. Further we have
$4) \stackrel{(1)}{\Rightarrow} 5) \stackrel{(2)}{\Rightarrow} 2) \stackrel{(3)}{\Rightarrow} 1)$ and 3$) \stackrel{(4)}{\Rightarrow} 2$ ).
(1) follows since $\sum_{\mathrm{J} \supset \mathrm{I} \backslash \mathrm{A}} \sigma_{\mathrm{J}} \leq \max _{\mathrm{i}} \sum_{\mathrm{I} \ni \mathrm{i}} \sigma_{\mathrm{I}}$.
(2) is shown in the proof of Th. 3.1.5.
(3) follows by Prop. 3.2.4.
(4) follows by Prop 3.2.1.

This finishes the proof.
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