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Vacillation and predictability properties of low-order atmospheric spectral models

H.E. de Swart
PREFACE

The atmospheric circulation, which possesses a finite range of predictability, seems to show vacillation behaviour: it irregularly fluctuates between three different weather regimes. In this tract a contribution is made to a better understanding of the vacillation and predictability properties of the atmosphere. This is done by considering three spectral models of the barotropic potential vorticity equation, which consists of three, six and ten components, respectively. These models are analysed by mathematical methods originating from the theory of dynamical systems. Furthermore, attention is given to the problem of how to model the effect of small-scale turbulent motions on the dynamics of the long atmospheric waves.
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I. Introduction and summary

I.1. Variability of the Planetary Waves
The weather has a significant influence on daily life. Consequently, there is
great public interest in understanding the atmospheric circulation and in
weather forecasts. Although the qualitative dynamics of the circulation are
nowadays rather well understood, forecasting has remained a difficult task. So
far only short-range forecasts (up to a few days) are successful in the sense
that they are distributed for public purposes. Nevertheless, it is well-known
that occasionally substantial differences between predicted and actual flow
states occur. These differences become worse when forecasts are extended to
the medium and long range (weeks to months). This problem has been studied
systematically by comparing output of numerical models with observed circula-
tion patterns (Hollingsworth et al., 1980). It appears that each scale of
motion has its own time scale of error growth. For example, the characteristic
error-doubling time for large-scale phenomena ($\delta(10^6 m)$) is of the order of a
few days. Principal causes for this error growth were previously sought in an
inaccurate specification of the initial state and in limitations of the model to
incorporate correctly certain physical processes and boundary conditions.
However, nowadays it is known that there is a limit to the predictability of the
atmospheric circulation which cannot be enlarged by more and better observa-
tions. In order to obtain a more clear comprehension of this fundamental pro-
property we briefly describe the dynamics of the circulation.

Basically, the driving mechanism is the inhomogeneous radiation input from
the sun, which causes a heat surplus in the tropical areas and a heat deficit
near the poles. As can be seen from figure 1.1 these differences create a meri-
dional temperature gradient in the midlatitudes. It is remarkable that this gra-
dient is not present in the tropics, indicating that we have to distinguish
between the dynamics in both areas. This supposition is also supported by the
Figure 1.1 Mean temperature distribution, averaged around latitude circles, for January. Heavier lines show approximate mean tropopauses. From Palmén and Newton (1969).

different heights of the tropopause separating the troposphere (where vertical temperature gradients are negative) from the stratosphere (where vertical temperature gradients are positive). The difference in dynamics is to a considerable extent due to the fact that the Coriolis force (induced by the rotation of the earth) acting on a moving fluid is of minor importance in the tropics because of the earth's curvature. In low latitudes a direct convective circulation occurs: warm air is ascending near the equator, it cools and spreads out. After descending near the 30° latitudes it flows back to the equator. In midlatitudes the meridional temperature gradient gives rise to slopes of the pressure levels which would force the air to move polewards. However, globally a balance is established between the pressure gradient force and the Coriolis force, resulting in quasi-horizontally westerly winds. This so-called geostrophic balance applies to the flow outside the frictional boundary layer which is situated near the earth's surface.

From a daily weather-map it can immediately be seen that this flow is not zonally symmetric. It has a wave-like structure in which several length scales are present. In the first place we have the planetary waves with a typical length scale of 10000 km. These semi-permanent structures are forced by the thermal differences between land and ocean and the large-scale topographic variations, called the orography. In particular the Himalaya and the Rocky Mountains are important for the excitation of ultra-long waves. It appears that this planetary-scale flow is unstable: initially small perturbations may increase their amplitudes, thereby withdrawing energy from the basic flow. These disturbances, called transient eddies, appear on the weather-map as high- and low-pressure cells and are responsible for what we experience as 'weather'. They have a typical length scale of 1000 km and their life (a few days) is much shorter than that of the planetary waves (order of weeks). Place and time of the occurrence of new eddies are in general unpredictable.

Model studies have demonstrated that the geographical distribution of the planetary waves largely determines the development of and the tracks followed
by the transient eddies (Frederiksen, 1983). There is also an opposite effect, as argued by Opsteegh and Vernekar (1982) and Hoskins et al. (1983), i.e., transient eddies are capable of forcing and altering the planetary waves. The consequences for the predictability of the atmospheric circulation were systematically studied by Lorenz (1969a,b). In these studies equations are derived describing the evolution of the distribution of errors over different scales of atmospheric motion. These error equations are integrated using the observed spectral distribution of kinetic energy. It appears that, due to nonlinear interactions, arbitrarily introduced errors are transferred to all scales of motion. Furthermore, error doubling times decrease linearly when scales of motion with decreasing length scales are considered. This leads to the conclusion that the atmosphere possesses an intrinsic finite range of predictability of about two weeks.

Obviously, it is not possible to predict the actual flow state of the atmosphere over a large time interval with a sufficiently large probability. Therefore, it becomes worthwhile to distinguish between weather regimes, which are clusters of states representing nearly the same flow pattern. This was for instance done by Baur et al. (1944). They published a catalogue of large-scale atmospheric circulation patterns over Central Europe, which they called Grosswetterlagen. Later on Hess and Brezowsky (1969) classified these weather types into three categories: a zonal (high-index) regime with strong westerlies and small wave amplitudes, a meridional (low-index) regime with large waves embedded in a weak zonal flow and an intermediate regime of transitional type. Typical flow configurations for these regimes are shown in figure 1.2. The situation in figure 1.2c is that of a persistent anticyclone over Middle Europe, which blocks the standard passage of depressions. The dynamics of these blockings have been the subject of many recent studies, see the review in Benzi et al. (1986a). The concept of Grosswetterlagen has only regional significance. Examples of high- and low-index situations for the global atmospheric flow are discussed in Palmén and Newton (1969), Dole (1986) and Reinhold (1987). Although the terminology weather regimes is clear from an intuitive point of view, their existence has never been convincingly demonstrated by a systematic data analysis; only recently some indications have been found (Benzi et al. 1986b).

Once we have accepted the presence of weather regimes, the atmospheric circulation can be considered as a system which shows vacillation behaviour: it irregularly fluctuates between different preferent states. This index cycle, known to meteorologists for a long time (Namias, 1950), is caused by the interactions between the quasi-stationary planetary waves and the transient synoptic-scale eddies. Within the framework of long-term weather forecasting it is important to obtain a better understanding of the dynamics responsible for this vacillatory behaviour. In this tract a contribution is made in understanding the dynamics of weather regimes by analysing the dynamical properties of highly simplified atmospheric models.
1.2. THE USE OF SPECTRAL MODELS

In order to study the variability of the atmosphere, one has in principle to consider the full equations of motion. This problem is too complicated to deal with analytically. However, Wallace and Blackman (1983) showed that the variability is mainly concentrated in the low-frequency part of the atmospheric waves (time scales of at least a few days, horizontal length scales of the order 1000 km and more). It is demonstrated in section II.1 that for these scales the equations of motion reduce to one nonlinear partial differential equation. It describes the evolution of a fundamental quantity called the quasi-geostrophic potential vorticity. Furthermore, all state variables governing the motion (velocities, temperature, pressure, density, potential vorticity) can be expressed in terms of a streamfunction. We have taken the simplest, barotropic version where we assume that the fluid has no vertical structure: it actually behaves as one layer. Some motivation for doing this follows from the observations that
the quasi-stationary atmospheric waves have a pronounced equivalent barotropic structure (Blackman et al., 1979; Dole and Gordon, 1983; Branstator, 1987).

The resulting barotropic potential vorticity equation is still difficult to handle, mainly because of its nonlinear structure. It can be studied in two different ways. A conventional method is finite difference approach. In this case the equation is considered on a grid, derivatives are replaced by finite differences and the resulting system is solved numerically. Another method is the spectral approach where explicit use is made of the boundary conditions to the potential vorticity equation. Here the streamfunction, as well as other variables depending on the spatial coordinates (topography, external forcing), are expanded in eigenfunctions of the Laplace operator. Each eigenfunction satisfies the boundary conditions and is orthonormalized with respect to the domain average. Substitution of these expansions in the potential vorticity equation yields an infinite number of coupled nonlinear ordinary differential equations, called a spectral model. It describes the time evolution of the modal amplitudes. Since in practice it is not possible to consider the dynamics in an infinite dimensional phase space, the expansions are truncated at a finite number (say $N$) of terms. Projecting the partial differential equation onto the resolved modes, which is called a Galerkin projection, we obtain a finite-dimensional dynamical system of the type

$$\dot{x} = f(x) + F(t) \quad \text{in} \quad \mathbb{R}^N. \quad (1.1)$$

Here a dot denotes differentiation with respect to time, $x = (x_1, x_2, \ldots, x_N)$ represents the resolved modal amplitudes and $f(x)$ is an $N$-dimensional vectorfield depending on $x$ and on parameters $\mu = (\mu_1, \mu_2, \ldots, \mu_m)$. Furthermore the $N$ components of vector $F(t)$ are forcing terms which describe the effect of the neglected modes on the dynamics of the resolved modes and $\mathbb{R}^N$ is the $N$-dimensional phase space. We also note that the original barotropic potential vorticity equation with boundary conditions is an approximation to the dynamics of the circulation. Thus, the forcing terms also account for the effect of physical processes not incorporated in the model. In that case the $F(t)$ are defined by the condition that the projection of the actual atmospheric circulation onto the $N$ resolved modes is described by the solutions of (1.1). From a mathematical point of view spectral models can in principle be analysed with techniques originating from the theory of dynamical systems, which are discussed in Guckenheimer and Holmes (1983) and Thompson and Stewart (1986). As we wish to study the dynamics of the quasi-geostrophic atmospheric circulation in a systematic way, we adapt the spectral approach in this tract. Its application to the barotropic potential vorticity equation is discussed in section II.2.

In practice Eqs. (1.1) are often considered with the $F(t)$ a priori put equal to zero. Then, truncation has a similar effect as the introduction of finite differences in the sense that the small scales are removed. This is done because it this follows from observations that generally most energy is contained in only a few modes (the long waves). We argue that this may be due to an
intrinsic property of quasi-geostrophic turbulent flow: there is an energy cascade from the small scales to the larger scales (Tennekes, 1985; Pedlosky, 1987). In a paper by Constantin et al. (1985) the truncation problem for the Navier Stokes equations is studied from a formal point of view. They found that for large times a finite mode expansion could be selected such that qualitative agreement is obtained with the exact solution in the sense that they have equivalent stability and attractor properties. Furthermore they showed that

\[ N_s \gtrsim (kl_D)^{-d} \]  

(1.2)
is a sufficient condition for the truncation number in order to obtain such qualitative agreement. Here \( k^{-1} \) is a typical length scale of the flow, \( L_D \) is a dissipation length scale and \( d \) the dimension of the flow. Generally \( N_s \) will be a large number, \((\Theta(10^6)\) for quasi-geostrophic motion) but we remark that (1.2) is not a necessary condition. The numerical results of Franceschini et al. (1984) for a truncated spectral model of the Navier-Stokes equations in two dimensions indicate a stabilization of qualitative behaviour at \( N \sim 100 \). Although it is not yet clear whether these results are applicable to the quasi-geostrophic potential vorticity equation, they at least demonstrate that truncated spectral models can be useful. In principle we would like to investigate the dynamical properties of such models. We are particularly interested in the asymptotic solutions of (1.1) (in the limit \( t \to \infty \)) with \( F(i) = 0 \), in dependence of parameter values and initial conditions which are realistic for the atmosphere. However, we remark that it is not possible to carry out such an analysis systematically since the systems have a complicated dynamics due to the large number of nonlinear terms in the equations.

Therefore, as a first step, it becomes worthwhile to consider low-order spectral models, in which only a few modes are retained, and study in what sense they reflect features like transitions between weather regimes and a finitely predictable motion. An important advantage is that their properties can be analysed completely, whereas from the results indications may be found how to consider more complicated models as well as real data. It follows from (1.2) that the truncation resulting in deterministic low-order spectral models cannot be physically motivated. Nevertheless, we emphasize once more that their analysis may increase our understanding of the atmospheric dynamics.

The structure of the vectorfields studied in this tract is such that small volume elements always shrink and that solutions are bounded. Consequently, for \( t \to \infty \) trajectories tend to sets of limit points with zero volume in phase space. These may include regular sets, such as stationary points (corresponding to equilibrium patterns), limit cycles (oscillating flow), invariant tori (quasi-periodically oscillating flow), as well as irregular sets which are strange attractors (chaotic flow). As discussed in section II.2 these sets of limit points are determined from a (numerical) bifurcation analysis of the spectral models. Since there are many free parameters in the problem it is necessary to use physical arguments in order to uncover their essential features. The spectral model mimics a typical characteristic of the atmospheric circulation if trajectories irregularly vacillate between different preferent regions in phase space.
Therefore, we are particularly interested in the occurrence of multiple unstable regular solutions and strange attractors. We expect trajectories to follow a strange attractor and to visit alternately regions in phase space close to the regular solutions. If on the other hand the system tends to a regular set of limit points, the truncation is apparently too severe. Thus more modes should be included in the spectral expansions in order to obtain a better representation of the atmospheric dynamics. Another possibility is to take account for the effect of small-scale eddies on the long waves. This can be done by adding specific forcing terms to the equations which provide for the occurrence of vacillation.

I.3 Review of subsequent chapters
We now discuss some previously obtained results. The fact that Galerkin projection techniques resulting in the system (1.1) can be applied to partial differential equations, collect a spectral model. It describes the dynamics of large-scale atmospheric flow was first realized by SILBERMAN (1954). Later on a number of other spectral models have been developed, see the review in DE SWART (1988). It appears that already extremely low-order deterministic spectral models show qualitative features of the atmospheric circulation. In section II.3 a three-component model, first derived by CHARNEY and DeVORE (1979), is discussed. This has either one or three equilibria, depending on the choice of parameter values. The streamfunction distributions associated with the three equilibria resemble the circulation patterns shown in figure 1.2. Based on this agreement CHARNEY and DeVORE (1979) suggest that equilibria of spectral models may indicate large-scale preferent states of the atmospheric circulation. The presence of multiple equilibria is due to a physical mechanism called topographic instability. However, no finite predictably flow and no vacillation behaviour is obtained: the asymptotic states are always stationary. A higher-order model, consisting of six components, is studied in CHARNEY and DeVORE (1979) and YODEN (1985). The asymptotic behaviour is more complicated: apart from stationary points, periodic and chaotic orbits are found. However, no index cycles occur: solutions remain in a specific regime forever. So far the 25-component model of LEGRAS and GHIL (1985) is the only low-order quasi-geostrophic barotropic spectral model which allows for internally generated transitions between different preferent regimes.

A different way to simulate an index cycle was proposed by EGGER (1981). He added stochastic perturbations of the white-noise type to the spectral equations of the three component model. They are intended to represent the influence of the neglected modes on those retained in the model. The noise forces this system to visit alternately the attraction domains of the two stable equilibria. However, no justification is given for the choice of white noise forcing. LINDENBERG and WEST (1984) and recently KOTTALAM et al. (1987) have derived explicit expressions for the forcing terms in spectral models of the barotropic potential vorticity equation. They show that Eqs. (1.1) are formally a system of stochastic differential equations but the characteristics of the $F(t)$ are difficult to model. Generally, the random terms appear to be
nonstationary, nonMarkovian and nonGaussian and their intensities depend in a complicated way on the state of the system. Moreover, the $F(t)$ also contain dissipative terms which balance the rapid fluctuations. With these results in mind we formulate the following questions with respect to low-order spectral models of the barotropic potential vorticity equation:

- Which physical mechanisms are responsible for the occurrence of chaos and vacillation?
- How many modes are at least required in the spectral expansions to result in a 'minimum-order' model allowing for chaos and vacillation?
- Given this minimum-order model, what can we learn from it about qualitative and quantitative aspects of the predictability of the circulation?
- Which parametrization scheme should be chosen for the forcing terms $F(t)$ in Eqs. (1.1) in order to let this model represent a dynamics comparable to that of the circulation (a closure problem)?

In chapter III we consider the six-component model originally derived by Charney and DeVore (1979). Although it has been the subject of several studies (cf. Yoden, 1985) many of its properties are unknown. Apart from topographic instability it allows for another physical mechanism which is barotropic instability. The latter is related to the triad interaction between a zonal flow mode and two wave modes. A systematic analysis is presented of the asymptotic solutions of the model for two free parameters which control the topographic and barotropic instability mechanism, respectively. It appears that, depending on parameter values and initial conditions, the long-term behaviour can be either stationary, periodic, quasi-periodic or chaotic. A scenario is found which leads to the generation of strange attractors. It involves for specific parameter values the occurrence of homoclinic orbits which connect an unstable stationary point with itself. For nearby parameter values chaotic orbits exist which move in small tubes around the homoclinic orbits, in agreement with the theory of Silnikov (1965). The chaotic motion, characterized by a positive Lyapunov exponent, describes irregular flow predictable on a time scale given by the reciprocal of this exponent. However, despite its interesting properties, the model cannot represent transitions between different weather regimes. This is due to the absence of barotropic wave triads which describe interactions between three different wave modes.

Before considering a spectral model which includes a wave triad we study in chapter IV the effect of random perturbations on the three- and six-component models. In spite of the results of Kottalam et al. (1987) discussed previously we have taken white and coloured noise as a parametrization of the forcing terms. This choice is motivated by the results of Egger and Schilling (1983, 1984) and Kruse and Hasselmann (1986) who showed, using atmospheric data, that the $F(t)$ in (1.1) have a coloured-noise character. A method is discussed by which analytical expressions for the expected residence times in the attraction domains of the deterministic stable equilibria are derived. It differs with respect to the one used by De Swart and Grasman (1987) such that it can be applied to six-dimensional spectral models. During a transition, the system will remain for some time in a neighbourhood of an unstable equilibrium. This
indicates that unstable equilibria may have some relevance for the atmospheric dynamics. Furthermore the alternation of preferent states is studied with a discrete-state Markov model. Transition probabilities are derived from the characteristic residence times of the stochastically forced dynamical system. The eigenvalues of the master equations of the Markov model yield information about the time scale over which the effect of the initial state is present in the system.

The ten-component model discussed in chapter V can be considered as a minimum-order deterministic spectral model of the atmospheric circulation. For specific parameter values it represents a finitely predictable flow vacillating between three preferent weather regimes, which are of high-index, low-index and transitional type. This behaviour is possible on account of the presence of a wave triad which provides for a direct interaction between two distinct scales of motion: a planetary scale and a synoptic scale. In phase space the trajectories follow a strange attractor and the preferent regions are close to unstable periodic orbits of the model. The fractal dimensions of the strange attractor estimate the actual number of degrees of freedom of the chaotic flow. The reciprocal of the sum of all positive Lyapunov exponents defines a time scale on which the motion is predictable on the average. Local predictability properties are investigated by solving the linearized error equations along a principle orbit of the model. It is argued that the eigenvalues of this system determine the average error growth on a specific time interval while the corresponding eigenvectors determine the geographical distribution of the errors. Finally forcing terms, added to a six-component subsystem of the 10-component model, are calculated such that the solutions of both models are equivalent. It is found that, although these forcing terms have a stochastic nature, they cannot be parametrized by the simple processes used in chapter IV. This result is in agreement with that of KOTTALEMA et al. (1987). We remark that it does not contradict the results of EGER and SCHILLING (1983, 1984) since the latter authors also take into account the effect of physical processes not incorporated in the model.

<table>
<thead>
<tr>
<th>number of components</th>
<th>parametrization scheme of the forcing terms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>none</td>
</tr>
<tr>
<td>3</td>
<td>s. II.3</td>
</tr>
<tr>
<td>6</td>
<td>Ch. III</td>
</tr>
<tr>
<td>10</td>
<td>Ch. V</td>
</tr>
</tbody>
</table>

Table 1.1. Distribution of cases studied in this tract (s.: section, Ch.: chapter.)
Summarizing, we note in this tract three different spectral models are considered consisting of three, six and ten components, respectively. Apart from analysing their internal dynamics we have investigated the effect of different forcing terms which were added to the spectral equations in order to account for the influence of the neglected modes and physical processes. They are a white-noise forcing, a coloured-noise forcing and a forcing computed from time series of a higher-order spectral model, respectively. In table 1.1 a survey is presented of the cases studied in this tract.

A discussion about the validity of spectral models as a description of the large-scale atmospheric circulation is presented in chapter VI. It is argued that for future investigations the analysis of multi-level spectral models of the quasi-geostrophic potential vorticity equation will be useful. These models allow for the occurrence of baroclinic instability which is an important physical mechanism in the atmosphere.
II: Quasi-geostrophic motion: method of analysis

II.1. Derivation of the potential vorticity equations
In this section a simple model of the large-scale atmospheric flow will be formulated including most relevant physical processes. The derivation we shall present is based on a multiple-scale analysis and was first discussed by Pedlosky (1984). The modification introduced here is that we shall consider motions in the atmosphere instead of in the ocean, consequently the thermodynamics will be different and compressibility effects cannot be neglected a priori.

In general, the state of the atmosphere is determined by the three-dimensional velocity vector \( \mathbf{u} \), pressure \( p \), density \( \rho \), temperature \( T \) and by the specific humidity, which is the mass of water vapour per unit mass of moist air. We shall start from the equations of motion neglecting humidity effects. The geometry of the earth suggests to develop the equations in spherical coordinates \( \lambda, \phi \) and \( r \), which are longitude, latitude and distance to the centre of the earth, respectively, see figure 2.1. Neglecting frictional terms for the moment, we obtain the closed system

\[
\frac{du}{dt} + \frac{uv}{r} - \frac{uv}{r} \tan \phi - 2\Omega \sin \phi \frac{v}{r} + 2\Omega \cos \phi \frac{w}{r} = -\frac{1}{\rho} \frac{1}{rcos \phi} \frac{\partial p}{\partial \lambda}, \tag{2.1a}
\]

\[
\frac{dv}{dt} + \frac{vw}{r} + \frac{u^2}{r} \tan \phi + 2\Omega \sin \phi \frac{u}{r} = -\frac{1}{\rho r} \frac{\partial p}{\partial \phi}, \tag{2.1b}
\]

\[
\frac{dw}{dt} - \frac{u^2 + v^2}{r} - 2\Omega \cos \phi \frac{u}{r} = -\frac{1}{\rho} \frac{\partial p}{\partial r} - g, \tag{2.1c}
\]

\[
\frac{d\rho}{dt} + \rho \left( \frac{1}{rcos \phi} \frac{\partial u}{\partial \lambda} + \frac{\partial}{\partial \phi} (v \cos \phi) \right) \frac{\partial w}{\partial r} + \frac{2w}{r} = 0. \tag{2.1d}
\]
\[
\frac{d\theta}{dt} = \frac{\theta}{c_p T} H^*,
\]
(2.1e)

\[
p = \rho R T,
\]
(2.1f)

\[
\theta = T \left( \frac{Pr}{p} \right)^{R/c_v}.
\]
(2.1g)

Here
\[
\frac{d}{dt} = \frac{\partial}{\partial t} + \frac{u}{rcos\phi} \frac{\partial}{\partial \lambda} + \frac{v}{r} \frac{\partial}{\partial \phi} + \frac{w}{r} \frac{\partial}{\partial r}
\]
(2.2)

and \(u, v, w\) measure velocities in the longitudinal (zonal), latitudinal (meridional) and radial (vertical) direction, respectively. Furthermore \(g\) is the acceleration of gravity, \(\Omega\) the angular speed of rotation of the earth, \(\theta\) the potential temperature, \(H^*\) a heating function, \(\rho\) a prescribed reference pressure, \(R\) the gas constant of dry air and \(c_v\) its heat capacity at constant pressure. Eqs. (2.1) are three momentum equations, a continuity equation, a thermodynamic equation, an equation of state (the ideal gas law) and the definition of potential temperature. A systematic derivation of these equations can be found in Gill (1982).

In order to analyse this system we need a priori knowledge about the particular motion to be considered. Here we shall study an atmospheric flow at midlatitudes having a vertical length scale which is much smaller than its horizontal length scale. Moreover, we assume the time scale of this flow to be large compared to the rotation period of the earth. Motivated by the qualitative description of the circulation given in chapter I, we distinguish between two different scales of motion. These are a planetary scale, with a horizontal length scale \(R_0\) (the radius of the earth) and time scale \(\sigma^{-1}\), and a synoptic scale with a horizontal length scale \(k^{-1}\) and time scale \(\sigma^{-1}\). Both types of motion are assumed to have the same velocity scales \([u],[v]\), and \([w]\) for \(u, v\) and \(w\), respectively. They are defined as
\[ [u] = \frac{\sigma}{k} = \sigma, [v] = [u], [w] = \sigma H, \]  
(2.3)

where \( H \) is the depth of the fluid. Our flow is now characterized by the conditions

\[ \delta = kH \ll 1, \quad \epsilon = \frac{\sigma}{2\Omega} = \frac{[u]k}{2\Omega} \ll 1, \]  
(2.4)

which imply a small aspect ratio and a small Rossby number, respectively.

Next we introduce the following nondimensional variables:

\[ \xi = kr_0\lambda, \quad \eta = kr_0\phi, \quad \tilde{t} = \sigma t, \]
\[ \tilde{r} = H^{-1}z = H^{-1}(r - r_0), \]  
(2.5)

where we assume that

\[ \alpha = (kr_0)^{-1} \ll 1. \]  
(2.6)

Then the global variation are described by functions of \( \lambda, \phi \) and \( t \), while the variations on the synoptic scale are described by \( \xi, \eta \) and \( \tilde{t} \). We define the nondimensional velocities \( \tilde{u}, \tilde{v} \) and \( \tilde{w} \) as follows:

\[ u = [u] \tilde{u}(\lambda, \phi, \tilde{r}, z; \tilde{t}, \tilde{\eta}, \tilde{t}), \]
\[ v = [v] \tilde{v}(\lambda, \phi, \tilde{r}, z; \tilde{t}, \tilde{\eta}, \tilde{t}), \]
\[ w = [w] \tilde{w}(\lambda, \phi, \tilde{r}, z; \tilde{t}, \tilde{\eta}, \tilde{t}), \]  
(2.7)

Since we are dealing with small velocities, in the sense that the Rossby number \( \epsilon \) defined in (2.4) is small, pressure and density will differ only slightly from their values obtained in the absence of motion. In this rest state we have the hydrostatic balance

\[ \frac{d\theta}{dz} = -\frac{\rho_g(z)}{g}. \]  
(2.8)

In principle any density profile can be chosen as long as

\[ \frac{d\theta}{dz} \gg 0, \quad \theta(z) = \left( \frac{p_r}{\rho R} \right)^{1-R/c}. \]  
(2.9)

This means that the potential temperature, which is a function of \( \rho_r \) and \( p_r \) by (2.1f,g), decreases nowhere with height. Consequently the fluid is stably stratified. The pressure and density are written as

\[ p = \rho_g(z) + p'(\lambda, \phi, \tilde{r}, z; \xi, \eta, \tilde{t}), \]
\[ \rho = \rho_g(z) + \rho'(\lambda, \phi, \tilde{r}, z; \xi, \eta, \tilde{t}). \]  
(2.10)

The scaling for \( p' \) follows from the assumption that the Rossby number is small. It implies that the flow is quasi-geostrophic on both the planetary and synoptic scale, i.e., the horizontal momentum balance is dominated by the Coriolis and pressure gradient terms. In fact there are two different orders of pressure and density fluctuations. Here we scale \( p' \) by \( 2\Omega\rho_0\sigma k^{-2} \), which are
synoptic variables, and remark that pressure fluctuations on the planetary scale are a factor $\alpha^{-1}$ larger. The scale for the density perturbations in (2.10) is found from the hydrostatic balance which also applies to the disturbances. Thus $\rho g$ must be of the same order as $\partial \rho / \partial z$, hence it follows

$$p = \rho [1 + \epsilon \tilde{F} \tilde{p}], \quad \rho = \rho_s [1 + \epsilon \tilde{F} \tilde{\rho}],$$

(2.11)

with

$$F = \frac{(2\Omega)^2 k^{-2}}{gH}, \quad \chi(z) = \frac{gH \rho_s}{\rho_s} (\sim 1).$$

(2.12)

The parameter $F$ measures the squared ratio of the synoptic length scale of the flow to the external Rossby radius of deformation. The function $\chi(z)$ is a static density stratification parameter. To obtain the scaling for the potential temperature we eliminate $T$ from (2.1f,g) and substitute (2.11). The result is

$$\theta = \theta_s [1 + \epsilon \tilde{F} \tilde{\theta}],$$

(2.13)

where $\theta_s$ is defined in (2.9). Finally the heating function is written as

$$H^* = \epsilon F(2\Omega) c_p T \tilde{H}.$$

(2.14)

We next apply the transformations (2.3)-(2.14) to (2.1) and consider $\lambda, \phi, t, \xi, \eta$ and $t$ as independent variables. Thus, derivatives in the original system are rewritten as

$$\frac{\partial}{\partial \lambda} \rightarrow \frac{\partial}{\partial \lambda} + \alpha^{-1} \frac{\partial}{\partial \xi}, \quad \frac{\partial}{\partial \phi} \rightarrow \frac{\partial}{\partial \phi} + \alpha^{-1} \frac{\partial}{\partial \eta},$$

$$\frac{\partial}{\partial r} \rightarrow H^{-1} \frac{\partial}{\partial z}, \quad \frac{\partial}{\partial t} \rightarrow \alpha \frac{\partial}{\partial t_s} + \sigma \frac{\partial}{\partial t}.$$

(2.15)

Dropping the tildes, we obtain

$$\epsilon \left\{ \frac{du}{dt} + \alpha \frac{du}{dt_s} + \frac{r_0}{r} (\delta uv - uv \tan \phi) \right\} - \sin \phi v + \delta \cos \phi w$$

$$= -\frac{1}{1 + \epsilon \tilde{F} \tilde{p}} \frac{r_0}{r \cos \phi} (\frac{\partial p}{\partial \xi} + \alpha \frac{\partial p}{\partial \lambda}),$$

(2.16a)

$$\epsilon \left\{ \frac{dv}{dt} + \alpha \frac{dv}{dt_s} + \frac{r_0}{r} (\delta vw + u^2 \tan \phi) \right\} + \sin \phi u$$

$$= -\frac{1}{1 + \epsilon \tilde{F} \tilde{p}} \frac{r_0}{r \phi} (\frac{\partial p}{\partial \eta} + \alpha \frac{\partial p}{\partial \phi}),$$

(2.16b)

$$\delta \epsilon \left\{ \frac{dv}{dt} + \alpha \frac{dv}{dt_s} - \frac{r_0}{r} (u^2 + v^2) \right\} - \delta \cos \phi u$$

$$= -\frac{1}{1 + \epsilon \tilde{F} \tilde{p}} \left( \frac{1}{\rho_s} \frac{\partial}{\partial z} (\rho_s) + \rho \right),$$

(2.16c)

$$(1 + \epsilon \tilde{F} \tilde{p}) \left\{ \frac{r_0}{r \cos \phi} \frac{\partial u}{\partial \xi} + \frac{r_0}{r} \frac{\partial v}{\partial \eta} + \frac{1}{\rho_s} \frac{\partial}{\partial z} (\rho_s w) \right\}$$
\[ + \alpha \frac{r_0}{r} \left\{ \frac{1}{\cos \phi} \frac{\partial u}{\partial \lambda} + \frac{\partial (\nu \cos \phi)}{\partial \phi} + 2 \delta w \right\} \]

\[ + \epsilon F \left[ \frac{d \rho}{dt} + \alpha \frac{d \rho}{dt_*} \right] = 0, \quad (2.16d) \]

\[ \left[ \frac{d \theta}{dt} + \alpha \frac{d \theta}{dt_*} \right] + (1 + \epsilon F \theta) S(z) \omega = \epsilon (1 + \epsilon F \theta) H^*, \quad (2.16e) \]

\[ 1 + \epsilon F \theta = \frac{(1 + \epsilon F \rho)^{1 - R/L}}{1 + \epsilon F \rho}, \quad (2.16f) \]

where

\[ \frac{d}{dt} \frac{\partial}{\partial t} + \frac{r_0}{r \cos \phi} \frac{\partial}{\partial \lambda} + \frac{r_0}{r} \frac{\partial}{\partial \eta} + w \frac{\partial}{\partial z}, \]

\[ \frac{d}{dt_*} \frac{\partial}{\partial t_*} + \frac{r_0}{r \cos \phi} \frac{\partial}{\partial \lambda} + \frac{r_0}{r} \frac{\partial}{\partial \phi}, \quad (2.17) \]

and the Burgers number

\[ S(z) = \frac{F^{-1}}{\theta_s} \frac{d \theta_s}{dz} \quad (2.18) \]

is a stratification parameter, which is positive because of the condition (2.9). It measures the squared ratio of the internal Rossby radius of deformation and the external length scale of the flow.

In order to estimate the parameter values in (2.16) we must specify the various scales of the flow. The quasi-geostrophic atmospheric circulation at midlatitudes is characterized by \( H \sim 10^4 m, \ k^{-1} \sim 10^5 m \) and \( \sigma^{-1} \sim 10^4 s \). Furthermore, \( g \sim 10 m s^{-2}, \ r_0 \sim 6.410^4 m, \ \Omega \sim 7.310^{-5} s^{-1} \) and \( \theta_s^{-1} d \theta_s / dz \sim 0.1 \). Consequently, \( \epsilon \sim 0.1, \delta \sim 0.01, \alpha \sim 0.1, \ F \sim 0.1 \) and \( S(z) \sim 1 \). These values suggest to analyse system (2.16) for

\[ \epsilon \ll 1, \ \delta = \theta(\epsilon^2), \ \alpha = \theta(\epsilon), \ F = \theta(\epsilon), \ S(z) = \theta(1). \quad (2.19) \]

Next we expand all state variables in perturbation series of a small parameter for which we choose the Rossby number \( \epsilon \). We remark that we scaled the thermodynamic variables according to the synoptic-scale variations and that fluctuations on the planetary scale are a factor \( \alpha^{-1} \) larger. Because of (2.19) the expansions become

\[ (u, v, w) = \sum_{n=0}^{\infty} \epsilon^n (u_n, v_n, w_n), \]

\[ (p, \rho, \theta) = \epsilon^{-1} (p_*, \rho_*, \theta_*) + \sum_{n=0}^{\infty} \epsilon^n (p_n, \rho_n, \theta_n). \quad (2.20) \]

Here \( u_n, v_n, w_n, p_n, \rho_n \) and \( \theta_n \) are functions of both the planetary- and synoptic-scale coordinates. However, \( p_*, \rho_* \) and \( \theta_* \) are functions of the planetary-scale coordinates \((\lambda, \phi, z \) and \( t_*\)) only, otherwise they would cause a violation of the
a priori assumed quasi-geostrophic balance. Substituting (2.19)-(2.20) in (2.16) and collecting terms with equal powers of $\epsilon$, we obtain in lowest order

$$
\sin \phi \; v_0 = \frac{1}{\cos \phi} \left[ \frac{\partial p_0}{\partial \xi} + \frac{\alpha}{\epsilon} \frac{\partial p_*}{\partial \lambda} \right], 
$$

(2.21a)

$$
\sin \phi \; u_0 = -\left[ \frac{\partial p_0}{\partial \eta} + \frac{\alpha}{\epsilon} \frac{\partial p_*}{\partial \phi} \right],
$$

(2.21b)

$$
\frac{1}{\rho_*} \frac{\partial}{\partial z} (\rho_* p_*) + p_* = 0,
$$

(2.21c)

$$
\frac{1}{\cos \phi} \frac{\partial u_0}{\partial \xi} + \frac{\partial v_0}{\partial \eta} + \frac{1}{\rho_*} \frac{\partial}{\partial z} (\rho_* w_0) = 0,
$$

(2.21d)

$$
w_0 = 0,
$$

(2.21e)

$$
\theta_* = (1 - \frac{R}{c_p}) \chi p_* - \rho_*.
$$

(2.21f)

Using (2.9) and (2.21c) the expression for $\theta_*$ can be rewritten as

$$
\theta_* = \frac{\partial p_*}{\partial z} - \frac{p_*}{\theta_0} \frac{\partial \theta_0}{\partial z} = \frac{\partial p_*}{\partial z},
$$

(2.22)

since $\theta_*^{-1} \frac{d \theta_*}{dz} = \theta(\epsilon)$.

Eqs. (2.21a,b) state that in lowest order the Coriolis force is balanced by two horizontal pressure gradients, which constitute the geostrophic balance at the synoptic and planetary scale, respectively. However, only three out of the four equations (2.21a,b,d,e) are independent which is a manifestation of the geostrophic degeneracy problem. In order to obtain a closed system of equations we have to consider the first-order momentum, continuity and thermodynamic equations as well. After substitution of (2.21d,e) they read

$$
\frac{d}{dt} + u_0 \frac{\partial}{\partial z} - \sin \phi \; v_1 = \frac{-1}{\cos \phi} \left\{ \frac{\partial p_1}{\partial \xi} + \frac{\alpha}{\epsilon} \frac{\partial p_0}{\partial \lambda} - \frac{F}{\epsilon \rho_*} \frac{\partial p_0}{\partial \xi} + \frac{\alpha}{\epsilon} \frac{\partial p_*}{\partial \xi} \right\},
$$

(2.23a)

$$
\frac{d}{dt} + v_0 \frac{\partial}{\partial z} + \sin \phi \; u_1 = \frac{-\partial p_1}{\partial \eta} + \frac{\alpha}{\epsilon} \frac{\partial p_0}{\partial \phi} + \frac{F}{\epsilon \rho_*} \frac{\partial p_0}{\partial \eta} + \frac{\alpha}{\epsilon} \frac{\partial p_*}{\partial \phi},
$$

(2.23b)

$$
\frac{1}{\rho_*} \frac{\partial}{\partial z} (\rho_* p_0) + p_0 = 0,
$$

(2.23c)

$$
\frac{1}{\cos \phi} \frac{\partial u_1}{\partial \xi} + \frac{\partial v_1}{\partial \eta} + \frac{1}{\rho_*} \frac{\partial}{\partial z} (\rho_* w_1)
$$

$$
+ \frac{\alpha}{\epsilon} \left( \frac{1}{\cos \phi} \frac{\partial u_0}{\partial \lambda} + \frac{\partial}{\partial \phi} (v_0 \cos \phi) \right) = 0,
$$

(2.23d)

$$
\frac{d}{dt} + \theta_0 \frac{\partial}{\partial z} + \frac{\alpha}{\epsilon} \frac{d \theta_0}{dt} + [S(z) + \frac{\partial \theta_*}{\partial z}] w_1 = H^*,
$$

(2.23e)
\[ \theta_0 = (1 - \frac{R}{c_p}) \chi p_0 - \rho_0 - \frac{F}{\epsilon} \left[ \rho, \theta, \frac{R}{2c_p} \right] \chi^2 p^2, \]  

(2.23f)

where

\[ \frac{d_+}{dt} = \frac{\partial}{\partial t} + \frac{u_0}{\cos \phi} \frac{\partial}{\partial \xi} + v_0 \frac{\partial}{\partial \eta}, \]

\[ \frac{d_+}{dt_*} = \frac{\partial}{\partial t_*} + \frac{u_0}{\cos \phi} \frac{\partial}{\partial \lambda} + v_0 \frac{\partial}{\partial \phi}, \]

(2.24)

represent the total time derivatives with respect to the total zeroth-order velocity field on the synoptic and planetary scale, respectively. An equation describing the time evolution of the zeroth-order field is obtained from differentiating (2.23b), multiplied by \((\cos \phi)^{-1}\), with respect to \(\xi\), differentiating (2.23a) with respect to \(\eta\), subtracting the results and substituting (2.23d). This yields

\[ \frac{d_+}{dt} (\xi_0 + f) = \frac{d_+}{dt} \xi_0 + \frac{\sin \phi}{\rho_e} \frac{\partial}{\partial z} (\rho_e w_1), \]

(2.25)

with

\[ \xi_0 = \frac{1}{\cos \phi} \frac{\partial v_0}{\partial \xi} - \frac{\partial u_0}{\partial \eta}, \quad f = \frac{2\Omega}{\alpha} \sin(\alpha \eta), \quad \beta = \frac{2\Omega \cos \phi}{\alpha k}, \]

(2.26)

Here \(\xi_0\) is the zeroth-order synoptic-scale relative vorticity, which is still a function of both the synoptic and planetary-scale coordinates, \(f\) is the Coriolis parameter (or planetary vorticity) and \(\beta\) is the gradient of \(f\) measuring the curvature of the earth. The vertical velocities in (2.25) follow from (2.23e) which can be written as

\[ \frac{d_+}{dt} \frac{\partial p_0}{\partial z} + \alpha \frac{d_+}{dt_*} \frac{\partial p_*}{\partial z} + S(z) w_1 = H^*, \]

(2.27)

where we have used (2.9), (2.23c,f) and the fact that \(p, \rho, \) and \(\theta, \) are not functions of \(\xi, \eta\) and \(t\). We have neglected the contribution \((\partial \theta, / \partial z) w_1, \) since \(\partial \theta, / \partial z = \theta(\epsilon), \) as is shown in appendix A. Eqs. (2.25) and (2.27), with appropriate boundary conditions, describe the quasi-geostrophic dynamics for atmospheric motions. If (2.27) is solved for \(w_1\) in terms of \(p_0\) and \(p_*\), by using (2.21a,b) and (2.24), the result is

\[ w_1 = w_{1c} + \frac{\alpha}{\epsilon} w_{1c} + \left( \frac{\alpha}{\epsilon} \right)^2 w_{1p}. \]

(2.28)

Here \(w_{1c}(w_{1p})\) is the vertical velocity due to the synoptic (planetary)-scale geostrophic motion whereas \(w_{1c}\) is the contribution induced by the coupling between both scales.

In this tract we shall study a simplified type of quasi-geostrophic motion which is obtained in the limit \(S(z) \to 0\). This means that the internal Rossby radius of deformation becomes small with respect to the horizontal scales of the flow. It then follows from (2.8),(2.9), (2.18), (2.21c) and (2.23c) that, at
least to $\mathcal{O}(\varepsilon^2)$, density is a function of pressure only, hence the flow is barotropic. Then for $H^* = 0$ (no heating) it follows from (2.27) that if $p_0$ and $p_*$ are independent of $z$ initially, they will be for all times independent of $z$. Furthermore we assume that the vertical velocities, which now come in due to the boundary conditions, are still of the type (2.27). Next integrating (2.25) over the depth of the fluid, substituting (2.26)-(2.27) and using (2.21a,b) as well as (2.24), we finally obtain

$$
\frac{d_0}{dt}(\nabla^2 \psi + f) - \frac{1}{\rho_*} \frac{\sin \phi}{\rho_*} (\rho_0 w_{1x})dz \nonumber
$$

$$
+ \frac{\alpha}{\epsilon} \left( \frac{-\partial \phi}{\partial \phi} \frac{\partial}{\partial x} + \frac{1}{\cos \phi} \frac{\partial p_*}{\partial \lambda} \frac{\partial}{\partial y} \right) \nabla^2 \psi \nonumber
$$

$$
- \frac{1}{\rho_*} \frac{\sin \phi}{\partial z} (\rho_0 w_{1x})dz \right) = \nonumber
$$

$$
\left( \frac{\alpha}{\epsilon} \Delta \sin \phi \right) \int_0^1 \left( \frac{1}{\sin^2 \phi} \frac{\partial p_*}{\partial \lambda} - \frac{\rho_*}{\partial z} (\rho_0 w_{1x})dz, \right. (2.29)
$$

where

$$
\nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) = \left( \frac{1}{\cos \phi} \frac{\partial}{\partial \xi}, \frac{\partial}{\partial \eta} \right),
$$

$$
\frac{d_0}{dt} = \frac{\partial}{\partial t} - \frac{\partial \psi}{\partial y} \frac{\partial}{\partial x} + \frac{\partial \psi}{\partial x} \frac{\partial}{\partial y}, \quad \psi = \frac{p_0}{\sin \phi}. \quad (2.30)
$$

Note that $d_0/dt$ is the total time derivative with respect to the zeroth-order synoptic-scale velocity field, which is determined by the streamfunction $\psi$. Eq. (2.29) is written in such a way that its right-hand side contains contributions which depend on the planetary-scale coordinates $\lambda, \phi, z$ and $t_*$ only. If this term were nonzero it would act as a constant forcing term on the synoptic-scale vorticity balance on the left-hand side of (2.29), $\psi$ would grow linearly with time and consequently the geostrophic regime would break down. In order to avoid secular behaviour the r.h.s. of (2.29) must be zero and the result is two separate equations:

$$
\frac{d_0}{dt}(\nabla^2 \psi + f) - \frac{1}{\rho_*} \frac{\sin \phi}{\partial z} (\rho_0 w_{1x})dz - \frac{\alpha}{\epsilon} \left( \frac{1}{\sin \phi \rho_*} \frac{\partial p_*}{\partial \lambda} \frac{\partial}{\partial z} (\rho_0 w_{1x})dz \right) \nonumber
$$

$$
+ \frac{\alpha}{\epsilon} \left[ \frac{-\partial \phi}{\partial \phi} \frac{\partial}{\partial x} + \frac{1}{\cos \phi} \frac{\partial p_*}{\partial \lambda} \frac{\partial}{\partial y} \right] \nabla^2 \psi = 0, \quad (2.31a)
$$

$$
\frac{1}{\sin \phi \partial \lambda} - \frac{1}{\rho_*} \frac{\partial p_*}{\partial z} (\rho_0 w_{1x})dz = 0. \quad (2.31b)
$$
They describe the quasi-geostrophic vorticity balances for barotropic motions on the synoptic and planetary scale, respectively. Obviously they are derived simultaneously by a multiple-scale analysis. If terms (1) and (2) are neglected in (2.31a) this equation shows that the total time derivative of the absolute vorticity \((\nabla^2 \psi + f)\) is affected by small vertical velocities. This equation follows directly from Eqs. (2.1) by a priori using a time scale \(\sigma^{-1}\), a horizontal length scale \(k^{-1}\) and taking the limit \(S(z)\rightarrow 0\). For \((a/c) = O(1)\) additional contributions are present which couple the two scales of motion. The terms (1) describe the advection of synoptic-scale relative vorticity by the planetary-scale geostrophic velocities. The terms (2) represent the effect of synoptic-scale vorticity stretching by divergence of the planetary-scale velocity field. Eq. (2.31b) describes a balance between the advection of planetary vorticity and the stretching of planetary vorticity by divergence of the planetary-scale velocity field. This equation could be obtained from system (2.1) by introducing the time scale \(\sigma_z^{-1}\) and horizontal length scale \(r_0\). Note that the planetary-scale dynamics is not affected by synoptic-scale motions.

From now on we will a priori neglect all motions on the planetary scale and consider the synoptic-scale motions only. The boundary conditions for this type of flow are derived in PEDLOSKY (1987) and read for the barotropic case

\[
\int_0^1 \frac{\sin \phi}{\rho_s} \frac{\partial}{\partial z} (\rho_s w_{1s}) dz = -\gamma \frac{d\psi_h}{dt} - C \nabla^2 \psi + C \nabla^2 \psi^*,
\]

\[ (1) \quad (2) \quad (3) \]

with

\[
\gamma = \frac{f h_0}{H}, \quad C = \frac{\delta_E}{2H}.
\]

They describe the modification of the flow at the lower boundary due to the presence of topography (1), frictional effects (2) and due to some external forcing streamfunction \(\psi^*(3)\) which for example models the equator-pole temperature gradient. Here \(z = h\) is the position of the lower boundary with characteristic amplitude \(h_0(<< H)\) and \(\delta_E\) is the thickness of the frictional (Ekman) boundary layer situated near the earth's surface. Substituting (2.32) in (2.31a), in which we neglect the terms (1) and (2), we arrive at

\[
\frac{\partial}{\partial t} \nabla^2 \psi + J(\psi, \nabla^2 \psi + f) + \gamma J(\psi, \psi) + C \nabla^2 (\psi - \psi^*) = 0,
\]

where

\[
J(A, B) = (e_x \times \nabla A) \cdot \nabla B
\]

is the Jacobian of \(A\) and \(B\) with \(e_x\) a unity vector in the radial direction. Eq. (2.34) is the quasi-geostrophic barotropic potential vorticity equation for synoptic-scale motions. In many studies, including the present tract, it is used as a model for the dynamics of the atmospheric circulation.
II.2. SPECTRAL ANALYSIS FOR BAROTROPIC FLOW ON A BETA PLANE

It is discussed by DUTTON (1974) that the quasi-geostrophic potential vorticity equation can be investigated by means of spectral analysis. Here we apply this technique to its barotropic version: consider Eq. (2.34) on a domain $D$ with appropriate boundary conditions. We look for solutions by expanding the streamfunctions $\psi$ and $\psi^*$, as well as the topography $h$, in a series of eigenfunctions $\{\phi_j\}$ of the Laplace operator:

$$ (\psi, \psi^*, h) = \sum_j (\psi_j, \psi_j^*, h_j) \phi_j, \quad (2.36) $$

where

$$ \nabla^2 \phi_j + \lambda_j \phi_j = 0, \quad j=(j_1,j_2). \quad (2.37) $$

The eigenfunctions have positive eigenvalues $\lambda_j$, satisfy the boundary conditions and are orthonormalized with respect to the domain average. It can be verified that

$$ \psi = \phi_j e^{-i\omega t} \quad (2.38) $$

is a solution of (2.34) when $\gamma = \psi = 0$ (no topography, dissipation and external forcing), provided

$$ \omega = \frac{-\beta j_1}{\lambda_j}, \quad (2.39) $$

where $\beta$ is defined in (2.26). Eq. (2.39) is the dispersion relation of a free westward propagating Rossby wave (PEDLOSKY, 1987). Note that a single wave satisfies the full nonlinear equation. Thus, application of the spectral technique to the barotropic potential vorticity equation yields a streamfunction expanded in the free Rossby modes of the equation.

Projecting (2.34) on these eigenfunctions, called a Galerkin projection, we obtain the spectral equations

$$ \lambda_j \psi_j = \frac{1}{2} \sum_l \sum_m c_{jm}(\lambda_l - \lambda_m) \psi_l \psi_m + \gamma \sum_l \sum_m c_{jm} \psi_l h_m + \sum_l b_{jl} \psi_l - \omega \lambda_j (\psi_j - \psi_j^*). \quad (2.40) $$

This system describes the time evolution of the expansion coefficients $\{\psi_j\}$. Here

$$ c_{jm} = \langle \phi_j, J(\phi_l, \phi_m) \rangle, \quad b_{jl} = \langle \phi_j, J(\phi_l, f) \rangle, \quad (2.41) $$

with

$$ \langle A, B \rangle = \int_b^b A B^{cc} d\tilde{\tau} / \int_b^b d\tilde{\tau} \quad (2.42) $$

defining an inner product on $D$ and $cc$ denoting a complex conjugate. The interaction coefficients in (2.41) obey the relations

$$ c_{jm} = c_{mj}, \quad c_{jm} = -c_{jm}, \quad b_{jl} = -b_{lj}, \quad (2.43) $$
where the second one has already been used in the derivation of (2.40). Details of the spectral method are discussed in Gottlieb and Orszag (1977) and Voigl et al. (1984). Using the completeness property of the eigenfunctions they show the existence and unicity of the spectral solution on a bounded domain.

In order to analyse Eqs. (2.40) we should consider the dynamics in an infinite-dimensional phase space. This cannot be realized for practical applications. A convenient way to deal with this problem in fluid dynamics is to approximate the streamfunction in (2.36) by an expansion in which \( j \) may run only through a finite number (say \( N \)) of values:

\[
\tilde{\psi} = \sum_{j} \psi_{j} \phi_{j}, \quad j_{l} \leq j \leq j_{u}.
\]  

(2.44)

This convention implies that we consider a rectangular truncation in the \((j_{1}, j_{2})\) space. Projecting the partial differential equation on these eigenfunctions we obtain a finite-dimensional dynamical system of the type (1.1) where \( x = \{\psi_{j}\}_{j_{l} \leq j \leq j_{u}} \).

We finally consider the energetics of the spectral model. Defining

\[
K = \frac{1}{2} \langle \nabla \psi, \nabla \psi \rangle = \frac{1}{2} \langle \psi, \nabla^{2} \psi \rangle = \frac{1}{2} \sum_{j} \lambda_{j} \psi_{j}^{2}
\]  

(2.45)

as the mean barotropic kinetic energy, we derive an equation for \( K \) by multiplying (2.34) with \( \psi \) and next averaging over the domain \( D \). The result is

\[
\dot{K} = -2CK + C \langle \nabla \psi, \nabla \psi^{*} \rangle.
\]  

(2.46)

Note that in the absence of forcing and dissipation \((\psi^{*} = C = 0)\) the kinetic energy is a constant of motion. Eq. (2.46) also holds for truncated spectral models of the barotropic potential vorticity equation where \( j \) in (2.45) runs through only a finite number of values.

The fact that Galerkin projection techniques can be applied to partial differential equations describing the dynamics of large-scale atmospheric flow was first realized by Silverman (1954). In this paper Eq. (2.34) is considered without the effects of topography, dissipation and external forcing \((\gamma = C = \psi^{*} = 0)\). The streamfunction is expanded in orthonormal eigenfunctions of the Laplace operator on the sphere, which are spherical harmonics in this case.

However, we remark that the quasi-geostrophic potential vorticity equation is not valid over the whole sphere because horizontal length scales should be small compared to the radius of the earth. As an alternative Saltzman (1959) introduced a channel approximation in which Eq. (2.34) is considered in a circular strip at midlatitudes, see figure 2.2. This approach has the problem that artificial boundary conditions are required at the two walls. The spectral method has been applied to both barotropic and baroclinic quasi-geostrophic motion as well as to nongeostrophic models, see the review in De Swart (1988). Both types of geometry discussed above are frequently used.
Here we consider a barotropic flow in a rectangular channel on the beta plane, i.e., $\beta$ in (2.26) is considered to be a constant. The channel has length $2\pi$ in the zonal $x$-direction and width $\pi b$ in the meridional $y$-direction, hence

$$k = \frac{2\pi}{L} \quad , \quad b = \frac{2B}{L} ,$$

(2.47)

with $B$ and $L$ the dimensional width and length of the channel. We investigate the existence of travelling wave solutions in the $x$-direction. At the boundaries $y = 0$ and $y = \pi b$ the meridional velocity component is assumed to be zero. Furthermore, the circulation around the boundaries should be a constant. The resulting boundary conditions for the streamfunction are derived by Phillips (1954). They lead to the following eigenvalue problem:

$$\nabla^2 \phi_j + \lambda_j \phi_j = 0 \quad \text{on} \quad \{ (x,y) | 0 \leq x \leq 2\pi, \ 0 \leq y \leq \pi b \} ,$$

$$\phi_j(x+2\pi,y) = \phi_j(x,y) ,$$

$$\frac{\partial \phi_j}{\partial x} = 0 \quad \text{and} \quad \int_0^{2\pi} \int_0^{\pi b} \frac{\partial \phi_j}{\partial y} \, dx \, dy = 0 \quad \text{at} \quad y = 0 \quad \text{and} \quad y = \pi b ,$$

(2.48)

$$<\phi_j,\phi_i> = \frac{1}{2\pi^2 b} \int_0^{2\pi} \int_0^{\pi b} \phi_j \phi_i \, dx \, dy = \delta_{ji} .$$

Here $cc$ denotes a complex conjugate and $\delta_{ji}$ a Kronecker delta function. Solutions of (2.48) are obtained by the method of separation of variables. The resulting eigenfunctions, with corresponding eigenvalues, are

$$\phi_j(y) = \sqrt{2} \cos(j_2 \frac{y}{b}) , \quad \lambda_j = \frac{A_j}{b^2} ,$$

(2.49a)

$$\phi_j(x,y) = \sqrt{2} e^{j_2 x} \sin(j_2 \frac{y}{b}) , \quad \lambda_j = j_1^2 + \frac{A_j}{b^2} .$$

(2.49b)

$$|j_1,j_2| = 1,2,...$$
The eigenfunctions in (2.49a) are \((0,j_2)\) modes which describe zonal flow profiles. The solutions (2.49b) are \((j_1,j_2)\) Rossby waves. The interaction coefficients, defined in (2.41), for these modes are presented in appendix B. It appears that there are two types of nonlinear interactions. The first type involves a zonal flow mode and two Rossby waves, while the second type involves three wave modes. The latter are called barotropic wave triads. Furthermore, it appears that many nonlinear interactions do not lead to resonant coupling. The underlying physical mechanism is discussed in Pedlo-

The motivation to study low-order spectral models has already been discussed in chapter I and will not be repeated here. We derive a particular low-order model by including only the \((0,1)\) \((0,2)\), \((1,1)\), \((1,2)\), \((2,1)\) and \((2,2)\) modes. These are two zonal flow profiles and four Rossby waves, respectively. We assume that external forcing, due to the equator-pole temperature gradient, only acts upon the zonal flow modes. Furthermore

\[ h = \cos(x) \sin \left( \frac{x}{b} \right), \]  

(2.50)
i.e., the topography is given as a \((1,1)\) mode, being the longest wave present in the model. Defining the real variables

\[
\begin{align*}
  x_1 &= \frac{\psi_{11}}{b}, & x_1^* &= \frac{\psi_{11}^*}{b}, \\
  x_2 &= \frac{1}{b\sqrt{2}}(\psi_{11} + \psi_{-11}), & x_3 &= \frac{i}{b\sqrt{2}}(\psi_{11} - \psi_{-11}), \\
  x_4 &= \frac{\psi_{02}}{b}, & x_4^* &= \frac{\psi_{02}^*}{b}, \\
  x_5 &= \frac{1}{b\sqrt{2}}(\psi_{12} + \psi_{-12}), & x_6 &= \frac{i}{b\sqrt{2}}(\psi_{12} - \psi_{-12}), \\
  x_7 &= \frac{1}{b\sqrt{2}}(\psi_{21} + \psi_{-21}), & x_8 &= \frac{i}{b\sqrt{2}}(\psi_{21} - \psi_{-21}), \\
  x_9 &= \frac{1}{b\sqrt{2}}(\psi_{22} + \psi_{-22}), & x_{10} &= \frac{i}{b\sqrt{2}}(\psi_{22} - \psi_{-22}),
\end{align*}
\]  

(2.51)
we arrive at the 10-coefficient model given in appendix C. It contains a six-
dimensional subsystem, denoted by the dashed lines. For \(x_4 = 0\) (no forcing in the \((0,2)\) mode) it is further reduced to the three-component model between the dotted lines. These three models will be studied for their physical and mathematical properties. More specifically, we will investigate whether these models reflect characteristics of the atmospheric circulation such as a finite predictability and vacillation behaviour. This occurs if the asymptotic solutions of the spectral model (i.e., the solutions in the limit \(t \to \infty\)) irregularly visit different preferent regions in phase space. The techniques we shall apply to analyse the models originate from the theory of dynamical systems. A brief overview of the mathematical details is presented in appendix D.
II.3. THREE COMPONENTS: A REVIEW

So far only the three-component model, given in appendix C between the dotted lines, has been analyzed completely. It is the simplest nontrivial spectral model of the atmospheric circulation, describing the interaction of a (0,1) zonal flow mode and a (1,1) Rossby wave. In order to study the properties of the nonlinearities explicitly we first neglect the effect of forcing and dissipation \((x_1^1 = C = 0)\). The stationary points \(\dot{x} = (\dot{x}_1, \dot{x}_2, \dot{x}_3)\) of this model, obtained by setting all time derivatives equal to zero (see appendix D), satisfy

\[
\dot{x}_2 = \frac{\gamma_{11} \dot{x}_1}{a_{11} \dot{x}_1 - \beta_{11}}, \quad \dot{x}_3 = 0,
\]

for arbitrary \(\dot{x}_1\). Since \(\dot{x}_3 = 0\) the wave is in phase with the topography. The stability of the equilibria is investigated by considering the dynamics of small perturbations on these states. They evolve as \(\exp(\lambda t)\), where \(\lambda\) are the eigenvalues of the matrix derivative of the vector field, linearized at \(\dot{x}\). In this case the characteristic equation reads

\[
\lambda \left[ \lambda^2 + \left( a_{11} \dot{x}_1 - \beta_{11} \right)^2 \frac{\gamma_{11} \gamma_{11} \beta_{11}}{a_{11} \dot{x}_1 - \beta_{11}} \right] = 0.
\]

(2.53)

A stationary point is unstable if there is at least one eigenvalue with a positive real part. In (2.53) this is the case if

\[
0 < a_{11} \dot{x}_1 - \beta_{11} < (\gamma_{11} \gamma_{11} \beta_{11})^{1/3}.
\]

(2.54)

Note that instabilities can only occur for \(\gamma\) nonzero. For this reason the mechanism is called topographic instability (Charney and DeVore, 1979). In the limit \((a_{11} \dot{x}_1 - \beta_{11}) \to 0\) the wave amplitude grows resonantly. This is due to a continuous vorticity transfer from the zonal flow to the wave mode where topography acts as a catalyst. This transfer is not compensated for by advection of total vorticity because the zonal flow velocity balances the phase speed of the Rossby wave.

Next we introduce zonal forcing and dissipation. Then stationary points are found from a cubic equation:

\[
\dot{x}_1^1 + a_2 \dot{x}_1^2 + a_1 \dot{x}_1 + a_0 = 0,
\]

\[
\dot{x}_2 = \frac{\gamma_{11} \dot{x}_1 (a_{11} \dot{x}_1 - \beta_{11})}{(a_{11} \dot{x}_1 - \beta_{11})^2 + C^2}, \quad \dot{x}_3 = \frac{-C \gamma_{11} \dot{x}_1}{(a_{11} \dot{x}_1 - \beta_{11})^2 + C^2},
\]

(2.55)

where

\[
a_2 = \frac{-2 \beta_{11} + a_{11} x_1^1}{a_{11}}, \quad a_1 = \frac{2 a_{11} \beta_{11} x_1^1 + \beta_{11} + \gamma_{11} \gamma_{11} + C^2}{a_{11}}, \quad a_0 = \frac{- \beta_{11}^2 + C^2}{a_{11}^2} x_1^1.
\]

(2.56)

From the kinetic energy equation (2.46) it follows that always \(0 \leq \dot{x}_1 \leq x_1^1\).
Thus $\hat{x}_3 < 0$, which implies that the phase difference between the stationary wave and the topography is always negative. As can be seen from (2.55), due to dissipation the topographic resonance has shifted to small but nonzero values of $(\alpha_{11} \hat{x}_1 - \beta_{11})$. Furthermore, there may be either one or three real stationary points. The bifurcation set, which is the set of parameter values at which a transition from one to three equilibria occurs, is given by

$$q^3 + r^2 = 0, \quad q = \frac{1}{3} a_1 - \frac{1}{3} a_2^2, \quad r = \frac{1}{27} (a_1 a_2 - 3 a_0) - \frac{1}{27} a_3^2. \quad (2.57)$$

The stationary points at the bifurcation set are turning points of the bifurcation diagram. For these parameter values the wave becomes topographically unstable. In the region where $(q^3 + r^2)$ is negative, called the catastrophe set, three real stationary points occur.

The stability of the stationary points is determined from the eigenvalues of the matrix derivative of the vector field linearized at $\hat{x}$. The characteristic equation reads

$$(\lambda + C)^3 + b_1 (\lambda + C) + b_0 = 0$$

$$b_1 = (\alpha_{11} \hat{x}_1 - \beta_{11})^2 - \gamma_{11} \gamma_{11} \left[ \frac{\beta_{11} (\alpha_{11} \hat{x}_1 - \beta_{11}) - C^2}{(\alpha_{11} \hat{x}_1 - \beta_{11})^2 + C^2} \right], \quad (2.58)$$

$$b_0 = \frac{-C \gamma_{11} \gamma_{11} \alpha_{11} \hat{x}_1 (\alpha_{11} \hat{x}_1 - \beta_{11})}{(\alpha_{11} \hat{x}_1 - \beta_{11})^2 + C^2}.$$  

From (2.55) and (2.58) it follows that if the system has only one real stationary point it is stable. If there are three real stationary points two of them are stable and one is unstable. Furthermore it can be shown that complex eigenvalues do not have vanishing real parts, hence there are no Hopf bifurcation points in the model. The only possibility for a real eigenvalue to pass through zero is at the bifurcation set.

As a specific example we consider a channel of length 4900 km and variable width around the central latitude $\phi=45^\circ$. The vertical length scale is taken to be $H = 10^6 m$ and the time scale $\sigma^{-1} = 10^3 s$, such that $\tau = 10$. It then follows for the model parameters $\beta = 1.25$, the value of $b$ depends on the channel width (see (2.47)), $\gamma$ measures the topography amplitude in km, $C^{-1}$ a dissipation time scale in days and $x_1^* = U/\dot{U}_0$. Here $U$ is a velocity scale for the external forcing and $\dot{U}_0 = a/k = 7.8 ms^{-1}$. We take $\gamma = 1, C = 0.1$ and vary $x_1^*$. In the literature the model has also been studied for different parameter values, see the review in De Swart (1988). The results of these investigations do not differ significantly from those which will be presented here. In figure 2.3a the bifurcation set of the model in the $b, x_1^*$-parameter space, enclosing the catastrophe set, is shown. It is known as a cusp catastrophe. In figure 2.3b the equilibrium solution component $\hat{x}_1$, which represents the nondimensional intensity of the zonal flow, is presented as a function of the external forcing $x_1^*$ in case $b = 1.6$ (channel-width 3920 km). The $x_1$-component is proportional to
the zonal index since it measures the eastward transport between the two meridional channel walls.

![Figure 2.3a. Bifurcation set in the b,x1-parameter space of the three-component model for fixed β,γ and C.](image)

- The x1-component of the stationary points as a function of x1 for b = 1.6 and fixed β,γ and C. A solid line denotes that the solution is stable, a dashed line denotes an unstable solution.

For large x1(>28.107) there is one stable stationary point E1. For smaller forcing values (2.741<x1<28.107) two more stationary points appear. The intermediate one (E2) is unstable, since it has one positive real eigenvalue, while the lower one (E3) is stable. For small x1(<2.741) one stable stationary point (E3) is left. To show the characteristic circulation patterns of the equilibria we have taken x1 = 4 (zonal-forcing velocity amplitude of 31.7ms⁻¹).

Then three equilibria exist with the numerical values

\[
E_1 = (3.829, 0.428, -0.018), \quad E_2 = (1.477, 0.989, -0.263), \\
E_3 = (0.776, -0.768, -0.336), \quad (2.59)
\]

Their nondimensional streamfunction patterns are shown in figure 2.4. The stationary point E1 represents a high-index state with a strong westerly flow and a small wave amplitude. Furthermore, E3 is a low-index state representing a large wave embedded in a weak zonal flow. Finally, E2 is an intermediate state showing characteristics of the two equilibria discussed previously.

In figure 2.5 a projection of trajectories onto the x1-x2 plane is shown for the case of three real stationary points. Initial conditions are taken in a plane x3 = constant. It appears that most trajectories tend to one of the stable equilibria. Exceptions are those which lie on the separatrix between the attraction domains of E1 and E3, which tend to E2. The separatrix has a complicated structure and its geometry can only be approximated by a large number of time integrations of the system. As concluded by Charney and DeVore (1979), the presence of topography is a necessary condition for the existence of multiple equilibria: the unstable equilibrium E2 is due to topographic instability. Furthermore, these authors argue that the flow patterns of the stable equilibria E1 and E3 resemble large-scale preference states of the atmospheric circulation. This is motivated by the qualitative resemblance between the
circulation patterns of the Grosswetterlagen, shown in figure 1.2, and those of
the equilibria of the spectral model, presented in figure 2.4. KÅLLÉN (1981,
1982) has drawn similar conclusions for a three-component model of the baro-
tropic potential vorticity equation on a sphere.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure24.png}
\caption{Nondimensional streamfunction contours (solid lines) for the
equilibria $E_1(a), E_2(b)$ and $E_3(c)$ defined in (2.59). A
difference $\Delta \psi = 1$ corresponds to a zonal transport of about
$1.1.10^6 m^2 s^{-1}$. Arrows indicate the flow direction. The
dashed lines represent contours of topography (km).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure25.png}
\caption{Sketch of the phase flow of the three component-model, pro-
jected onto the $x_1 - x_2$ plane in case there are three equilibria.
Initial conditions are chosen in a plane $x_3 = \text{constant}$.}
\end{figure}

The model is unrealistic in the sense it always ends up in a stationary point.
Thus, we conclude that, although there is some qualitative agreement, the
three-component model does not give a realistic picture of the time evolution
of large-scale atmospheric flow. It therefore becomes useful to include more
modes and study its consequences for the solutions as $t \to \infty$. This brings us to
a six-component model, which will be the subject of the next chapter.
III. Analysis of a six-component model of the atmospheric circulation

III.1 Preliminary remarks
It is clearly indicated by synoptic observations that the atmospheric circulation has an irregular temporal and spatial structure. This suggests that complicated models are needed to describe adequately the evolution of the flow. The structure of general circulation models and weather forecast models confirms this idea (Jarraud and Baeke, 1985). Although these models are successful in simulating the flow, they do not provide much insight into the underlying dynamics. It is therefore significant to investigate whether it is possible to construct more simple nonlinear models which reflect specific features of the atmospheric circulation. By the latter we mean a flow vacillating between different weather regimes and of which the evolution can only be predicted for a finite amount of time. As discussed more extensively in chapter I we study in this tract truncated spectral models of the barotropic potential vorticity equation in a beta plane channel. They are of the type (1.1) and can be analysed with techniques originating from dynamical systems theory. We are particularly interested whether such a system, without the effect of the forcing terms $F(t)$ in (1.1), contains a strange attractor with a multimodal probability distribution on it. Since the associated chaotic motion is characterized by sensitive dependence on the initial conditions it models a finitely predictable flow. The multimodal probability distribution implies that trajectories alternately visit different preferent regions in phase space, as required to obtain an index cycle.

In section II.3 it has been found that the three-component model of appendix C between the dotted lines possesses multiple equilibria for a wide range of parameter values. The corresponding circulation patterns resemble the weather regimes of high-index, low-index and transitional type discussed in chapter I. However, no vacillation behaviour is obtained: all nontransient solutions
appear to be stationary. This result suggests to study the effect of including more modes in the spectral expansions. This naturally leads to the six-component model given in appendix C between the dashed lines. It describes the interaction between two zonal flow modes and two Rossby waves. It was originally derived by Charney and DeVore (1979) and is also considered in Matsuda (1983), Yoden and Hirota (1984) and Yoden (1985). A spherical analogon is discussed in Kallen (1981, 1982). Although these studies answered many questions, our knowledge of the model is still incomplete. For example, the existence of oscillation behaviour has not been investigated yet. Therefore, in the present chapter a detailed analysis is given of the physical and mathematical properties of the six-component model.

First we note that the spectral equations are invariant under the transformation

$$(x_1, x_2, x_3, x_4, x_5, x_6, x_1', x_2')$$

$$\rightarrow (x_1, x_2, x_3, -x_4, -x_5, -x_6, x_1', -x_2').$$

(3.1)

This implies that, in case $x_4^2 = 0$ (no forcing in the second zonal harmonic), if initial conditions are chosen such that $x_4(0) = x_4(0) = 0$, the evolution will be governed by the three-component model discussed in section II.4. Furthermore, the increased number of degrees of freedom allows for a new physical mechanism, called barotropic instability mechanism. It may occur in the triad interaction between the (0,2), (1,1) and (1,2) mode. Fjortoft (1953) showed that such a triad conserves kinetic energy as well as enstrophy (squared relative vorticity). Next he derived a necessary condition for a participating mode to become unstable: its wave-length must be smaller than that of the second participating mode and larger than that of the third one. Applying this theorem to the triad of the six-component model we find

if $b^2 < 3$: (0,2) mode can become unstable,

if $b^2 > 3$: (1,1) mode can become unstable.

(3.2)

Thus the width-length ratio of the channel controls the barotropic instability mechanism.

The stationary solutions and their stability properties are studied in section III.2 as a function of two parameters. Apart from $b$ the external forcing, controlling the topographic instability mechanism, is varied. The existence of strange attractors is investigated in the sections III.3 and III.4 by continuing in parameter space branches of periodic orbits which bifurcate from branches of stationary points. In some cases the periodic orbits become homoclinic, such that they connect a stationary point with itself. For nearby parameter values strange attractors occur, in agreement with the theory developed by Silnikov (1965). However, although the six-component model has interesting properties, it is of limited validity for the atmospheric circulation. It appears that the strange attractors only have a small attraction domain in phase space, such that chaotic trajectories remain in a specific regime forever. Physically, this is due to the presence of only one resonant barotropic triad so that the number
of possible nonlinear interactions is limited. It is argued in section III.5 that more degrees of freedom are needed in order to obtain vacillation behaviour.

III.2 Stationary solutions and their bifurcations
We now study the steady states of the six-component model. For the moment we take \( x_4 = 0 \). Then, because of (4.1), equilibria of the three-component model are also equilibria of the six-component model with \( \hat{x}_4 = \hat{x}_5 = \hat{x}_6 = 0 \); they are called single-mode equilibria. However, their stability may change due to presence of more modes. It can be shown that the characteristic equation, which is of sixth degree, factorizes into two cubic equations describing the stability with respect to the first-mode and second-mode perturbations, respectively. According to the Fjørtoft theorem, equilibrium \( E_1 \) cannot become barotropically unstable because it is characterized by a large \((0,1)\) component having the smallest wave-number of the spectrum. The possible instability of \( E_2 \) and \( E_3 \) with respect to second-mode perturbations leads to additional mixed-mode equilibria, for which \( \hat{x}_4, \hat{x}_5, \hat{x}_6 \neq 0 \), as well as periodic solutions. Charney and DeVore (1979) showed that the mixed-mode equilibria are governed by

\[
\begin{align*}
d_2(\hat{x}_1)\hat{x}_4^2 + d_1(\hat{x}_1)\hat{x}_4^2 + d_0(\hat{x}_1) &= 0, \\
e_2(\hat{x}_1)\hat{x}_4^2 + e_1(\hat{x}_1)\hat{x}_4^2 + e_0(\hat{x}_1) &= 0,
\end{align*}
\]  

(3.3)

where \( d_2, d_1, d_0, e_2, e_1 \) and \( e_0 \) are known functions of \( \hat{x}_1 \). Furthermore, for each \( \hat{x}_1 \) and \( \hat{x}_4 \) we obtain a unique \( \hat{x}_2, \hat{x}_3, \hat{x}_5 \) and \( \hat{x}_6 \). Since (3.3) is two quadratic equations for \( \hat{x}_4 \) we conclude that mixed-mode equilibria always occur in pairs having the same \( \hat{x}_1 \), \( \hat{x}_2 \) and \( \hat{x}_3 \) component, but opposite \( \hat{x}_4 \), \( \hat{x}_5 \) and \( \hat{x}_6 \) components.

The equilibria and their stability properties were calculated for the parameter values \( \beta = 1.25, \gamma = 0.1, \gamma = 1, x_4 = 0 \) and variable \( b \) and \( x_1 \). The physical conditions are identical to those discussed in section II.4 for the three-component model. In figure 3.1 curves in the \((b, x_1)\) parameter space are shown. The solid lines, labelled \( L_1, L_2 \) and \( L_3 \), are curves of turning points (saddle-node bifurcations). The dashed lines are curves of pitchfork bifurcation points and the dotted lines, labelled \( H_1, H_2 \) and \( H_3 \), are curves of Hopf bifurcation points. Definitions of equilibria, bifurcations etc. are given in appendix D.

At the turning points and bifurcation points two different branches of equilibria come together. Consequently, the associated curves in figure 3.1 divide the parameter space into regions, each with its own characteristic number of equilibria. This is denoted by the symbols \( a_s, a_m \), where \( a_s \) gives the number of single-mode equilibria and \( a_m \) the number of mixed-mode equilibria.
FIGURE 3.1. a. Curves of singular points in the $b$, $x_1^*$ parameter space. Solid lines are curves of turning points ($L1$, $L2$, $L3$), dashed lines are curves of pitchfork bifurcations ($B1$) and dotted lines are curves of Hopf bifurcation points ($H1$, $H2$, $H3$). The symbols $a_s$, $a_m$ denote the number of single-mode equilibria and mixed-mode equilibria, respectively. The points $A$, $B$, $C$ and $D$ are associated with a direct transition from regular to chaotic behaviour.

b. Blow-up of a.: $10 < x_1^* < 28, 1.4 < b < 1.7$.

c. Blow-up of a.: $2 < x_1^* < 4.5, 1.6 < b < 3.5$. 
Stability properties of at least one of the equilibria change each time that a curve in the diagram is crossed. They are not indicated since the diagram is already densely filled with information. In figure 3.1 b,c blow-ups of two regions are presented where the behaviour is rather complicated. Thick points in the diagram are special singular points of the model, because they are associated with bifurcations of codimension larger than one. It means that more than one free parameter is needed to describe the bifurcation adequately. For example, the unfolding near the point $(x_1^*, b)=(5.042, 0.267)$ is the well-known cusp catastrophe described in appendix D. The phase flow structure near such points can be rather complicated. Of particular interest are the points labelled $A, B, C$ and $D$. There we have the coalescence of a Hopf bifurcation and a saddle-node bifurcation. As will be discussed later on, at these points a direct transition occurs from regular to chaotic solutions.

The curve $L_1$ is the bifurcation set of the three-component subsystem, where the number of single-mode equilibria changes from one to three. From figure 3.1 we conclude that for $b<1.279$ the six-component model has a similar qualitative behaviour with only single-mode equilibria. However, if $b$ becomes larger additional mixed-mode equilibria occur, making the bifurcation diagram more complicated. In figure 3.2 cross-sections of some bifurcation diagrams are presented. Shown are the $\hat{x}_1$- and $\hat{x}_4$-components of the equilibria as a function of $x_1^*$ for $b=1.4, b=1.5, b=1.6$ and $b=2$. Note that the high-index equilibria ($E_1$) are always stable. When $b>1.279$ mixed-mode equilibria are generated at the branch of low-index ($E_3$) equilibria. This occurs by means of pitchfork bifurcations which cause $E_3$ to become unstable. The bifurcations are due to topographic instability of the (1,2) Rossby mode: at this point the wave is in phase with the topography. Beyond the bifurcation perturbations on the unstable state $E_3$ have a growing standing-wave structure.

As long as $b<1.517$ mixed-mode equilibria are absorbed by the $E_3$-branch (figure 3.2 a,b). However, if $b$ exceeds this bound they vanish at the branch of $E_2$-equilibria (figure 3.2 c,d). Another, more important, aspect for $b>1.517$ is that equilibria can become unstable due to the presence of Hopf bifurcations, causing the generation of periodic solutions. Hopf bifurcations are a manifestation of the barotropic instability mechanism and the periodic solutions can be interpreted as topographically modified propagating barotropic Rossby waves.

Explicit calculations of stationary points have been carried out for the parameter values $b=1.6$ and $x_1^*=4$, a case that was also considered in section II.4. The results for the single-mode equilibria are already presented in (2.59), except that they now have the additional components $\hat{x}_4 = \hat{x}_5 = \hat{x}_6 = 0$. Furthermore, two mixed-mode equilibria occur:

$$E_{4a}/E_{4b} = (0.599, -0.394, -0.354, \pm 0.195, \mp 0.090, \mp 0.357).$$

(3.4)

The streamfunction patterns of $E_1$, $E_2$ and $E_3$ are shown in figure 2.4, those of $E_{4a}$ and $E_{4b}$ are presented in figure 3.3. As can be seen there is qualitatively little difference between $E_3$, $E_{4a}$ and $E_{4b}$: they are all of low-index type. The situation in the six-dimensional phase space is sketched in figure 3.4 as a
Figure 3.2. From left to right: $\hat{x}_1$- and $\hat{x}_d$-components of the equilibria as a function of $x_1^*$ for $b = 1.4$ (a), $b = 1.5$ (b), $b = 1.6$ (c) and $b = 2.0$ (d). A solid line denotes that the solution is stable, while a dashed line indicates an unstable solution. The triangle symbol represents a Hopf bifurcation point.
projection of the phase flow onto the $x_1 - x_4$ plane. Both $E_2$ and $E_3$ are now of the saddle-point type and lie on separatrices between the attraction domains of the stable equilibria $E_1$, $E_{4a}$, and $E_{4b}$.

In figure 3.1 there is one dashed region where no stable equilibria exists. Numerical integrations show that for these parameter values trajectories starting from arbitrary initial conditions tend to a globally attracting limit cycle. Thus we conclude that the set of limit points of the six-component model at least contains a point attractor or periodic attractor.

**Figure 3.3.** As figure 2.4, but for the equilibria $E_{4a}$ (a) and $E_{4b}$ (b) defined in (3.4).

**Figure 3.4.** Sketch of the phase flow projected onto the $x_1 - x_4$ plane of the six-component mode in the case $b = 1.6$, $x_1 = 4$. Initial conditions are chosen for fixed $x_2$, $x_3$, $x_5$ and $x_6$. 
III.3 Periodic and aperiodic solutions

III.3.1. Zonal flow instabilities

In figure 3.1 indications are present that the behaviour of the six-component model can be chaotic. To investigate the existence of strange attractors we have studied the position and stability of periodic orbits branching off from stationary points as a function of \( x_1^* \) for \( b = 1.6 \) and \( b = 2.0 \). As discussed in the previous section in these cases periodic solutions can be generated representing barotropic propagating waves. Clearly, these values are characteristic for the behaviour of the model since for \( b = 1.6 \) the (0,2) zonal flow mode can become unstable whereas for \( b = 2 \) this may occur for the (1,1) wave mode, see (3.2). Note that once the periodic orbits branch off from stationary points of the mixed-mode type, they occur in pairs. If their orbits in phase space are given as \( P_\mu(x,t) = 0 \) and \( P_\mu(x,t) = 0 \), they are related by

\[
P_\mu(x_1, x_2, x_3, x_4, x_5, x_6; t) = \tilde{P}_\mu(x_1, x_2, x_3, -x_4, -x_5, -x_6; t),
\]

This is a consequence of the natural symmetry of the system.

For \( b = 1.6 \) there is one pair of Hopf bifurcation points occurring at the mixed-mode equilibrium branches for \( x_1^* = 12.954 \), see figure 3.2c. Here the imaginary parts \( \lambda_i \) of the two complex conjugated eigenvalues with real part zero are \( \lambda_i = \pm 0.227 \). Consequently, periodic orbits with initial period \( T = 2\pi/|\lambda_i| = 27.653 \) and amplitude zero branch off. In figure 3.5 the period of these orbits is shown as a function of the external forcing.

![Figure 3.5](image)

**Figure 3.5** Period \( T \) of the periodic orbits as a function of \( x_1^* \) for \( b = 1.6 \). Stability properties are denoted by a solid curve (stable) or a dashed curve (unstable). A Hopf bifurcation is indicated by a triangle, a period-doubling bifurcation by PD.
Clearly, the Hopf bifurcation is subcritical, i.e. a branch of stable equilibria absorbs a branch of unstable periodic orbits, see the description in appendix D. However, already for a slightly smaller external forcing ($x_{1i} = 12.951$) the periodic orbit merges into a saddle-node bifurcation together with a stable periodic orbit. Next, stable periodic solutions can be found in the range $12.951 < x_{1i} < 12.9585$. An example of such a solution is shown in figure 3.6a for $x_{1i} = 12.958$. They ultimately lose stability in a period-doubling bifurcation at $x_{1i} = 12.9585$. In figure 3.6b a stable doubly-periodic solution is shown which exists for $x_{1i} = 12.9596$. It is found that a sequence of period-doubling bifurcations takes place, leading to the generation of a strange attractor for $x_{1i}$ slightly larger than 12.96. A chaotic solution, occurring for $x_{1i} = 12.961$, is shown in figure 3.6c.

We have demonstrated that this signal is chaotic by computing its Lyapunov exponents, following the method of Wolf et al. (1985). These numbers measure the average exponential growth of the principal axes of an infinitesimal small 'error' sphere along the orbit. Positive Lyapunov exponents indicate that initially nearby orbits in phase space diverge. The reciprocal of the largest positive exponent defines a time scale on which the system is predictable on the average. In this case it was found numerically that there is one positive Lyapunov exponent $\lambda_1 = 0.016$. We have not analysed the strange attractors in detail, since they do not have a global structure. In this case they remain permanently in the low-index regime.

The region of $x_{1i}$-values for which strange attractors occur appears to be very narrow. Numerical integrations show that for $x_{1i} \approx 12.962$ trajectories starting from arbitrary initial conditions converge to the stable stationary point $E_1$. Obviously the strange attractors have changed into nonattracting strange invariant sets, the chaotic solutions have become unstable and therefore they can no longer be obtained from numerical integrations. In order to interpret figure 3.5 we use some arguments discussed in Thompson and Stewart (1986). We hypothesise that the qualitative changes at $x_{1i} = 12.962$ are associated with global bifurcations involving heteroclinic connections between the unstable periodic orbits and the saddle-points $E_{5a}/E_{5b}$ defined in figure 3.2c. Next the strange invariant sets disappear in a global bifurcation at $x_{1i} \approx 13.26$. For that parameter value the unstable principal periodic orbits have become homoclinic orbits which connect the saddle-points $E_{5a}$ and $E_{5b}$ with themselves. This bifurcation is called a blue-sky catastrophe because for larger $x_{1i}$ values the orbits do no longer exist: "they have vanished into the blue sky". A numerical approximation of one of the homoclinic orbits, considered as a periodic orbit with period $T \rightarrow \infty$, is shown in figure 3.6d. The route, which leads to the disappearance of a strange attractor for an increasing forcing parameter, is described in Sparrow (1982) as a type-B homoclinic explosion. The reverse route (a type-A homoclinic explosion) generates a strange attractor for an increasing forcing parameter. This type of behaviour is for instance found in the Lorenz (1963) convection model.
Figure 3.6. a. From left to right: $x_1$-component of stable periodic solution, existing for $b=1.6$ and $x^*_1=12.958$, as a function of $t/T$ (where $T$ is the period), $x_4$-component as a function of $t/T$ and projection of the orbit onto the $x_1-x_4$ plane.

b. As a, but for $x^*_1=12.9596$.

c. Chaotic time series for $b=1.6$, $x^*_1=12.961$, generated by starting on the unstable principal periodic orbit. From left to right: $x_1$-component as a function of $t'=(t-1000)/500$, $x_4$-component as a function of $t'$ and projection of the trajectory onto the $x_1-x_4$ plane.

d. Numerical approximation of one of the two homoclinic orbits occurring at $b=1.6$, $x^*_1=13.26$ as a periodic solution with period $T\to\infty$. From left to right: $x_1$-component as a function of $t/T$, $x_4$ component as a function of $t/T$ and projection of the orbit onto the $x_1-x_4$ plane. The other homoclinic orbit is obtained by reversing the signs of $x_4$, $x_5$ and $x_6$. 
III.3.2 Rossby wave instabilities

We will now consider the continuation of periodic orbits generated by Hopf bifurcations occurring for \( b = 2 \). Then the parameter values are similar to those used by Charney and DeVore (1979). From figure 3.2d it appears that there is one Hopf bifurcation at a branch of single-mode equilibria \((x_1^* = 1.864)\). Furthermore, four pairs of Hopf bifurcation points are found at mixed-mode equilibrium branches for \( x_1^* = 3.456, x_1^* = 3.229, x_1^* = 3.503 \) and \( x_1^* = 3.623 \). The study of periodic solutions involved in these bifurcations will be referred to as case I, II, III, IV and V, respectively.
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**Figure 3.7.** Period of the periodic orbits as a function of \( x_1^* \) for \( b = 2 \), case I. For explanation see the text. Stability properties are indicated by a solid curve (stable) and dashed curve (unstable). The symbols \(<\) and \(>\) indicate a supercritical and subcritical sequence of period-doubling bifurcations in a very small range of \( x_1^* \)-values.

In figure 3.7 the period of the orbits is shown as a function of \( x_1^* \) for case I. Part of this bifurcation diagram \((0 < x_1^* < 3.5)\) has been described by Yoden and Hirota (1984) and Yoden (1985). Some time series of the \( x_1^- \) and \( x_4^- \) components, as well as projections of the periodic orbits onto the \( x_1^- - x_4^- \) plane, are shown in figure 3.8 for various forcing values. It appears that the stable periodic solutions bifurcate on the side of the unstable equilibrium \( E_3 \), hence it is a supercritical Hopf bifurcation (see appendix D). With increasing \( x_1^- \) the amplitude of the periodic orbits increases while the period decreases a little. The behaviour of the solution becomes more complicated because of the higher harmonics of the fundamental frequency (figure 3.8a,b).
Figure 3.8. Visualization of some periodic orbits occurring for $b = 2$, case I. Shown are $x_1(t/T), x_4(t/T)$ and a projection of the orbits onto the $x_1 - x_4$ plane. Here $t$ is time and $T$ the period.

Note that the orbits are symmetric with respect to $x_4 = 0$, $x_5 = 0$, $x_6 = 0$. At $x_1^* = 3.122$ the symmetry is broken by a pitchfork bifurcation. The symmetric periodic orbit becomes unstable while two non-symmetric stable periodic orbits branch off. One of them is shown in figure 3.8c, the other one is obtained by reflection in $x_4 = 0$. Each of the non-symmetric orbits becomes unstable at $x_1^* = 3.276$ due to a period-doubling bifurcation. An example of a doubly-periodic solution is shown in figure 3.8d. Further period-doubling bifurcation do not take place. On the contrary, we have a period-halving bifurcation at $x_1^* = 3.368$ and a pitchfork bifurcation at $x_1^* = 3.432$.

For $x_1^* = 3.5$ Yoden (1985) found chaotic solutions, but no explanation is given of the bifurcation route resulting in the occurrence of a strange attractor. However, using figure 3.7 we are able to describe the scenario leading to chaos. If we continue the branch of periodic solutions starting from the pitchfork bifurcation at $x_1^* = 3.432$ for increasing $x_1^*$ we arrive, for a slightly increased forcing ($x_1^* = 3.497$), at a saddle-node bifurcation. Here the branch of stable periodic orbits coalesce with a second branch consisting of unstable periodic orbits which have larger periods. Following the latter branch for decreasing forcing values we encounter a next saddle-node bifurcation at $x_1^* = 3.557$, where a coalescence occurs with a branch of stable periodic orbits. If we continue these stable solutions it appears that they are almost immediately turned unstable by a period-doubling bifurcation. The branch remains unstable until $x_1^*$ is close to a new saddle-node bifurcation existing at $x_1^* = 3.615$: for a slightly smaller forcing the branch has become stable due to a period-halving bifurcation. From that moment on the branches of periodic orbits show a similar behaviour as just described, except that the differences between successive saddle-node bifurcation values decrease and that the values of the periods increase. The tendency of the period to become infinitely large is associated with the approach to a homoclinic orbit existing for $x_1^* = 3.581$. A numerical approximation of this orbit is shown in figure 3.9a. It connects the stationary point $E_3 = (0.768, -0.614, -0.234, 0., 0., 0.)$ with itself. This type of bifurcation has been analysed by Silnikov (1965) and more recently by Glendinning and Sparrow (1984) and Gaspard et al. (1984). From their results it
follows that in the neighbourhood of the parameter value for which homoclinicity occurs a countable infinity of unstable periodic orbits and an uncountable infinity of aperiodic, chaotic orbits exist. The aperiodic orbits are generated and disappear due to an infinite cascade of period-doubling and period-halving bifurcations, respectively, which take place near each winding of the $T(x_1)$ curve in figure 3.7. Consequently, for parameter values close to the critical value at which homoclinicity occurs chaotic solutions will be found. An example of a chaotic time series, for $x_1 = 3.5$, is shown in figure 3.9b. It has one positive Lyapunov exponent $r_1 = 0.040$. Note that the trajectories move in a small tube which closely follows the homoclinic orbit. The importance of this type of bifurcation for spectral models of the atmospheric circulation has been proposed by DE SWART and GRASMAN (1984). The existence of homoclinic orbits and related chaos is already suggested in figure 3.1. In this diagram codimension-2 bifurcation points occur $(A,B,C,D)$ where a limit point and a Hopf bifurcation point coalescence. According to LANGFORD (1981) such bifurcations involve homoclinic orbits with an associated transition to chaos, see also GUCKENHEIMER and HOLMES (1983) and a remark in LEGRAS and GHIL (1985).

![Diagrams showing chaotic time series and homoclinic orbits](image)

**Figure 3.9.**

a. As figure 3.6d, but approximation of the homoclinic orbit at $b = 2$, $x_1 = 3.581$.

b. As figure 3.6c, but for $b = 2$ and $x_1 = 3.5$.

Before discussing the approach to the homoclinic orbit in more detail, we consider the continuation of periodic orbits emanating from the pair of Hopf
bifurcation points at $x^*_1 = 3.456$ (case II). In figure 3.10 the period of the orbits is shown as a function of the external forcing. Starting from the subcritical Hopf bifurcation points, with initial period $T = 19.368$, a series of wiggles are found in the interval $3.45 \leq x^*_1 \leq 3.65$. For $x^*_1 = 3.584$ we have the approach to two homoclinic orbits. A numerical approximation of one of them is presented in figure 3.11, the other one is obtained by reversing the signs of $x_4$, $x_5$ and $x_6$, because of (3.1). Again they connect the saddle point $E_3$ with itself. In the bifurcation diagram their positions are close to the homoclinic orbit discussed previously. Each of the two new-found orbits seems to be just half a part of the orbit of figure 3.9a.

**Figure 3.10.** As figure 3.7, but for case II.

**Figure 3.11.** As figure 3.6d, but approximation of one of the homoclinic orbits at $b = 2$, $x^*_1 = 3.584$. 

III.3.3 Homoclinic orbits and chaos

The behaviour of the periodic solutions discussed in the previous subsection can be understood as follows, see GLINDINNING and SPARROW (1984) and GASPARD et al. (1984). Suppose that for a parameter value μ₀₁ we have a homoclinic orbit connecting a saddle-point with itself, as sketched in figure 3.12a. The behaviour of the vectorfield close to μ₀₁ is characterized by three eigenvalues of the matrix derivative of the vectorfield linearized at the saddle-point. They are a real positive eigenvalue \( \lambda_1 \) and two complex conjugated eigenvalues \( -\lambda_2 \pm i\omega \) with \( \lambda_2 > 0 \). If \( \lambda_2 / \lambda_1 < 1 \) the bifurcation diagram of the periodic orbits existing nearby the homoclinic orbit has a similar structure as shown in the figures 3.7 and 3.10. However, for nearby parameter values there exist a number of other, so-called subsidiairy homoclinic orbits. They make one or more encounters with the saddle point before returning to it. An example of a double-pulse subsidiairy homoclinic orbit is presented in figure 3.12b. Assume that the saddle-node bifurcations, associated with the approach to an \( M \)-pulse homoclinic orbit occurring for the parameter value \( \mu_{\omega M} \), exist for parameter values \( \{ \mu_i \}_{i=1}^{\infty} \) with \( \{ T_i \}_{i=1}^{\infty} \) the corresponding periods of the orbits. Then

\[
\lim_{i \to \infty} (T_{i+1} - T_i) = \frac{M \pi}{\omega}, \tag{3.6a}
\]

\[
\lim_{i \to \infty} \left( \frac{\mu_{i+1} - \mu_{\omega M}}{\mu_i - \mu_{\omega M}} \right) = -\exp \left( -\frac{\pi \lambda_2}{\omega} \right). \tag{3.6b}
\]

for a derivation see GLINDINNING and SPARROW (1984). In our model the numerical values of the three eigenvalues important in this case are

\[
\lambda_1 = 0.325, \quad \lambda_2 = 0.067, \quad \omega = 1.034. \tag{3.7}
\]

**Figure 3.12.** Sketches of a principal homoclinic orbit (a) and a double-pulse subsidiairy homoclinic orbit (b) in a three-dimensional phase space.

We have \( \lambda_2 / \lambda_1 = 0.206 \), which is smaller than 1, as required. Substituting (3.7) in the right-hand sides of (3.6a,b) we obtain the numerical values 3.039 \( M \) and
-0.816, respectively. From the figures 3.7 and 3.10 we computed numerical values for the left-hand sides of Eqs. (3.6a,b). The results are presented in table 3.1.

<table>
<thead>
<tr>
<th></th>
<th>figure 3.7</th>
<th>figure 3.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{i+1} - T_i$</td>
<td>6.2</td>
<td>3.1</td>
</tr>
<tr>
<td>$\mu_{i+1} - \mu_{bM}$</td>
<td>-0.89</td>
<td>-0.81</td>
</tr>
</tbody>
</table>

**Table 3.1:** Approximations of the left-hand sides of (3.6a) and (3.6b) from the bifurcation diagrams of figures 3.7 and 3.10.

From that we conclude that the two homoclinic orbits occurring at $x_1^* = 3.584$ are principal orbits, while the homoclinic orbit at $x_1^* = 3.581$ is a double-pulse subsidiary orbit. We remark that $(\mu_{i+1} - \mu_{bM})/\mu_{bM}$ is difficult to compute accurately because results strongly depend on the parameter value $\mu_{bM}$ for which the homoclinic orbits are found.

### III.3.4 Bifurcation structure of remaining periodic orbits

The next case we study is the continuation of periodic orbits starting from the supercritical Hopf bifurcations at $x_1^* = 3.229$ (case III). In figure 3.13 the period of these orbits is shown as a function of $x_1^*$. The initially stable branches of periodic orbits become unstable at $x_1^* = 3.308$ due to a period-doubling bifurcation. Numerically it is found that this bifurcation is the beginning of an infinite cascade of period-doublings in the region $3.308 \leq x_1^* \leq 3.3254$, resulting in the generation of a strange attractor. An example of a chaotic time series occurring for $x_1^* = 3.3255$ is shown in figure 3.14. It has one positive Lyapunov exponent $\mu_1 = 0.012$. The strange attractors are found in only a narrow range of forcing values. Integrations for $x_1^*$ slightly larger than 3.326 show that trajectories starting close to the unstable principal periodic orbits tend to stable limit cycles with periods close to 86. These limit cycles have already been obtained previously, see figure 3.7. Obviously, at $x_1^* = 3.326$ the strange attractors turn into nonattracting strange invariant sets. Chaotic solutions still exist, but they are unstable and hence are not obtained by means of numerical integrations. In the literature scenarios are known which describe the destabilization of a strange invariant set. They involve heteroclinic connections between unstable stationary points and unstable periodic orbits, see Sparrow (1982) and Thompson and Stewart (1986). However, they are not studied in detail here.

The nonattracting strange invariant sets exist for $3.326 < x_1^* < 4.315$, until they disappear in a cascade of period-halving bifurcations, the last one occurring at $x_1^* = 4.223$. After that only the principal periodic orbits are left having two Floquet multipliers with absolute values larger than 1, see figure 3.13b. These numbers indicate the degree of instability of a periodic solution, as discussed in appendix D. Next the branches merge into saddle-node bifurcations together with branches of periodic orbits which originates from the pair of
Hopf bifurcation points at \( x_1^* = 3.503 \). Obviously, the cases III and IV are connected and have been studied together.

**Figure 3.13.** a. As figure 3.7, but for the cases III and IV.  
b. Bifurcation scheme in the region between the period-doubling bifurcations of figure 3.13a. The straight line denotes the principal periodic orbit. The number of Floquet multipliers with absolute values larger than 1 (which measures the degree of instability of the periodic orbits) is also indicated.

**Figure 3.14.** As figure 3.6c, but for \( b = 2 \) and \( x_1^* = 3.33255 \).

We finally investigate the periodic orbits, generated by the subcritical Hopf bifurcations at \( x_1^* = 3.623 \) (case V). In figure 3.15 the period of the orbits is presented as a function of the external forcing. Again a series of wiggles is found, but only in a small region of \( x_1^* \) values. This behaviour suggests the approach to homoclinic orbits for \( x_1^* = 3.625 \). A numerical approximation of one of them is shown in figure 3.16. It seems that these orbits connect the equilibria \( E_{6a}/E_{6b} = (1.445, 0.466, -0.182, \pm 0.657, \pm 0.147, \pm 0.024) \), defined in figure 3.2d, with themselves.

At first sight the bifurcation structure in figure 3.15 is similar to those of
figures 3.7 and 3.10. It suggests that the theory discussed in section III.3.3 can be applied. However, the normal form of this scenario requires a homoclinic orbit connecting a saddle point in three dimensions. Furthermore, the matrix derivative of the vector field, linearized at the saddle point, should have one positive real eigenvalue and two complex conjugated eigenvalues with negative real parts. But in this case the saddle points have two real positive eigenvalues as well as two pairs of complex conjugated eigenvalues with negative real parts. Obviously, in order to describe the approach to a homoclinic orbit in figure 3.15 in a persistent way, the Silnikov theory should probably be generalized to systems of dimensions larger than 3. Another problem comes from the numerically observed fact that in most cases trajectories starting close to the unstable principal periodic orbits are not chaotic. Instead they tend to one of the stable equilibria $E_{4a}$ or $E_{4b}$. Thus the scenario leading to the bifurcation structure shown in figure 3.15 remains to be investigated.

**Figure 3.15.** As figure 3.7, but for case V.

**Figure 3.16.** As figure 3.6d but for $b = 2$ and $x_1^* = 3.625$. 
III.4. The possibility of index cycles

In order for the six-component system to model the large-scale atmospheric circulation it should have at least qualitative agreement with synoptic observations. Therefore, we expect the system to fluctuate irregularly between different preferent domains in phase space. So far we have found irregular chaotic solutions for certain parameter values and initial conditions, but they remain in the low-index flow regime forever. Moreover, the corresponding strange attractors in phase space have small attraction domains: there is only a small set of initial conditions for which trajectories are attracted to a strange invariant set. For the concept of deterministic chaos to be physically meaningful the strange attractor should have a global structure in phase space. In other words, chaotic trajectories should be capable of visiting both the low-index and high-regimes. Such a system would show the characteristics of an index cycle. A recent discussion about this phenomenon is given in Wallace and Blackman (1983). In our model an index cycle is not found because the high-index equilibrium $E_1$ is stable for all parameter values. This is due to the fact that the equilibrium is dominated by a $(0,1)$ zonal flow component. It cannot be destabilized by topographic instability since this mechanism only acts on wave modes. Furthermore, barotropic instability of the $(0,1)$ mode is not possible due to the Fjølstøft theorem (Fjølstøft, 1953) because it has the smallest wave number of the spectrum.

However, with a slight extension of the model we can allow for unstable high-index equilibria. This is done by introducing a nonzero amplitude $x_4^*$ of the external forcing in the $(0,2)$ zonal flow mode. For sufficiently large $|x_4^*|$ values and $b < \sqrt{3}$ the $(0,2)$ mode can become barotropically unstable, see (3.2) and appendix E. As an example we take the numerical values $b = 1.6, C = 0.1, \beta = 1.25, \gamma = 1, x_1^* = 4$ and let $x_4^*$ be a free parameter. In appendix E a lower bound is computed of the critical amplitude $|x_4^*|_{\text{c}}$ for which barotropic instability of the high-index equilibrium occurs. It is found that $|x_4^*|_{\text{c}}$ should be somewhat larger than 0.35. In figure 3.17 results of a numerical bifurcation analysis are presented. They show the $x_4$-component of the equilibria as a function of $x_4^*$, where for $x_4^* = 0$ is started in the equilibrium $E_1, E_2$ and $E_3$ (defined in (2.59)), respectively. Considering $E_1$, it becomes barotropically unstable at $|x_4^*|_{\text{c}} = 0.402$ by means of a Hopf bifurcation. We have investigated the continuation of periodic orbits emanating from these bifurcation points. With increasing $|x_4^*|$ stable periodic orbits are found which turn unstable at $|x_4^*| = 8.459$ due to a period-doubling bifurcation. However, at $|x_4^*| = 11.771$ they become stable again by absorbing a branch of unstable doubly-periodic orbits. The principal periodic orbits ultimately loose stability at $|x_4^*| = 19.705$ by means of a torus bifurcation.

We have investigated the existence of strange attractors in the range $0 < |x_4^*| < 15$. It was found that trajectories either tend to a limit cycle of the high-index type or to a stationary point of the low-index type, but no chaotic solutions were obtained. The existence of point attractors can be understood from figure 3.17b,c. It appears that the equilibrium $E_2$ remains unstable if $x_4^*$ is varied, but in all cases a stable equilibrium of the low-index type is found.
When $|x_4|$ is large most energy of these equilibria is contained in the (1,1) wave mode. This mode cannot become unstable because the model contains only one wave triad, for which (3.2) holds, and here $b < \sqrt{3}$. Thus, the conclusion is that the six-component barotropic spectral model cannot generate index cycles.

![Diagram of equilibria](image)

**Figure 3.17.** $\hat{x}_4$-component of the equilibria for $b=1.6$ and $x_4^1=4$ as a function of $x_4^2$. For $x_4^1=0$ a restart is made in $E_1(a), E_2(b)$ and $E_3(c)$. Stability properties are indicated by a solid line (stable) or dashed line (unstable). The triangle symbol denotes a Hopf bifurcation point.

### III.5 Concluding Remarks

We have studied a six-component spectral model of the barotropic potential vorticity equation in a beta-plane channel, originally derived by Charney and DeVore (1979). In order to investigate in what sense the model reflects features of the atmospheric circulation a systematic bifurcation analysis has been carried out for two free parameters. They are the external forcing and the width-length ratio of the channel, which control the topographic and barotropic instability mechanisms, respectively. It is concluded that the physical and mathematical properties of the model are richer than those of the three-component subsystem. In both models multiple equilibria can occur for fixed parameter values. The associated streamfunction patterns resemble large-scale preference states of the atmospheric circulation. However, the asymptotic states of the subsystem are always stationary, while for the full model also periodic, quasi-periodic and chaotic solutions are found. In particular the occurrence of strange attractors is of interest since the associated solutions model an irregular time-dependent flow. Furthermore, chaos is characterized by sensitive dependence on the initial conditions: nearby orbits in phase space exponentially diverge during the evolution of the system. Since in practical situations initial conditions are never known with infinite precision, the system evolution can only be predicted for a finite amount of time. A finite predictability is typically one of the properties of the atmospheric circulation. This
follows from numerical experiments as well as from theoretical studies (HOLLOWAY and WEST, 1984).

Various scenarios are found which describe the generation or disappearance of a strange attractor. Apart from the period-doubling route we obtained homoclinic orbits connecting stationary points with themselves. For nearby parameter values chaotic trajectories occur moving in small tubes around the homoclinic orbits. This is in agreement with the theory of SILINIKOV (1965), see also GLENNDINNING and SPARROW (1984) and GASPARD et al. (1984).

Despite its complexity and interesting properties the validity of the model is limited. It appears that the strange attractors do not have a global structure in the sense that chaotic trajectories are capable of visiting alternately different preferent regions in phase space. Thus it is concluded that the six-component model cannot show vacillatory behaviour. The reason is clearly due to a lack of barotropic wave triads or, equivalently, due to the severe truncation. Internal vacillation can only be obtained by allowing quasi-statically changes of the parameters. This can be considered as modelling slowly varying boundary conditions in the atmosphere, as described in LEGRAS and GHIL (1985).

For fixed parameter values vacillation can be generated in three ways. The first is to add stochastic perturbations to the spectral equations, which will be done in the next chapter. The second way consists of constructing a spectral model with more degrees of freedom by allowing more eigenfunctions in the spectral expansions. We shall discuss this method in chapter V. The third possibility is to study spectral models of baroclinic flows to which we shall return in chapter VI.
IV. Effect of stochastic perturbations on low-order atmospheric spectral models

IV.1. INTRODUCTION
It was discussed in chapter I that, in order to obtain a better understanding of the atmospheric circulation, detailed information is required about the ultralong quasi-stationary waves and transient synoptic-scale eddies. This problem is often studied with a planetary-scale model, in which the effect of the transient eddies is parametrized. There are several propositions to solve this closure problem. One possibility is to use techniques, originating from turbulence theory, to express the eddy characteristics in terms of the resolved part of the flow. For grid-point models this has been done by WHITE and GREEN (1982) and SHUTTS (1983). An alternative method is to represent the eddy forcing by stochastic terms. BALGOVIND et al. (1983) applied it to a grid-point model.

In this tract we study spectral models of the large-scale atmospheric flow. Such a model can be formulated as a dynamical system of the type (1.1). In the derivation of the spectral model we have the freedom to choose the flow characteristics (e.g. barotropic or baroclinic), the geometry of the domain (e.g. a beta plane or the sphere) and the truncation number N. The forcing terms $F(t)$ in (1.1) represent the effect of the neglected short-scale modes and additional physical processes not incorporated in the model.

By application of coarse-grain methods from nonequilibrium statistical mechanics, LINDENBERG and WEST (1984) have shown that (1.1) is formally a system of stochastic differential equations with its stochastic character fully due to the uncertainty in the initial values of the unresolved modes. Their results indicate that the forcing terms are complicated and do not fit the description given by CHARNEY and DeVORE (1979) and EGGERS (1981): they
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are only stationary and Markovian under rather restrictive conditions. However, in practice these restrictions can be weakened. Egger and Schilling (1983, 1984) and Barnett and Roads (1986) have determined the statistical characteristics of the forcing terms from data and found that they could be fitted with coloured-noise processes, which are stationary and Markovian. Furthermore these authors analysed the response of a linearized spectral model of the barotropic vorticity equation to this forcing. Taking into account the ultralong waves only they showed that in this way it is possible to explain a substantial part of the observed long-term variability of the atmosphere.

In section II.3 and chapter III it has been demonstrated that trajectories of a three- and six-component barotropic spectral model in phase space tend to different sets of limit points. Each of these sets, with its corresponding attraction domain in phase space, represents a specific flow regime. However, the models do not describe transitions between the different weather regimes, as observed for the atmospheric circulation (Namias, 1950). In order to obtain this vacillatory behaviour stochastic perturbations will be added to the spectral equations. They are considered as a parametrization of the forcing terms $F(t)$ defined in (1.1). The noise forces the system to alternately visit the different preferent regimes. The expected residence time of the system in a regime is then a measure for the persistence of a large-scale preferent state. Egger (1981) studied the effect of random forcing of the Gaussian white-noise type on the three-component model of section II.3. Benzi et al. (1984) and Moritz (1984) computed expected residence times of this system in the attraction domains of the stable equilibria of the unperturbed system as a function of the zonal forcing. Here we will also compute the responses as a function of the intensity and correlation time of the noise.

Mathematical aspects of stochastic processes are considered in more detail in section IV.2. Next, in section IV.3 a method is discussed to compute expected residence times in an attraction domain of a stable equilibrium of the unperturbed system. It differs in some respect from the method considered in De Swart and Grasman (1987): it can now be applied to six-dimensional spectral models. The results are presented in section IV.4. Following the ideas of Ghil (pers.comm.) to model geophysical systems by discrete models, we consider in section IV.5 a discrete-state Markov model of the atmospheric circulation. A similar study has been performed by Spekat et al. (1983) using atmospheric data. Our model consists of three states, viz. a high-index, a low-index and a transitional state. Transition probabilities per unit of time are specified using the results of section IV.4. We then calculate the time evolution of the probability distribution from the master equations. The eigenvalues of these equations determine the time scale over which the effect of the initial state is present in this distribution. Finally some concluding remarks are given in section IV.6.
IV.2. DYNAMICAL SYSTEMS FORCED BY RANDOM NOISE

Consider the system (1.1) where the $F(t)$ are assumed to be random terms. In this section a few remarks will be given on the formulation of stochastic dynamical systems. In order to describe the transition from a deterministic to a stochastic evolution in a mathematical precise way is complicated and requires a thorough knowledge of the theory of stochastic processes. Here we only present results which are needed during the course of this chapter. More detailed discussions about stochastic processes can be found in GARDINER (1983) and VAN KAMPEN (1983).

A stochastic dynamical system can be written as

$$\dot{x} = f_n(x)dt + \epsilon \sigma(x) d\Phi(t),$$

$$\Phi(t) = \int_0^t \eta(s) ds.$$  \hspace{1cm} (4.1)

Here $\epsilon$ is the noise intensity, $\sigma$ an $(N \times N)$ diffusion matrix and the $N$ components of $\eta(t)$ represent the random forcing. The latter are assumed to be stationary, which implies that their statistical moments do not depend explicitly on time. Important characteristics of the noise terms are the mean values $<\eta>$ and the correlation matrix

$$C_\eta(\tau) = <\eta(t)\eta(t+\tau)>,$$  \hspace{1cm} (4.2)

where $< >$ denotes an ensemble average. The energy of the noise in the frequency domain is given by the spectral density matrix

$$S(\omega) = \lim_{T \to \infty} \frac{1}{T} \int_{-T}^{T} \alpha(\omega,T) \alpha^*(\omega,T) dt, \quad \alpha(\omega,T) = \int_{-T}^{T} \eta(t)e^{i\omega t} dt,$$  \hspace{1cm} (4.3)

with the asterisk denoting a complex conjugation. According to the Wiener-Khinchine theorem, for stationary processes the spectral density matrix is the Fourier transform of the correlation matrix (PRIESTLY, 1981), thus

$$S_\eta(\omega) = \int_{-\infty}^{\infty} C_\eta(\tau) e^{i\omega \tau} d\tau.$$  \hspace{1cm} (4.4)

In this way a multivariate stochastic process $X_\epsilon(\eta,t)$ is generated, which takes on the realisations $x$. In general the evolution at any time will depend on the history of the process, which is a fundamental difficulty in the analysis of the dynamics. This problem can be met by choosing the $\eta(t)$ to be white-noise processes $\xi(t)$ with the properties

$$<\xi(t) > = 0; \quad C_\xi(\tau) = <\xi(t)\xi(t+\tau)> = I\delta(\tau).$$  \hspace{1cm} (4.5)

Here $I$ is the $(N \times N)$ unity matrix and $\delta(\tau)$ the Dirac delta function with argument $\tau$. Thus, white-noise processes have zero means and are fully uncorrelated.

With this choice $\Phi(t)$ in (4.1) becomes a multivariate Wiener process $W(t)$ and the stochastic dynamical system reads
\[
dx = f_\mu(x)dt + \varepsilon\sigma(x)dW(t). \quad (4.6)
\]

Now \(X_t(\xi, t)\) is a Markov process, i.e. its realisation at any time in the future only depends on its present state. Such a process is fully described by the conditional probability density \(p(x, t|x', t')\), which denotes the probability density for the \(X_t(\xi, t)\) to have the realisation \(x\) at time \(t\), given it had realisation \(x'\) at time \(t' < t\). It can be shown that \(p(x, t|x', t')\) is the solution of the Fokker-Planck equation

\[
\frac{\partial}{\partial t}p(x, t|x', t') = -\nabla \cdot [f_\mu(x)p(x, t|x', t')] \\
+ \frac{1}{2} \varepsilon^2 \nabla \cdot [\sigma(x) \sigma^T(x)p(x, t|x', t')], \quad (4.7)
\]

where \(\sigma^T\) is the adjugated of \(\sigma\) (Gardiner, 1983). The solution of (4.7) gives a complete description of the stochastic dynamical system (4.6). Another method of obtaining information about the system is the statistical analysis of a large number of simulations of (4.6) by using a related system of stochastic difference equations, see Appendix F.

Representing certain physical processes by white noise can be misleading, because white noise is uncorrelated and its energy is equally distributed of over all frequencies in the spectral time domain, as can be seen from (4.4) and (4.5). Consequently, the noise energy is infinite and hence the process has no physical relevance. Alternatively, we may assume the \(\eta(t)\) in (4.1) to be colour-noise processes \(\xi(t)\) which are described by the stochastic differential equations

\[
d\xi = -\alpha \xi dt + \alpha' dW, \quad (4.8)
\]

with \(\alpha\) and \(\alpha'\) nonnegative constants. In order for white noise and coloured noise to result in equal variances of the increments \(dx(t)\), we must take \(\alpha' = \alpha\). We then obtain

\[
\langle \xi(t) \rangle = 0, \quad C_\xi(\tau) = \langle \xi(t)\xi(t+\tau) \rangle = \frac{1}{2}\alpha e^{-\alpha|\tau|}I_N. \quad (4.9)
\]

It follows that \(\alpha^{-1}\) is a measure for the correlation time and the white noise limit is obtained by taking \(\alpha \rightarrow \infty\). Some spectral energy distributions of coloured noise for different values of \(\alpha\) are shown in figure 4.1. They are obtained from (4.4) and (4.9).

Applying the coloured-noise forcing to (4.1) and transforming \(\xi(t) = y(t)\), we obtain

\[
d\begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} f_\mu(x) + \sigma(x)y \\ -\sigma y \end{bmatrix} dt + \varepsilon \begin{bmatrix} \Theta \\ \Theta \end{bmatrix} dW \text{ in } \mathbb{R}^{2N}, \quad (4.10)
\]

where \(\Theta\) denotes an \((N \times N)\) matrix with zero elements. This system is of the same type as (4.6). Consequently, its solution is again a Markov process and a Fokker-Planck equation for the conditional probability density can be derived from (4.10) in an analogous manner as (4.7) follows from (4.6).
IV.3. Analysis of the Stochastically Perturbed System

We consider the stochastically forced system (4.6) and assume that the unperturbed system ($\epsilon = 0$) has a stable stationary point $E$. Define in phase space a domain $\Omega \subseteq \Omega$, containing $E$, where $\Omega$ is the attraction domain of $E$. At the boundary $\partial \Omega$ the deterministic vectorfield satisfies $f(x) \cdot \nu(x) \leq 0$, where $\nu(x)$ is the outward normal to the boundary. Starting in $x \in \Omega$ at time $t = 0$, the perturbed system will remain in $\Omega$ for a finite time, as shown by Matkowsky and Schuss (1977). In this section we shall derive an expression for the expected residence time $T(x)$ in $\Omega$.

We first analyse the function $\Psi(x)$ satisfying the stationary form of the Fokker-Planck equation (4.7):

$$L^*_x \Psi \equiv \frac{1}{2} \xi^2 \nabla \cdot [a(x) \Psi(x)] - \nabla [f(x) \Psi(x)] = 0,$$

(4.11)

where

$$a(x) = a(x) \sigma^2(x).$$

Furthermore the normalisation condition $\Psi(E) = 1$ is proposed. As will become clear in the course of our derivation, the expected residence time is directly related to this function.

For low-intensity noise ($0 < \epsilon << 1$) an approximate solution is assumed to be of the Gaussian form

$$\Psi(x) \sim w(x) e^{-Q(x)/\xi^2},$$

(4.13)

with $w(E) = 1$ and $Q(E) = 0$. We require $\Psi(x)$ to be positive in $\Omega$ with a maximum value in $x = E$. This WKBJ-approximation originates from geometrical optics, see Goldstein (1980). It is only valid within the attraction domain of $E$. If $\Omega$ coincides with $\Omega$, additional boundary-layer corrections for $w(x)$ are needed (Matkowsky et al., 1983).

Substituting (4.13) in (4.11) and collecting terms with equal power in $\epsilon$, we obtain in lowest order the so-called eikonal equation

$$\left[ \frac{1}{2} a(x) \sigma^2 Q(x) + f(x) \right] \cdot \nabla Q(x) = 0; \quad Q(E) = 0.$$
In next order an equation for \( w \) is obtained, however in our analysis it is sufficient to consider the solution of (4.14) only. In case a potential function \( V_\rho(x) \) exists, such that

\[
\begin{align*}
    f_\rho(x) & = f_\rho^R(x) + f_\rho^I(x), \\
    f_\rho^R(x) & = -a(x) \cdot \nabla V_\rho(x), \\
    \nabla V_\rho(x) \cdot f_\rho^I(x) & = 0,
\end{align*}
\]

its solution is

\[
Q(x) = 2\{V_\rho(x) - V_\rho(E)\},
\]

as may verified by a direct substitution of (4.15) in (4.14). At this point we note the BENZI et al. (1984) reduced their spectral model to a potential system. When the deterministic system is not of gradient type, such as the spectral models of section II.3 and chapter III, Eq. (4.14) is analysed by rewriting it as

\[
H(x, p) = \frac{1}{2} a(x) p + f_\rho(x) \cdot p = 0; \quad p = \nabla Q.
\]

By taking the differential of the Hamilton function \( H \) along a bicharacteristic in the \((x, p)\) space we obtain the Hamilton equations

\[
\begin{align*}
    \frac{dx}{ds} & = \nabla p H = a(x) p + f_\rho(x), \\
    \frac{dp}{ds} & = -\nabla H = -\left\{ \frac{1}{2} \nabla a(x) p + \nabla f_\rho(x) \right\} p.
\end{align*}
\]

Here \( s \) is a parameter varying along a bicharacteristic and \( \nabla p \) denotes the nabla operator with respect to the \( p \)-variables. Additionally we have

\[
\frac{dQ}{ds} = p \cdot \frac{dx}{ds} = \frac{1}{2} a(x) : pp,
\]

where (4.17) and (4.18) have been applied. Since \( a(x) \) is a positive-definite matrix we see that \( Q \) increases with increasing \( s \).

We wish to obtain values for \( Q \) at each point \( x \in \Omega \), given \( Q(E) = 0 \). This distribution is of physical interest since surfaces \( Q = \text{constant} \) enclose the smallest region in the \( x \)-space where the system is found with a given probability. Secondly, the \( Q \)-function is related to the expected residence time \( T(x) \) of the system in \( \Omega \). As shown by GARDINER (1983) the latter satisfies Dynkin's equation

\[
L_\epsilon T(x) = -1 \text{ in } \Omega; \quad T(x) = 0 \text{ at } \partial \Omega,
\]

where

\[
L_\epsilon \equiv \frac{1}{2} \epsilon^2 a(x) : \nabla \nabla + f_\rho(x) \cdot \nabla
\]

is the backward Kolmogorov operator, being the formal adjugated of \( L_\epsilon^* \) in (4.11). An approximate solution of (4.20) is found for low-intensity noise \((0 < \epsilon \ll 1)\) by means of singular perturbation techniques. Using theorem
6.2.1.1 from Eckhaus (1979) we obtain an asymptotic solution of the form

$$T \sim C_0 e^{K/Q}$$
outside a neighbourhood of \( \partial \Omega \),

$$T \sim C_0 e^{K/R} \left(1 - e^{-\mu/\epsilon^2}\right)$$
near \( \partial \Omega \) with \( f_\nu(x) \nu(x) < 0 \),

$$T \sim C_0 e^{K/R} \sqrt{\frac{2}{\pi}} \int_0^{\pi(x)} e^{-\frac{1}{2} \epsilon^2} \, d\theta$$
near \( \partial \Omega \) with \( f_\nu(x) \nu(x) = 0 \),

where

$$s(x) = \frac{2}{\epsilon} \left( \int_0^{\rho} \frac{\partial f}{\partial \nu} \frac{d\rho}{a \nu} \right)^{\frac{1}{2}}.$$  (4.23)

Furthermore \( \rho \) is the distance to the nearest point at the boundary and \( (\partial/\partial \nu) \) is the derivative along the normal \( \nu \). Details can be found in Matkowsky et al. (1983). Note that \( T(x) \) has a singular behaviour for \( \epsilon \to 0 \), because of the inhomogenous term in (4.20). This is consistent with the fact that the residence times tend to infinity if the noise intensity tends to zero. Furthermore, it appears that in this limit the expected residence time is independent of the initial value \( x_0 \), as long as the latter is chosen outside the boundary layer near \( \partial \Omega \).

The constants \( C_0 \) and \( K \) are determined by using a method discussed in Matkowsky and Schuss (1977). By means of partial integration and application of the divergence theorem it follows that

$$\int_\Omega (\Psi L_x - TL_x) \Psi \, dV = \int_{\partial \Omega} \left( \frac{1}{2} \epsilon^2 [\Psi \frac{\partial T}{\partial n} - T \frac{\partial \Psi}{\partial n}] \right)$$

$$- \frac{1}{2} \epsilon^2 \Psi T (\nabla \cdot a) \nu + \Psi T f_\nu \nu) \, dS.$$  (4.24)

Here \( \partial / \partial n = a(x) \nu \nabla \) is the co-normal derivative. Using (4.11), (4.13) and (4.20) we obtain

$$- \int_\Omega \omega e^{-Q/\epsilon^2} \, dV = \frac{1}{2} \epsilon^2 \int_{\partial \Omega} \omega e^{-Q/\epsilon^2} \frac{\partial T}{\partial n} \, dS.$$  (4.25)

Both integrals are of Laplace type. Substituting (4.22) in (4.25) we see that the surface integral contains \( \exp(-[Q(x) - K]/\epsilon^2) \). Its main contribution comes from the point \( x_{min} \in \partial \Omega \) where \( [Q(x) - K] \) attains a minimum. Since the volume integral is of algebraic order in \( \epsilon \), the exponentially large contribution from the surface integral only cancels if

$$K = Q(x_{min}) = \min_{\partial \Omega} Q(x).$$  (4.26)

Thus if we solve for \( Q(x) \) from (4.18)-(4.19) we can compute the coefficient \( K \), which is an estimate of the exponential increase of the expected residence time for a vanishing noise intensity. An integral expression for \( C_0 \) may also be found from (4.25). Its analysis requires knowledge of the function \( w(x) \), which will not be considered here. In a similar way asymptotic approximations for the distribution of exit points on the boundary \( \partial \Omega \) can be derived. As found
by Matkowsky et al. (1983) an $\epsilon$-neighbourhood of $x_{\text{min}}$ is the most probable exit region.

We now discuss the computation of $Q(x)$ from (4.18)-(4.19). Numerical integrations starting at $x=E$ will fail since it follows from (4.17) that $p=0$ for $x=E$, which makes it a stationary point of the Hamilton system (4.18). We may proceed in two different ways, for details see Roozen (1986). The first method is the initial-value approach where near $x=E$ the functions $Q(x), p(x), f_\mu(x)$ and $a(x)$ are approximated by Taylor series:

$$Q(x) = (P/2)(x - E)(x - E) + \theta(|x - E|^2),$$
$$p(x) = P(x - E) + \theta(|x - E|^2),$$
$$f_\mu(x) = F(x - E) + \theta(|x - E|^2),$$
$$a(x) = A + \theta(|x - E|).$$

(4.27)

Here only the constant elements of matrix $P$ are unknown. Substituting these expansions in (4.17) and collecting terms of equal power in $(x - E)$, we obtain in lowest order the matrix Ricatti equation

$$P \cdot A \cdot P + P \cdot F + F^T \cdot P = 0,$$

(4.28)

which can be solved by standard methods (Ludwig, 1975). Thus we have initial values $(x_0, p_0, Q_0)$ for (4.18) and (4.19) on a small sphere around $E$. Integration of the Hamilton equations yields a path in $x$-space, called a ray. In this way the solution $Q(x)$ in $\Omega$ is constructed. Although this method yields high-accuracy solutions, a disadvantage is the lack of control over the way rays develop. This makes it less suited for the construction of confidence contours as well as for the computation of $K$ defined in (4.26). The boundary-value approach is more useful for these cases. Then Eqs. (4.18)-(4.19) are considered with the boundary conditions

$$s \to -\infty : Q = 0 , \quad x = E ,$$
$$s = 0 : \quad x = e ,$$

(4.29)

where $e$ is an endpoint which can be chosen freely. In the numerical computations the limit $s \to -\infty$ is replaced by $s = -s^*$ with $s^*$ a sufficiently large number.

From now on we assume that $\Omega$ coincides with the attraction domain of $E$ and $\partial \Omega$ contains a stationary point $E$ of the vectorfield $f_\mu(x)$. This situation is obtained with the three- and six-component models of section II.4 and chapter III for a range of parameter values. Since it follows from the eikonal equation that $\nabla Q(E) = 0$, while $f_\mu \cdot \nabla Q < 0$ near $x=E$ at $\partial \Omega$, we have that $x_{\text{min}} = E$. Obviously, unstable equilibria of $f_\mu(x)$ are the most probable exit points, hence they are of dynamical significance in the stochastically perturbed model. As $x \to E$ the deterministic change tends to zero. Consequently, the stochastic system slows down and remains a characteristic residence time $\tilde{T}$ near that point. Locally, the dynamics is governed by the linearized system

$$\dot{z} = Dz,$$

(4.30)
where matrix $D$ has at least one eigenvalue with positive real part. Starting from an initial point $x_0 = \theta(\epsilon)$, the eigenvalue with largest positive real part $\lambda_p$ determines the characteristic time:

$$
\tilde{T} = \frac{d}{\lambda_p} \ln\left(\frac{1}{\epsilon}\right) + \Theta(1); \quad \epsilon \to 0.
$$

(4.31)

We now discuss in more detail the computation of $K=Q(\tilde{E})$. In the initial-value approach we introduce in $x$-space spheres with radius $R$ at the points $E$ and $\tilde{E}$. Next mesh points $x_0$ are chosen on the sphere at $E$. The corresponding values of $p_0$ and $Q_0$ follow from (4.27). Then Eqs. (4.18)-(4.19) are integrated starting from the different mesh points. If a ray enters the sphere around $E$, the value $Q(\tilde{E})$ is obtained from a Taylor expansion at $\tilde{E}$ similar to (4.27). Next an iteration is carried out: the radius of the spheres is decreased and at each step a shooting method is applied with the result at the previous step as starting approximation for the mesh points on the sphere around $E$. The fundamental difficulty in this method is the strong divergence of the rays approaching $\tilde{E}$. It was found by DE SWART and GRASMAN (1987) that this method is only successful for deterministic vectorfields with dimension $N=3$. They applied it to the white noise-forced three-component spectral model.

The boundary-value approach is more powerful, as it can also handle the coloured noise-forced three-component model as well as the white noise-forced six-component model. Here we note that the computation of $K=Q(\tilde{E})$ requires the construction of a heteroclinic orbit connecting the saddle points $S=(E,0)$ and $S=(\tilde{E},0)$ of the Hamilton system (4.18). Consequently, in this case the correct boundary conditions are

$$
s \to -\infty : M_{uw}(x,p) = 0,
$$

$$
s \to \infty : M_{v\bar{v}}(x,p) = 0,
$$

(4.32)

where $M_{uw}(x,p)=0$ is the local unstable manifold of $S$ and $M_{v\bar{v}}(x,p)=0$ the local stable manifold of $S$. As discussed in appendix D, a stable (unstable) manifold of a stationary point is locally spanned by the eigenvectors corresponding to the eigenvalues with negative (positive) real parts. Thus the conditions (4.32) follow from a standard eigenvalue-eigenvector analysis at the saddle points $S$ and $\tilde{S}$ of (4.18).

IV.4. RESULTS FOR LOW-ORDER SPECTRAL MODELS

The theory of sections IV.2 and IV.3 will be applied to the three- and six-component models of appendix C between the dotted and dashed lines, respectively. We assume the reader to be familiar with their properties discussed in section II.3 and chapter III. Here we take a channel of length $L = 3.10^6 m$ and variable width, centered at latitude $\phi = 45^\circ$. Furthermore we take a topographic amplitude $h_0 = 500 m$, a scale height $H = 1.10^6 m$, a time scale $\sigma^{-1} = 2.10^5 s$, and $f = H/h_0$. such that $\gamma = 1$ and $\beta = 2.55(4\sqrt{2}/3\pi)$. Finally, $C = 0.2(4\sqrt{2}/3\pi)$ which corresponds to a dissipation time scale of about fifteen days. The zonal forcing intensity $x_1$ and the width-length ratio $b$ of the channel are varied.
The three-component model is equivalent to that studied by de Swart and Grasman (1987) except that they introduced a new time \( t' = (4\sqrt{2}/3\pi)t \). For the stochastic dynamical system (4.1) this implies that if we define their vectorfield \( f'_a(x) \), noise intensity \( \epsilon' \), random contributions \( d\Phi'(t') \), residence times \( T' \) and solution \( Q'(x) \) of the eikonal equation we have the relations

\[
\begin{align*}
  f'_a(x) &= \frac{3\pi}{4\sqrt{2}} f_a(x), \quad \epsilon' = \left(\frac{3\pi}{4\sqrt{2}}\right)^{1/2} \epsilon, \\
  d\Phi'(t') &= \left(\frac{3\pi}{4\sqrt{2}}\right)^{1/2} d\Phi(t), \quad T' = \frac{4\sqrt{2}}{3\pi} T, \\
  Q'(x) &= \frac{3\pi}{4\sqrt{2}} Q(x), \quad K' = \frac{3\pi}{4\sqrt{2}} K.
\end{align*}
\] (4.33)

In all experiments we have taken a unity diffusion matrix.

For \( b = 1 \) and \( 3.111 < x_1 < 17.326 \) the unperturbed three-component system has two stable equilibria \( E_1 \) and \( E_3 \) of high-index and low-index type and an unstable equilibrium \( E_2 \) of transitional type. The corresponding streamfunction patterns are similar to those presented in figure 2.4. We take \( b = 1 \) (channel-width of \( 1.5.10^6m \)) and \( x_1 = 4.19 \) (zonal forcing intensity of \( 10ms^{-1} \)) as a specific example. Considering characteristic residence times near \( E_2 = (1.881, 1.399, -0.462) \) we find from a linear stability analysis that \( \lambda_{0.715} \) is the only eigenvalue with positive real part. To verify expression (4.31) a large number (200) of simulations of the system starting in \( E_2 \), forced by coloured-noise processes with different values of \( \alpha \), have been carried out. Results are shown in figure 4.2a, where \( \bar{T}' \) is plotted against \( \ln(1/\epsilon') \) for white noise and a coloured-noise process with \( \alpha = 3.5 \). The latter value corresponds to a dimensional correlation time of about 1 day, which is representative for atmospheric flow (Egger and Schilling, 1983). In agreement with (4.31) we find for small \( \epsilon' \) a slope of 1.42 = 1/\( \lambda_{0.715} \).

Next we study the residence times in the attraction domains \( \Omega_1 \) and \( \Omega_3 \). We distinguish between the white-noise and coloured-noise case. By using the initial-value approach to integrate along rays we obtain, with the first type of stochastic forcing, for \( K' \) in (4.33) the values

\[
\begin{align*}
  K'(1) &\equiv K'(\Omega_1) = 0.230, \\
  K'(3) &\equiv K'(\Omega_3) = 0.518.
\end{align*}
\] (4.34)

Again the results were verified by means of numerical simulations. Figure 4.2b shows \( \ln(T') \) as a function of \( 1/(\epsilon')^2 \) for the domains \( \Omega_1 \) and \( \Omega_3 \). The data are fitted with

\[
\ln T' = \tilde{K} \frac{1}{(\epsilon')^2} + \tilde{C}_0.
\] (4.35)

The results for \( \tilde{K} \) and \( \tilde{C}_0 \) are

\[
\begin{align*}
  \tilde{K}(1) &= 0.24, \quad \tilde{C}_0(1) = 8.5, \\
  \tilde{K}(3) &= 0.53, \quad \tilde{C}_0(3) = 7.0.
\end{align*}
\] (4.36)
Figure 4.2a. Characteristic residence time $\tilde{T}''$ near $E_2$ as a function of $\ln(1/\epsilon)$. The solid- and dashed line show the behaviour of $\tilde{T}''$ for $\epsilon \to 0$ for white noise and coloured noise ($\alpha = 3.5$), respectively. The data points for white-noise forcing are denoted $\bullet$, and those for the coloured noise by $\pm$.

b. Dependence of $\ln T''$ ($T''$ expected residence time) in $\Omega_1$ (data points $\times$) and $\Omega_3$ (data points $\bigcirc$) on $1/(\epsilon)^2$. The solid line and dashed line represent the asymptotic behaviour in the limit $\epsilon \to 0$ for $\Omega_1$ and $\Omega_3$, respectively.

Figure 4.3. Dependence of $K'(1)$ and $K'(3)$ on the zonal forcing $x'_1$. For further explanation see text.
with an accuracy in $\tilde{K}$ and $\tilde{C}_0$ of 10% and 25%, respectively. The $\tilde{K}$-values agree well with the values in (4.34). Furthermore it appears that the numerical constant $C_0$ in (4.22) has a significant influence on the expected residence times. The $K'$-values of (4.34) are also found with the boundary-value approach discussed in section IV.3. Since this method is more efficient we are able to present the dependence of $K'(1)$ and $K'(3)$ on the zonal forcing intensity $x_1^*$. The results are presented in figure 4.3. The coefficient $K'(1)$ becomes zero at $x_1^* = 3.311$, where $E_1$ vanishes, and $K'(3) = 0$ for $x_1^* = 17.326$ where $E_2$ vanishes. Furthermore, it is noticed that $K'(1)$ is a strongly increasing function of $x_1^*$. As long as $x_1^* \leq 4.5$, the stochastically perturbed system spends most of its time in the low-index state, for $x_1^* \sim 4.5$ residence times in two attraction domains are of the same order while for $x_1^* \geq 4.5$ the probability of finding the system in domain $\Omega_2$ is almost zero.

Next the effect of coloured-noise forcing on the three-component model is considered for $b = 1$ and $x_1^* = 4.19$. We investigate the dependence of the $K'(1)$- and $K'(3)$-values on the correlation time of the noise. In this case the initial value approach used by De Swart and Grasman (1987) failed because the rays already have a strongly diverging character at some distance from $E_2$. However, it appears that the boundary-value approach can be used quite successful. Results for $K'(1)$ and $K'(3)$ are presented in table 4.1, together with values for $\tilde{K}$ and $\tilde{C}_0$ obtained from numerical simulations. There is a reasonable good agreement between the analytical and simulation results.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$K'(1)$</th>
<th>$\tilde{K}(1)$ (± 10%)</th>
<th>$\tilde{C}_0(1)$ (± 25%)</th>
<th>$K'(3)$</th>
<th>$\tilde{K}(3)$ (± 10%)</th>
<th>$\tilde{C}_0(3)$ (± 25%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.259</td>
<td>0.28</td>
<td>11.0</td>
<td>0.760</td>
<td>0.68</td>
<td>11.3</td>
</tr>
<tr>
<td>1.75</td>
<td>0.241</td>
<td>0.26</td>
<td>10.6</td>
<td>0.627</td>
<td>0.61</td>
<td>9.8</td>
</tr>
<tr>
<td>2.5</td>
<td>0.236</td>
<td>0.24</td>
<td>10.8</td>
<td>0.575</td>
<td>0.55</td>
<td>9.3</td>
</tr>
<tr>
<td>3.5</td>
<td>0.234</td>
<td>0.24</td>
<td>10.2</td>
<td>0.530</td>
<td>0.53</td>
<td>8.4</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.230</td>
<td>0.23</td>
<td>8.5</td>
<td>0.518</td>
<td>0.52</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Table 4.1. The coefficients $K'(1)$, $\tilde{K}(1)$, $\tilde{C}_0(1)$, $K'(3)$, $\tilde{K}(3)$ and $\tilde{C}_0(3)$ for different values of $\alpha$. For further explanation see text.

For $0 < \epsilon < << 1$ the expected residence times of the system in the two attraction domains increase with increasing noise memory. This can be explained as follows: the time evolution of a system, perturbed by coloured noise, will have some memory of its own. Consequently, larger correlation times cause the system to be persistently driven further away from equilibrium in an arbitrary direction. In the limit $\epsilon \rightarrow 0$ it is known that exit through the boundary of an attraction domain will only occur near the unstable equilibrium $E_2$. Since there is no preference for the perturbation to drive the system right away to this point, it will take a longer time on the average to reach the boundary.

The results shown are based on the assumption that the noise has a low intensity ($0 < \epsilon << 1$). We obtained a reasonable agreement between the
asymptotic values for the expected residence times and the outcome from simulations for \( \epsilon^2 \) smaller than 0.3. Estimates of \( \epsilon \) for atmospheric models are given by \( \text{Egger} \) (1981) and \( \text{Egger and Schilling} \) (1983). They found \( \epsilon^2 \sim 0.2 \) for the three-component model considered here. In case of white-noise forcing it then follows expected residence times of about 90 days for the high-index state, 10 days for the intermediate state and about 310 days for the low-index state. These values seem to be rather large compared with observational data. They even increase by some 10% if coloured-noise forcing is applied with a correlation time of one day \( (\alpha = 3.5) \). We return to this point in section IV.6.

Considering the stochastically perturbed six-component model we remark that in case of coloured-noise forcing the Hamilton system (4.18) is 24-dimensional. It then appears that the computation of \( Q \)-values requires too much direct memory storage on the CDC Cyber 170-750 system. We therefore restrict our analysis to white-noise forcing. We remark that we have found the differences between white-noise and coloured-noise forcing with realistic correlation times to be small. Furthermore, in order to apply the theory of section IV.3 to this system, we note that it is valid for equilibria only. Since we know that the six-component model can have more complicated attractors than equilibria we have to select specific parameter values for our analysis.

We have investigated the sets of limit points for the values defined in the beginning of this section. The curves of singular points in the \( b, x_1 \) parameter space are similar to those presented in figure 3.1. As long as \( b \leq 1.54 \) the model contains equilibria only. For \( b = 1 \) all of them are of single-mode type, i.e. they are also equilibria of the three-component subsystem. For small noise intensities characteristic residence times near the unstable equilibrium \( E_2 \) are given by (4.31) where the maximum positive eigenvalue has the same value as in the three-component model. Moreover, expected residence times in the attraction domains \( \Omega_1 \) and \( \Omega_3 \) of the stable equilibria \( E_1 \) and \( E_3 \) are given by (4.22) with \( K(\Omega_1) \) and \( K(\Omega_3) \) identical to the \( K \)-values obtained from the white noise-forced three-component model. This is because solutions of the six-dimensional Hamilton system associated with the three-component model are also solutions of the 12-dimensional Hamilton system associated with the white noise-forced six-component model. This argument has been verified by application of the boundary-value approach to both Hamilton systems. We could not estimate the values of the constants \( C_0 \) in (4.22) and \( d \) in (4.31) because numerical simulations require too much computer time.

Finally we consider the white noise-forced six-component model for \( b = 1.5 \) and \( x_1' = 4.19 \). In this case there are two unstable equilibria \( E_2 \) and \( E_3 \) and three stable equilibria \( E_1, E_{4a}, \) and \( E_{4b} \). A sketch of the phase flow of the unperturbed system is presented in figure 3.4. The constant \( K'(\Omega_1) \) has been computed by application of the boundary-value approach to the 12-dimensional Hamilton system. We obtained \( K'(\Omega_1) = 0.29 \), which is the same result as for the 6-dimensional Hamilton system associated with the three-component model with \( b = 1.5 \) and \( x_1' = 4.19 \), forced by white noise. Obviously, the stochastically perturbed systems have a qualitatively similar
dynamics in this attraction domain. Considering expected residence times in the attraction domains $\Omega_{4a,b}$ of the equilibria $E_{4a,b}$ we note that the statistics in both domains are equivalent because of the symmetry of the system. We have constructed the heteroclinic orbit between the saddle points $x = E_{4a}, p = 0$ and $x = E_3, p = 0$. Given $Q'(E_{4a}) = 0$ we then find from (4.18) that $K(\Omega_{4a}) = Q'(E_3) = 0.01$. This value gives an estimate of the expected residence times in $\Omega_{4a}$ whenever exit occurs near $E_3$. Once the system is near $E_3$ it can leave the 'low-index attraction domain' along the unstable equilibrium $E_2$ and go over to the 'high index attraction domain' $\Omega_1$. Therefore, the persistence of the low-index regime is actually measured by $K'(\Omega_3) = 0.38$. This result is obtained by solving Eq. (4.19) along the heteroclinic orbit which connects the saddle points $x = E_3, p = 0$ and $x = E_2, p = 0$ of the Hamilton system (4.18). As discussed previously the value $K'(\Omega_1) = 0.29$ is an estimate of the persistence of the high-index regime.

IV.5. A discrete-state Markov model of the atmospheric circulation

As soon as a stochastically forced dynamical system of the type (4.6) is in statistical equilibrium, the expected residence times of the preference states yield information about the expected durances of such states. However, in this way no information is obtained about the time scale over which the transient effect of initial conditions are important. To find this time scale in general requires the solution of the full Fokker-Planck equation, but for small noise intensities it appears that most of the time the system is close to a stationary point of the unperturbed spectral model. This suggests the introduction of a discrete-state Markov process model, with which we can study the evolution of the probability distribution in time for any initial conditions. For the randomly forced three-component spectral model, studied in the previous section, we can develop such a model with three states, viz. a zonal state (1), a transitional state (2) and a blocking state (3).

Let $Q_{ij}(t)$ denote the transition probability per unit time to go from state $i$ to state $j (i, j = 1, 2, 3)$ at time $t$, let $p_i(t)$ denote the probability to be in state $i$ at time $t$ and let $T_i$ be the expected residence time of this state. The latter is a measure of predictability when $i$ is the initial state. The set of discrete-time master equations are

$$p_i(t + \Delta t) = \sum_{j=1}^{3} p_j(t) Q_{ji}(t) \Delta t ; \quad i = 1, 2, 3,$$

(4.37)

with $\Delta t$ a small but finite time step. Since the sum of the probabilities is equal to one, the model can be reduced to two dynamical equations for e.g. $p_1(t)$ and $p_3(t)$ and one passive equation for $p_2(t)$. To arrive at the time-continuous model we use the identities

$$\sum_{j=1}^{3} Q_{ij} \Delta t = 1 \text{ for } i = 1, 2, 3,$$

(4.38)

and take the limit $\Delta t \to 0$. The result is
\[
\dot{p}_1 = -(Q_{12} + Q_{13} + Q_{21})p_1 + (Q_{31} - Q_{21})p_3 + Q_{21},
\]
\[
\dot{p}_3 = (Q_{13} - Q_{23})p_1 - (Q_{31} + Q_{32} + Q_{23})p_3 + Q_{23},
\]
\[
p_2 = 1 - p_1 - p_3.
\]

To specify the transition probabilities we use the results of section IV.4. There it was found that for small noise intensities the transition from the zonal state to the blocking state, and vice versa, occurs by way of the transitional state. Furthermore, given the system is in the transitional state, it has equal probability to go to the zonal state or the blocking state. Hence

\[
Q_{13} = Q_{31} = 0, \quad Q_{23} = Q_{21}
\]

must hold. The remaining unknown coefficients \( Q_{12}, Q_{21} \) and \( Q_{32} \) in the equations (4.39) can be related to the expected residence times in the following way. Define \( \chi_i(t) \) as the conditional probability for the system to be in state \( i \) at time \( t \), given it was in \( i \) at \( t = 0 \). Since \( \chi_i(t) - \chi_i(t + \Delta t) \), is the probability for exit of state \( i \) in the time interval \([t, t + \Delta t]\), it follows \(-d\chi_i / dt\) as a probability density distribution over the time domain. Consequently the expected residence time is

\[
T_i = -\int_0^\infty t \frac{d\chi_i}{dt} \, dt = \int_0^\infty \chi_i \, dt,
\]

where in the last step partial integration has been applied. In this case we have

\[
\chi_1(t) - \chi_1(t + \Delta t) = \chi_1(t)Q_{12}(t)\Delta t,
\]
\[
\chi_2(t) - \chi_2(t + \Delta t) = 2\chi_2(t)Q_{21}(t)\Delta t,
\]
\[
\chi_3(t) - \chi_3(t + \Delta t) = \chi_3(t)Q_{32}(t)\Delta t.
\]

We now assume that \( Q_{12}, Q_{21} \) and \( Q_{32} \) are constants. Then solving for \( \Delta t \to 0 \) gives

\[
\chi_1(t) = e^{-Q_{12}t}, \quad \chi_2(t) = e^{-2Q_{21}t}, \quad \chi_3(t) = e^{-Q_{32}t}.
\]

In figure 4.4a a numerically computed probability density \(-d\chi_2 / dt\) is shown for the stochastically forced three-component model. As can be seen from figure 4.4b, a constant exponential decay rate is only found in the tail of the distribution. Nevertheless, if we accept (4.43) as a first approximation we find from (4.41) that

\[
Q_{12} = \frac{1}{T_1}, \quad Q_{21} = \frac{1}{2T_2}, \quad Q_{32} = \frac{1}{T_3}.
\]

Our model now consists of (4.39), (4.40) and (4.44). The general solution of this inhomogeneous linear system reads

\[
\begin{bmatrix}
   p_1 \\
   p_3
\end{bmatrix} = 
\begin{bmatrix}
   p_{13} \\
   p_{33}
\end{bmatrix} + \alpha_1 \begin{bmatrix}
   u_{11} \\
   u_{13}
\end{bmatrix} e^{\lambda_1 t} + \alpha_2 \begin{bmatrix}
   u_{21} \\
   u_{23}
\end{bmatrix} e^{\lambda_2 t},
\]

(4.45)
Figure 4.4. a. Probability density distribution $-dX_2/dt$ of the characteristic residence times near the equilibrium $E_2$ of the white noise-forced three-component model. The data points, denoted by $\bullet$, are based on 2000 simulations for $b=1, x_1=4.19$ and $\epsilon'=0.3$.

b. $\ln(-dX_2/dt)$ as a function of time for the data points shown in figure 4.5a with $t>1.4$. Fitting a straight line to the data yields the linear slope $-0.69 \pm 0.02$.

where

$$\begin{bmatrix} p_{1l} \\ p_{3l} \end{bmatrix} = \frac{1}{T_1 + 2T_2 + T_3} \begin{bmatrix} T_1 \\ T_3 \end{bmatrix}$$

(4.46)

is the equilibrium point of the model, which corresponds to the stationary probability distribution. Furthermore $\lambda_1$ and $\lambda_2$ are eigenvalues of the homogeneous system, with $(u_{11}, u_{12})$ and $(u_{21}, u_{22})$ the corresponding eigenvectors, while $\alpha_1$ and $\alpha_2$ are integration constants determined by the initial conditions. It appears that $\lambda_1$ and $\lambda_2$ are real negative constants, so the stationary point is always stable.

As a specific example we have analysed the model for $T_1=9$, $T_2=1$ and $T_3=31$, which are scaled values of the explicit calculated residence times of the stochastically forced three-component model of section IV.4. The eigenvalues in this case are

$$\lambda_1 = -0.070, \quad \lambda_2 = -1.073.$$ 

(4.47)

As can be seen from (4.45) they represent a slow and fast exponential decay towards the stationary probability distribution. In figure 4.5a trajectories of the system in the $p_1$, $p_2$-phase plane are shown with initial values (1,0), (0,0) and (1,0), denoting that at $t=0$ the system is in state 1, 2 or 3 with probability 1. From the numerical experiments it follows that if the system is in state 1 or 3, the transient evolution of the probability distribution is mainly determined
by $\lambda_1$. If state 2 is the initial state the decay in $p_2$ is in a first instance controlled by $\lambda_2 = \theta(1/T_2)$ and hereafter by $\lambda_1$. Thus the predictability is then lower, as the model will almost certain have undergone a transition either to state 1 or state 3. Whenever this happens the dynamics is from then on controlled by $\lambda_1$, as we have seen. This is illustrated in the figures 4.5b,c,d, which show the time evolution of the probability distribution starting in the initial states 1, 2 and 3, respectively. The dotted lines show the stationary probability distribution.

![Figure 4.5](image)

**Figure 4.5.** Evolution in time of the probability distribution of the Markov process model for $T_1 = 9$, $T_2 = 1$ and $T_3 = 31$, starting in the states 1, 2 and 3. In (a) the trajectories in the $p_1,p_3$-plane are shown. In (b), (c) and (d) the explicit time dependence is shown; the dotted lines represent the stationary probability distribution.

**IV.6. Concluding Remarks**

In this chapter we have studied the effect of stochastic perturbations on a three- and six-component spectral model of the barotropic potential vorticity equation in a beta-plane channel. The unperturbed systems have been analysed in section II.3 and chapter III, respectively. It appeared that for parameter values representative for the atmosphere multiple equilibria exist; some of them are stable, others unstable.

In section IV.2 we have parametrized the effect of the neglected modes, including additional processes not incorporated in the model, by stationary stochastic terms, being of the white-noise and coloured-noise type. We have taken the diffusion matrix to be the unity matrix. One may include the state
dependent sensitivity of the large-scale circulation model for transient perturbations by letting the components of the diffusion matrix be functions of the state variables $x$, but is not clear how these functions should be specified.

The perturbed system shows frequent transitions between the attraction domains of the stable equilibria of the unperturbed model. As noticed in section IV.3 for small noise intensities ($0<\epsilon<\ll 1$), the system will also remain for some time in a neighbourhood of the unstable equilibria, hence the latter are significant for the dynamics of the perturbed system. As a consequence, unstable equilibria may be important for the dynamics of the large-scale atmospheric circulation. Similar results have been found by REINHOLD and PIERREHUMBERT (1982) and LEGRAS and GHIL (1985). They used higher-order deterministic spectral models of the potential vorticity equation. In their case the presence of saddle points is responsible for chaotic dynamics and regime behaviour.

A method is described to calculate the asymptotic behaviour of the expected residence times in the neighbourhood of the equilibria for $\epsilon \rightarrow 0$. BENZI et al. (1984) have carried out such an asymptotic analysis. The method we presented extends to unstable equilibria of the unperturbed system and to systems that are not necessarily of gradient type. In section IV.4 results have been presented for the three-component spectral model of atmospheric flow perturbed by noise with different correlation times. It has been found that the initial-value approach for solving the Hamilton equations is only applicable in the white-noise case. The boundary-value approach is more successful: it can handle both the coloured noise-forced three-component model and the white noise-forced six-component model. Its only limitation for practical use is the computer storage needed. Hence this method may be a useful tool in the analysis of more complicated spectral models.

Since the solution of the stochastically perturbed model remains most of the time near the three equilibria of the unperturbed system, we have formulated in section IV.5 a stochastic dynamical system which may take only three discrete states. With this time-continuous Markov model we have studied the effect of initial conditions on the evolution of the probability distribution over the three states. From the results it can be concluded that the predictability of the states is closely connected with the eigenvalues of the Markov model. In the first instance the residence times $T_i$ yield information on the expected durance of the preference state $i$. In addition to this, the value $1/\lambda_1$ in (4.47) gives an indication of the time scale over which transient effects are present in the system. In this time span the initial state can be utilized in the process of computing the probability distribution over the three preference states.

We will now discuss the validity of the stochastically forced spectral equations as a model of the atmospheric circulation. In order to do so we have cast the results in the form of a three-state Markov model, see also SPEKAT et al. (1983). The latter authors developed a similar model, but used meteorological data as input to calculate transition probabilities, expected residence times, etc.. It then follows that the persistence of the zonal state $E_1$ and the blocking state $E_3$ of our model are too large (by a factor of 10) compared to the
characteristic lifes of large-scale circulation types over Central Europe. Obviously, the spectral models considered here are not a correct representation of the atmospheric circulation. We expect a better agreement if the resolution of the quasi-geostrophic spectral models is increased. Therefore, in the next chapter we will study the effect of including more modes in the spectral expansions on the dynamics of the barotropic model.
V: Predictability properties of a minimum-order atmospheric spectral model with vacillation behaviour

V.1. INTRODUCTION
It has been discussed in chapter I that the large-scale atmospheric circulation may irregularly vacillate between preferent weather regimes. Furthermore this flow has an unpredictable nature, implying that weather forecasts only have validity for a finite period of time. In this tract we investigate whether low-order spectral models represent these features. These models are of the type (1.1) and can be analysed with techniques originating from the theory of dynamical systems.

In chapter III we have found that three- and six-component models of the barotropic potential vorticity equation can have multiple preferent states. However, they do not describe transitions between the different states. This is due to the fact that the systems lack for relevant nonlinear interactions. Two processes were suggested which would help to overcome this shortcoming. The first one, adding stochastic perturbations to the spectral equations, has been investigated in chapter IV. Here we shall deal with the second suggestion: extending the deterministic model by including more modes in the spectral expansions. LEGRAS and GHIL (1985) have studied a 25-component barotropic model in spherical geometry and found that solutions could visit different preferent regions in phase space. However, they did not determine the minimum number of modes required for the occurrence of vacillation. Here we shall derive this necessary number by analysing the physical properties of barotropic spectral models. The aim of the present study is to derive a minimum-order model, based on a rectangular truncation of the spectral expansions in wavenumber space, which has for fixed parameter values multiple unstable regular solutions and a strange attractor. We expect trajectories, starting from arbitrary initial conditions, to converge to this attractor. Subsequently, they must vacillate between different preferent regions in phase space which are close to the (weakly) unstable regular solutions.
We claim that the 10-component barotropic model presented in appendix C is in fact this minimum-order model. It describes the evolution of two zonal flow profiles (a (0,1) and (0,2) mode) and four Rossby waves (the (1,1), (1,2), (2,1) and (2,2) modes). Compared to the six-component model of chapter III it contains a new type of nonlinear interaction involving three Rossby waves: the (1,1), (1,2) and (2,1) modes. In section V.2 it is shown that, due to the presence of this barotropic wave triad, all regular solutions become unstable for a range of parameter values. Attractor properties of the system are investigated in section V.3. The nontransient time series represent a flow vacillating between three weather regimes. By computing the Lyapunov exponents we shall show the existence of a global strange attractor. As discussed in WOLF et al. (1985) chaos is characterized by one or more positive Lyapunov exponents. Furthermore, essential features of the preferent regimes are given such as the corresponding flow patterns and their average duration times. A discrete-state Markov model is used to compute a time scale over which the effect of initial conditions is important. The static structure of the strange attractor, characterized by its fractal dimensions, is investigated in section V.4. The integer obtained from rounding off the Hausdorff dimension upwards estimates the actual number of degrees of freedom of the chaotic flow. The distinction between the preferent regimes is measured by the difference between Hausdorff dimension and correlation dimension.

In practice we do not know initial conditions with infinite precision. Consequently, small errors are introduced in the system which will grow during its evolution because of the chaotic dynamics. Consequently, the predictability of the flow is limited: a time scale on which it is predictable on the average is given by the reciprocal of the sum of all positive Lyapunov exponents. However, of more interest to meteorologists is the dependence of predictability on the state of the system, see TENNEKES et al. (1986). We argue in section V.5 that the local eigenvalues of the matrix derivative of the vectorfield, linearized at each point of a reference orbit, measure the local growth rates of small errors introduced on this orbit. However, this is on the condition that the time scale of error growth is small compared to the time scale on which the flow itself evolves. In that case the corresponding eigenvectors will yield information about the geographical distribution of the errors.

In section V.6 we shall study the impact of neglected short-scale waves on a planetary-scale forecast model. We shall consider our chaotic 10-component model to represent the real atmosphere and the six-component subsystem, shown in appendix C between the dashed lines, as a forecast model. For obtaining equivalence between solutions of the two systems, forcing terms must be added to the equations of the forecast model. It will appear that these forcing terms have an unpredictable nature and that they cannot be parametrized by simple stochastic processes. This conclusion is in agreement with the findings of LINDENBERG and WEST (1984) and KOTTALAM et al. (1987). We shall end with a few general remarks in the final section.
V.2. BIFURCATION ANALYSIS
Consider the 10-component barotropic spectral model of appendix C. We wish to investigate the existence of stable chaotic solutions and co-existing unstable regular solutions. Thus, trajectories should alternately visit different preferent regions in phase space close to the regular solutions. Then the model represents a flow having a finite predictability and vacillating between different weather regimes. In appendix D it is shown how these properties are investigated by using a bifurcation analysis of the stationary points and periodic solutions of the model. In this way quasi-periodic and chaotic solutions can be found.

A complete exploration of the spectral model is difficult to carry out because it contains so many nonlinear interactions. However, for our purposes a limited bifurcation analysis is sufficient. Since the model is an extension of the model studied in chapter III we expect regular solutions to be either of high-index, low-index or transitional type. Necessary conditions for the occurrence of multiple regimes are the presence of topography (γ nonzero) and a forcing in the (0,1) zonal flow component (x̂1 nonzero). It was found in section III.4 that in order to obtain unstable high-index regimes the (0,2) zonal flow mode must also be forced (x̂2 nonzero). For the instability of the low-index regimes at least one of the four wave modes must be unstable. In order to derive necessary conditions for the occurrence of these instabilities, we have sketched in figure 5.1 the three barotropic triads of the model. Two of them involve the (0,2) zonal flow mode while there is one wave triad.

![Figure 5.1](image)

**Figure 5.1.** Schematic representation of the barotropic triads of the 10-component model. Nonlinear interactions involve two modes at a time, denoted by the solid lines. As a result of each interaction a third mode is affected, as denoted by the dashed lines.

We note that FJØRTOFT (1953) has derived a theorem stating that a participating mode in such a triad can become unstable if its wave-length is smaller than that of the second participating mode but larger than that of the third mode. The wave-lengths of the different modes are just the eigenvalues λ defined in (2.49 a,b). Applying the Fjörtoft theorem to the triads of figure 5.1 we obtain that for \((\sqrt{3}/2) < b < \sqrt{3}\) at least one wave mode can be unstable. Thus if we take \(b = 1.6, \beta = 1.25, C = 0.1\) and \(\gamma = 1\) we expect to find vacillatory behaviour for \(x_1\) and \(x_2\) sufficiently large. The physical situation corresponding to these parameter values has already been described in section II.3.
We first consider the case that \( x^*_4 = 0 \). Although no vacillating solutions will be found, the subsequent analysis will give an idea of the types of solutions that arise and will show the importance of the wave triad. In figure 5.2 the \( \hat{x}_1 \)- and \( \hat{x}_4 \)-component of the stationary points of the 10-component model are shown as a function of \( x^*_1 \). It is obtained numerically by application of the continuation routines included in the software package AUTO, see Doedel (1986). Similar diagrams have been shown for the three- and six-component model, see the figures 2.3b and 3.2. Solutions of the three-component model are also solutions of the full model, although stability properties may differ. This does not apply to solutions of the six-component model: for nonzero amplitudes of the (1,1) and (1,2) modes the wave triad provides for a direct forcing of the (2,1) mode. In figure 5.2 three branches of single-mode equilibria occur, for which \( \{ \hat{x}_i = 0 \}_{i=4}^{10} \); they are denoted by \( E_1, E_2 \) and \( E_3 \). Their existence is a consequence of the presence of topography, which also causes changes in the stability properties of the single-mode equilibria at ordinary bifurcation points. Here mixed-mode equilibria branch off which have nonzero \( \{ x_i \}_{i=4}^{10} \). Furthermore isolated branches of mixed-mode equilibria occur which have not been found previously. They are generated due to the presence of the wave triad and have been calculated by means of routines to locate zeroes of nonlinear algebraic systems, in combination with the continuation routines of AUTO. The Hopf bifurcation points in figure 5.2 are a manifestation of the barotropic instability mechanism. At these points branches of periodic orbits are generated.
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**Figure 5.2.** Stationary solutions of the 10-component model. Shown are the \( \hat{x}_1 \)- and \( \hat{x}_4 \)-component as a function of \( x^*_1 \) for \( b = 1.6, \beta = 1.25, C = 0.1, \gamma = 1 \) and \( x^*_4 = 0 \). A solid line denotes that the solution is stable whereas a dashed line refers to an unstable solution. Hopf bifurcation points are indicated by a triangle.

We consider the stationary points of the model for \( x^*_1 = 4 \) in more detail. Apart from the single-mode equilibria \( E_1, E_2 \) and \( E_3 \) given in (2.59) we have the (isolated) mixed-mode equilibria
\[ E_{4a/b} = (0.732, -0.605, -0.340, \pm 0.384, \pm 0.018, \mp 0.069, \\ \pm 0.046, \pm 0.020, -0.042, -0.012), \]
\[ E_{5a/b} = (0.581, -0.300, -0.356, \pm 0.344, \pm 0.035, \mp 0.308, \\ \pm 0.054, \pm 0.030, -0.066, -0.023). \]

They clearly differ from the mixed-mode equilibria of the six-component subsystem given in (3.4). The streamfunction patterns of \( E_1, E_2 \) and \( E_3 \) were shown in figure 2.4. They represent a flow of high-index, transitional and low-index type, respectively. The streamfunction configurations of \( E_{4a/b} \) and \( E_{5a/b} \) defined in (5.1) are presented in figure 5.3. From this and figure 3.3 we see that all mixed-mode equilibria represent steady states of low-index type.
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**Figure 5.3.** Nondimensional streamfunction contours (solid lines) for the equilibria \( E_{4a}(a), E_{4b}(b), E_{5a}(c) \) and \( E_{5b}(d) \) defined in (5.1). A difference \( \Delta \psi = 1 \) corresponds to a zonal transport of about \( 1.1 \times 10^6 m^2 s^{-1} \). The dashed lines represent contours of topography \( (10^3 m) \).

We now fix \( x_1^i = 4 \) and consider the position and stability of the stationary points as a function of the \((0,2)\) zonal-forcing amplitude \( x_4^i \). Results are shown in figure 5.4 where for \( x_4^i = 0 \) has been started from the equilibria \( E_1, E_2 \) and \( E_3 \), respectively. Identical experiments have been discussed in section III.4 for the six-component subsystem. There it was found that for each value of \( x_4^i \) at least one stable stationary point or stable periodic orbit exists. However from figure 5.4 and table 5.1 it appears that the dynamics of the 10-component model is considerably different. We find that for \( |x_4^i| > 5.752 \) all
equilibria of the spectral model are unstable. Moreover, we expect that for $|x^*_4|$ somewhat larger than 5.752 the periodic solutions have also become unstable. The reason is that the large number of nonlinear interactions allow for many ways to transfer energy and enstrophy between the different modes. We will test this hypothesis in the next section.
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**Figure 5.4.** The $\dot{x}_4$-component of the equilibria of the 10-component model for $x^*_1=4$ as a function of $x^*_4$. For $x^*_4=0$ a restart is made in $E_1(a),E_2(b)$ and $E_3(c)$. Stability properties are indicated by a solid line (stable) or dashed line (unstable). The symbol $\Delta$ denotes a Hopf bifurcation point.

| $|x^*_4|$ | $|x^*_4|$ | $x^*_4$ |
|--------|--------|--------|
| 0.     | $E_1 \rightarrow -$ (0) | 0.    | $E_3 \rightarrow +$ (2) |
| 0.348  | $HB \rightarrow +$ (1)  | 3.270 | $TP \rightarrow +$ (3)  |
| 3.346  | $TP \rightarrow +$ (2)  | 6.054 | $TP \rightarrow +$ (3)  |
| 3.119  | $TP \rightarrow +$ (2)  | 7.021 | $TP \rightarrow +$ (2)  |
| $\downarrow_{\infty}$ | $\downarrow_{\infty}$ | 1.480 | $TP \rightarrow +$ (5)  |

Table 5.1. Bifurcation and stability properties of the branches of stationary points shown in Figure 5.4. Each $x^*_4 \neq 0$ is a bifurcation value with the type of bifurcation indicated ($HB$: Hopf bifurcation, $TP$ turning point). The sign behind the arrow denotes stability properties of the equilibria between successive bifurcation values (−: stable, +: unstable). The number in brackets denotes the number of eigenvalues with positive real part.
V.3. Dynamical behaviour

V.3.1. Global analysis and scale selection
Considering the previous results we take $x_1^* = 4$ and $x_4^* = -8$ as values of the forcing for which we expect vacillating solutions. The resulting zonal velocity-forcing profile is shown in figure 5.5. It represents intense westerlies in the northern part of the channel and weaker easterlies in the southern part. Comparing it with the forcing of atmospheric flow in midlatitudes we find that our velocities and meridional gradients are unrealistically large: over $150 \text{ms}^{-1}$ and $3.10^{-4} \text{s}^{-1}$, respectively. For these parameter values three unstable equilibria exist:

$$EQ_1 = (4.300, -0.845, 0.031, -7.856, -0.326, 0.000,$$
$$-0.001, 0.000, -0.003, 0.000),$$
$$EQ_2 = (0.723, 2.752, -0.341, -1.085, -0.722, 0.243,$$
$$0.104, -0.031, 0.250, -0.109),$$
$$EQ_3 = (0.614, -3.107, -0.353, -1.323, 0.580, -0.092,$$
$$0.038, 0.005, 0.151, -0.003).$$

(5.2)

Figure 5.5. The function $u^*(y) = \sqrt{2} x_1^* \sin(y/b) + 2 \sqrt{2} x_4^* \sin(2y/b)$ for $x_1^* = 4$ and $x_4^* = -8$, which is the zonal velocity forcing used in our experiments.

The corresponding streamfunction patterns are shown in figure 5.6. They represent a flow of high-index, transitional and low-index type, respectively. The existence of a global strange attractor was investigated by numerical integration of the spectral equations starting from different initial conditions. It was found that after a period of 500 nondimensional time units transient effects could no longer be observed and all time series had identical qualitative and quantitative properties. Obviously, the model has a global attractor and for its analysis we will use one asymptotic trajectory which is also considered in the remaining part of this chapter. In figure 5.7a a time series of the $x_1$ component is shown. It represents the climatology of the zonal index of the flow, as $x_1$ is proportional to the zonal transport between the two walls of the channel. From this figure we conclude that the model has vacillation properties: it alternately visits a high-index and low-index regime.
A quantitative characterization of the system behavior is given by the Lyapunov exponents. As discussed in Schuster (1987) and in section V.5 of this chapter, they measure the average exponential growth of the semi-axes of an infinitesimal error sphere along a principal orbit. Thus one or more positive Lyapunov exponents imply that nearby orbits in phase space diverge. In table V.2 the numerical results are presented for the 10-component model where we have used the method of Wolf et al. (1985).
<table>
<thead>
<tr>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$p_3$</th>
<th>$p_4$</th>
<th>$p_5$</th>
<th>$p_6$</th>
<th>$p_7$</th>
<th>$p_8$</th>
<th>$p_9$</th>
<th>$p_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.34</td>
<td>0.18</td>
<td>0.04</td>
<td>0.00</td>
<td>-0.06</td>
<td>-0.12</td>
<td>-0.17</td>
<td>-0.23</td>
<td>-0.38</td>
<td>-0.60</td>
</tr>
</tbody>
</table>

Table 5.2. Lyapunov exponents $\nu(i = 1, 2, ..., 10)$ of the 10-component model for $b = 1.6$, $x_1^* = 4$, $x_4^* = -8$.

Since chaos is related to the existence of at least one positive Lyapunov exponent we conclude that the model has a global strange attractor. The reciprocal of the least negative exponent defines a time scale $T_i$ on which transient effects are important. Here we have $T_i \approx 17$, which gives an a posteriori justification for the assumption that for $t > 500$ time series are not affected by the choice of the initial condition.

A different representation of the model behaviour is obtained by consideration of the state variables at discrete times. In figure 5.7b results are shown for the $x_2$- and $x_3$-components of the asymptotic trajectory for $1000 < t < 3000$ with a time increment $\Delta t = 0.25$ between the successive data points. The figure shows the climatology of the (1,1) mode which is the longest wave present in the model. From this it seems that the static structure of the attractor in phase space resembles a distorted torus. This suggests that the strange attractor is generated due to the Ruelle-Takens-Newhouse scenario. For a detailed discussion of this route to chaos we refer to SCHUSTER (1987) and THOMPSON and STEWART (1986). Briefly it is described as follows, see figure 5.8. Consider attractor properties of the dynamical system with increasing values of a forcing parameter. At first we have a branch of stable stationary points. It becomes unstable at a Hopf bifurcation point, causing the generation of a branch of stable periodic orbits. At its turn this branch becomes unstable due to a torus bifurcation. We then observe stable quasi-periodic motion having two fundamental frequencies $f_1$ and $f_2$ with $f_1/f_2$ irrational, see appendix D. The next bifurcation generates a third frequency, but the corresponding quasi-periodic motion is generally unstable and chaos will be observed instead.
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Figure 5.8. The Ruelle-Takens-Newhouse route to chaos.

The bifurcation route leading to chaos in our model has been investigated by calculation of the Lyapunov exponents with decreasing negative values of the forcing parameter $x_4$. It follows that for $x_4^* = -7$ there are two positive exponents which disappear at $x_4 = -6.5$. Here we obtain two zero exponents.
indicating that the motion is quasi-periodic (Wolf et al. 1985). From these results we conclude that the strange attractor is indeed generated by the Ruelle-Takens-Newhouse scenario.

The squared amplitudes of the (0,1), (1,1), (0,2), (1,2), (2,1) and (2,2) modes included in the 10-component model are given by \( x_1^2, (x_2^2 + x_5^2), x_4^2, (x_3^2 + x_5^2), (x_7^2 + x_8^2) \) and \( (x_2^2 + x_1^2) \), respectively. From the analysis of their nontransient time series we find that the mean intensities of the (0,1), (1,1) and (0,2) modes (having wave-lengths 8000 km, 4240 km and 4000 km) are much larger than the mean intensities of the (1,2), (2,1) and (2,2) modes (having wave-lengths 3123 km, 2386 km and 2120 km). Obviously most energy is contained in the long waves. This scale selection may be a consequence of the energy cascade from the small scales to the large scales which occurs in quasigeostrophic turbulent flow (Tennekes, 1985; Pedlosky, 1987). Here we define the (0,1), (1,1), and (0,2) modes as the planetary-scale modes and the other modes as the synoptic-scale modes.

Apart from the distinction between spatial scales it appears that the system contains two different time scales. In figure 5.9a a smoothed sample spectrum is presented of the time series \( x_1(t') \) of figure 5.7a.
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**Figure 5.9a.** Distribution of the variance in the time series \( x_1(t') \) of figure 5.7a over the spectral frequencies \( \omega = 2\pi/T \) where \( T \) is the period. Here \( \omega_N = \pi/\Delta t \) is the Nyquist frequency with \( \Delta t = 0.25 \) the time increment between successive data points. It is the highest frequency which can be identified by the Fast Fourier Transform (Priestly, 1981). The arrows indicate preferential oscillation frequencies which correspond to the three weather regimes, see section V.3.2.

**b.** Low-frequency part \( \tilde{x}_1(t') \) of the time series \( x_1(t') \) of figure 5.7a, obtained from adapting data points to an ideal low-pass filter which removes all frequencies \( \omega/\omega_N > 0.04 \) (dimensional periods smaller than two weeks).
It shows the distribution of the variance in the zonal index over the spectral time frequencies. It appears that most variance is contained in the low-frequency domain $0 < \omega/\omega_N < 0.04$ (dimensional periods larger than two weeks). If we adapt the time series of figure 5.7a to an ideal low-pass filter, which removes all frequencies $\omega/\omega_N > 0.04$, the result is the time series shown in figure 5.9b. On this long time scale the vacillation behaviour is still present but the rapid oscillations (with time scales of a few days) have disappeared. The latter phenomena will be discussed in the next subsection.

We have carried out test runs of the model for the same parameter values but without the wave-triad interactions. In these cases no vacillating solutions are obtained. This suggests that the presence of wave triads, which provide for interactions between different scales of motion, is a necessary condition for the occurrence of vacillation in spectral models of the atmospheric circulation.

V.3.2. Classification and characterization of weather regimes

The dynamics of the 10-component model differs considerably from that of the spectral models discussed in Reinhold and Pierrehumbert (1982) and Legras and Ghil (1985). In these papers the preferent flow regimes are characterized by a quasi-stationary planetary-scale flow. For our model we have considered the evolution speed of the flow, defined as the norm of the vectorfield. Furthermore the distance of each point at the nontransient trajectory to the equilibria $EQ_1, EQ_2$ and $EQ_3$ defined in (5.2) has been calculated. It appears that these quantities are never small, hence we conclude that the unstable equilibria are not of dynamical significance.

It seems that the individual regimes in our model are characterized by oscillatory behaviour with typical periods of a few days. In phase space the trajectories are attracted by unstable high-frequency periodic orbits of the system. The solutions remain for some time near these orbits until they are repelled and move away along the low-dimensional unstable manifold towards another unstable periodic orbit.

We distinguish between three different preferent regimes. The first is of high-index type: the $x_1$-component has positive maxima and minima. The second regime is of low-index type, during which the $x_1$-component oscillates between positive maxima and negative minima. Finally a third regime can be identified which is necessarily visited if a transition occurs from the high-index to the low-index regime or vice versa. Once the system is in the transitional regime it may also return to the original regime. In figure 5.10a,b time series are shown of the zonal index for a typical high-index and low-index situation. We do not show results for the transitional regime because it is visited by the system for periods which are very short compared to the time intervals shown. In figure 5.10c a sketch of the unstable periodic orbits, representing preferent regions in phase space, is shown as a projection onto the $x_2 - x_3$ plane. The high-index regime is characterized by strong westerlies, a zonal index which is positive and by planetary waves propagating through the channel. During a low-index situation zonal flows are weaker and the zonal index alternates between positive values (eastward transport) and negative values (westward
transport). Furthermore, it follows from figure 5.10c that the planetary wave is more or less trapped. Since its phase with respect to the topographic maximum varies between 45° and 300°, the wave does not propagate throughout the entire channel. Each regime has its own period of transient oscillations: they are 2.6, 3.9 and 5.4 for the high-index, transitional and low-index regime, respectively. The corresponding values for \(\omega/\omega_N\) (0.17, 0.13 and 0.09) occur as peaks in the sample spectrum, see the arrows in figure 5.9a.
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**Figure 5.10a.** Blow-up of figure 5.7a for 1.3 < \(t'\) < 1.4 where the flow is of high-index type.

b. Blow-up of figure 5.7a for 1.5 < \(t'\) < 1.6 where the flow is of low-index type.

c. Projection onto the \(x_2-x_3\) plane of unstable periodic orbits to which solutions of the model are attracted (1: high-index orbit, 2: orbit of transitional type, 3: low-index orbit).

The mean residence times of the system in the different preferent regions in phase space give the mean life times of the weather regimes. They have been calculated by analysis of an asymptotic trajectory of the model, using the classification scheme discussed in section V.3.2. The results are

\[
T_1 = 85.4, \quad T_2 = 1.5, \quad T_3 = 28.5
\]  

(5.3)

for the mean residence times \(T_i\) in the high-index state \((i = 1)\), transitional state \((i = 2)\) and low-index state \((i = 3)\), respectively. They yield information about the probability of finding the system in a specific regime. In practice we are given an initial condition on the attractor, hence we know in which regime the system is at \(t = 0\). The evolution of the probability distribution over the regimes can be studied once we consider the vacillation behaviour of the spectral model as a stochastic process. In that case we may adapt the discrete-state Markov process model developed in section IV.5. Its dynamics is such that during a transition from state 1 to 2 or vice versa the system must visit state 2 and once it is in this state it has equal probability to go to state 1 or state 3. We recall the equations

\[
\begin{align*}
\dot{p}_1 &= -(Q_{11} + Q_{21})p_1 - Q_{12}p_2 + Q_{21}, \\
\dot{p}_3 &= -Q_{21}p_1 - (Q_{32} + Q_{21})p_3 + Q_{21}, \\
\dot{p}_2 &= 1 - p_1 - p_3,
\end{align*}
\]  

(5.4)
where $p_i$ is the probability for the system to be in state $i$ and $Q_{ij}$ the transition probability per unit time for the system to go from state $i$ to state $j$. Assuming that the $Q_{ij}$'s are constants (see the discussion in section IV.5) we have

$$Q_{12} = \frac{1}{T_1}, \quad Q_{21} = \frac{1}{2T_2}, \quad Q_{32} = \frac{1}{T_3} \quad (5.5)$$

The solution of the linear inhomogeneous system (5.4) is given in (4.47). It represents an exponentially decay towards the stationary probability distribution where the decay rates are measured by the two real eigenvalues $\lambda_1$ and $\lambda_2$ of the homogeneous system. They follow from (5.3)-(5.5) and read

$$\lambda_1 = -0.023, \quad \lambda_2 = -0.369. \quad (5.6)$$

We conclude that $\lambda_1^{-1}$ (which is about fifty days in dimensional units) is a time scale on which the Markov model (5.4) yields more information about the system than the stationary probability distribution.

V.4. Static structure of the strange attractor and degrees of freedom of the flow.

Once the spectral system has settled down on its strange attractor only specific flow configurations are observed, because the attractor is confined to a sub-domain of the phase space. Generally, the structure of the attractor is found from partitioning the $N$-dimensional phase space in cells with volume $l^N$ and next generating a long time series of the chaotic system. From this we compute the probability $p_i$ of finding a point of the attractor in cell-number $i$ ($=1, 2, \ldots, M(l)$). It is defined as

$$p_i = \lim_{l \to 0} \frac{t_i}{T}, \quad \sum_{i=1}^{M(l)} p_i = 1, \quad (5.7)$$

where $t_i$ is the length of the time series and $t_i$ the time spend by the trajectory in cell $i$. We obtain a continuous distribution in the limit $l \to 0$. However, in practice this method meets serious difficulties because the boundary of a strange attractor is fractal and self-similar: its structure is frayed and is repeated on any (even microscopic) scale.

A global characterization of the static structure of strange attractors is given by its dimension of the (sub)space containing the whole attractor (FARMER et al., 1983). Dimensions of strange attractors are in general nonintegers because of their complicated structure. As shown by HENTCHEL and PROCAICIA (1983) there exists an infinite number of fractal dimensions $D^{(k)}$ which are related to the $k$-th powers of $p_i$ via

$$D^{(k)} = \lim_{l \to 0} \frac{1}{k-1} \frac{\ln[\sum_{i=1}^{M(l)} p_i^k]}{\ln l}, \quad k=0, 1, 2, \ldots. \quad (5.8)$$

We shall consider $D^{(0)}, D^{(1)}$ and $D^{(2)}$, which have a clear interpretation and can be computed relatively easy, in more detail. First we study the Hausdorff
dimension

\[ D^{(0)} = -\lim_{l \to 0} \frac{\ln[M(l)]}{\ln l}. \quad (5.9) \]

It measures the exponential increase of the number of cells \( M(l) \) with volume \( l^N \), needed to cover the attractor, with decreasing \( l \). The integer obtained from rounding off the value of \( D^{(0)} \) upwards is defined as the embedding dimension. This is the lowest integer dimension of a subdomain containing the whole attractor. Physically, it gives the actual number of degrees of freedom of the flow represented by the spectral model. In other words the embedding dimension gives the number of determining modes needed to describe a turbulent flow, as is discussed in CONSTANTIN et al. (1985).

The Hausdorff dimension does not depend on the probability distribution, hence it does not yield information about the inhomogeneous structure of the strange attractor. Therefore it is useful to consider other dimensions. The next one in the hierarchy (5.8) is

\[ D^{(1)} = \lim_{l \to 0} \frac{-\sum_{i=1}^{M(l)} (-p_i \ln p_i)}{\ln l} \equiv \lim_{l \to 0} \frac{-I(l)}{\ln l}. \quad (5.10) \]

This expression is obtained from (5.8) by expanding its right-hand side in powers of \((k - 1)\) and making use of (5.7). Here the contribution of each cell is weighted by the factor \((-p_i \ln p_i)\). It can easily be shown that \( D^{(1)} \leq D^{(0)} \), the equal sign holding if the attractor is homogeneous \((p_i=[M(l)]^{-1})\). Thus the difference between \( D^{(1)} \) and \( D^{(0)} \) measures the inhomogeneity of the attractor. Since \( I(l) \) in (5.10) is the information needed to locate the trajectory in a specific cell (SCHUSTER, 1987), \( D^{(1)} \) is called the information dimension. It measures the exponential growth of information gain needed if \( l \to 0 \). In GRASBERGER (1986) it is shown that an upper bound for \( D^{(1)} \) is given by

\[ D_{KY} = j + \frac{\sum_{i=1}^{j} p_i}{|p_{j+1}|}, \quad 0 < \sum_{i=1}^{j} p_i < |p_{j+1}|, \quad (5.11) \]

where \( \{p_i\}_{i=1}^{N} \) are the Lyapunov exponents in decreasing order. It was conjectured by KAPLAN and YORKE (1977) that

\[ D_{KY} = D^{(0)}, \quad (5.12) \]

which gives a way to compute the Hausdorff dimension numerically. The correctness of (5.12) has been verified for simple dynamical systems for which an alternative computation of \( D^{(0)} \) can be carried out using a box-counting algorithm.

The information dimension is difficult to calculate, but it can be done rela-
tively easy for the correlation dimension

\[ D^{(2)} = \lim_{l \to 0} \frac{\ln \left( \sum_{i=1}^{M(l)} p_i^2 \right)}{\ln l}, \]

(5.13)

since

\[ \sum_{i=1}^{M(l)} p_i^2 = \lim_{N_1 \to \infty} \frac{1}{N_1^2} \sum_{i=1}^{N_1} \sum_{j=1}^{N_1} H(l - |x_i - x_j|) \equiv C(l). \]

(5.14)

Here \( x_i (i = 1, 2, \ldots, N_1) \) are points on the attractor and \( H \) is the Heaviside function. The correlation integral \( C(l) \) is equivalent to the probability that two randomly chosen points on the attractor are within distance \( l \) and can be computed from a long time series. It appears that \( D^{(2)} \approx D^{(1)} \), hence the correlation dimension is a lower bound for the information dimension.

We have computed both \( D^{(0)} \) and \( D^{(2)} \) for our 10-component model. From table 5.1, (5.11) and (5.12) we obtain for the Hausdorff dimension \( D^{(0)} = 7.91 \). Consequently the embedding dimension of the strange attractor is 8. From this result we conclude that a model with eight degrees of freedom will represent the global strange attractor. In this specific case the model can be derived from the model of appendix C by neglecting the \( x_9 \)- and \( x_{10} \)-components. The reduction does not affect the presence of topographic instability, barotropic instability and of the wave triad in the spectral model. Indeed, time series of this 8-component model are chaotic and show vacillatory behaviour. The reason we propose the 10-component model as minimum-order model containing a global strange attractor is that we a priori assume a rectangular truncation in wave-number space.
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**Figure 5.11.** Correlation integral of the 10-component model. Here \( l_0 = 0.1 \), the symbols \( \bullet \) denote data points and the straight line is the result of a least-square fitting.
In figure 5.11 the logarithm of the correlation integral \( C(l) \) is shown as a function of the logarithm of the cell-size \( l \). The linear slope for small \( l \) yields \( D^{(2)} = 5.8 \pm 0.8 \). The rather large error estimate is an indication that points do not lie on a well-defined straight line. This is probably due to the finite length of the time series (Takens, pers. comm.). The correlation dimension is considerably smaller than the Hausdorff dimension. This implies that the attractor is strongly inhomogenous, which is consistent with the observations that trajectories spend most of their time in different preferent regions in phase space.

V.5. THE PREDICTABILITY PROBLEM

V.5.1. Mathematical formulation

As already discussed in chapter III, a property of deterministic chaotic systems is their sensitive dependence on initial conditions. It appears that initially nearby orbits in phase space exponentially diverge during the evolution of the system. Since initial conditions are never known with infinite precision this implies that the future evolution of a flow represented by a chaotic spectral model can only be predicted for a finite period of time. In this section we will consider the effect of errors introduced in the initial conditions upon the predictability properties of the 10-component model. It is a dynamical system of the type

\[
\dot{x} = f_\epsilon(x) = A + \bar{B} \cdot x + C : xx \quad \text{in} \quad \mathbb{R}^N. \tag{5.15}
\]

In this case (see appendix C) \( N = 10 \), the vector \( A \) represents the external forcing, the linear terms include the beta effect, topography and dissipation while the nonlinear contributions describe the advection of vorticity by the flow.

In practice we obtain initial conditions \( x_0 \) for the atmospheric circulation from the adaptation of observational data. We then define \( x(t) \), with \( x(0) = x_0 \), as the principal orbit of (5.15). However, \( x_0 \) will generally differ from the true initial condition. Thus it becomes worthwhile to introduce a continuum of orbits \( \tilde{x}(t) \) starting from the initial conditions \( \tilde{x}(0) = x_0 + \delta a \) where \( a \) is a vector with \( |a| = 1 \) and \( \delta << 1 \). The set of \( \tilde{x}(0) \) defines an "error" sphere with center \( x_0 \) and radius \( \delta \). We wish to study the evolution of this error sphere along the principal orbit for different values of \( x_0 \) and \( \delta \). This is done by deriving dynamical equations for the deviations

\[
\epsilon(t) = \tilde{x}(t) - x(t). \tag{5.16}
\]

Since both \( \tilde{x}(t) \) and \( x(t) \) are solutions of (5.15), we have

\[
\dot{\epsilon} = [B + 2C \cdot x(t)] \epsilon + C : \epsilon \epsilon, \quad \epsilon(0) = \delta a. \tag{5.17}
\]

The contributions on the right-hand side of (5.17) are linear, quasi-nonlinear and nonlinear, respectively. In order to determine the error evolution, an infinite number of solutions of (5.17) starting from each point of the error sphere are required. This complication is met by taking either the limit of
infinitesimal small error spheres ($\delta \to 0$) or by confining our analysis to a finite time interval $[0, t_\varepsilon]$ on which the errors are small ($0 < |\varepsilon(t)| << 1$). Under these conditions the system (5.17), can be linearized. By setting

$$y = \varepsilon / \delta, \quad D(t) = B + 2C \cdot x(t) = \nabla \tilde{f}_p(x(t)),$$  \hfill (5.18)

where $f_p(x)$ is given in (5.15) and the tilde denotes a transposed matrix, we obtain

$$\dot{y} = D(t)y, \quad y(0) = a.$$  \hfill (5.19)

This system describes the dynamics of first-order variations on the principal orbit. Note that matrix $D$ is actually the matrix derivative of the vectorfield $f_p(x)$. Since it is quasi-nonlinear, $N$ independent initial conditions are sufficient to determine the error evolution. The solution of (5.19) is

$$y(t) = \exp \left[ \int_0^t D(t') dt' \right] y(0) = \Phi(t)y(0),$$  \hfill (5.20)

where $\exp [\cdot]$ denotes a time-ordering product (Van Kampen, 1985) and $\Phi(t)$ the fundamental matrix. From this we conclude that the eigenvalues $\hat{\lambda}_i(t) (i = 1, 2, ..., N)$ of the matrix

$$E(t) = \frac{1}{t} [\Phi(t) - I]$$  \hfill (5.21)

are the mean error growth rates over the time interval $[0, t]$. Here $I$ denotes the $(N \times N)$ unity matrix. In the subsequence the physical implications will be discussed.

V.5.2. Characterization by Lyapunov exponents and spatial error growth.

In Wolf et al. (1985) Eqs. (5.19) are considered in the limit $\delta \to 0$ and $t \to \infty$. In this case the system is characterized by its Lyapunov exponents $\{\rho_i\}_{i=1}^N$ which measure the long-term average exponential growth rates of the semi-axes of the error sphere. The sum of all exponents is the time-averaged divergence of the vectorfield which is negative for dissipative dynamical systems. Chaos is indicated by one or more positive Lyapunov exponents. It is difficult to associate a direction in phase space with a given exponent since the orientation of the deforming error sphere varies in a complicated way through the attractor. We only know that one exponent is identically zero and measures the slow error growth along the principal orbit.

The numerical results for the Lyapunov exponents of our chaotic spectral model were already presented in table 5.1 in section V.3. From this a mean time scale can be derived on which the system is predictable on the average. It reads

$$T = \frac{1}{K} \ln [\|\varepsilon(0)\|^{-1}],$$  \hfill (5.22)

where the Kolmogorov entropy $K$ is the sum of all positive Lyapunov exponents and $\|\varepsilon(0)\|$ the norm of the initial error (Schuster, 1987). For the
natural choice \( |\epsilon(0)| = 0.1 \) we obtain a time scale of five days in dimensional units. This seems a reasonable value for the time scale on which the large-scale atmospheric circulation is predictable on the average.

The significance of Lyapunov exponents is limited, for their definition does not include the effect of initial conditions and the direction of the initial error in phase space. In practice meteorologists are also interested in local growth rates and the spatial distribution of error growth for different initial conditions. As noted in section V.5.1 this dependence is investigated from an eigenvalue-eigenvector analysis of the matrix \( E(t) \) defined in (5.21). In the limit \( t \to 0 \) this matrix is approximated by \( D(0) \). Obviously, the eigenvalues of the matrix derivative \( D(t) \) of the vectorfield along the principal orbit measure the local exponential growth rates. The largest real part \( \lambda_m \) of all eigenvalues estimates the maximum growth rate and thus measures the reciprocal of the skill of a specific forecast. In figure 5.12 \( \lambda_m \) is shown as a function of time for the asymptotic chaotic trajectory of the 10-component model.

It appears that the growth rates vary strongly with time, implying that the local predictability properties strongly depend on the initial conditions. During the periods that \( \lambda_m \) is negative deviations between the true and approximate orbit become smaller. Relating this fact to weather predictions we state that during periods in which \( \lambda_m \) is negative it might be preferable to continue a previous forecast run instead of starting a new run. This is because small errors, introduced in the forecast model by an imperfect initial condition, have decreased during the integration. Thus, a re-initialisation would probably result in a larger difference between the true and the observed state. In principle \( \lambda_m \) can be computed for any spectral forecast model although computational difficulties will arise because of the large number of degrees of freedom.

![Figure 5.12](image_url)

**Figure 5.12.** The maximum real part \( \lambda_m \) of the eigenvalues of the vectorfield linearized at each point of the chaotic trajectory of the 10-component model.
We have that
\[
\bar{\lambda}_m = \lim_{t \to \infty} \frac{1}{t} \int_0^t \lambda_m(t') dt'
\]  
(5.23)
is an upper bound for the largest Lyapunov exponent. This is because the eigenvector corresponding to \( \lambda_m \) always gives the direction of maximum growth rate in phase space while the direction associated with \( \lambda_1 \) varies in a different way through the attractor. For our spectral model we have \( \bar{\lambda}_m = 0.72 \) while \( \lambda_1 = 0.34 \), see table 5.1. We may distinguish between error growth in the different preferent regimes. This was done by computing \( \bar{\lambda}_m \) for the high-index (1), intermediate (2) and low-index regime (3). The results are \( \bar{\lambda}_m(1) = 0.63 \), \( \bar{\lambda}_m(2) = 1.08 \) and \( \bar{\lambda}_m(3) = 0.82 \). These values indicate that during a high-index flow the local error growth is small compared to the growth rates in the other regimes.

LEGRA'S and GHI'L (1985) argue that \( \lambda^{-1}_m \) is a local time scale of error growth. Generalizing this result, we state that the eigenvector(s) corresponding to the eigenvalue(s) with real part \( \lambda_m \) define the geographical distribution of the most probable error evolution over the physical domain. We have investigated the validity of these hypotheses for the 10-component model by integrating Eqs. (5.19) for several starting points \( (x_0) \) on the principal orbit. The \( N(=10) \) independent initial conditions were taken to be the normalized eigenvectors corresponding to the eigenvalues of matrix \( D(0) \). Eqs. (5.19) were integrated until the prediction time \( t = T_p \) where the norm of the error is increased with a factor \( e \). It appears that the dimensional prediction times vary between one and four days with an average of two days. No indication was found that \( T_p \) is given by \( \lambda_m(0)^{-1} \). Furthermore the fastest growing error could not be related to an initial perturbation along the eigenvector(s) associated with \( \lambda_m(0) \). This absence of correlations in our spectral model is due to the fact that the time scale on which the flow evolves is short compared to the time scale on which errors grow. Thus the direction in phase space associated with maximum instability changes much faster than the errors growing in a fixed direction. We expect that if
\[
\eta = \frac{|f_p(x_0)|}{\lambda_m(0)} << 1,
\]  
(5.24)
with \( |f_p(x_0)| \) the norm of the vectorfield, \( \lambda_m(0)^{-1} \) estimates the local prediction time of the system. This condition is never satisfied in our model: we find \( \eta = \Theta(10) \). Instead we must apply an eigenvalue-eigenvector analysis to the matrix \( E(t) \) defined in (5.21), as remains to be investigated. We finally remark that we expect \( \eta \) in (5.24) to be small in the models of REINHOLD and PIERRE-REHUMBERT (1982) and LEGRA'S and GHI'L (1985), which show long periods of quasi-stationary behaviour.
V.6. Modelling the Feedback between Planetary-Scale Flow and Synoptic-Scale Eddies

V.6.1. Formulation of the closure problem

From the results of the previous section it follows that the predictability of flows described by chaotic spectral models is limited. This is because small errors in the initial condition rapidly grow during the time evolution due to the chaotic dynamics. The same occurs to errors introduced by the finite difference scheme which is used to integrate the spectral equations numerically. On the other hand the predictability properties may also be affected by additional forcing mechanisms represented by $F(t)$ in Eqs. (1.1). They describe the effect of the modes and the physical processes not incorporated in the model. It is clear that an appropriate parametrization of the $F(t)$ would increase the validity of spectral forecast models.

In chapter IV of this tract we have adapted two types of ad hoc parametrization: the $F(t)$ were assumed to be Gaussian white noise and coloured noise, respectively. These choices are justified by the studies of EGGER and SCHILLING (1983, 1984), KRUSE and HASSELMAN (1986), and BARNETT and ROADS (1986) where observational data are compared with the results of spectral forecast models. From a theoretical point of view, LINDENBERG and WEST (1984) and KOTTALAM et al. (1987) have studied the sole effect of neglected modes on truncated spectral models of the barotropic potential vorticity equation. They conclude that the resulting forcing terms have a stochastic nature. However, they cannot be parametrized by the simple processes considered in chapter IV.

In this section we will study properties of forcing terms which account for the effects of the neglected modes. Consider a finite-dimensional spectral model of the type

$$\dot{x} = \tilde{f}_\mu(\tilde{x}) \text{ in } \mathbb{R}^M,$$

where $\tilde{x} = (x_1, x_2, ..., x_M)$ and $\tilde{f}_\mu(\tilde{x})$ is an $M$-dimensional vectorfield depending on $\tilde{x}$ and on parameters $\mu = (\mu_1, \mu_2, ..., \mu_m)$. This system is assumed to give an exact representation of the atmospheric circulation. We now define $x = (x_1, x_2, ..., x_N)$ as the planetary-scale modes and $y = (x_{N+1}, x_{N+2}, ..., x_M)$ as the synoptic-scale modes. We recast (5.25) as

$$\begin{align}
\dot{x} &= \tilde{f}_\mu(x) + g_\mu(x, y), \\
\dot{y} &= h_\mu(x, y). 
\end{align}$$

(5.26a)

(5.26b)

Here $f_\mu(x)$ and $g_\mu(x, y)$ are $N$-dimensional vectorfields and $h_\mu(x, y)$ is an $(M-N)$-dimensional vectorfield. We define the planetary-scale subsystem in (5.26) between the dashed lines as our forecast model. Note that $g_\mu(x, 0) = 0$ by definition, but $h_\mu(x, 0) \neq 0$, hence solutions of the subsystem are not solutions of the full model. In order to obtain equivalence between solutions of the forecast model and solutions of the full model projected onto the $N$ retained modes, forcing terms $F(t)$ must be added to the forecast model. In
this case Eqs. (5.26a) can be considered as a dynamical system of the type (1.1) where

\[ F(t) = g(x(t), y(t)). \]  

(5.27)

They follow from an integration of the full model (5.26).

V.6.2. Results for the 10-component model

Here we define the 10-component barotropic spectral model of appendix C as the full model (5.26), hence \( M = 10 \). As shown in section V.3 its solutions represent a flow resembling the large-scale atmospheric circulation. We take the six-component model in appendix C between the dashed lines as our forecast model, thus \( N = 6 \). The three-component model is not appropriate because it cannot resolve the important forcing in the (0,2) zonal-flow mode. The stationary points of the six-component model for the parameter values \( b = 1.6, x_1 = 4 \) and \( x_4 = -8 \) are

\[ Eq_1 = (4.301, -0.846, 0.031, -7.855, -0.327, 0.000), \]

\[ Eq_2 = (0.902, 1.820, -0.323, -0.455, -0.701, 0.360), \]

\[ Eq_3 = (0.728, -2.498, -0.341, -0.758, 0.490, -0.150). \]

(5.28)

Comparison with the results for the full model (see (5.2)) shows clear differences in the numerical values. Furthermore, \( Eq_3 \) is stable in the six-component model whereas \( EQ_3 \) is unstable in the 10-component model. Obviously the dynamics of the two models are considerably different.

From the equivalence between (5.26) and the model of appendix C it is possible to compute the six forcing terms defined in (5.27). They consist of a linear as well as a nonlinear part. The linear contributions, only present in the (1,2) modes, are due to the interactions between flow and topography not resolved by the subsystem. The nonlinear terms in the (1,1) and (1,2) modes are due to the wave triad, the nonlinearity in the (0,2) component comes in from the triad interaction between the (0,2), (2,1) and (2,2) modes. It can directly be seen that the (0,1) component is not forced, hence \( F_1 \equiv 0 \). The remaining five components have been computed along the asymptotic trajectory of the 10-component model considered throughout this chapter. Their time series are shown in figure 5.13. Clearly they have random character.

We have analysed the statistical properties of the time series by computing

\[ \overline{F_i} = \frac{1}{T} \int_0^T F_i(t) dt, \]

\[ \overline{F_i^2} = \frac{1}{T} \int_0^T (F_i(t))^2 dt, \]

\[ \overline{\overline{F_i^r}} = \frac{1}{T} \int_0^T (\overline{F_i(t)})^r dt, \]

(5.29)

for \( i = 2, 3, 4, 5, 6 \) and \( r = 2, 3, 4 \). They are the means, intensities and order-r central moments, respectively. Here \( T \) is the length of the time interval, which must be large with respect to the characteristic lifetimes of the preferent regimes.
From (5.29) we calculated

$$\sigma_i = \sqrt{\mu_{2,i}}, \quad S_i = \frac{\mu_{3,i}}{\sigma_i^3}, \quad K_i = \frac{\mu_{4,i}}{\sigma_i^4} - 3,$$

(5.30)

which are the standard deviations, skewnesses and kurtoses respectively. Here $\sigma_i$ estimates the spread of the probability density distribution $p(F_i)$ around its average $\bar{F}_i$, and $S_i$ measures the asymmetry of the distribution with respect to $\bar{F}_i$. Finally, $K_i$ measures the long-tail deviation of $p(F_i)$ from a Gaussian distribution

$$G(F_i) = \frac{1}{\sqrt{2\pi \sigma_i}} \exp\{-(F_i - \bar{F}_i)^2/2\sigma_i^2\},$$

(5.31)

which is fully determined by a mean and standard deviation. For details we refer to Priestly (1981). We found that the results, presented in table 5.3, did not depend on the particular time interval chosen hence the time series $F_i(t)$ are stationary. The processes $F_3$ and $F_6$ have been itemized in linear orographic contributions ($F_{50}, F_{60}$) and nonlinear wave-wave contributions ($F_{5w}, F_{6w}$). It appears that the intensities of the (1,2)-mode forcing terms are much larger than those which affect the (1,1) mode. In turn these intensities
are large compared to the one of the (0,2) mode. Furthermore, $F_2$ and $F_6$ are mainly determined by the contribution due to the wave triad: the contributions caused by flow-topography interactions are negligible. Obviously the presence of topography in the model is only important in order to allow for multiple weather regimes.

<table>
<thead>
<tr>
<th></th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>$F_3$</th>
<th>$F_4$</th>
<th>$F_5$</th>
<th>$F_{10}$</th>
<th>$F_{15}$</th>
<th>$F_{30}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>0.005</td>
<td>0.009</td>
<td>-0.009</td>
<td>0.020</td>
<td>-0.015</td>
<td>0.000</td>
<td>0.019</td>
<td>0.000</td>
</tr>
<tr>
<td>intensity</td>
<td>0.154</td>
<td>0.158</td>
<td>0.074</td>
<td>0.729</td>
<td>0.698</td>
<td>0.027</td>
<td>0.728</td>
<td>0.027</td>
</tr>
<tr>
<td>st.dev.</td>
<td>0.154</td>
<td>0.157</td>
<td>0.073</td>
<td>0.729</td>
<td>0.698</td>
<td>0.027</td>
<td>0.728</td>
<td>0.027</td>
</tr>
<tr>
<td>skewness</td>
<td>0.191</td>
<td>0.090</td>
<td>-0.471</td>
<td>-0.177</td>
<td>-0.041</td>
<td>-0.043</td>
<td>-0.189</td>
<td>0.085</td>
</tr>
<tr>
<td>kurtosis</td>
<td>2.830</td>
<td>2.985</td>
<td>4.663</td>
<td>2.175</td>
<td>1.919</td>
<td>0.172</td>
<td>2.159</td>
<td>1.67</td>
</tr>
</tbody>
</table>

**Table 5.3.** Statistical properties of the forcing terms.

Since all forcing terms have nonzero skewnesses and kurtoses we conclude that their probability densities are non-Gaussian. This can also be seen from figure 5.14 where the numerically computed distributions are shown together with their Gaussian approximations obtained from (5.31) and table 5.3. Obviously the forcing terms cannot be parametrized by Gaussian noise processes as was done in chapter IV. We have also calculated statistical properties of the forcing terms in the different weather regimes. It was found that in the high-index regime the intensities of all forcing components are 10 to 15% below their overall averages. This can be explained as follows. For the parameter values used the six-component model has two different attractors: a periodic orbit of high-index type and a stationary point of low-index type, see section III.5. Since the periodic orbit is close to an unstable regular solution of the 10-component model, the intensity of the forcing terms is low in the high-index regime. Conversely, in the low-index regime the difference in dynamics of the two models is large so the forcing intensity is large. The large forcings occurring in the transitional regime are an indication that the six-component model cannot predict transitions between the high- and low-index weather regimes.

Information about the correlation times of the forcing terms is obtained from the autocorrelation functions

$$\rho_i(\tau) = \frac{[F_i(t) - F_i]\{F_i(t + \tau) - F_i\}}{\sigma_i^2} \quad \text{for } i = 2, 3, 4, 5, 6,$$

see Priestley (1981). They measure the statistical dependence between the processes $F_i(t)$ and $F_i(t + \tau)$. Since the time series $F_i(t)$ are stationary, the autocorrelation functions do not depend explicitly on time. The results for $\rho_i(\tau)$ are presented in figure 5.15. The functions show oscillatory behaviour with an exponentially decreasing amplitude. Roughly, all curves can be fitted with

$$\rho_i(\tau) \sim e^{-\alpha \tau \cos(\beta \tau)} ; \quad \alpha \sim 2, \beta \sim 7.$$

This behaviour is different from that of coloured-noise processes, see (4.9).
Thus, once more we conclude that in this case coloured noise is not an appropriate parametrization of the forcing terms.

\[ \begin{align*}
\text{Figure 5.14.} & \quad \text{Numerical approximation of the probability distributions} \\
& \quad p(F_t) \text{ (solid lines) of the forcing terms based on 8000 sampling points and 80 class intervals. The dashed lines represent the Gaussian distributions (5.31) where } F_i \text{ and } \sigma_i \text{ are obtained from table 5.3.}
\end{align*} \]

Finally, we have investigated the statistical dependence between the processes \( F_i(t) \) and \( F_j(t + \tau) \) by calculating the normalized correlation matrix \( C(\tau) \) with components

\[
(C)_{ij}(\tau) \equiv \frac{[F_i(t) - \bar{F}_i][F_j(t + \tau) - \bar{F}_j]}{\sigma_i \sigma_j}
\]

(5.34)

Note that

\[
C_{ij}(\tau) = C_{ji}(-\tau), \quad C_{ii}(\tau) = \rho_i(\tau), \quad (5.35)
\]

where \( \rho_i(\tau) \) is the autocorrelation function (PRIESTLY, 1981). The results are shown in figure 5.16. Correlations involving the process \( F_4(t) \) are omitted since they are very small.

Although statistical significant correlations are observed between \( F_2(t) \) and \( F_3(t + 0.25) \), \( F_2(t) \) and \( F_6(t + 0.10) \) and \( F_3(t) \) and \( F_4(t + 0.10) \), they are rather small and occur for only a small time interval.
V.7. Concluding Remarks

In this chapter we have studied a 10-component spectral model of the barotropic potential vorticity equation in a beta plane channel. We have shown that, using a rectangular truncation of the spectral expansions in wave-number space, it is the simplest model which represents most qualitative features of the atmospheric circulation. By this we mean that for a range of parameter values solutions are obtained modelling a finitely predictable circulation which alternately visits different weather regimes. In this case three preferent regions in phase space are found characterized by unstable periodic orbits of the model. They correspond to a high-index, transitional and low-index flow regime. This behaviour is due to the presence of a barotropic wave triad. It provides for a direct interaction between two distinct scales of motion: a planetary scale and synoptic scale. An index cycle occurs on a time scale of the order of months whereas on a shorter time scale (order of days) oscillations are present which characterize the individual preferent regimes.

We have analysed the static and dynamical structure of the strange attractor of the 10-component model. Its embedding dimension, which is 8 in this case, estimates the actual number of degrees of freedom of the flow. In this case we could indeed select an 8-component subsystem of the full model which still represents a chaotic flow with vacillatory behaviour. Therefore, if we do not
adapt the condition of a rectangular truncation in wavenumber space, this 8-component system should be considered as a minimum-order spectral model of the atmospheric circulation.

![Figure 5.16](image)

**Figure 5.16.** Correlations $C_{ij}(\tau)$ between the processes $F_i(\tau)$ and $F_j(t + \tau)$ as a function of the time shift $\tau$.

The reciprocal of the sum of all positive Lyapunov exponents, which measure the exponential divergence between nearby orbits in phase space, defines an overall time scale (here of about four days) on which the flow is predictable. In order to investigate local predictability properties of the flow the linearized error equations along a principal orbit were solved. It was proposed that the local eigenvalues of the matrix derivative of the vectorfield along the orbit estimate the error growth while the corresponding eigenvectors determine the geographical distribution of the errors. This implies that during periods
where all eigenvalues have negative real parts predictability of the flow is large, since small errors converge to the principal orbit. However, this concept is not successful when the flow itself evolves on a time scale which is comparable to the time scale of error growth. Consequently, the method cannot be applied to the 10-component model studied here, but the models of REINHOLD and PIERREHUMBERT (1982) and LEGRAS and GHIL (1985) may be appropriate because they show long periods of quasi-stationary behaviour. In this way the skill of a forecast can be predicted which is an important physical quantity, see the discussion in TENNEKES et al. (1986).

Finally we have investigated the closure problem for forcing terms which account for the effect of the neglected modes and physical processes not incorporated in the model. This was done by by assuming that the 10-component model gives an exact representation of the atmospheric dynamics. A six-component subsystem resolving only the planetary-scale motion, was chosen to be a forecast model. To the latter forcing terms were added such that solutions of both models are equivalent. In this case it appeared that the forcing terms cannot be parametrized by Gaussian coloured-noise processes as was done in chapter IV.
VI. Conclusions

In this final chapter we discuss the possible contribution of our investigations to a better understanding of the dynamics of the atmospheric circulation. To that end we return to chapter I where it was noticed that the midlatitude circulation has two different scales of motion. We can distinguish between planetary-scale motion, characterized by a westerly background flow and ultra-long quasi-stationary planetary waves, and synoptic-scale motion having shorter length and time scales. Furthermore, as discussed in REINHOLD and PIERREHUMBERT (1982) and REINHOLD (1987), the feedback between these two scales of motion leads to the occurrence of quasi-stable preferent flow configurations, called weather regimes. These results confirm the earlier, more intuitive, ideas of BAUR et al. (1944), HESS and BREZOWSKY (1969) and VAN-DUK et al. (1974) who used atmospheric data to define large-scale preferent circulation patterns over Europe and the Atlantic. So far the existence of weather regimes has not been convincingly demonstrated by a systematic data analysis, although in some recent studies indications are found that the atmospheric circulation has a bimodal structure (DOLE, 1986; BENZI et al., 1986a,b).

The preceding description indicates that the atmosphere may be seen as a chaotic system that irregularly vacillates between different weather regimes. Thus, for the development of long-range weather forecast models it is important to obtain a better understanding of the oscillatory properties of the circulation. In this tract this problem has been studied by constructing simplified models which represent the chaotic properties and oscillatory behavior of atmospheric flow. Next we have investigated whether they provide clues to analyze more complicated models as well as atmospheric data.

A method to derive such models has been discussed in chapter II. First, by application of scale analysis, the equations of motion describing atmospheric flow are reduced to the quasi-geostrophic barotropic potential vorticity
equation. This implies that effects of nongeostrophic phenomena (for example gravity waves) and baroclinicity (vertical structure of the fluid) are neglected. It is shown that this equation in fact only models synoptic-scale motion. In order to take planetary-scale motions into account as well, a planetary-scale vorticity balance should be included together with additional contributions in the synoptic-scale vorticity balance. However, we have not considered such an extension in this tract.

The solution of the barotropic potential vorticity equation is represented as a series expansion in modes, where each mode is an eigenfunction of the Laplace operator satisfying the boundary conditions. Projecting the equation on a few modes yields a low-order spectral model which is a set of coupled nonlinear ordinary differential equations describing the time evolution of the modal amplitudes. There is no physical motivation to truncate the mode expansions at such low values. Nevertheless, models of extremely low-order already show features like multiple weather regimes and chaotic flow, see the review in De Swart (1988). These models can be analysed with techniques originating from the theory of dynamical systems.

In this tract we have studied three different spectral models of the barotropic potential vorticity equation for a beta-plane channel geometry. They consist of three, six and ten components, respectively. We have investigated their internal dynamics as well as their response to random forcing terms representing the effect of the neglected modes and physical processes not incorporated in the model. Three different parametrization schemes have been considered: a white-noise forcing, a coloured-noise forcing and a forcing computed from time series of a higher-order spectral model. A sketch of the cases studied in this tract is presented in table 1.1 on page 9.

The three-component model, considered in section II.3, is the simplest nontrivial model of the atmospheric circulation. It describes the interaction of an externally forced zonal flow mode and a single Rossby wave. The properties of its asymptotic states are determined by a physical mechanism called topographic instability. In the absence of mountains one globally attracting steady state of the high-index type is found. If topographic forcing is introduced waves are generated and three steady states may occur for a range of parameter values. Two of these steady states (of high-index and low-index type) are stable and one (of transitional type) is unstable. Since their streamfunction patterns resemble large-scale atmospheric preferred states, Charney and DeVore (1979) have suggested that the presence of weather regimes is related to stationary points of spectral models.

However, the three-component model is unrealistic in the sense that its asymptotic states are always stationary. In order to obtain frequent transitions between the steady states, we have added in chapter IV stochastic perturbations of Gaussian white- and coloured-noise type to the spectral equations. These choices are motivated by data studies of Egger and Schilling (1983, 1984) where it is shown that this forcing has a coloured-noise character. In our model the noise forces the system to visit alternately the two attraction domains of the stable equilibria. During a transition the system remains for
some time in the neighbourhood of the unstable equilibrium. This suggests that the latter may be important for the atmospheric dynamics. The expected residence times in domains close to the equilibria measure the persistence of the preferent states. They have been calculated by a combination of analytical and numerical methods. It appears that the results strongly depend on the model parameters, on the noise intensity and, to a less extent, on the correlation time of the noise.

The alternation of preferent states has been described as a discrete-state Markov process model. It consist of three states which are related to the equilibria of the unperturbed three-component model. Transition probabilities have been derived from the expected residence times of the stochastically forced dynamical system. The eigenvalues of the master equations of the Markov model yield information about the time scale over which the effect of an initial state is present in the system. Furthermore, we have found that to a good approximation transition probabilities are independent of time. As a consequence it follows that there is no dynamically preferred persistence time of a weather regime. This conclusion is in agreement with the observational results of Doyle and Gordon (1983) and Doyle (1986) and also with the model results of Reinhold and Pierrehumbert (1982) and Legras and Ghil (1985). We have compared our results with those of Spekat et al. (1983) who use a Markov model of the atmospheric circulation with transition probabilities derived from data. It follows that the expected residence times in our model are much larger (by a factor of 10) than those observed in the atmosphere.

In order to obtain better qualitative agreement with the atmospheric dynamics we have studied in chapter III the effect of including more modes in the spectral expansions. The result is a six-component model, containing the previous three-component model as a subsystem. It describes the evolution of two zonal flow modes and two Rossby waves. It appears that solutions of the subsystem are also solutions of the full model, but their stability properties may differ because perturbations have more degrees of freedom. The increased number of modes allows for a new type of nonlinear interaction involving one zonal flow mode and two different Rossby waves. This has the effect that either the zonal flow mode or one of the two waves may become barotropically unstable, depending on the width-length ratio of the beta-plane channel. As a consequence the asymptotic states of the six-component model can be more complicated than stationary points: we have also found periodic, quasi-periodic and chaotic solutions. These results were obtained from a numerical bifurcation analysis of the spectral equations, using the software package AUTO of Doedel (1986) in combination with time integration routines. Two routes leading to chaos were identified: a cascade of period-doubling bifurcations and the homoclinicity scenario. In the latter case periodic orbits become homoclinic for specific parameter values, i.e., they connect a stationary point with itself. For nearby parameter values chaotic orbits occur, in agreement with the theory of Silnikov (1965) and Sparrow (1982). The occurrence of chaotic solutions is of interest since they represent finitely predictable motion.
A quantitative characterization of chaos is provided by its Lyapunov exponents which measure the mean exponential divergence between nearby orbits in phase. They have been computed using a method developed by Wolf et al. (1985). The reciprocal of the sum of all positive Lyapunov exponents defines a time scale on which the flow is predictable on the average. However, we have not analysed the chaotic properties in detail since it appears that the strange attractors have a limited attraction domain in phase space. In this case chaotic orbits remain in the low-index regime forever, while for the same parameter value a stable stationary point or periodic orbit of high-index type exists. Consequently, although the six-component model has interesting properties it cannot show oscillatory behaviour. This is due to the presence of only one barotropic triad in the model which allows for either a single zonal flow mode or a single Rossby wave to become unstable.

In chapter IV a few remarks have been made concerning the effect of stochastic perturbations on the six-component model. It is demonstrated that the method developed to compute expected residence times of the system near equilibria of the unperturbed model, see De Swart and Grasman (1987), is also applicable to spectral models with dimensions larger than 3. However, the use of this method is limited because it can deal with equilibria only, whereas the six-component model has also more complicated attractors. When the model possesses equilibria only, we found that its statistical properties do not differ from those of the randomly perturbed three-component subsystem.

In order to construct a spectral model with internal oscillatory behaviour, we have extended in chapter V the six-component model by including two additional Rossby waves in the eigenfunction expansions. The resulting 10-component model contains three different barotropic triads of nonlinear interactions. This appears to be sufficient to turn all regular solutions unstable, provided that both zonal flow modes are externally forced. This implies that in this case the three-component model is not a subsystem of the full model. Furthermore, although the six-component model is a subsystem, its solutions are not solutions of the full model because of the presence of a new type of nonlinear interaction involving three different Rossby waves. This wave triad provides for a direct interaction between two different scales of motion: a planetary scale and a synoptic scale. For a sufficiently large external forcing, trajectories of the 10-component model move on a strange attractor in phase space and show oscillatory behaviour. Again three preferent regimes (of high-index, low-index and transitional type) have been found, which are characterized by unstable periodic orbits of the model instead of by stationary points. Oscillation occurs on a time scale of the order of months whereas on a shorter time scale (order of days) oscillations are present which characterize the different weather regimes. We conclude that the 10-component model is a minimum-order quasi-geostrophic spectral model describing a flow which shows transitions between different weather regimes and which is predictable for a finite time only. However, this result is based on the assumption of a rectangular truncation of the eigenfunction expansions in the wavenumber domain. We have calculated the actual number of degrees
of freedom of the chaotic flow from the fractal dimensions of the strange attractor and found this number to be 8. Indeed, in this case an 8-component subsystem of the 10-component model could be selected which allows for a global strange attractor and oscillatory behaviour. Thus, if we drop the condition about the rectangular truncation (which we have not done), the 8-component model should be considered as a minimum-order atmospheric model.

The regime predictability of the 10-component model has been studied by computing the mean residence times of the system in the different flow regimes. Using these results the alternation between the regimes has been simulated with a 3-state Markov model, similar to the one discussed in chapter IV. From this it follows a time scale on which, starting from a given initial condition, the Markov process model contains more information about the system than the stationary probability distribution. A time scale on which the flow itself is predictable on the average has been calculated from the sum of all positive Lyapunov exponents. Its value of about 4 days agrees with what is observed for the atmospheric circulation. However, as discussed by TENNEKES et al. (1986), of more interest to meteorologists are the local predictability properties of atmospheric flow. This problem has been investigated by solving the linearized error equations along a principal orbit of the 10-component model. It was concluded that the largest real part of all eigenvalues of the matrix derivative of the vectorfield along the orbit determines the error growth rate (which is a measure of predictability), provided that the time scale of error growth is small compared to the time scale on which the flow evolves. In our model this condition is not met, but it is suggested that the models of REINHOLD and PIERREHUMBERT (1982) and LEGRAS and GHIL (1985) may be appropriate. In that case the eigenvectors corresponding to the eigenvalues with largest real part determine the local geographical distribution of error growth.

Finally, a method has been developed to study the closure problem for the forcing terms in a low-order spectral model which represent the effect of the neglected modes. We have defined the 16-component model as an exact representation of the atmospheric dynamics and considered its six-component subsystem as a forecast model. To the latter, forcing terms have been added such that its solutions are identical to solutions of the 'exact' model projected onto the six-dimensional subspace. It has been demonstrated that these forcing terms have a complicated nature and that they cannot be parametrized by the simple stochastic processes used in chapter IV. This result is in agreement with the findings of LINDENBERG and WEST (1984) and KOTTALAM et al. (1987). Furthermore, it is not in contradiction with the results of EGER and SCHILLING (1983, 1984) since the latter authors also include the effect of neglected physical processes in their definition of effect of the neglected small-scale motions.

Summarizing, we conclude that all barotropic models studied in this tract have three different weather regimes which are of high-index, low-index and transitional type, respectively. However, the regimes have different
characteristics in different models. In case an index cycle is simulated the mean life times of the regimes are a factor 10 larger than those observed in the atmosphere. Moreover, extremely large external forcing values (corresponding to an equator-pole temperature difference of more than 150 degrees) are needed in order to obtain internally generated vacillation behaviour. We expect these imperfections to become smaller if more realistic atmospheric models are used. As a first step we note that in barotropic models effects of topography are over-estimated because they act directly on the entire fluid column. Baroclinic, multi-level models of the quasi-geostrophic potential vorticity equation give better results at this point. Again multiple equilibria are found in low-order systems, but, although the low-index equilibria cannot exist without topography, their energy is extracted from the potential energy of the mean flow and not from a kinetic energy transfer via the mountain torque (Charney and Straus, 1980; Källén, 1983). The presence of the baroclinic instability mechanism causes equilibria to be less stable than in barotropic models. As argued in De Swart (1988), the two-level 20-component spectral model of Reinhold and Pierrehumbert (1982) is the simplest model containing all basic physical mechanisms. It allows for the presence of topographic, barotropic and baroclinic instability as well as the occurrence of wave triad interactions. This system also alternately visits three preferent weather regimes and shows a clear distinction between a quasi-stationary planetary scale and a transient synoptic scale. However, again we encounter the problem that an unrealistically large external, thermal forcing (>100K over 5000km) is required in order to obtain vacillatory behaviour. Moreover, the characteristic life times of the weather regimes are still too large compared to observational results. We argue once more that these imperfections are due to the severe truncation in both the horizontal and vertical direction. A better description of the circulation is expected from multi-level high-resolution models. However, they are difficult to analyse for their structure is extremely complicated. Alternatively, we may study lower-dimensional spectral models which include an appropriate parametrization of the effect of the neglected small-scale motions.

In conclusion, we think it is useful to study both deterministic and stochastically forced spectral models of the atmospheric circulation for various horizontal and vertical truncation numbers. The mathematical analysis of these systems may give insight in the qualitative dynamics of the model, such as the existence of preferent regions in phase space and transitions of the system between these regions. By combining physical motivations and modern mathematical techniques it may be possible to enlarge our knowledge of the dynamics of the atmospheric circulation.
Appendix A

Order estimation of \( \partial \theta_* / \partial z \) in the atmosphere

From (2.22) it follows that

\[
\frac{\partial \theta_*}{\partial z} = \frac{\partial^2 p_*}{\partial z^2} - \tilde{p}_* \frac{d}{dz} \left( \frac{1}{\theta_*} \frac{d \theta_*}{dz} \right) \frac{\partial \tilde{p}_*}{\partial z} \frac{1}{\theta_*} \frac{d \theta_*}{dz},
\]

(A1)

with the tildes referring to nondimensional variables. Now

\[
\frac{1}{\theta_*} \frac{d \theta_*}{dz} = \frac{H}{g} N^2, \quad \frac{d}{dz} \left( \frac{1}{\theta_*} \frac{d \theta_*}{dz} \right) = \frac{H^2}{g} \frac{d}{dz} (N^2), \quad N^2 = \frac{g}{\theta_*} \frac{d \theta_*}{dz},
\]

(A2)

where \( N \) is the Brunt-Väisälä frequency. In Gill (1982) it is remarked that \( N^2 \) varies between \( 10^{-4} \text{s}^{-2} \) in the troposphere up to \( 4 \times 10^{-4} \text{s}^{-2} \) at the lower bound of the stratosphere. Since \( H = 10^4 \text{m} \) and \( g = 10 \text{ms}^{-2} \), it follows

\[
\frac{1}{\theta_*} \frac{d \theta_*}{dz} = \epsilon(\epsilon), \quad \frac{d}{dz} \left( \frac{1}{\theta_*} \frac{d \theta_*}{dz} \right) = \epsilon(\epsilon).
\]

(A3)

Furthermore,

\[
\frac{\partial^2 p_*}{\partial z^2} = \frac{H^2}{F} \frac{\partial^2 p_*}{\partial z^2}
\]

(A4)

and from table 2 of Branstator (1987) it follows \( \partial^2 p_* / \partial z^2 < 10 \text{ mbar} / (10 \text{ km})^2 \) hence with \( F = 0.1 \) and \( p_* = 10^5 \text{Nm}^{-2} \) the result is

\[
\frac{\partial^2 p_*}{\partial z^2} = \epsilon(\epsilon).
\]

(A5)

Substituting (A3) and (A5) in (A1) we find

\[
\frac{\partial \theta_*}{\partial z} = \epsilon(\epsilon).
\]

(A6)

Hence this contribution may be neglected in the derivation of (2.27) from (2.23e).
Appendix B

Interaction coefficients

for the eigenfunctions (2.49a,b)

Substitution of (2.49a,b) in (2.41) gives

\[ c_{jlm} = 0, \]  \hspace{1cm} (B1)

except for

A) \( j = (0,j_2), \ l = (l_1,l_2), \ m = (-l_1,m_2); \ j_2 + l_2 + m_2 \) odd, then

\[ c_{jlm} = \frac{i \sqrt{2} l_1}{\pi b} \left\{ (l_2 + m_2) \left( \frac{1}{j_2 + l_2 + m_2} - \frac{1}{j_2 - l_2 - m_2} \right) - (l_2 - m_2) \left( \frac{1}{j_2 + l_2 - m_2} - \frac{1}{j_2 - l_2 + m_2} \right) \right\}, \]  \hspace{1cm} (B2)

B) \( j = (j_1,j_2), \ l = (l_1,l_2), \ m = (m_1,m_2), \ j_1 + l_1 + m_1 = 0, \ j_2 \pm l_2 \pm m_2 = 0, \) then

\[
\begin{align*}
  c_{jlm} &= \begin{cases} 
    \frac{i}{b \sqrt{2}} (l_1 m_2 - l_2 m_1) ; \ j_2 = l_1 + m_2, \\
    \frac{i}{b \sqrt{2}} (l_1 m_2 + l_2 m_1) ; \ j_2 = l_1 - m_2, \\
    \frac{-i}{b \sqrt{2}} (l_1 m_2 + l_2 m_1) ; \ j_2 = l_1 + m_2.
  \end{cases} 
\end{align*}
\]  \hspace{1cm} (B3a, B3b, B3c)

Furthermore

\[ b_{jl} = 0 \]  \hspace{1cm} (B4)

except for

\[ j = (j_1,j_2), \ l = (l_1,l_2) \) with \( j_1 + l_1 = 0, \ j_2 = l_2, \)

then

\[ b_{jl} = i \beta b^2 l_1 \]  \hspace{1cm} (B5)

Also coefficients which follow from (B2), (B3) and (B5) by permutations of indices \( j,l \) and are nonzero, see (2.43).
Appendix C

Equations of the 10-component model

In chapter II the following ten-coefficient model of the quasi-geostrophic barotropic potential vorticity equation (2.34) is derived:

\[
\begin{align*}
\dot{x}_1 &= -a_{11}x_1 - \beta_{11}x_2 - Cx_3 - \gamma_{11}x_5 - \frac{\partial_1}{\partial x_6}x_6 - \rho_{11}(x_6x_6 - x_4x_7), \\
\dot{x}_2 &= -a_{12}x_1 - \beta_{12}x_2 - Cx_3 - \gamma_{12}x_5 - \frac{\partial_2}{\partial x_6}x_6 + \rho_{12}(x_6x_6 + x_4x_7), \\
\dot{x}_3 &= -a_{21}x_1 - \beta_{21}x_2 - Cx_3 - \gamma_{21}x_5 - \frac{\partial_2}{\partial x_6}x_6 + \rho_{21}(x_6x_6 - x_4x_7) + \gamma_{12}x_8, \\
\dot{x}_4 &= -a_{22}x_1 - \beta_{22}x_2 - Cx_3 - \gamma_{22}x_5 - \frac{\partial_2}{\partial x_6}x_6 + \rho_{22}(x_6x_6 - x_4x_7) + \gamma_{12}x_8, \\
\dot{x}_5 &= -a_{31}x_1 - \beta_{31}x_2 - Cx_3 - \gamma_{31}x_5 - \frac{\partial_2}{\partial x_6}x_6 + \rho_{31}(x_6x_6 - x_4x_7) + \gamma_{12}x_8, \\
\dot{x}_6 &= a_{31}x_1 - \beta_{31}x_2 - Cx_3 - \gamma_{31}x_5 - \frac{\partial_2}{\partial x_6}x_6 + \rho_{31}(x_6x_6 - x_4x_7) + \gamma_{12}x_8, \\
\dot{x}_7 &= a_{32}x_1 - \beta_{32}x_2 - Cx_3 - \gamma_{32}x_5 - \frac{\partial_2}{\partial x_6}x_6 + \rho_{32}(x_6x_6 - x_4x_7) + \gamma_{12}x_8, \\
\dot{x}_8 &= a_{41}x_1 - \beta_{41}x_2 - Cx_3 - \gamma_{41}x_5 - \frac{\partial_2}{\partial x_6}x_6 + \rho_{41}(x_6x_6 - x_4x_7) + \gamma_{12}x_8, \\
\dot{x}_9 &= a_{42}x_1 - \beta_{42}x_2 - Cx_3 - \gamma_{42}x_5 - \frac{\partial_2}{\partial x_6}x_6 + \rho_{42}(x_6x_6 - x_4x_7) + \gamma_{12}x_8, \\
\dot{x}_{10} &= a_{51}x_1 - \beta_{51}x_2 - Cx_3 - \gamma_{51}x_5 - \frac{\partial_2}{\partial x_6}x_6 + \rho_{51}(x_6x_6 - x_4x_7) + \gamma_{12}x_8.
\end{align*}
\]

Advection  topography  dissipation  advection  wave triad  topography

where

\[
\begin{align*}
\alpha_{nm} &= \frac{8\sqrt{2}n}{\pi} \frac{m^2}{4m^2 - 1} \frac{n^2b^2 + m^2 - 1}{n^2b^2 + m^2}, \\
\beta_{nm} &= \frac{bnb^2}{n^2b^2 + m^2}, \\
\delta_{nm} &= \frac{64\sqrt{2}n}{15\pi} \frac{n^2b^2 - (m^2 - 1)}{n^2b^2 + m^2}, \\
\gamma^*_{nm} &= \frac{4m}{4m^2 - 1} \frac{\sqrt{2}nb\gamma}{\pi}, \\
\epsilon_{n} &= \frac{16\sqrt{2}n}{5\pi}, \\
\gamma_{nm} &= \frac{4m^3}{4m^2 - 1} \frac{\sqrt{2}nb\gamma}{\pi(n^2b^2 + m^2)}, \\
\rho_{nm} &= \frac{9}{2} \frac{(n - 2)b^2 - (m - 2)^2}{n^2b^2 + m^2}, \\
\gamma'_{nm} &= \frac{3b\gamma}{4(n^2b^2 + m^2)}.
\end{align*}
\]

It contains a six-component subsystem, denoted between the dashed lines, and a three-component subsystem denoted between the dotted lines. The relation between state variables and modal amplitudes of the streamfunction is given in (2.51). The \( \alpha_{nm} \) -terms describe interactions between the \((0,1)\) and \((n,m)\) modes, the \( \delta_{nm} \) - and \( \epsilon_{n} \) -terms represent interactions between the \((0,2)\), \((n,1)\) and \((n,2)\) modes and the terms involving \( \rho_{nm} \) are interactions between the \((1,1)\), \((1,2)\) and \((2,1)\) modes. Furthermore the \( \beta_{nm} \) -contributions represent planetary vorticity advection and the \( \gamma_{nm}, \gamma'_{nm} \) and \( \gamma_{nm} \) -terms the various couplings between flow and topography.
Appendix D

Bifurcation analysis of spectral models

Consider a spectral model which is a dynamical system of the type (1.1). We shall briefly discuss that the existence of strange attractors can be investigated from a systematic bifurcation analysis of its stationary points and periodic orbits. For more details we refer to Guckenheimer and Holmes (1983) and Thompson and Stewart (1986). The smooth vectorfield \( f_\mu(x) \) generates a phase flow \( \psi^t: \mathbb{R} \rightarrow \mathbb{R}^N \). Then \( x(t) = \psi^t x_0 \) defines an orbit or a trajectory of (1.1) in phase space having the initial condition \( x(0) = x_0 \). It is well-known that these solutions exist and are unique. The spectral models in this tract obey

\[
\nabla f_\mu(x) = -a; \quad a > 0, \tag{D1}
\]

indicating that small volume elements in phase space always shrink. Moreover it can be shown that solutions are bounded.

Stationary points \( \hat{x} \) satisfy

\[
f_\mu(\hat{x}) = 0 \tag{D2}
\]

and the system is said to be in equilibrium or in a steady state. The dynamics of small perturbations \( x' \) on this state is described by

\[
\dot{x}' = Dx' + o(|x'|), \quad (D)_{ij} = \frac{\partial f_{\mu}}{\partial x_j} \bigg|_{x=\hat{x}}. \tag{D3}
\]

As long as the eigenvalues \( \{\lambda_j\}_{j=1}^N \) of matrix \( D \) have no zero real parts they govern the stability of \( \hat{x} \). If all real parts are negative \( \hat{x} \) is stable, whereas if at least one eigenvalue has a positive real part the stationary point is unstable. Since the system obeys (D1) the sum of all eigenvalues equals \( -a \), which is negative. Consequently unstable equilibria are of the saddle-point type: they have a stable manifold \( W^s(\hat{x}) \) as well as an unstable manifold \( W^u(\hat{x}) \), defined as

\[
W^s(\hat{x}) = \{ x \in \mathbb{R}^N \mid \psi_t x \rightarrow \hat{x} \text{ for } t \rightarrow \infty \},
\]

\[
W^u(\hat{x}) = \{ x \in \mathbb{R}^N \mid \psi_t x \rightarrow \hat{x} \text{ for } t \rightarrow -\infty \}. \tag{D4}
\]

Near the stationary point \( W^s(\hat{x})(W^u(\hat{x})) \) is spanned by the eigenvectors corresponding to the eigenvalues of matrix \( D \) with negative (positive) real part. It may occur that a stable manifold of a stationary point \( \hat{x}^{(i)} \) is contained in an unstable manifold of a stationary point \( \hat{x}^{(j)} \) or vice versa. If \( i = j \neq f \) this gives rise to homoclinic (heteroclinic) connections, see figure D1.
A procedure to compute branches of stationary points as a function of one control parameter $\mu_1$ numerically is described in Keller (1977). The method is implemented in the package AUTO of Doedel (1986) which is used in this tract. Generally, in this way we will encounter critical parameter values where one or more real parts of the eigenvalues of matrix $D$ become zero. Near these bifurcation points we can no longer neglect the $o(|x'|)$ contributions in (D3).

Important information about the behaviour of the dynamical system near such a point is provided by two theorems. The first states that the local behaviour is governed by the projection of the system onto the center manifold, which is locally spanned by the eigenvectors corresponding to the eigenvalues of $D$ with zero real part. The second theorem states that the projected system can be transformed into a limited number of standard (normal) forms. In case of one control parameter $\mu_1$ (codimension-1 bifurcations) there are four normal forms for the local bifurcations of stationary points. They read

$$\begin{align*}
\dot{x}_1 &= \mu_1 + \alpha x_1^3 & : & \text{saddle-node bifurcation,} & (D5a) \\
\dot{x}_1 &= \mu_1 x + \alpha x_1^3 & : & \text{transcritical bifurcation,} & (D5b) \\
\dot{x}_1 &= \mu_1 x + \alpha x_1^3 & : & \text{pitchfork bifurcation,} & (D5c) \\
\dot{r} &= \mu r + ar^3, & r^2 &= x_1^2 + x_2^2, & : & \text{Hopf bifurcation} & (D5d) \\
\dot{\theta} &= 1, & \tan \theta &= x_2/x_1,
\end{align*}$$

Here $\alpha$ can have the values $-1$ or $1$, which refer to a supercritical and subcritical bifurcation, respectively. The behaviour of the solutions of (D5) for $\alpha = -1$ is shown in figure D2. The first three types correspond to a real eigenvalue passing through zero at $\mu_1 = 0$. In case of the saddle-node bifurcation $(\dot{x}_1, \mu_1) = (0, 0)$ is not a singular point of the vectorfield since its derivative with respect to $\mu_1$ is nonzero. Therefore it is called a turning point whereas in all other cases $(\dot{x}, \mu_1) = (0, 0)$ is a bifurcation point. The pitchfork bifurcation requires invariance under the transformation $x_1 \rightarrow -x_1$. Finally the Hopf bifurcation generates a periodic orbit which at $\mu_1 = 0$ has amplitude zero and period $T = 2\pi/\lambda^{(0)}$, where $\pm \lambda^{(0)}$ are the imaginary parts of the eigenvalues of $D$ with real parts zero.
Figure D2. Bifurcation diagram of the supercritical saddle-node bifurcation (a), transcritical bifurcation (b), pitchfork bifurcation (c) and Hopf bifurcation (d). A solid line denotes that the solution is stable while a dashed line refers to an unstable solution.

However, more complicated situations may occur, where more than one control parameter is needed to describe the bifurcation adequately. A frequently occurring example is the case of a saddle-node bifurcation where the quadratic terms become nonzero ($\alpha = 0$ in (D5a)). Then the generalized normal form

$$\dot{x}_1 = \mu_1 + \mu_2 x_1 + \alpha x_1^2$$

should be considered. This unfolding of the saddle-node bifurcation describes a codimension-2 bifurcation since we now have two control parameters instead of one. The set of bifurcation values ($\mu_1, \mu_2$) consists of two branches describing saddle-node bifurcations which coalesce at the cusp point ($\mu_1, \mu_2$) = (0, 0). Other complicated situations occur when matrix $D$ in (D3) is more degenerated, for example that one real eigenvalue as well as the real parts of the complex conjugated eigenvalues become zero for a specific parameter value. As shown by Langford (1981) the bifurcation structure may then involve homoclinic and heteroclinic connections, which are associated with a direct transition from regular to chaotic solutions.

We next consider the stability of $T$-periodic orbits $\gamma(t)$ of (1.1), thus $\gamma(t+T) = \gamma(t)$. The dynamics of small perturbations on this orbit is given by

$$\dot{x} = A(t)x' + o(|x'|), \quad [A(t)]_{ij} = \frac{\partial f_{x_i}}{\partial x_j}\big|_{\gamma(t)}$$

Since $A(t)$ is a periodic matrix the linear part of (D7) is solved by defining $\Phi(t)$ as a fundamental matrix, having the elements

$$[\Phi(t)]_{ij} = \frac{\partial x_i}{\partial x_j}\big|_{\gamma(t)}.$$}

The columns of this matrix contain $N$ independent solutions of the linearized system in (D7). The eigenvalues $\{\rho_j\}_{j=1}^N$ of $\Phi(T)$ are called Floquet multipliers. One of them (say $\rho_1$) is always equal to one and is associated with perturbations along the periodic orbit. As long as all other multipliers have absolute values not equal to one they govern the stability of $\gamma(t)$. If all absolute values are smaller than 1 the periodic orbit is stable, whereas if at least one of the multipliers has absolute value larger than one $\gamma(t)$ is unstable. A numerical procedure to compute periodic orbits as a function of a control parameter
is discussed in Sparrow (1982). Besides we have used the continuation routines of the package AUTO which are based on a different approach, see Doedel (1986) and Doedel and Kernevez (1987).

Bifurcations of periodic orbits can be analysed in a similar way as discussed for stationary points. In case of one control parameter there now appear to be five normal forms. Three of them correspond to a real Floquet multiplier passing through 1 and are again called a saddle-node, transcritical and pitchfork bifurcation. Their bifurcation diagrams are similar to those of figure D2a,b,c, except that $\dot{x}_1$ should be replaced by the period $T$ of the orbit. If a real Floquet multiplier passes through $-1$ a period doubling bifurcation occurs. In the supercritical case, see figure D3a, we have for $\mu_1 < 0$ a stable $T$-periodic orbit. It becomes unstable at $\mu_1 = 0$, there by generating a stable $2T$-periodic orbit. The final possibility is that the absolute values of two complex conjugated multipliers become 1 at $\mu_1 = 0$, called a torus bifurcation. This situation corresponds to a transition from stable periodic to stable quasi-periodic motion, where the latter is characterized by two frequencies $f_1$ and $f_2$ with $f_1/f_2$ irrational.

![Figure D3](image)

**Figure D3.** Phase flow behaviour for $\mu_1 < 0$ (left) and $\mu_1 > 0$ (right) in case of the supercritical period-doubling bifurcation (a) and torus bifurcation (b). Here $\Sigma$ is a plane chosen such that it is intersected by the orbits.

There are several bifurcation scenarios which lead to the generation of strange attractors with associated chaotic motion. A frequently occurring example is the period-doubling route, where in a finite interval of the control parameter domain an infinitely long sequence of period-doubling bifurcations occurs, which beyond the accumulation point $\mu_1$ result in chaotic motion. Another way to obtain chaos is that a periodic orbit becomes homoclinic such that it connects a saddle point with itself. Silnikov (1965) first showed that for parameter values close to the homoclinic point chaotic orbits exist. This
scenario is discussed in more detail in chapter III of this tract. A third scenario is the Ruelle-Takens-Newhouse route in which chaos is obtained after one Hopf bifurcation and two torus bifurcations. This scenario is described in chapter V. Thus it appears that considering bifurcation properties of stationary points and periodic orbits is a way to investigate the generation of strange attractors.
Appendix E
Stability of zonal flow profiles

In Haarsma and Opsteegh (1987) a method is developed to study the stability of zonal flow profiles. In this appendix the theory is extended to forced and dissipative systems, as well as to more complicated flow profiles. It can then be applied to the barotropic spectral models of appendix C.

Consider the barotropic potential vorticity equation (2.34) for $\gamma=0$ and $\psi' = \psi'(y)$. Then $\psi = \psi'$ is a stationary solution of the equation. Its stability is investigated by considering the dynamics of small perturbations $\psi'$ on $\psi$. We obtain

$$
\left( \frac{\partial}{\partial t} + u' \frac{\partial}{\partial x} \right) \nabla^2 \psi' + \left( \beta - \frac{\partial^2 u'}{\partial y^2} \right) \frac{\partial \psi'}{\partial x} + C \nabla^2 \psi' = 0,
$$

(E1)

$$
u' = - \frac{d\psi'}{dy}.
$$

In the $\beta$-plane channel with the boundary conditions (2.48) each solution of the barotropic potential vorticity equation can be expanded in eigenfunctions defined in (2.49). In this case, because of (E1), we have

$$
u' = \sqrt{2} \sum_{l=1}^{\infty} u_l' \sin \left( \frac{\nu l}{b} \right) ; \quad u_l' = \frac{\nu_l}{b},
$$

(E2a)

$$\psi' = \sqrt{2} e^{-imx} \left\{ \sum_{m=1}^{\infty} \psi_m' \cos \left( \frac{my}{b} \right) \\
+ \sum_{n=1}^{\infty} \left[ \psi_{mn}' e^{inx} + (\psi_{mn}')^* e^{-inx} \sin \left( \frac{my}{b} \right) \right] \right\},
$$

(E2b)

where $u_l'$ and $\psi_m'$ are real coefficients, while $\psi_{mn}'$ are complex amplitudes. Furthermore, $\psi_{mn}'$ denotes a complex conjugation. We ask for conditions resulting in growing perturbations, i.e.

$$\text{Im}(\sigma) > 0.
$$

(E3)

Substituting (E2a,b) in (E1) and projecting on the spectral components, we obtain

$$\left\{ \psi_m' = 0 \right\}_{m=1}^{\infty},
$$

(E4a)
\[(\sigma+iC)(n^2 + \frac{m^2}{b^2})n\beta)\psi_{nm}\]
\[+ \sum_{q=-l}^{l} \sum_{m=1}^{\infty} \sum_{l=1}^{\infty} nu_{l}(n^2 + \frac{q^2 - l^2}{b^2})c_{mlq}\psi_{nq} = 0; \quad n,m = 1,2,\ldots, \quad (E4b)\]

with

\[c_{mlq} = \begin{cases} 
\frac{2q\sqrt{2}}{\pi} \frac{1}{(m-l)^2 - q^2} - \frac{1}{(m+l)^2 - q^2} & \text{if } m + l + q \text{ odd}, \\
0 & \text{if } m + l + q \text{ even}.
\end{cases} \quad (E5)\]

We now apply this method to the six-component model discussed in chapter III. Here \(m, l\) and \(q\) can take on the values 1 and 2, while \(n = 1\). Eqs. (E4b) reduce to

\[[(\sigma+iC)\kappa_1^2 + \beta - \alpha_1 u_1^1]\psi_{11} - \frac{1}{2}\tilde{u}_2 \psi_{12} = 0, \quad (E6a)\]
\[-\frac{1}{2}\tilde{u}_2 (1 - \kappa_2^2 + \kappa_1^2)\psi_{11} + [(\sigma+iC)\kappa_2^2 + \beta - \alpha_2 u_1^1]\psi_{12} = 0, \quad (E6b)\]

where

\[\kappa_1^2 = 1 + \frac{1}{b^2}, \quad \kappa_2^2 = 1 + \frac{4}{b^2}. \quad (E7)\]
\[\alpha_1 = \frac{32\sqrt{2}}{15\pi}(1+\frac{3}{b^2}), \quad \alpha_2 = \frac{8\sqrt{2}}{3\pi}, \quad \tilde{u}_2 = 64\frac{\sqrt{2}}{15\pi}u_2^2. \quad (E7)\]

For nontrivial solutions of (E6a,b) the determinant of the coefficient matrix must be zero. This results in the quadratic equation

\[a_2 \mu^2 + a_1 \mu + a_0 = 0 \quad (E8)\]

where

\[\mu = \sigma + iC, \quad a_1 = (\beta - \alpha_1 u_1^1)\kappa_1^2 + (\beta - \alpha_2 u_1^1)\kappa_2^2, \quad a_2 = \kappa_1^2 \kappa_2^2, \quad a_0 = (\beta - \alpha_1 u_1^1)(\beta - \alpha_2 u_1^1) - \frac{1}{4}\tilde{u}_2^2 (1 - \kappa_1^2 + \kappa_1^2). \quad (E9)\]

From (E3) and the solutions of (E8) it then follows that the zonal flow profile is unstable if

\[a_1^2 - 4a_0 a_2 \leq -(2a_2 C)^2. \quad (E10)\]

Solving for \(\tilde{u}_2\) gives

\[\tilde{u}_2^2 > \frac{(2\kappa_1^2 \kappa_2^2 C)^2 + \beta(\kappa_1^2 - \kappa_1^2) - (\alpha_2 \kappa_2^2 - \alpha_1 \kappa_1^2) u_1^1}{(\kappa_2^2 - \kappa_1^2 - 1)\kappa_1^2 \kappa_2^2} = (u_2^c)^2. \quad (E11)\]

As a numerical example we have taken \(b = 1.6, C = 0.1, \beta = 1.25, u_1^1 \equiv \kappa_1^2 = 4\) and we ask for the critical amplitude
\[ x_{4,c}^* = \frac{1}{2} u_2^* = \frac{15\pi}{128 \sqrt{2}} u_2, \quad \text{(E12)} \]

see (E2a) and (E7). Substituting the values in (E11) and developing (E12), we obtain

\[ |x_4| > x_{4,c}^* = 0.3471. \quad \text{(E13)} \]

This agrees with the results of a numerical bifurcation analysis of the spectral model for the same parameter values.

For nonzero \( \gamma \) we still expect the theory presented here to have some validity for the high-index equilibrium. Although the flow is no longer purely zonal, the wave amplitudes are small compared to the zonal flow components. Because the waves have extracted energy from the zonal flow, the effective \( u_1^* \) in (E11) will be smaller. Since

\[ \alpha_2 \kappa_4^2 - \alpha_1 \kappa_4^2 = \frac{8 \sqrt{2}}{15\pi} \frac{(b^2 - 2)(b^2 + 6)}{b^4} \quad \text{(E14)} \]

is positive for \( b = 1.6 \) we expect the effective \((0,2)\) velocity component to be somewhat larger than in case \( \gamma = 0 \). This is confirmed by numerical experiments, which show for \( \gamma = 1 \) a \((0,2)\) critical amplitude \(|x_4^*| = 0.393\) with a corresponding critical forcing \(|x_{4,c}^*| = 0.402\).
Appendix F
Numerical integration of stochastic differential equations

Consider the finite difference scheme of (4.6), which reads
\[ x(t + \Delta t) = x(t) + f_p(x(t))\Delta t + \epsilon \sigma(x(t)) \Delta W(t). \] (F1)
For numerical simulations we make the substitution
\[ \Delta W(t) = W(t + \Delta t) - W(t) = B(\Delta t)G. \] (F2)
Here the components of \( G \) are mutually independent Gaussian random generators with zero mean and unit standard deviation, a choice based on the properties of the Wiener process. Furthermore \( B(\Delta t) \) is a function of the time step \( \Delta t \) which has to be chosen in such way that the parametrization (F2) does not affect the variances of the increments \( \langle \Delta x(t) \Delta x(i) \rangle \) in (F1) i.e.
\[ \langle \Delta W(t) \Delta W(t) \rangle = B^2(\Delta t) \langle GG \rangle \] (F3)
must hold. Using the property
\[ \langle W(t)W(t + \tau) \rangle = \min(t, t + \tau)I, \] (F4)
where \( I \) is a unity matrix, we find that the left-hand side of expression (F3) equals \( \Delta t I \). For the chosen random generators \( \langle GG \rangle = I \), and thus from (F3)
\[ B(\Delta t) = \sqrt{\Delta t}. \] (F5)
Hence the numerical scheme for equation (F1) reads
\[ x(t + \Delta t) = x(t) + f_p(x(t))\Delta t + \epsilon \sigma(x(t)) G \sqrt{\Delta t}. \] (F6)
Finally we remark that there are two conditions on the time step. First,
\[ \Delta t \ll 1, \] (F7)
in order to avoid instabilities due to the deterministic integration. Secondly, in the limit \( \epsilon \rightarrow 0 \) we except the variance of the difference between the stochastic and deterministic trajectories to be zero. Therefore we must also require
\[ \Delta t = o(\epsilon); \epsilon \rightarrow 0. \] (F8)
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