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## Preface

In this tract systems of linear boundary value problems (BVPs) for ordinary differential equations are studied. Especially are examined solution methods for BVPs based on the integration of initial value problems (IVPs), like (multiple) shooting techniques. The main problem to evade arises from the fact that a BVP may have both (fast) increasing and (fast) decaying modes. This implies that straightforward integration of the differential equation will be expensive (small stepsizes) and/or the results will be inaccurate (the decaying modes will be dominated by the increasing modes).

Some of these problems can be circumvented by a continuous decoupling of the (fast) increasing and the (fast) decaying modes. Such a decoupling can be interpreted as a transformation that actually accounts for the direction of the fastest increasing (called: dominant) modes. Hereafter, the growth of these modes can be determined separately. For this technique we generally have to solve only well-conditioned IVPs, the solutions of which are slowly varying or fast decaying. The price to be paid is that some of these IVPs are non-linear. One of the best known decoupling transformations is the (classical) Riccati transformation, for which an IVP, involving quadratic terms, has to be solved. One of the main difficulties is that the quadratic Riccati differential equation generally will not have a solution on the whole interval. This problem can be overcome in two ways: generalizing the Riccati transformation to an orthogonal transformation or rearranging the basis of $\mathbb{R}^{n}$ before the solution blows up.

In principle a decoupling transformation only determines the direction of the dominant modes. To obtain growth factors and the direction of the other modes various techniques are available. An obvious way is to integrate in the opposite direction. In that case, however, one has to store and interpolate intermediate results or to solve another non-linear IVP. Both options are not very attractive. Therefore a generalized invariant imbedding technique is suggested, which is not
necessarily related to the Riccati (decoupling) transformation. The resulting technique, which involves forward integration only, turns out to be similar to a backward integration, after the dominant modes have been decoupled.

The combination of a Riccati transformation with invariant imbedding is called the Riccati method. It turns out that this Riccati method is a rather robust method, which can solve both simple and complicated problems (such as stiff problems, turning point problems and singular problems)

In Chapter 1 some more or less elementary concepts from linear algebra that are fundamental in the discussion on differential equations (DEs) are treated. Important concepts are the gap and the distance of linear subspaces. Also a definition of the rotational activity of a solution (sub)space of a linear DE is given, which will be used throughout this thesis.

In Chapter 2 some recently developed fundamental concepts for linear BVPs are reviewed, like conditioning. A central role is played by the (exponential) dichotomy of the solution space. A dichotomic solution space can be partitioned in (at least) two parts, which solutions differ both in direction and in growth. An important result is formulated in Theorem 2.19, which shows that with straightforward integration and for almost any initial value the subspace of dominant modes will be obtained.

In Chapter 3 general decoupling transformations are studied. A special class is formed by continuous orthonormalization methods, where the decoupling transformation is orthogonal. In this chapter also the generalized invariant imbedding technique is discussed. In Theorem 3.14 we prove that this technique delivers the direction of modes, which are dominant in opposite direction.

In Chapter 4 decoupling via the Riccati transformation is considered. By its simple form (block lower diagonal) some reduction is obtained in number and complexity of the resulting IVPs. Of course one has to pay for this reduction: the transformation does not necessarily exist on the whole interval of interest. It will turn out, however, that under mild conditions this difficulty can be overcome quite satisfactorily. The theory results in the Riccati method, by which both stiff and non-stiff linear BVPs can be solved rather efficiently.

In Chapter 5 the Riccati method is examined in more detail when applied to so-called stiff problems. To this end two kind of stiff problems are considered: with and without turning points. If no turning points are present then some reduction in the number of DEs can be obtained, which is of interest for large
problems. When turning points are present then the super-stability property of integration methods based on the Backward Differentiation Formulas may cause inaccurate results. Some techniques to circumvent this problem are proposed.

In Chapter 6 the decoupling technique is examined when applied to BVPs with a singularity of the first kind. It turns out that by this technique one has to solve only singular IVPs that obtain (unique) analytic solutions. Using the first terms of the power series expansions of these solutions one is able to move away from the singularity, whereafter a regular problem remains. This regular problem can be solved by one of the techniques discussed in the Chapters 3 and 4.

Note for reading: the equation numbering does not contain the number of the chapter in which it appears. A reference to a numbered equation is always within the same chapter, unlike otherwise stated.

## Chapter 1

## Preliminaries

In this chapter we shall first discuss some elementary results from linear algebra. Therefore we use, where possible, the same notation as in ([20]). In the Sections 1.2-1.4 we consider some concepts that play a fundamental role in the discussion of differential equations. Some of them are already known for a long time, while others, like the rotational activity of a time-varying linear subspace, are quite new.

### 1.1 Elementary definitions and results

## - span, range and rank

By the span of a given set of vectors $\left\{a_{i}\right\}_{i=1}^{k}$ in $\mathbb{R}^{n}$ we mean the linear subspace spanned by $a_{1}, \ldots, a_{k}$. This span is denoted by

$$
\begin{equation*}
\operatorname{span}\left\{a_{1}, \ldots, a_{k}\right\} \tag{1}
\end{equation*}
$$

By $\left[a_{1}|\cdots| a_{k}\right]$ we mean the $n \times k$ matrix whose i -th column is equal to the vector $a_{i}(i=1, \ldots, k)$. Let $A=\left[a_{1}|\cdots| a_{k}\right]$ be a matrix in $\mathbb{R}^{n \times k}$. The range of $A$ is defined by

$$
\begin{equation*}
\mathcal{R}(A)=\operatorname{span}\left\{a_{1}, \ldots, a_{k}\right\} \tag{2a}
\end{equation*}
$$

The kernel or nullspace of $A$ is defined by

$$
\begin{equation*}
\operatorname{ker}(A)=\left\{x \in \mathbb{R}^{k} \mid A x=0\right\} \tag{2b}
\end{equation*}
$$

The rank of a matrix is equal to the maximal number of independent columns. Hence,

$$
\begin{equation*}
\operatorname{rank}(A)=\operatorname{dim}(\mathcal{R}(A)) \tag{3}
\end{equation*}
$$

If $\operatorname{rank}(A)=\min \{n, k\}$, then $A$ has full rank.

## - symmetry

An $n \times n$ matrix $A$ is called symmetric if $A=A^{T}$, and skew-symmetric if $A=-A^{T}$. Any matrix $A$ can be written as the sum of a symmetric matrix and a skew-symmetric matrix:

$$
\begin{equation*}
A=\frac{1}{2}\left(A+A^{T}\right)+\frac{1}{2}\left(A-A^{T}\right) \tag{4}
\end{equation*}
$$

The symmetric part of $A$ is defined by

$$
\begin{equation*}
\operatorname{symm}(A)=\frac{1}{2}\left(A+A^{T}\right) \tag{5}
\end{equation*}
$$

- orthogonality

The matrix $A=\left[a_{1}|\cdots| a_{k}\right] \in \mathbb{R}^{n \times k}$ is column orthogonal if the columns of $A$ are mutually orthonormal, i.e.,

$$
a_{i}{ }^{T} a_{j}=\delta_{i j}, \quad(i, j=1, \ldots, k)
$$

If $k=n$ then we just say that $A$ is orthogonal. If $k>n$ and $A^{T}$ is column orthogonal, then we call the matrix $A$ row orthogonal.

For any $k$-dimensional subspace $\mathcal{S}_{1} \subset \mathbb{R}^{n}$ there exists a column orthogonal matrix $Q_{1}$ such that $\mathcal{S}_{1}=\mathcal{R}\left(Q_{1}\right)$. This is a result of the following:
Let $A_{1} \in \mathbb{R}^{n \times k}$, with $k \leq n$. Then there exist a column orthogonal matrix $Q_{1} \in \mathbb{R}^{n \times k}$ and an upper triangular matrix $R_{11} \in \mathbb{R}^{k \times k}$ such that

$$
\begin{equation*}
A_{1}=Q_{1} R_{11} \tag{6a}
\end{equation*}
$$

This is called a $Q R$-decomposition of $A_{1}$.
If $A_{1}$ has full rank and we moreover require that the diagonal elements of $R_{11}$ are positive, then $Q_{1}$ and $R_{11}$ are uniquely determined.
If $A_{1} \in \mathbb{R}^{k \times n}$, with $k<n$, then a QR-decomposition of $A_{1}$ is obtained by

$$
A_{1} Q=\left[\begin{array}{ll}
0 & R_{11} \tag{6b}
\end{array}\right]
$$

where $Q \in \mathbb{R}^{n \times n}$ is orthogonal and $R_{11} \epsilon \mathbb{R}^{k \times k}$ is upper triangular.
It is always possible to extend a column orthogonal matrix $Q_{1}$ to a full $n \times n$ orthogonal matrix $Q=\left[\begin{array}{ll}Q_{1} & \underset{n-k}{Q_{2}}\end{array}\right]$. The orthogonal complement of $\mathcal{S}_{1}=$ $\mathcal{R}\left(Q_{1}\right)$ is then given by

$$
\begin{equation*}
\mathcal{S}_{1}^{\perp}=\mathcal{R}\left(Q_{2}\right) \tag{7}
\end{equation*}
$$

- norm and condition number

Throughout this thesis we shall mainly use the Euclidean norm (2-norm). Hence, if $x \in \mathbb{R}^{n}$ then $\|x\|=\sqrt{x^{T} x}$. For a matrix $A \in \mathbb{R}^{n \times k}$ we use the induced matrix norm

$$
\begin{equation*}
\|A\|=\max _{x \in \mathbb{R}^{h}}\left\{\left.\frac{\|A x\|}{\|x\|} \right\rvert\, x \neq 0\right\} \tag{8}
\end{equation*}
$$

This quantity will sometimes be denoted by lub $(A)$. Similarly we define

$$
\begin{equation*}
\operatorname{glb}(A)=\min _{x \in \mathbb{R}^{k}}\left\{\left.\frac{\|A x\|}{\|x\|} \right\rvert\, x \neq 0\right\} . \tag{9}
\end{equation*}
$$

## Property 1.1

Let $A \in \mathbb{R}^{n \times k}$ and $B \in \mathbb{R}^{k \times k}$. Then $\operatorname{lub}(A B) \geq \operatorname{lub}(A) \operatorname{glb}(B)$.

Incidentally, we shall also use the following norm

$$
\begin{equation*}
|A|=\max _{i, j}\left\{\left|a_{i j}\right| \mid a_{i j}=(i, j)^{\text {th }} \text { element of } A\right\} \tag{10}
\end{equation*}
$$

Observe that this norm is not an induced matrix norm, nor it is submultiplicative.
A matrix $A \in \mathbb{R}^{n \times k}(k \leq n)$ has full rank if and only if $\operatorname{glb}(A)>0$ and then the condition number of $A$ is defined by

$$
\begin{equation*}
\kappa(A)=\frac{\operatorname{lub}(A)}{\operatorname{glb}(A)} \tag{11}
\end{equation*}
$$

If $k>n$ then there exists an $x \neq 0$ such that $A x=0$. So, $\operatorname{glb}(A)=0$. However, if $\operatorname{rank}(A)=n$ then we define the condition number of $A$ by

$$
\begin{equation*}
\kappa(A)=\frac{\operatorname{lub}\left(A^{T}\right)}{\operatorname{glb}\left(A^{T}\right)} \tag{12}
\end{equation*}
$$

Observe that any (column/row) orthogonal matrix $Q$ is perfectly conditioned, i.e., $\kappa(Q)=1$.

An easily verifiable result is the following:

## Lemma 1.2

Let $A, B \in \mathbb{R}^{n \times n}$. Then $\|[A \mid B]\| \leq \sqrt{2} \max \{\|A\|,\|B\|\}$.

## - singular value decomposition (SVD)

If $A \in \mathbb{R}^{n \times k}$ then there exist orthogonal matrices $U=\left[u_{1}|\cdots| u_{n}\right] \epsilon \mathbb{R}^{n \times n}$ and $V=\left[v_{1}|\cdots| v_{k}\right] \epsilon \mathbb{R}^{k \times k}$ and a diagonal matrix $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{p}\right) \epsilon \mathbb{R}^{n \times k}$ such that

$$
\begin{equation*}
A=U \Sigma V^{T} \tag{13}
\end{equation*}
$$

where $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{p} \geq 0(p=\min \{n, k\})$.
The $\sigma_{i}(i=1, \ldots, p)$ are the singular values of $A$. It will be convenient to have the following notation:

$$
\begin{aligned}
\sigma_{\max }(A) & =\text { the largest singular value of } A \\
\sigma_{\min }(A) & =\text { the smallest singular value of } A
\end{aligned}
$$

- inverse and pseudo-inverse

If $A \in \mathbb{R}^{n \times n}$ is non-singular, then there exists a non-singular $B \in \mathbb{R}^{n \times n}$ such that $A B=B A=I_{n}$, the $n \times n$ identity matrix. The matrix $B$ is called the inverse of $A$ and is denoted by $A^{-1}$. For non-square matrices we make the following generalization. Let $A \in \mathbb{R}^{n \times k}(k<n)$ have full rank. Then the pseudo-inverse of $A$ is defined by

$$
\begin{equation*}
A^{+}=\left(A^{T} A\right)^{-1} A^{T} \tag{14}
\end{equation*}
$$

For $A^{+}$we obtain that $A^{+} A=I_{k}$. Moreover, $A A^{+}$describes the orthogonal projection onto $\mathcal{R}(A)$.

## - eigenvalues and eigenvectors

The eigenvalues of a matrix $A \in \mathbb{R}^{n \times n}$ are the $n$ (possibly complex) roots of its characteristic polynomial $\mathrm{p}(z)=\operatorname{det}\left(z I_{n}-A\right)$. The set of these roots is called the spectrum and is denoted by $\lambda(A)$. If $\lambda \epsilon \lambda(A)$, then any non-zero vector $x \in \mathbb{R}^{n}$ that satisfies $A x=\lambda x$ is referred to as an eigenvector. More generally, a subspace $\mathcal{S} \subset \mathbb{R}^{n}$ with the property that $x \in \mathcal{S} \Rightarrow A x \in \mathcal{S}$ is said to be an invariant subspace for $A$.
Corresponding to the eigenvalues of $A$ we shall use the definitions:

$$
\begin{aligned}
\lambda_{\max }(A) & =\max \{\operatorname{Re}(\lambda) \mid \lambda \epsilon \lambda(A)\} \\
\lambda_{\min }(A) & =\min \{\operatorname{Re}(\lambda) \mid \lambda \epsilon \lambda(A)\} .
\end{aligned}
$$

We have the following result:

$$
\begin{equation*}
\|A\|^{2}=\lambda_{\max }\left(A^{T} A\right) \tag{15}
\end{equation*}
$$

## - Schur-decomposition

A matrix $A \in \mathbb{R}^{n \times n}$ is block upper triangular if it can be partitioned in the form

$$
A=\left[\begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1 l} \\
0 & A_{22} & & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & A_{l l}
\end{array}\right]
$$

where each diagonal block $A_{i i}$ is square. If each diagonal block is of order at most two, then $A$ is said to be in quasi-triangular form. For the spectrum of $A$ we have

$$
\begin{equation*}
\lambda(A)=\bigcup_{i=1}^{l} \lambda\left(A_{i i}\right) \tag{16}
\end{equation*}
$$

## Theorem 1.3

Let $A \in \mathbb{R}^{n \times n}$. Then there exists an orthogonal matrix $U \in \mathbb{R}^{n \times n}$ such that $U^{T} A U$ is quasi-triangular. Moreover, $U$ may be chosen such that any $2 \times 2$ diagonal block of $U^{T} A U$ has only complex eigenvalues (which therefore must be conjugates). The diagonal blocks may appear in any order along the diagonal.

If $A$ is symmetric, then $\lambda(A) \subset \mathbb{R}$, which implies that $D=U^{T} A U$ is a diagonal matrix. If, moreover, $\lambda_{\min }(A)>0$ then the square root of $A$ is defined by

$$
\begin{equation*}
A^{\frac{1}{2}}=U^{T} \sqrt{D} U \tag{17}
\end{equation*}
$$

where $\sqrt{D}=\operatorname{diag}\left(\sqrt{\lambda_{1}}, \ldots, \sqrt{\lambda_{n}}\right)$. In that case the matrix $\left(A^{\frac{1}{2}}\right)^{-1}$ is denoted by $A^{-\frac{1}{2}}$.

## - matrix product

Let $\left\{A_{i}\right\}_{i=1}^{m}$ be a given set of matrices in $\mathbb{R}^{n \times n}$. Then we shall use the following notation ( $k \leq m$ ):

$$
\begin{equation*}
\prod_{i=1}^{k} A_{i}=A_{k} A_{k-1} \ldots A_{1} \tag{18}
\end{equation*}
$$

If $k=0$ then we identify this (empty) product with $I_{n}$.

### 1.2 Separation and measure

A linear equation that will return throughout this thesis is the so-called Sylvester equation ([20, p.242]):

$$
\begin{equation*}
B X-X C=D \tag{19}
\end{equation*}
$$

where $B \in \mathbb{R}^{k \times k}, C \epsilon \mathbb{R}^{l \times l}$ and $D \in \mathbb{R}^{k \times l}$ are given matrices and $X \in \mathbb{R}^{k \times l}$ is to be determined.

## Lemma 1.4 ([20, Lemma 7.1-4])

The Sylvester equation (19) has a unique solution for every $D$, if and only if

$$
\lambda(B) \cap \lambda(C)=\emptyset
$$

## Definition 1.5

The separation of the matrices $B \in \mathbb{R}^{k \times k}$ and $C \epsilon \mathbb{R}^{l \times l}$ is defined by

$$
\operatorname{sep}(B, C)=\min _{X \in \mathbb{R}^{k \times l}}\left\{\left.\frac{\|B X-X C\|}{\|X\|} \right\rvert\, X \neq 0\right\}
$$

Property 1.6 ([57])
Let $B, E \in \mathbb{R}^{k \times k}$ and $C, F \in \mathbb{R}^{l \times l}$. Then

$$
\operatorname{sep}(B+E, C+F) \geq \operatorname{sep}(B, C)-\|E\|-\|F\|
$$

Property 1.7 ([57])
The separation of $B \in \mathbb{R}^{k \times k}$ and $C \epsilon \mathbb{R}^{l \times l}$ satisfies the inequality

$$
\operatorname{sep}(B, C) \leq \min \{|\beta-\gamma| \mid \beta \epsilon \lambda(B), \gamma \epsilon \lambda(C)\}
$$

In the analysis of linear differential equations we sometimes need a (positive) lowerbound for the separation of matrices. To this end we consider, for $A \in \mathbb{R}^{n \times n}$, the initial value problem

$$
\begin{equation*}
\frac{d}{d t} X=A X, \quad t \geq 0 \tag{20}
\end{equation*}
$$

subject to

$$
\begin{equation*}
X(0)=I_{n} \tag{21}
\end{equation*}
$$

( $X$ is an $n \times n$ matrix function). This initial value problem has the unique solution

$$
\begin{equation*}
X(t)=e^{t A}, \quad t \geq 0 \tag{22}
\end{equation*}
$$

An important role in the dicussion of the stability of the differential equation (20) is played by the measure of the matrix A, which, with respect to the 2-norm for matrices, is defined as (cf. [59])

$$
\begin{equation*}
\mu(A)=\lambda_{\max }\left(\frac{1}{2}\left(A+A^{T}\right)\right) \tag{23}
\end{equation*}
$$

## Property 1.8 ([59])

Let $A \in \mathbb{R}^{n \times n}$, then $\lambda_{\max }(A) \leq \mu(A)$ and $\left\|e^{t A}\right\| \leq e^{t \mu(A)}, t \geq 0$.

## Theorem 1.9

Let $B \in \mathbb{R}^{k \times k}$ and $C \in \mathbb{R}^{l \times l}$ be such that

$$
\begin{equation*}
\mu(B)+\mu(-C)<0 \tag{24}
\end{equation*}
$$

Then

$$
\operatorname{sep}(B, C) \geq-(\mu(B)+\mu(-C))
$$

## Proof:

In the first place we observe that the condition (24) implies that the Sylvester equation

$$
\begin{equation*}
B X-X C=D \tag{25}
\end{equation*}
$$

has a unique solution, for any $D \in \mathbb{R}^{k \times l}$. Moreover, from (25) it follows that

$$
\frac{d}{d t}\left(e^{t B} X e^{-t C}\right)=e^{t B} D e^{-t C}
$$

Hence,

$$
X=-\int_{0}^{\infty} e^{t B} D e^{-t C} d t
$$

which exists by the condition (24). Therefore,

$$
\|X\| \leq-\frac{\|D\|}{(\mu(B)+\mu(-C))}
$$

Since this is true for any matrix $D$ and corresponding solution $X$, we obtain

$$
\operatorname{sep}(B, C)=\min \left\{\frac{\|B X-X C\|}{\|X\|}\right\}
$$

$$
\geq-(\mu(B)+\mu(-C))
$$

### 1.3 Gap and distance

In chapter 2 we shall consider the (asymptotic) behaviour of time-dependent linear subspaces. An important tool for that discussion is the gap between two linear subspaces $\mathcal{A}$ and $\mathcal{B}(\operatorname{GAP}(\mathcal{A}, \mathcal{B}))$. This is defined as the sine of the smallest possible angle between a vector from $\mathcal{A}$ and a vector from $\mathcal{B}$. More formally (cf. [20, p.428]):

## Definition 1.10

Let $\mathcal{A}$ and $\mathcal{B}$ be linear subspaces of $\mathbb{R}^{n}$. Define $\theta \epsilon[0, \pi / 2]$ such that

$$
\cos \theta=\max _{u \epsilon \mathcal{A}} \max _{v \in \mathcal{B}}\left\{u^{T} v \mid\|u\|=1,\|v\|=1\right\}
$$

Then

$$
\operatorname{GAP}(\mathcal{A}, \mathcal{B})=\sin \theta
$$

## Example 1.11

Let $\mathcal{A}=\operatorname{span}\left\{\binom{\mathbf{i}}{0}\right\}$ and $\mathcal{B}=\operatorname{span}\left\{\binom{\sqrt{1-\varepsilon^{2}}}{\varepsilon}\right\}(|\varepsilon| \leq 1)$. Then $\operatorname{GAP}(\mathcal{A}, \mathcal{B})=|\varepsilon|$.

The gap between two subspaces can be regarded as a measure for the separation of the two subspaces. Similarly we can define a measure for the distance of two (equidimensional) subspaces.

## Definition 1.12

Let $\mathcal{A}$ and $\mathcal{B}$ be equidimensional subspaces of $\mathbb{R}^{n}$. The distance between $\mathcal{A}$ and $\mathcal{B}$ is defined by

$$
\operatorname{DIST}(\mathcal{A}, \mathcal{B})=\max _{a \in \mathcal{A}}\{\operatorname{GAP}(\operatorname{span}\{a\}, \mathcal{B})\}
$$

## Remark 1.13

The equidimensionality requirement of $\mathcal{A}$ and $\mathcal{B}$ yields a symmetry in the definition of distance, i.e., $\operatorname{DIST}(\mathcal{A}, \mathcal{B})=\operatorname{DIST}(\mathcal{B}, \mathcal{A})$.

The same definitions and notations of gap and distance will be used for matrices $A$ and $B$. In that case we mean by $\operatorname{DIST}(A, B)$ the distance between $\mathcal{R}(A)$ and $\mathcal{R}(B)$. Similarly, by $\operatorname{GAP}(A, B)$ the gap between $\mathcal{R}(A)$ and $\mathcal{R}(B)$ is meant.
When we are dealing with the gap and the distance of linear subspaces the following more or less straightforward results will often be used.

## Property 1.14

Let $\mathcal{A}$ and $\mathcal{B}$ be linear subspaces with $\mathcal{A} \oplus \mathcal{B}=\mathbb{R}^{n}$. Then

$$
\begin{equation*}
\operatorname{GAP}^{2}(\mathcal{A}, \mathcal{B})+\operatorname{DIST}^{2}\left(\mathcal{A}^{\perp}, \mathcal{B}\right)=1 \tag{26}
\end{equation*}
$$

Moreover, let $Q_{2}$ be an orthogonal basis of $\mathcal{A}^{\perp}$ and $\tilde{Q}_{2}$ an orthogonal basis of B. Then

$$
\begin{equation*}
\operatorname{GAP}(\mathcal{A}, \mathcal{B})=\left\|\left(Q_{2}^{T} \tilde{Q}_{2}\right)^{-1}\right\|^{-1}=\sigma_{\min }\left(Q_{2}^{T} \tilde{Q}_{2}\right) \tag{27}
\end{equation*}
$$

Similarly, with $Q_{1}$ an orthogonal basis of $\mathcal{A}$, we obtain

$$
\begin{aligned}
\operatorname{DIST}\left(\mathcal{A}^{\perp}, \mathcal{B}\right) & =\operatorname{DIST}\left(\mathcal{A}, \mathcal{B}^{\perp}\right) \\
& =\left\|\tilde{Q}_{2}{ }^{T} Q_{1}\right\|=\sigma_{\max }\left(\tilde{Q}_{2}{ }^{T} Q_{1}\right)
\end{aligned}
$$

## Property 1.15

Assume $A_{1} \epsilon \mathbb{R}^{n \times k}(k<n)$ with $\operatorname{rank}\left(A_{1}\right)=k, Q=\left[\begin{array}{ll}Q_{k} & {\underset{n-k}{ }}_{Q_{2}}^{\rightleftarrows}\end{array}\right]$ an orthogonal matrix and $K_{1}=\left[\begin{array}{l}K_{11} \\ K_{21}\end{array}\right]{ }_{\rrbracket_{n-k}}^{\rrbracket_{n}} \quad$ such that $A_{1}=Q_{1} K_{11}+Q_{2} K_{21}$. Then

$$
\operatorname{DIST}\left(A_{1}, Q_{1}\right)= \begin{cases}1 & \text { if } K_{11} \text { singular } \\ \frac{\left\|K_{21} K_{11}^{-1}\right\|}{\sqrt{1+\left\|K_{21} K_{11}^{-1}\right\|^{2}}} & \text { if } K_{11} \text { non-singular }\end{cases}
$$

Less straightforward are the following two results.

## Property 1.16

Assume $A_{1} \in \mathbb{R}^{n \times k}(k<n)$ with $\operatorname{rank}\left(A_{1}\right)=k, \tilde{Q}_{1} \in \mathbb{R}^{n \times k}$ and $\tilde{Q}_{2} \in \mathbb{R}^{n \times(n-k)}$ column orthogonal matrices for which $\tilde{Q}=\left[\tilde{Q}_{1} \tilde{Q}_{2}\right]$ is non-singular and $\tilde{K}_{1}=$ $\left[\begin{array}{l}\tilde{K}_{11} \\ \tilde{K}_{21}\end{array}\right]{ }_{\rrbracket_{n-k}} \quad$ with $\tilde{K}_{11}$ non-singular are such that $A_{1}=\tilde{Q}_{1} \tilde{K}_{11}+\tilde{Q}_{2} \tilde{K}_{21}$. Then we have:
if $\left\|\tilde{K}_{21} \tilde{K}_{11}^{-1}\right\|<1$ then $\operatorname{DIST}\left(A_{1}, \tilde{Q}_{1}\right) \leq \frac{\left\|\tilde{K}_{21} \tilde{K}_{11}^{-1}\right\|}{1-\left\|\tilde{K}_{21} \tilde{K}_{11}^{-1}\right\|}$.

## Proof:

Let $Q=\left[Q_{1} Q_{2}\right] \epsilon \mathbb{R}^{n \times n}$ be an orthogonal matrix with $Q_{1}=\tilde{Q}_{1}$. Then

$$
\tilde{Q}=Q\left[\begin{array}{cc}
I_{k} & Q_{1}^{T} \tilde{Q}_{2} \\
0 & {Q_{2}}^{T} \tilde{Q}_{2}
\end{array}\right]
$$

and

$$
A_{1}=\left[\begin{array}{ll}
\tilde{Q}_{1} & \tilde{Q}_{2}
\end{array}\right]\left[\begin{array}{c}
\tilde{K}_{11} \\
\tilde{K}_{21}
\end{array}\right]=\left[\begin{array}{ll}
Q_{1} & Q_{2}
\end{array}\right]\left[\begin{array}{c}
\tilde{K}_{11}+Q_{1}{ }^{T} \tilde{Q}_{2} \tilde{K}_{21} \\
Q_{2}{ }^{T} \tilde{Q}_{2} \tilde{K}_{21}
\end{array}\right]
$$

If $\left\|\tilde{K}_{21} \tilde{K}_{11}{ }^{-1}\right\|<1$ then $\tilde{K}_{11}+Q_{1}{ }^{T} \tilde{Q}_{2} \tilde{K}_{21}$ is non-singular and

$$
\left\|\left(I_{k}+Q_{1}^{T} \tilde{Q}_{2} \tilde{K}_{21} \tilde{K}_{11}^{-1}\right)^{-1}\right\| \leq \frac{1}{1-\left\|\tilde{K}_{21} \tilde{K}_{11}^{-1}\right\|}
$$

Therefore,

$$
\begin{aligned}
\operatorname{DIST}\left(A_{1}, \tilde{Q}_{1}\right) & =\operatorname{DIST}\left(A_{1}, Q_{1}\right) \\
& =\frac{\left\|Q_{2}^{T} \tilde{Q}_{2} \tilde{K}_{21}\left(\tilde{K}_{11}+Q_{1}{ }^{T} \tilde{Q}_{2} \tilde{K}_{21}\right)^{-1}\right\|}{\sqrt{1+\left\|Q_{2}^{T} \tilde{Q}_{2} \tilde{K}_{21}\left(\tilde{K}_{11}+Q_{1}{ }^{T} \tilde{Q}_{2} \tilde{K}_{21}\right)^{-1}\right\|^{2}}} \\
& \leq \|{Q_{2}{ }^{T} \tilde{Q}_{2} \tilde{K}_{21} \tilde{K}_{11}^{-1}\left(I_{k}+{Q_{1}}^{T} \tilde{Q}_{2} \tilde{K}_{21} \tilde{K}_{11}^{-1}\right)^{-1} \|} \\
& \leq \frac{\left\|Q_{2}^{T} \tilde{Q}_{2} \tilde{K}_{21} \tilde{K}_{11}^{-1}\right\|}{1-\left\|\tilde{K}_{21} \tilde{K}_{11}^{-1}\right\|} \\
& \leq \frac{\left\|\tilde{K}_{21} \tilde{K}_{11}^{-1}\right\|}{1-\left\|\tilde{K}_{21} \tilde{K}_{11}^{-1}\right\|}
\end{aligned}
$$

## Lemma 1.17

Let $Q_{1} \in \mathbb{R}^{n \times k}$ and $Q_{2} \in \mathbb{R}^{n \times(n-k)}$ be column orthogonal matrices with
$\operatorname{GAP}\left(Q_{1}, Q_{2}\right)>0$. Then
(i) $\left\|\left[Q_{1} Q_{2}\right]\right\|^{2}=1+\sqrt{1-\operatorname{GAP}^{2}\left(Q_{1}, Q_{2}\right)} \leq 2$.
(ii) $\left\|\left[Q_{1} Q_{2}\right]^{-1}\right\|^{2}=\frac{1}{1-\sqrt{1-\operatorname{GAP}^{2}\left(Q_{1}, Q_{2}\right)}} \leq \frac{2}{\operatorname{GAP}^{2}\left(Q_{1}, Q_{2}\right)}$.

Proof:
Let $Q=\left[Q_{1} Q_{2}\right]$ and $Z_{21}=Q_{2}{ }^{T} Q_{1}$. Then

$$
Q^{T} Q=\left[\begin{array}{cc}
I_{k} & Z_{21}^{T} \\
Z_{21} & I_{n-k}
\end{array}\right]=I_{n}+\left[\begin{array}{cc}
0 & Z_{21}^{T} \\
Z_{21} & 0
\end{array}\right]
$$

From the singular value decomposition $Z_{21}=U \Sigma V^{T}$ we obtain

$$
\left[\begin{array}{cc}
0 & Z_{21}^{T} \\
Z_{21} & 0
\end{array}\right]\left[\begin{array}{cc}
V & V \\
U & -U
\end{array}\right]=\left[\begin{array}{cc}
V & V \\
U & -U
\end{array}\right]\left[\begin{array}{cc}
\Sigma & 0 \\
0 & -\Sigma
\end{array}\right]
$$

Hence,

$$
\lambda_{\max }\left(Q^{T} Q\right)=1+\lambda_{\max }\left(\left[\begin{array}{cc}
0 & Z_{21}^{T} \\
Z_{21} & 0
\end{array}\right]\right)=1+\sigma_{\max }\left(Z_{21}\right)
$$

From Property 1.14 we obtain

$$
\sigma_{\max }\left(Z_{21}\right)=\sqrt{1-\operatorname{GAP}^{2}\left(Q_{1}, Q_{2}\right)}
$$

by which (i) follows.
To see the second proposition note that

$$
\left\|Q^{-1}\right\|^{2}=1 / \lambda_{\min }\left(Q^{T} Q\right)=1 /\left(1-\sigma_{\max }\left(Z_{21}\right)\right)
$$

and observe that

$$
\frac{1}{1-\sqrt{1-t}} \leq \frac{2}{t}, \quad \text { for all } t \epsilon(0,1]
$$

### 1.4 Rotational activity

In this section we shall give definitions and derive properties concerning timedependent matrices and subspaces. Let $X_{1}=\left[x_{1}|\cdots| x_{k}\right]$ be a continuously differentiable $n \times k(k<n)$ matrix function on some interval $\mathcal{I}$. Assume
that $X_{1}(\tau)$ has full rank, for all $\tau \epsilon \mathcal{I}$. Decompose $X_{1}$ into a direction matrix $T_{1}=\left[t_{1}|\cdots| t_{k}\right]$ and a positive size matrix $D_{11}=\operatorname{diag}\left(d_{1}, \ldots, d_{k}\right)$, (cf. [56])

$$
\begin{equation*}
X_{1}=T_{1} D_{11} \tag{28}
\end{equation*}
$$

where $\left\|t_{i}(\tau)\right\|=1(i=1, \ldots, k)$, for all $\tau \epsilon \mathcal{I}$. We say that $t_{i}$ is the direction of $x_{i}$ and $d_{i}$ is the growth of $x_{i}(i=1, \ldots, k)$.
The following properties of $T_{1}$ and $D_{11}$ directly follow from the requirements on $X_{1}$ and the differentiability of the 2 -norm.

## Property 1.18

The matrix functions $T_{1}$ and $D_{11}$ have full rank and are continuously differentiable.

Now we can define the rotational activity of a matrix function.

## Definition 1.19

Let $X_{1}: \mathcal{I} \rightarrow \mathbb{R}^{n \times k}(k \leq n)$ be continuously differentiable. Assume $X_{1}(\tau)$ has full rank, for all $\tau \in \mathcal{I}$. The rotational activity of the matrix function $X_{1}$ at the time $\tau$ is defined by $\left\|\frac{d}{d \tau} T_{1}(\tau)\right\|$, where $T_{1}$ is the direction matrix corresponding to $X_{1}$ (see (28)).

## Property 1.20

The rotational activity of a matrix function $X_{1}$ is invariant under permutations of the columns of $X_{1}$.

For our purposes the concept of rotational activity of a matrix function may be too restrictive in some situations. Sometimes we are interested in the rotational activity of a linear subspace. In order to obtain a workable definition of the rotational activity of a linear subspace we first look at orthogonal bases of that subspace. Let $Q_{1}: \mathcal{I} \rightarrow \mathbb{R}^{n \times k}$ be continuously differentiable and column orthogonal. Then, for all $\tau \in \mathcal{I}$, we have the inequalities

$$
\begin{align*}
\left\|\left(I_{n}-Q_{1} Q_{1}^{T}\right) \frac{d Q_{1}}{d \tau}\right\|^{2} & \leq\left\|\frac{d Q_{1}}{d \tau}\right\|^{2}  \tag{29}\\
& \leq\left\|Q_{1}^{T} \frac{d Q_{1}}{d \tau}\right\|^{2}+\left\|\left(I_{n}-Q_{1}{Q_{1}}^{T}\right) \frac{d Q_{1}}{d \tau}\right\|^{2}
\end{align*}
$$

Define the $k$-dimensional (time-dependent) linear subspace $\mathcal{S}_{1}$ by $\mathcal{S}_{1}=\mathcal{R}\left(Q_{1}\right)$. Then the term $\left\|Q_{1}{ }^{T} \frac{d Q_{1}}{d \tau}\right\|$ quantifies the rotational activity of $Q_{1}$ within $\mathcal{S}_{1}$, while $\left\|\left(I_{n}-Q_{1} Q_{1}{ }^{T}\right) \frac{d Q_{1}}{d \tau}\right\|$ quantifies the rotational activity of $Q_{1}$ orthogonal to $\mathcal{S}_{1}$. Now any orthogonal basis $\tilde{Q}_{1}$ of $\mathcal{S}_{1}$ can be written as

$$
\begin{equation*}
\tilde{Q}_{1}=Q_{1} Z_{11} \tag{30}
\end{equation*}
$$

where $Z_{11}: \mathcal{I} \rightarrow \mathbb{R}^{n \times k}$ is an orthogonal matrix function. Observe that

$$
\begin{align*}
\left\|\left(I_{n}-\tilde{Q}_{1} \tilde{Q}_{1}^{T}\right) \frac{d \tilde{Q}_{1}}{d \tau}\right\| & =\left\|\left(I_{n}-Q_{1} Q_{1}^{T}\right)\left(\frac{d Q_{1}}{d \tau} Z_{11}+Q_{1} \frac{d Z_{11}}{d \tau}\right)\right\| \\
& =\left\|\left(I_{n}-Q_{1} Q_{1}^{T}\right) \frac{d Q_{1}}{d \tau} Z_{11}\right\| \\
& =\left\|\left(I_{n}-Q_{1} Q_{1}^{T}\right) \frac{d Q_{1}}{d \tau}\right\| \tag{31}
\end{align*}
$$

Hence, the rotational activity within $\mathcal{S}_{1}{ }^{\perp}$ is independent of the choice of the (orthogonal) basis. For the rotational activity within $\mathcal{S}_{1}$ we obtain

$$
\begin{align*}
\left\|\tilde{Q}_{1}^{T} \frac{d \tilde{Q}_{1}}{d \tau}\right\| & =\left\|Z_{11}^{T} Q_{1}^{T}\left(\frac{d Q_{1}}{d \tau} Z_{11}+Q_{1} \frac{d Z_{11}}{d \tau}\right)\right\| \\
& =\left\|{Q_{1}}^{T} \frac{d Q_{1}}{d \tau} Z_{11}+\frac{d Z_{11}}{d \tau}\right\| \tag{32}
\end{align*}
$$

Therefore, the rotational activity of the column orthogonal basis $\tilde{Q}_{1}$ of $\mathcal{S}_{1}$ is minimal if $Z_{11}$ is a solution of the differential equation

$$
\begin{equation*}
\frac{d Z_{11}}{d \tau}=-{Q_{1}}^{T} \frac{d Q_{1}}{d \tau} Z_{11} \tag{33}
\end{equation*}
$$

In that case the rotational activity of $\tilde{Q}_{1}$ is equal to $\left\|\left(I_{n}-Q_{1} Q_{1}{ }^{T}\right) \frac{d Q_{1}}{d \tau}\right\|$. Remark that (33) implies that

$$
\frac{d}{d \tau}\left(Z_{11}^{T} Z_{11}\right)=0
$$

So, any orthogonal initial value for $Z_{11}$ induces an orthogonal $Z_{11}(\tau)$, for all $\tau \epsilon \mathcal{I}$. This leads to the following (unambiguous) definition.

## Definition 1.21

Let $X_{1}$ be a given $n \times k$ matrix function, having full rank. The rotational activity at $\tau$ of the $k$-dimensional, linear subspace $\mathcal{S}_{1}=\mathcal{R}\left(X_{1}\right)$ is defined by

$$
\left\|\left(I_{n}-Q_{1}(\tau){Q_{1}}^{T}(\tau)\right) \frac{d Q_{1}}{d \tau}(\tau)\right\|
$$

where $Q_{1}$ is a column orthogonal (time-dependent) basis of $\mathcal{S}_{1}$.

Let $X_{1}: \mathcal{I} \rightarrow \mathbb{R}^{n \times k}(k<n)$ be a given continuously differentiable matrix function having full rank. Define $\mathcal{S}_{1}=\mathcal{R}\left(X_{1}\right)$. One might think that the rotational activity of $X_{1}$ is at least as large as the rotational activity of $\mathcal{S}_{1}$. However, this is not the case, as is illustrated by the next example.

Example 1.22
Let, for $0<|\varepsilon| \leq 1, X_{1}(\tau)=\left[\begin{array}{cc}1 & \sqrt{1-\varepsilon^{2}} \\ 0 & \varepsilon \cos \tau \\ 0 & \varepsilon \sin \tau\end{array}\right], \tau \epsilon[0,1]$. Then $X_{1}$ is identical to its direction matrix. Therefore, the rotational activity of $X_{1}(\tau)$ is equal to $\left\|\frac{d X_{1}}{d \tau}\right\|=\varepsilon$. Moreover, the matrix function $Q_{1}(\tau)=\left[\begin{array}{cc}1 & 0 \\ 0 & \cos \tau \\ 0 & \sin \tau\end{array}\right]$ is column orthogonal and satisfies $\mathcal{R}\left(Q_{1}\right)=\mathcal{R}\left(X_{1}\right)$. Hence, the rotational activity of $\mathcal{R}\left(X_{1}(\tau)\right)$ is equal to $\left\|\left(I_{n}-Q_{1}(\tau) Q_{1}(\tau)^{T}\right) \frac{d Q_{1}}{d \tau}(\tau)\right\|=1$.

The above example shows that an ill-conditioned matrix function $X_{1}$ may have a much lower rotational activity than the corresponding subspace $\mathcal{R}\left(X_{1}\right)$. A relation between the two follows from

## Property 1.23

Let $X_{1}: \mathcal{I} \rightarrow \mathbb{R}^{n \times k}(k<n)$ be a given continuously differentiable matrix function having full rank. Let $T_{1}$ be the direction matrix corresponding to $X_{1}$. Decompose $T_{1}$ as $T_{1}=Q_{1} Z_{11}$, where $Q_{1}$ is column orthogonal. Then

$$
\begin{equation*}
\left\|\frac{d T_{1}}{d \tau}\right\| \geq\left\|\left(I_{n}-Q_{1} Q_{1}^{T}\right) \frac{d Q_{1}}{d \tau}\right\| \operatorname{glb}\left(T_{1}\right) \tag{34}
\end{equation*}
$$

Proof:
From $T_{1}=Q_{1} Z_{11}$ we obtain

$$
\begin{aligned}
\left\|\frac{d T_{1}}{d \tau}\right\| & =\left\|\frac{d Q_{1}}{d \tau} Z_{11}+Q_{1} \frac{d Z_{11}}{d \tau}\right\| \\
& \geq\left\|\left(I_{n}-Q_{1} Q_{1}^{T}\right)\left(\frac{d Q_{1}}{d \tau} Z_{11}+Q_{1} \frac{d Z_{11}}{d \tau}\right)\right\| \\
& =\left\|\left(I_{n}-Q_{1} Q_{1}^{T}\right) \frac{d Q_{1}}{d \tau} Z_{11}\right\| \\
& \geq\left\|\left(I_{n}-Q_{1} Q_{1}^{T}\right) \frac{d Q_{1}}{d \tau}\right\| \operatorname{glb}\left(Z_{11}\right)
\end{aligned}
$$

$$
=\left\|\left(I_{n}-Q_{1} Q_{1}^{T}\right) \frac{d Q_{1}}{d \tau}\right\| \operatorname{glb}\left(T_{1}\right)
$$

We shall return to the concept of rotational activities of matrix functions and of time-dependent linear subspaces in Section 3.2. In connection with solutions of linear differential equations we shall consider, for instance, a direct method for the computation of an orthogonal basis with minimal rotational activity.

## Chapter 2

## Fundamental concepts for BVPs

### 2.1 Introduction

In this chapter we consider the linear system of (ordinary) differential equations (DEs)

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x+f(t), \quad t \in \mathcal{I} \tag{1}
\end{equation*}
$$

where $x$ and $f$ are $n$-vectors and $A$ an $n \times n$ matrix function. The interval of integration $\mathcal{I}$ may be finite or infinite. In the former case we shall always assume that $\mathcal{I}=[0,1]$ and in the latter case $\mathcal{I}=[0, \infty)$. For the moment we let $\mathcal{I}$ be finite, so $\mathcal{I}=[0,1]$, and consider boundary conditions (BCs) of the form:

$$
\begin{equation*}
B^{0} x(0)+B^{1} x(1)=b \tag{2}
\end{equation*}
$$

$\left(B^{0}, B^{1} \epsilon \mathbb{R}^{n \times n}\right.$ and $\left.b \in \mathbb{R}^{n}\right)$. In the sequel we shall also consider BCs having a special form, such as separated ones, where $B^{0}=\left[\begin{array}{c}0 \\ B^{02}\end{array}\right] \begin{aligned} & \ddagger_{n-k}\end{aligned}$ and $B^{1}=$ $\left[\begin{array}{c}B^{11} \\ 0\end{array}\right]_{\rrbracket_{n-k}}^{\prod_{k}}$, for some integer $k$.
A fundamental solution $X$ of (1) is defined by

$$
\begin{equation*}
\frac{d}{d t} X=A(t) X, \quad t \epsilon \mathcal{I} \tag{3}
\end{equation*}
$$

where $X$ is an $n \times n$ matrix function with $X(0)$ non-singular (the columns of $X$ form a complete set of solutions of the homogeneous part of (1)). The basic existence theorem for the two-point boundary value problem (BVP) (1) and (2) can be stated as follows

Theorem 2.1 ([29])
Let $A, f \in C^{p}[0,1]$ and $X$ be a fundamental solution. Then the $B V P(1)$ and (2) has a unique solution $x \epsilon C^{p+1}[0,1]$ if and only if $\mathcal{B}(X)=B^{0} X(0)+B^{1} X(1)$ is non-singular.

In the sequel we assume that (1), subject to (2), has a unique solution (is a well-posed problem). For any fundamental solution $X$ the solution $x$ of (1), (2) can be written as

$$
\begin{equation*}
x(t)=X(t) \mathcal{B}(X)^{-1} b+\int_{0}^{1} G(t, s) f(s) d s \tag{4}
\end{equation*}
$$

where the Green's (matrix) function $G$ is given by

$$
G(t, s)=\left\{\begin{array}{ll}
X(t) \mathcal{B}(X)^{-1} B^{0} X(0) X^{-1}(s) & , \quad t \geq s  \tag{5}\\
-X(t) \mathcal{B}(X)^{-1} B^{1} X(1) X^{-1}(s) & , \quad t<s
\end{array} .\right.
$$

Define

$$
\begin{equation*}
\alpha=\max _{0 \leq t, s \leq 1}\|G(t, s)\| \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=\max _{0 \leq t \leq 1}\left\|X(t) \mathcal{B}(X)^{-1}\right\| \tag{7}
\end{equation*}
$$

Then we obtain, for all $t \epsilon[0,1]$, the (stability) inequality

$$
\begin{equation*}
\|x(t)\| \leq \beta\|b\|+\alpha \int_{0}^{1}\|f(s)\| d s \tag{8}
\end{equation*}
$$

The choice of the function norm is in some sense arbitrary, but may have a great influence on the magnitude of the stability constants, as is for instance seen in

Example 2.2 (cf. [56])
Consider, for $0<\varepsilon \ll 1$, the DE

$$
\begin{equation*}
\varepsilon \frac{d^{2} u}{d t^{2}}+2 t \frac{d u}{d t}=0, \quad t \in[-1,1] \tag{9a}
\end{equation*}
$$

subject to

$$
\begin{equation*}
u(-1)=0 \quad \text { and } \quad u(1)=1 \tag{9b}
\end{equation*}
$$

Transforming (9a) into a first order system with $x_{1}=\frac{d u}{d t}$ and $x_{2}=u$ yields

$$
\frac{d}{d t}\binom{x_{1}}{x_{2}}=\left[\begin{array}{cc}
-2 t / \varepsilon & 0  \tag{10}\\
1 & 0
\end{array}\right]\binom{x_{1}}{x_{2}}
$$

Define

$$
E(t)=e^{-t^{2} / \varepsilon} \quad \text { and } \quad I(t)=\frac{1}{\sqrt{\pi \varepsilon}} \int_{-\infty}^{t} E(\tau) d \tau
$$

The scaling factor $\sqrt{\pi \varepsilon}$ has been chosen such that $I(1) \approx 1$, for $\varepsilon$ sufficiently small. A fundamental solution $X$ of (10) is given by

$$
X(t)=\left[\begin{array}{cc}
\frac{1}{\sqrt{\pi \varepsilon}} E(t) & -\frac{1}{\sqrt{\pi \varepsilon}} E(t) \\
I(t) & 1-I(t)
\end{array}\right]
$$

Observe that $\mathcal{B}(X)=B^{-1} X(-1)+B^{1} X(1) \approx I_{2}$. Hence,

$$
\max _{t}\left\|X(t) \mathcal{B}(X)^{-1}\right\| \approx \max _{t}\|X(t)\|=O\left(\frac{1}{\sqrt{\varepsilon}}\right)
$$

but

$$
\int_{0}^{1}\left\|X(t) \mathcal{B}(X)^{-1}\right\| d t \approx \int_{0}^{1}\|X(t)\| d t=\mathrm{O}(1)
$$

On the other hand, with $x_{1}=\sqrt{\pi \varepsilon} \frac{d u}{d t}$ and $x_{2}=u$ we obtain the system

$$
\frac{d}{d t}\binom{x_{1}}{x_{2}}=\left[\begin{array}{cc}
-2 t / \varepsilon & 0  \tag{11}\\
\frac{1}{\sqrt{\pi \varepsilon}} & 0
\end{array}\right]\binom{x_{1}}{x_{2}}
$$

A fundamental solution $X$ of (11) is given by

$$
X(t)=\left[\begin{array}{cc}
E(t) & -E(t) \\
I(t) & 1-I(t)
\end{array}\right]
$$

which implies that both $\max _{t}\left\|X(t) \mathcal{B}(X)^{-1}\right\|$ and $\int_{0}^{1}\left\|X(t) \mathcal{B}(X)^{-1}\right\| d t$ are of order 1 .

If, however, one is interested in the value of $\frac{d u}{d t}$ then at $t=0$ one is confronted again with the factor $1 / \sqrt{\varepsilon}$.

Observe that both $\alpha$ and $\beta$ are independent of the choice of the fundamental solution $X$, that $\alpha$ is invariant for row scaling of the BCs , but $\beta$ is not. Therefore we first look more precisely at the BCs.
Let $U \Sigma V^{T}$ be the SVD (cf. (1.13)) of $B=\left[B^{0} \mid B^{1}\right] \epsilon \mathbb{R}^{n \times 2 n}$. Now the condition of the $B C s$ is defined as $\kappa(B)$ (cf. (1.12)). Observe that this condition is not influenced by an orthogonal transformation. Hence, without loss of generality we may assume that $U=I_{n}$. In order to normalize the BCs we observe that

$$
1=\kappa(V) \leq \kappa(D B)
$$

for any $n \times n$ diagonal matrix $D$. Therefore, by writing the BCs as

$$
\begin{equation*}
V^{0} x(0)+V^{1} x(1)=\Sigma^{-1} b \tag{12}
\end{equation*}
$$

we have, with respect to the 2-norm, optimized the BCs by an appropriate row scaling ( $\Sigma^{-1}$ ). In the sequel we shall make the following assumption

Assumption 2.3
The $n \times 2 n$ matrix $B=\left[B^{0} \mid B^{1}\right]$ is row orthogonal. Moreover, the BVP (1) and (2) is well-conditioned, i.e., the stability constants $\alpha$ and $\beta$ are of moderate size.

A straightforward way of solving the BVP (1), (2) is the so-called shooting method. In that case the solution $x$ is constructed by superposition of the columns of a fundamental solution $X$ and a particular solution, as for instance has been done in (4). However, in many applications the solution space of (1), (2) is dichotomic, which, roughly speaking, means that homogeneous modes, i.e., solutions of the homogeneous part of (1), exhibit a widely varying growth behaviour. In general this implies that the columns of the fundamental solution $X$ will become nearly dependent, which, of course, influences the numerical computations where this $X$ is involved. How this numerical instability can be overcome will be discussed in the next chapter.

### 2.2 Dichotomy

In this section we shall have a closer look at the concept of dichotomy. For various reasons we assume that the system of differential equations is homogeneous and defined on $\overline{\mathbb{R}^{+}}\left(\mathcal{I}=\overline{\mathbb{R}^{+}}\right)$. Hence,

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x, \quad t \geq 0 \tag{13}
\end{equation*}
$$

Let $X$ be a fundamental solution of (13), i.e.,

$$
\left\{\begin{array}{l}
\frac{d}{d t} X=A(t) X, \quad t \geq 0  \tag{14}\\
X(0) \text { non-singular }
\end{array}\right.
$$

Denote the solution space (or flow) $\mathcal{S}$ of this DE by

$$
\begin{equation*}
\mathcal{S}=\left\{X c \mid c \in \mathbb{R}^{n}\right\} . \tag{15}
\end{equation*}
$$

Now we shall concentrate on solution subspaces $\mathcal{S}$ that can be split into two subspaces of (exponentially) decreasing solutions; one for decreasing time ( $\mathcal{S}_{1}$ ) and the other for increasing time $\left(\mathcal{S}_{2}\right)$.

## Definition 2.4

A solution subspace $\mathcal{S}_{1} \subset \mathcal{S}$ is called a dominant subspace or a subspace of unstable solutions if there exist positive constants $k_{1}$ and $\lambda_{1}$ such that for any non-trivial $\phi_{1} \in \mathcal{S}_{1}$ we have

$$
\begin{equation*}
\frac{\left\|\phi_{1}(t)\right\|}{\left\|\phi_{1}(s)\right\|} \leq k_{1} e^{-\lambda_{1}(s-t)}, \quad t \leq s \tag{16}
\end{equation*}
$$

A solution subspace $\mathcal{S}_{2} \subset \mathcal{S}$ is called a dominated subspace or a subspace of stable solutions if there exist a positive constant $k_{2}$ and a non-negative constant $\lambda_{2}$ such that for any non-trivial $\phi_{2} \in \mathcal{S}_{2}$ we have

$$
\begin{equation*}
\frac{\left\|\phi_{2}(t)\right\|}{\left\|\phi_{2}(s)\right\|} \leq k_{2} e^{-\lambda_{2}(t-s)}, \quad t \geq s \tag{17}
\end{equation*}
$$

Here $k_{1}$ and $k_{2}$ are assumed to be of moderate size. The option that $\lambda_{2}$ may be equal to 0 implies that smooth solutions are assumed to be in $\mathcal{S}_{2}$.

## Remark 2.5

(i) On an infinite interval the mere existence of finite $k_{1}$ and $k_{2}$ is sufficient for analytic applications. For numerical purposes and on finite intervals we have to be more careful. That is why $k_{1}$ and $k_{2}$ should not be excessively large. The relation between the magnitudes of $k_{i}, \lambda_{i}(i=1,2)$ and the length of the interval (when this is not normalized to length 1) becomes important. We shall return to this question at the end of this section.
(ii) If $A$ is a constant matrix, then any non-trivial solution of (13) satisfies

$$
\frac{\|x(t+h)\|}{\|x(t)\|} \leq p_{n}(h) e^{h \lambda_{\max }(A)}
$$

where $p_{n}(h)$ is an $n$-th degree polynomial in $h$ with $p_{n}(0)=1$ ([59]). Corresponding to this inequality a sharper bound (especially for small values of $h$ ) may be obtained if we replace Definition 2.4 by

$$
\phi_{1} \epsilon \mathcal{S}_{1} \Rightarrow\left\|\phi_{1}(t)\right\| \leq\left\|\phi_{1}(t+h)\right\|\left(1+k_{1} h\right) e^{-\lambda_{1} h} \quad(h>0)
$$

and

$$
\phi_{2} \epsilon \mathcal{S}_{2} \Rightarrow\left\|\phi_{2}(t)\right\| \leq\left\|\phi_{2}(t+h)\right\|\left(1+k_{2} h\right) e^{-\lambda_{2} h} \quad(h>0) .
$$

However, with these definitions the formulations and proofs of theorems like Theorem 2.9 become more complex.
(iii) The subspace $\mathcal{S}_{1}$ is not uniquely defined. Nevertheless, for $t$ going to infinity the subspace $\mathcal{S}_{1}(t)$ is unique (cf. Theorem 2.19). The subspace $\mathcal{S}_{2}$, however, is unique, since it can be regarded as the subspace of solutions of (13) that are uniformly bounded. It is not restrictive to assume that $\mathcal{S}_{1}(0)$ is orthogonal to $\mathcal{S}_{2}(0)$, which makes both $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ uniquely defined.

## Definition 2.6

A solution space $\mathcal{S}$ that can be split in $\mathcal{S}_{1} \oplus \mathcal{S}_{2}$ with $\mathcal{S}_{i}(i=1,2)$ satisfying, respectively, (16) and (17) is said to be weakly exponentially dichotomic. (In [7] this property is called 'comparative exponential dichotomy'.)

In this defintion the adverb 'weakly' is used to distinguish between this property of the solution space and the better known property of exponential dichotomy.

Definition 2.7 ([11])
The solution space $\mathcal{S}$ is called exponentially dichotomic if for each fundamental
solution $X$ there exists a projection $P\left(P \neq 0, I_{n}\right)$ such that

$$
\begin{aligned}
\left\|X(t) P X^{-1}(s)\right\| & \leq m_{1} e^{-\lambda_{1}(s-t)}, \quad 0 \leq t \leq s \\
\left\|X(t)(I-P) X^{-1}(s)\right\| & \leq m_{2} e^{-\lambda_{2}(t-s)}, \quad t \geq s \geq 0
\end{aligned}
$$

For the same reasons as before the quantities $m_{1}$ and $m_{2}$ should not be large. Moreover, we assume that $\lambda_{1}>0$ and $\lambda_{2} \geq 0$.

## Remark 2.8

If in Definition 2.7 both $\lambda_{1}$ and $\lambda_{2}$ are zero, then the solution space $\mathcal{S}$ is called dichotomic. In [26] it is shown that well-conditioning of the BVP, corresponding to the stability constants given in (6) and (7), implies dichotomy of the solution space $\mathcal{S}$. This concept will be used in Chapter 5, when we are dealing with singular perturbation problems.

The following result is well-known (cf. [7]). However, since its proof is quite instructive, we shall recapitulate it here.

## Theorem 2.9

If the solution space $\mathcal{S}$ is exponentially dichotomic then it is also weakly exponentially dichotomic.

## Proof:

Assume $\mathcal{S}$ is exponentially dichotomic and let $X$ be a fundamental solution of (14). Since $P$ of Definition 2.7 is a projection, there exists a non-singular matrix $H$ such that

$$
H P H^{-1}=\left[\begin{array}{cc}
I_{k} & 0 \\
0 & 0
\end{array}\right](1 \leq k<n)
$$

Define $Y=X H^{-1}$ and write $Y=\left[\begin{array}{l}\stackrel{Y_{1}}{\stackrel{y}{l}} \underset{n-k}{Y_{2}}\end{array}\right]$. Then

$$
\begin{align*}
\left\|X(t) P X^{-1}(s)\right\| & =\left\|Y(t)\left[\begin{array}{cc}
I_{k} & 0 \\
0 & 0
\end{array}\right] Y^{-1}(s)\right\| \\
& =\left\|\left[\begin{array}{ll}
Y_{1}(t) & 0
\end{array}\right] Y^{-1}(s)\right\| \tag{18}
\end{align*}
$$

Let

$$
\begin{equation*}
\mathcal{S}_{1}=\left\{Y_{1} c_{1} \mid c_{1} \in \mathbb{R}^{k}\right\} \tag{19}
\end{equation*}
$$

Thus $\phi_{1} \in \mathcal{S}_{1} \Rightarrow \phi_{1}(t)=Y_{1}(t) c_{1}, t \geq 0 \quad\left(c_{1} \in \mathbb{R}^{k}\right)$.
Hence, for any non-trivial $\phi_{1} \in \mathcal{S}_{1}$ we obtain

$$
\begin{aligned}
\frac{\left\|\phi_{1}(t)\right\|}{\left\|\phi_{1}(s)\right\|} & =\frac{\left\|Y_{1}(t) c_{1}\right\|}{\left\|Y_{1}(s) c_{1}\right\|}=\frac{\left\|\left[Y_{1}(t) 0\right]\binom{c_{1}}{0}\right\|}{\left\|\left[Y_{1}(s) Y_{2}(s)\right]\binom{c_{1}}{0}\right\|} \\
& \leq\left\|\left[Y_{1}(t) 0\right] Y^{-1}(s)\right\| \\
& \leq m_{1} e^{-\lambda_{1}(s-t)}, \quad t \leq s
\end{aligned}
$$

by (18).
In a similar way we define

$$
\begin{equation*}
\mathcal{S}_{2}=\left\{Y_{2} c_{2} \mid c_{2} \in \mathbb{R}^{n-k}\right\} \tag{20}
\end{equation*}
$$

and derive the relation $\left(\phi_{2} \neq 0\right)$

$$
\phi_{2} \epsilon \mathcal{S}_{2} \Rightarrow \frac{\left\|\phi_{2}(t)\right\|}{\left\|\phi_{2}(s)\right\|} \leq m_{2} e^{-\lambda_{2}(t-s)}, \quad t \geq s
$$

Weakly exponential dichotomy is not enough to guarantee exponential dichotomy (cf. [38]) as is illustrated by the next example.

## Example 2.10

Let $X(t)=\left[\begin{array}{cc}1 & \sqrt{1-e^{-2 t}} \\ 0 & e^{-t}\end{array}\right]\left[\begin{array}{cc}e^{\lambda t} & 0 \\ 0 & e^{-\lambda t}\end{array}\right], \quad t \geq 0 \quad(\lambda>0)$. Clearly, $\mathcal{S}$ is weakly exponentially dichotomic with the dominant subspace $\mathcal{S}_{1}(t)=$ $\operatorname{span}\left\{\binom{1}{0}\right\}$ and the dominated subspace $\mathcal{S}_{2}(t)=\operatorname{span}\left\{\binom{\sqrt{1-e^{-2 t}}}{e^{-t}}\right\}$, $t>0$. However, for any projection $P \neq 0, I_{n}$ the quantity $\left\|X(t) P X^{-1}(t)\right\|$ is not uniformly bounded.

As will be demonstrated in the sequel exponential dichotomy implies that the gap between $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ remains bounded away from zero (cf. Definition 1.10).

Assume $S$ is weakly exponentially dichotomic with some given $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$. Let $Y=\left[\begin{array}{ll}\stackrel{Y_{1}}{\leftrightarrows} & Y_{n-k} \\ \stackrel{Y_{n-k}}{\rightleftarrows}\end{array}\right]$ be a fundamental solution of (14) such that the columns of $Y_{1}$ span $\mathcal{S}_{1}$ and the columns of $Y_{2}$ span $\mathcal{S}_{2}$. Make, for $t \geq 0$, the following QR-decompositions:

$$
\begin{equation*}
Y_{1}(t)=\tilde{Q}_{1}(t) R_{11}(t) \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{2}(t)=\tilde{Q}_{2}(t) R_{22}(t) \tag{22}
\end{equation*}
$$

( $\tilde{Q}_{1}, \tilde{Q}_{2}$ column orthogonal matrices and $R_{11}, R_{22}$ upper triangular matrices). Hence,

$$
\begin{align*}
Y(t) & =\left[Y_{1}(t) Y_{2}(t)\right]=\left[\tilde{Q}_{1}(t) \tilde{Q}_{2}(t)\right]\left[\begin{array}{cc}
R_{11}(t) & 0 \\
0 & R_{22}(t)
\end{array}\right] \\
& =\left[Q_{1}(t) Q_{2}(t)\right]\left[\begin{array}{cc}
I_{k} & Q_{1}{ }^{T}(t) \tilde{Q}_{2}(t) \\
0 & Q_{2}{ }^{T}(t) \tilde{Q}_{2}(t)
\end{array}\right]\left[\begin{array}{cc}
R_{11}(t) & 0 \\
0 & R_{22}(t)
\end{array}\right] \tag{23}
\end{align*}
$$

where $Q(t)=\left[Q_{1}(t) Q_{2}(t)\right]$ is an orthogonal matrix with $Q_{1}(t)=\tilde{Q}_{1}(t)(t \geq 0)$. Using (23) and Property 1.14 we obtain

## Property 2.11

$$
\operatorname{GAP}\left(\mathcal{S}_{1}(t), \mathcal{S}_{2}(t)\right)=\left\|\left({Q_{2}}^{T}(t) \tilde{Q}_{2}(t)\right)^{-1}\right\|^{-1}, \quad t \geq 0
$$

Before the main result of this subsection is formulated we first need

## Lemma 2.12

$$
\begin{aligned}
1 / \operatorname{GAP}\left(\mathcal{S}_{1}(t), \mathcal{S}_{2}(t)\right) & =\left\|Y(t)\left[\begin{array}{cc}
0 & 0 \\
0 & I_{n-k}
\end{array}\right] Y^{-1}(t)\right\| \\
& =\left\|Y(t)\left[\begin{array}{cc}
I_{k} & 0 \\
0 & 0
\end{array}\right] Y^{-1}(t)\right\|, \quad t \geq 0
\end{aligned}
$$

Proof:

$$
\left\|Y(t)\left[\begin{array}{cc}
0 & 0 \\
0 & I_{n-k}
\end{array}\right] Y^{-1}(t)\right\|=
$$

$$
\begin{aligned}
& =\left\|\left[\begin{array}{ll}
\tilde{Q}_{1}(t) & \tilde{Q}_{2}(t)
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
0 & I_{n-k}
\end{array}\right]\left[\begin{array}{cc}
I_{k} & Q_{1}{ }^{T}(t) \tilde{Q}_{2}(t) \\
0 & Q_{2}{ }^{T}(t) \tilde{Q}_{2}(t)
\end{array}\right]^{-1} Q^{-1}(t)\right\| \\
& =\left\|\left[\begin{array}{cc}
\tilde{Q}_{1}(t) & \tilde{Q}_{2}(t)
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
0 & \left({Q_{2}{ }^{T}(t)}(t) \tilde{Q}_{2}(t)\right)^{-1}
\end{array}\right]\right\| \\
& =\left\|\tilde{Q}_{2}(t)\left(Q_{2}{ }^{T}(t) \tilde{Q}_{2}(t)\right)^{-1}\right\| \\
& =\left\|\left(Q_{2}{ }^{T}(t) \tilde{Q}_{2}(t)\right)^{-1}\right\|=1 / \operatorname{GAP}\left(\mathcal{S}_{1}(t), \mathcal{S}_{2}(t)\right)
\end{aligned}
$$

by Property 2.11 . This proves the first equality.
To derive the second equality we observe that $Y(t)\left[\begin{array}{cc}0 & 0 \\ 0 & I_{n-k}\end{array}\right] Y^{-1}(t)$ is a projection. Now the result follows directly from the observation that $\|P\|=$ $\left\|I_{n}-P\right\|$, for any projection $P \neq 0, I_{n}$.

Theorem 2.13 (cf. [11], p.11)
The solution space $\mathcal{S}$ is exponentially dichotomic if and only if $\mathcal{S}$ is weakly exponentially dichotomic and the gap between the corresponding $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ is uniformly bounded away from zero.

## Proof:

if-part: Assume $\mathcal{S}$ is weakly exponentially dichotomic and $\operatorname{GAP}\left(\mathcal{S}_{1}(t), \mathcal{S}_{2}(t)\right) \geq$ $d>0$, for all $t>0$. Let $Y$ be a fundamental solution as in (21) and (22). Then, for any non-trivial $\phi_{2} \in \mathcal{S}_{2}$ and $t \geq s$, we have

$$
\begin{aligned}
k_{2} e^{-\lambda_{2}(t-s)} & \geq \frac{\left\|\phi_{2}(t)\right\|}{\left\|\phi_{2}(s)\right\|} \\
& =\frac{\left\|\tilde{Q}_{2}(t) R_{22}(t) c_{2}\right\|}{\left\|\tilde{Q}_{2}(s) R_{22}(s) c_{2}\right\|} \quad\left(0 \neq c_{2} \in \mathbb{R}^{n}\right) \\
& =\frac{\left\|R_{22}(t) c_{2}\right\|}{\left\|R_{22}(s) c_{2}\right\|}
\end{aligned}
$$

Hence,

$$
\begin{align*}
\left\|R_{22}(t) R_{22}^{-1}(s)\right\| & =\max _{d_{2} \in \mathbb{R}^{n-k}}\left\{\left.\frac{\left\|R_{22}(t) R_{22}^{-1}(s) d_{2}\right\|}{\left\|d_{2}\right\|} \right\rvert\, d_{2} \neq 0\right\} \\
& \leq k_{2} e^{-\lambda_{2}(t-s)} \tag{24}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
& \left\|Y(t)\left[\begin{array}{cc}
0 & 0 \\
0 & I_{n-k}
\end{array}\right] Y^{-1}(s)\right\|=\left\|R_{22}(t) R_{22}^{-1}(s)\left({Q_{2}}^{T}(s) \tilde{Q}_{2}(s)\right)^{-1}\right\| \\
& \quad \leq \frac{\left\|R_{22}(t) R_{22}^{-1}(s)\right\|}{\operatorname{GAP}\left(\mathcal{S}_{1}(s), \mathcal{S}_{2}(s)\right)} \leq \frac{k_{2}}{d} e^{-\lambda_{2}(t-s)}, \quad t \geq s
\end{aligned}
$$

In a similar way we may deduce

$$
\left\|Y(t)\left[\begin{array}{cc}
I_{k} & 0 \\
0 & 0
\end{array}\right] Y^{-1}(s)\right\| \leq \frac{k_{1}}{d} e^{-\lambda_{1}(s-t)}, \quad t \leq s
$$

By the relation $X=Y H$ ( $H$ non-singular), $P=H^{-1}\left[\begin{array}{cc}I_{k} & 0 \\ 0 & 0\end{array}\right] H$ and the foregoing results we obtain validity for any fundamental solution $X$, which completes the proof.
The 'only if'-part is a direct consequence of Theorem 2.9 and Lemma 2.12.

Without an explicit calculation of a fundamental solution it is hard to check, in general, whether $\mathcal{S}$ is exponentially dichotomic or not. A rather trivial case is obtained if $A$ is a non-singular, constant matrix with eigenvalues in both the left and right (open) halfplane of $\mathbb{C}([59])$. Less trivial is the following result, originally derived by A. Lazer ([32]).

## Theorem 2.14

Let $A(t)=\left(a_{i j}(t)\right)$ be a continuous $n \times n$ matrix function on the half line $\overline{\mathbb{R}^{+}}$. Suppose there exist a constant $\delta>0$ and an integer $k, 1 \leq k<n$, such that, for all $t \geq 0$,
(i) $\left|a_{i i}(t)\right| \geq \delta+\sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i j}(t)\right| \quad(i=1, \ldots, n)$
(ii) $a_{i i}(t)>0 \quad(i=1, \ldots, k)$ and $a_{i i}(t)<0 \quad(i=k+1, \cdots, n)$.

Then $\mathcal{S}$ is weakly exponentially dichotomic and $\operatorname{dim}\left(\mathcal{S}_{1}(t)\right)=k$.

A generalization of this result will be given in Chapter 4.

A sometimes easily verifiable property is that of (exponentially) bounded growth (cf. [11], p.9).

## Definition 2.15

The solution space $\mathcal{S}$ of the homogeneous $D E$

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x, \quad t \geq 0 \tag{25}
\end{equation*}
$$

has exponentially bounded growth if there exist an $\alpha \geq 0$ and ac>0 such that every non-trivial solution of (25) satisfies

$$
\frac{\|x(t)\|}{\|x(s)\|} \leq c e^{\alpha|t-s|}, \quad \text { for all } t, s \geq 0
$$

This definition directly leads to the next two results.

## Corollary 2.16

$\mathcal{S}$ has exponentially bounded growth if and only if for any fundamental solution $X$ of (14) we have

$$
\left\|X(t) X^{-1}(s)\right\| \leq c e^{\alpha|t-s|}, \quad t, s \geq 0
$$

## Corollary 2.17

If $\int_{s}^{t}\|A(\tau)\| d \tau \leq \alpha|t-s|(t, s \geq 0)$, then $\mathcal{S}$ has exponentially bounded
growth.

A relation between exponentially bounded growth and a separation of subspaces of the solution space $\mathcal{S}$ is given by

## Theorem 2.18

Assume that the solution space $\mathcal{S}$ has exponentially bounded growth. If, moreover, $\mathcal{S}$ is weakly exponentially dichotomic then the gap between the corresponding $\mathcal{S}_{1}(t)$ and $\mathcal{S}_{2}(t)$ is uniformly bounded away from zero.

## Proof:

(We shall construct a solution of (25) that, for some $t>s \geq 0$, will grow as fast as $\frac{1}{k_{1}} e^{\lambda_{1}(t-s)} / \operatorname{GAP}\left(\mathcal{S}_{1}(s), \mathcal{S}_{2}(s)\right)$. By the 'exponentially bounded growth'-condition this implies that the gap must be bounded away from zero.)

Let $s \geq 0$ be fixed. Choose $u \epsilon \mathcal{S}_{1}(s), v \in \mathcal{S}_{2}(s)$ and $\theta \epsilon(0, \pi / 2]$ such that $u^{T} u=$ $v^{\boldsymbol{T}} v=1$ and $\operatorname{GAP}\left(\mathcal{S}_{1}(s), \mathcal{S}_{2}(s)\right)=\operatorname{GAP}(\operatorname{span}\{u\}, \operatorname{span}\{v\})=\sin \theta$. Define $\phi_{1} \in \mathcal{S}_{1}$ and $\phi_{2} \in \mathcal{S}_{2}$ by $\phi_{1}(s)=u$ and $\phi_{2}(s)=v$. Let

$$
\phi(t)=\frac{1}{\sin \theta} \phi_{1}(t)-\frac{\cos \theta}{\sin \theta} \phi_{2}(t), \quad t \geq 0
$$

Then $\phi \in \mathcal{S}$ and $\|\phi(s)\|=1$. Moreover, for any $h>0$, we have

$$
\begin{aligned}
\|\phi(s+h)\| & =\left\|\phi_{1}(s+h)-\cos \theta \phi_{2}(s+h)\right\| / \sin \theta \\
& \geq \frac{\left\|\phi_{1}(s+h)\right\|-\cos \theta\left\|\phi_{2}(s+h)\right\|}{\operatorname{GAP}\left(\mathcal{S}_{1}(s), \mathcal{S}_{2}(s)\right)} \\
& \geq \frac{\frac{1}{k_{1}} e^{\lambda_{1} h}-\cos \theta k_{2} e^{-\lambda_{2} h}}{\operatorname{GAP}\left(\mathcal{S}_{1}(s), \mathcal{S}_{2}(s)\right)} \\
& \geq \frac{\frac{1}{k_{1}} e^{\lambda_{1} h}-k_{2} e^{-\lambda_{2} h}}{\operatorname{GAP}\left(\mathcal{S}_{1}(s), \mathcal{S}_{2}(s)\right)}
\end{aligned}
$$

Since $\|\phi(s+h)\| \leq c e^{\alpha h}\|\phi(s)\|=c e^{\alpha h}$, we have obtained, for any $h>0$, the relation

$$
\operatorname{GAP}\left(\mathcal{S}_{1}(s), \mathcal{S}_{2}(s)\right) \geq \frac{\frac{1}{k_{1}} e^{\lambda_{1} h}-k_{2} e^{-\lambda_{2} h}}{c e^{\alpha h}}
$$

Define

$$
d=\sup _{h>0} \frac{\frac{1}{k_{1}} e^{\lambda_{1} h}-k_{2} e^{-\lambda_{2} h}}{c e^{\alpha h}}
$$

then $d>0$ and independent of $s$. So

$$
\operatorname{GAP}\left(\mathcal{S}_{1}(s), \mathcal{S}_{2}(s)\right) \geq d>0, \quad \text { for all } s \geq 0
$$

From these results we for instance conclude that exponential dichotomy is obtained if the matrix function $A$ is uniformly bounded and satisfies the conditions of Theorem 2.14 (cf. [11], proposition 6.3). It is even sufficient that the system can be transformed (by a sufficiently smooth transformation) into a system that satisfies these properties. We shall return to this aspect in the Chapters 3 and 4.

### 2.3 Consistency

In section 2.2 we obtained some insight in the meaning of a (weakly) exponentially dichotomic solution space $\mathcal{S}$. Here we want to deduce some convergence and growth properties for solutions in such a solution space. To this end we need Definition 1.12 of distance between subspaces.

### 2.3.1 Infinite intervals

With Property 1.16 we are able to prove

## Theorem 2.19

Let the solution subspace $\mathcal{S}$ be weakly exponentially dichotomic and $Y=\left[\begin{array}{ll}\underset{k}{Y_{1}} & \underset{n-k}{Y_{2}}\end{array}\right] \quad$ a fundamental solution such that $\mathcal{R}\left(Y_{1}(t)\right)=\mathcal{S}_{1}(t)$ and $\mathcal{R}\left(Y_{2}(t)\right)=\mathcal{S}_{2}(t)$, for all $t \geq 0$. Let $X(t)=\left[\underset{k}{\underset{n-k}{X_{1}(t)} \underset{n}{\rightleftarrows} \underset{X_{2}(t)}{\rightleftarrows}}\right]=Y(t) H, t \geq 0$
( $H$ non-singular). Then
(i) $H_{11}$ non-singular $\Rightarrow \operatorname{DIST}\left(\mathcal{R}\left(X_{1}(t)\right), \mathcal{S}_{1}(t)\right)=\mathrm{O}\left(e^{-\left(\lambda_{1}+\lambda_{2}\right) t}\right), t \rightarrow$ $\infty$.
(ii) $H_{11}$ singular $\Rightarrow \operatorname{DIST}\left(\mathcal{R}\left(X_{1}(t)\right), \mathcal{S}_{1}(t)\right) \geq \operatorname{GAP}\left(\mathcal{S}_{2}(t), \mathcal{S}_{1}(t)\right)$.

Proof:
(i) Observe that, using the notation of (21), (22) and the partitioning

$$
H=\left[\begin{array}{ll}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{array}\right] \stackrel{\downarrow k}{\stackrel{n-k}{\rightleftarrows}} \underset{n-k}{\rightleftarrows} \quad, X_{1}(t)=\left[\begin{array}{ll}
\tilde{Q}_{1} & \tilde{Q}_{2}
\end{array}\right]\left[\begin{array}{l}
R_{11}(t) H_{11} \\
R_{22}(t) H_{21}
\end{array}\right] . \text { In }
$$

(24) we have seen that

$$
\left\|R_{22}(t) R_{22}^{-1}(s)\right\| \leq k_{2} e^{-\lambda_{2}(t-s)}, \quad t \geq s
$$

Similarly we obtain

$$
\left\|R_{11}(t) R_{11}^{-1}(s)\right\| \leq k_{1} e^{-\lambda_{1}(s-t)}, \quad t \leq s
$$

Hence, if $H_{11}$ is non-singular, then

$$
\begin{aligned}
& F(t):=\left\|R_{22}(t) H_{21} H_{11}^{-1} R_{11}^{-1}(t)\right\| \\
& \quad \leq\left\|R_{22}(t) R_{22}^{-1}(0)\right\| F(0)\left\|R_{11}(0) R_{11}^{-1}(t)\right\|
\end{aligned}
$$

$$
\begin{equation*}
\leq \quad k_{1} k_{2} e^{-\left(\lambda_{1}+\lambda_{2}\right) t} F(0) . \tag{26}
\end{equation*}
$$

From this and Property 1.16 result (i) follows.
(ii) If $H_{11}$ is singular then there exists a vector $v_{1} \in \mathbb{R}^{k}\left(v_{1} \neq 0\right)$ such that $X_{1} v_{1}=\tilde{Q}_{2} R_{22} H_{21} v_{1}$, which is in $\mathcal{S}_{2}$.

## Remark 2.20

(i) Observe that to obtain $\operatorname{DIST}\left(\mathcal{R}\left(X_{1}(t)\right), \mathcal{S}_{1}(t)\right) \rightarrow 0$ as $t \rightarrow \infty$ it is not strictly necessary that both $\lambda_{1}$ and $\lambda_{2}$ are positive. If $H_{11}$ is non-singular we only have to require that $\lambda_{1}+\lambda_{2}>0$.
(ii) The condition ' $H_{11}$ non-singular' is identical to

$$
\begin{equation*}
\mathcal{S}_{2}(0) \cap \mathcal{R}\left(X_{1}(0)\right)=\{0\} \tag{27}
\end{equation*}
$$

Hence, as soon as (27) is satisfied we have

$$
\operatorname{DIST}\left(\mathcal{R}\left(X_{1}(t)\right), \mathcal{S}_{1}(t)\right)=\mathrm{O}\left(e^{-\left(\lambda_{1}+\lambda_{2}\right) t}\right)
$$

Definition 2.21 (cf. [38])
Let the solution space $\mathcal{S}$ be weakly exponentially dichotomic with corresponding subspaces $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$. Then a fundamental solution $X=\left[\begin{array}{ll}\underset{k-k}{\leftrightarrows} & \underset{n}{X_{1}}\end{array}\right]$ is called consistent if it satisfies $\mathcal{S}_{2}(0) \cap \mathcal{R}\left(X_{1}(0)\right)=\{0\}$.

What we conclude from (26) is that for large values of $t$ the distance between $\mathcal{R}\left(X_{1}(0)\right)$ and $\mathcal{S}_{1}(0)$ is of minor influence. This is what we would expect, since $\mathcal{S}_{1}(0)$ is not uniquely defined by (16). As is illustrated by Theorem 2.19 only the asymptotic behaviour of $\mathcal{S}_{1}(t)$ is unique.

To measure consistency of a fundamental solution $X$ we may use the quantity $1 / \operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)$. This can be seen from the following observation. Write, using the same notation as in (21) and (22),

$$
X_{1}(0)=Y(0)\left[\begin{array}{l}
H_{11} \\
H_{21}
\end{array}\right]=\left[\begin{array}{ll}
\tilde{Q}_{1}(0) & \tilde{Q}_{2}(0)
\end{array}\right]\left[\begin{array}{l}
K_{11} \\
K_{21}
\end{array}\right]
$$

Then $\left\|R_{22}(0) H_{21} H_{11}^{-1} R_{11}^{-1}(0)\right\|=\left\|K_{21} K_{11}^{-1}\right\|$. Now construct an orthogonal matrix $U=\left[\begin{array}{ll}U_{1} & U_{2}\end{array}\right] \in \mathbb{R}^{n \times n}$ such that $X_{1}(0)=\left[\begin{array}{ll}U_{1} & U_{2}\end{array}\right]\left[\begin{array}{c}V_{11} \\ 0\end{array}\right]$ ( $V_{11}$ non-singular). Then

$$
\begin{aligned}
{\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]\left[\begin{array}{c}
V_{11} \\
0
\end{array}\right] } & =X_{1}(0)=\left[\begin{array}{ll}
\tilde{Q}_{1}(0) & \tilde{Q}_{2}(0)
\end{array}\right]\left[\begin{array}{l}
K_{11} \\
K_{21}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\tilde{Q}_{1}(0) & \tilde{Q}_{2}(0)
\end{array}\right]\left[\begin{array}{c}
I_{k} \\
K_{21} K_{11}-1
\end{array}\right] K_{11}
\end{aligned}
$$

Hence,

$$
\left[\begin{array}{c}
V_{11} K_{11}^{-1} \\
0
\end{array}\right]=U^{T}\left[\begin{array}{ll}
\tilde{Q}_{1}(0) & \tilde{Q}_{2}(0)
\end{array}\right]\left[\begin{array}{c}
I_{k} \\
K_{21} K_{11}^{-1}
\end{array}\right]
$$

from which we obtain the relation

$$
K_{21} K_{11}^{-1}=-\left(U_{2}^{T} \tilde{Q}_{2}(0)\right)^{-1} U_{2}^{T} \tilde{Q}_{1}(0)
$$

Using Property 1.14 we have

$$
\begin{align*}
& \left\|R_{22}(0) H_{21} H_{11}^{-1} R_{11}^{-1}(0)\right\|=\left\|K_{21} K_{11}^{-1}\right\| \\
& \quad \leq\left\|\left(U_{2}^{T} \tilde{Q}_{2}(0)\right)^{-1}\right\|\left\|U_{2}^{T} \tilde{Q}_{1}(0)\right\| \\
& \quad \leq \frac{\operatorname{DIST}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{1}(0)\right)}{\operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)} \\
& \quad \leq \frac{1}{\operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)} \tag{28}
\end{align*}
$$

We can always find a dominant subspace $\mathcal{S}_{1}$ with $\operatorname{DIST}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{1}(0)\right)=$ 0 . So, the consistency of $X$ is most fairly (and uniquely) quantified by $1 / \operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)$.
We shall finish this section with a statement conserning the growth of solutions that are determined by $X_{1}(0)$.

## Theorem 2.22

Assume $\mathcal{S}$ is weakly exponentially dichotomic and $\operatorname{GAP}\left(\mathcal{S}_{1}(t), \mathcal{S}_{2}(t)\right) \geq d>0$, for all $t \geq 0$. Let $X=\left[X_{1} X_{2}\right]$ be a consistent fundamental solution. For any non-trivial solution $x_{1}=X_{1} c_{1}\left(0 \neq c_{1} \in \mathbb{R}^{k}\right)$ of (25) we have

$$
\begin{gathered}
\frac{\left\|x_{1}(t)\right\|}{\left\|x_{1}(s)\right\|} \leq K_{1}(t) e^{-\lambda_{1}(s-t)}, \quad 0 \leq t \leq s, \\
\text { where } K_{1}(t)=2 m_{1}\left(1+\frac{k_{1} k_{2} e^{-\left(\lambda_{1}+\lambda_{2}\right) t}}{\operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)}\right)\left(m_{1}=k_{1} / d\right)
\end{gathered}
$$

## Proof:

Since $X$ is a consistent fundamental solution we have

$$
X_{1}(t)=\left[\begin{array}{ll}
Y_{1}(t) & Y_{2}(t)
\end{array}\right]\left[\begin{array}{l}
H_{11} \\
H_{21}
\end{array}\right], \quad t \geq 0
$$

with $H_{11}$ non-singular. Hence,

$$
\begin{aligned}
& \frac{\left\|x_{1}(t)\right\|}{\left\|x_{1}(s)\right\|}=\frac{\left\|X_{1}(t) c_{1}\right\|}{\left\|X_{1}(s) c_{1}\right\|} \\
& =\frac{\left\|\left[\begin{array}{ll}
\tilde{Q}_{1}(t) & \tilde{Q}_{2}(t)
\end{array}\right]\left[\begin{array}{l}
R_{11}(t) H_{11} \\
R_{22}(t) H_{21}
\end{array}\right] c_{1}\right\|}{\|\left[\begin{array}{ll}
\tilde{Q}_{1}(s) & \left.\tilde{Q}_{2}(s)\right]\left[\begin{array}{l}
R_{11}(s) H_{11} \\
R_{22}(s) H_{21}
\end{array}\right] c_{1} \|
\end{array} \frac{\|}{} \frac{1}{}\right.} \\
& \leq\left\|\left[\tilde{Q}_{1}(s) \tilde{Q}_{2}(s)\right]^{-1}\right\|\left\|\left[\begin{array}{cc}
\tilde{Q}_{1}(t) & \tilde{Q}_{2}(t)
\end{array}\right]\right\| \frac{\left\|\left[\begin{array}{l}
R_{11}(t) H_{11} \\
R_{22}(t) H_{21}
\end{array}\right] c_{1}\right\|}{\left\|\left[\begin{array}{l}
R_{11}(s) H_{11} \\
R_{22}(s) H_{21}
\end{array}\right] c_{1}\right\|} .
\end{aligned}
$$

Moreover, for $0 \leq t \leq s$ we have

$$
\begin{aligned}
& \max _{0 \neq c_{1} \in \mathbb{R}^{k}}\left(\frac{\left\|\left[\begin{array}{l}
R_{11}(t) H_{11} \\
R_{22}(t) H_{21}
\end{array}\right] c_{1}\right\|}{\left\|\left[\begin{array}{l}
R_{11}(s) H_{11} \\
R_{22}(s) H_{21}
\end{array}\right] c_{1}\right\|}\right) \leq \\
& \leq\left\|R_{11}(t) R_{11}^{-1}(s)\right\| \sqrt{\frac{1+\left\|R_{22}(t) H_{21} H_{11}^{-1} R_{11}^{-1}(t)\right\|^{2}}{1+\operatorname{glb}^{2}\left(R_{22}(s) H_{21} H_{11}{ }^{-1} R_{11}^{-1}(s)\right)}} \\
& \leq\left\|R_{11}(t) R_{11}^{-1}(s)\right\|\left(1+\left\|R_{22}(t) H_{21} H_{11}^{-1} R_{11}^{-1}(t)\right\|\right) \\
& \leq k_{1} e^{-\lambda_{1}(s-t)}\left(1+\frac{k_{1} k_{2} e^{-\left(\lambda_{1}+\lambda_{2}\right) t}}{\operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)}\right)
\end{aligned}
$$

(cf. (26) and (28)).
By Lemma 1.17 the proof is completed.

In Chapter 3 we shall see why this result is important in relation with invariant imbedding techniques.

### 2.3.2 Finite intervals

The generalization of the consistency concept to finite intervals is not straightforward. Consider the homogeneous DE

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x, \quad t \in[0,1] \tag{29}
\end{equation*}
$$

Now we make the following definition.

## Definition 2.23

Let $Z$ be the fundamental solution, corresponding to (29), with $Z(0)=I_{n}$ and let $U \Sigma V^{T}$, with $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$, be the $S V D$ of $Z(1)$. The solution space $\mathcal{S}$ has a $\gamma$-observable dichotomy $(\gamma>1)$ if for some integer $k(1 \leq k<n)$ we have

$$
\sigma_{k}=\gamma \sigma_{k+1}
$$

Let $V=\left[\begin{array}{ll}\stackrel{l_{k}}{V_{1}} & \underset{n-k}{V_{2}}\end{array}\right]$. For $t \epsilon[0,1]$, we define the subspaces

$$
\begin{equation*}
\mathcal{S}_{1}(t)=\mathcal{R}\left(Z(t) V_{1}\right) \quad \text { and } \quad \mathcal{S}_{2}(t)=\mathcal{R}\left(Z(t) V_{2}\right) \tag{30}
\end{equation*}
$$

Then $\mathcal{S}_{1}$ is called a dominant subspace and $\mathcal{S}_{2}$ a dominated subspace.

A relation between dichotomy on a finite and on an infinite interval is given in

## Property 2.24

Assume that the homogeneous $D E$

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x, \quad t \in[0, \infty) \tag{31}
\end{equation*}
$$

has an exponential dichotomic solution space $\mathcal{S}$ with $\frac{e^{\lambda_{1}+\lambda_{2}}}{m_{1} m_{2}}>1$ (see Definition 2.7 ). Then the $D E$ (29) has a $\gamma$-observable dichotomy, for some $\gamma \geq \frac{e^{\lambda_{1}+\lambda_{2}}}{m_{1} m_{2}}$.

## Proof:

Let $Z$ be the fundamental solution of (31) with $Z(0)=I_{n}$ and let $U \Sigma V^{T}$ be the SVD of $Z(1)$. From the exponential dichotomy of the solution space $\mathcal{S}$ we obtain that there exists a projection $P$ such that

$$
m_{1} e^{-\lambda_{1}} \geq\left\|P Z^{-1}(1)\right\|=\left\|P V \Sigma^{-1}\right\|
$$

Since $\operatorname{dim}(\mathcal{R}(P))=k$ one can show that $\left\|P V \Sigma^{-1}\right\| \geq 1 / \sigma_{k}$. Hence, $\sigma_{k} \geq$ $\frac{e^{\lambda_{1}}}{m_{1}}$. Similarly we obtain that

$$
m_{2} e^{-\lambda_{2}} \geq\left\|Z(1)\left(I_{n}-P\right)\right\|=\left\|\Sigma V^{T}\left(I_{n}-P\right)\right\| \geq \sigma_{k+1}
$$

Therefore,

$$
\gamma=\frac{\sigma_{k}}{\sigma_{k+1}} \geq \frac{e^{\lambda_{1}+\lambda_{2}}}{m_{1} m_{2}}
$$

If in Definition 2.7 we have the inequalities $m_{1}<e^{\lambda_{1}}$ and $m_{2} \leq e^{\lambda_{2}}$ then the above property implies that the exponential dichotomy of (31) can already be observed at $[0,1]$.
In the Chapters 3 and 4 we discuss so-called decoupling transformations. Such a transformation tries to separate the solutions in $\mathcal{S}_{1}$ from those in $\mathcal{S}_{2}$. It will turn out that the stability of such a decoupling transformation is strongly influenced by the dichotomy factor $\gamma$. Therefore, in our applications the Definition 2.23 is only appropriate if $\gamma$ is significantly larger than 1 . In Chapter 5 we shall consider singularly perturbed problems, which in general have dichotomies with $\gamma \gg 1$.
Although it is not essential we shall make the following restriction.

## Assumption 2.25

If the solution space $\mathcal{S}$ has a $\gamma$-observable dichotomy, then the integer $k$ is such that $\sigma_{k+1} \leq 1<\sigma_{k}$.

Remark 2.26
(i) $\operatorname{GAP}\left(\mathcal{S}_{1}(0), \mathcal{S}_{2}(0)\right)=\operatorname{GAP}\left(\mathcal{S}_{1}(1), \mathcal{S}_{2}(1)\right)=1$.
(ii) $\mathcal{R}\left(V_{2}\right)$ is the solution of the minimization problem

$$
\min _{V \subset \mathbb{R}^{n}} \max _{\substack{v \in V \\ v \neq 0}}\left\{\left.\frac{\|Z(1) v\|}{\|v\|} \right\rvert\, \operatorname{dim}(V)=n-k\right\}
$$

Equivalently, $\mathcal{R}\left(V_{1}\right)$ is the solution of the maximization problem

$$
\max _{V \subset \mathbb{R}^{n}} \min _{\substack{v \in V \\ v \neq 0}}\left\{\left.\frac{\|Z(1) v\|}{\|v\|} \right\rvert\, \operatorname{dim}(V)=k\right\}
$$

(iii) Let $X$ be some fundamental solution, then $U \Sigma V^{T}$ is also the SVD of the incremental matrix $X(1) X^{-1}(0)$ (cf. [26]).

## Definition 2.27

With the definitions of (30) a fundamental solution $X=\left[\begin{array}{ll}\underset{k}{X_{1}} & \underset{n-k}{X_{2}}\end{array}\right]$ is called
consistent at $t=0$ if $\operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)>0$.
Equivalently, $X$ is called consistent at $t=1$ if $\operatorname{GAP}\left(\mathcal{R}\left(X_{2}(1)\right), \mathcal{S}_{1}(1)\right)>0$.

Similarly to Theorem 2.19 we may now formulate

## Theorem 2.28

Assume the solution space $\mathcal{S}$ has a $\gamma$-observable dichotomy $(\gamma>1)$. Write $\mathcal{S}=$ $\mathcal{S}_{1} \oplus \mathcal{S}_{2}$ as in (30). Define a fundamental solution $X$ by $X_{1}(0)=V\left[\begin{array}{l}H_{11} \\ H_{21}\end{array}\right]$ (with $\left.\operatorname{rank}\left(\left[\begin{array}{l}H_{11} \\ H_{21}\end{array}\right]\right)=k\right)$ and $X_{2}(1)=U\left[\begin{array}{l}H_{12} \\ H_{22}\end{array}\right]\left(\right.$ with $\left.\operatorname{rank}\left(\left[\begin{array}{c}H_{12} \\ H_{22}\end{array}\right]\right)=n-k\right)$.
Then
(i) if $H_{11}$ is singular then $\operatorname{DIST}\left(\mathcal{R}\left(X_{1}(1)\right), \mathcal{S}_{1}(1)\right)=1$

$$
\text { else } \operatorname{DIST}\left(\mathcal{R}\left(X_{1}(1)\right), \mathcal{S}_{1}(1)\right) \leq \frac{\left\|H_{21} H_{11}^{-1}\right\|}{\gamma}
$$

(ii) if $H_{22}$ is singular then $\operatorname{DIST}\left(\mathcal{R}\left(X_{2}(0)\right), \mathcal{S}_{2}(0)\right)=1$

$$
\text { else } \operatorname{DIST}\left(\mathcal{R}\left(X_{2}(0)\right), \mathcal{S}_{2}(0)\right) \leq \frac{\left\|H_{12} H_{22}^{-1}\right\|}{\gamma}
$$

Proof:
(i) Note that, with $\Sigma=\left[\begin{array}{cc}\Sigma_{11} & 0 \\ 0 & \Sigma_{22}\end{array}\right]$, we obtain

$$
X_{1}(1)=U \Sigma\left[\begin{array}{l}
H_{11} \\
H_{21}
\end{array}\right]=U_{1} \Sigma_{11} H_{11}+U_{2} \Sigma_{22} H_{21}
$$

If $H_{11}$ is non-singular, then

$$
\begin{aligned}
& \operatorname{DIST}\left(\mathcal{R}\left(X_{1}(1)\right), \mathcal{S}_{1}(1)\right)=\operatorname{DIST}\left(X_{1}(1), U_{1}\right) \\
&=\left\|\Sigma_{22} H_{21} H_{11}^{-1} \Sigma_{11}^{-1}\right\| \\
& \sqrt{1+\left\|\Sigma_{22} H_{21} H_{11}^{-1} \Sigma_{11}^{-1}\right\|^{2}} \\
& \quad \leq \frac{\sigma_{k+1}}{\sigma_{k}}\left\|H_{21} H_{11}^{-1}\right\|=\frac{\left\|H_{21} H_{11}^{-1}\right\|}{\gamma}
\end{aligned}
$$

If $H_{11}$ is singular the result is obtained by Property 1.15 and the observation that $\operatorname{GAP}\left(\mathcal{R}\left(X_{1}(1)\right), \mathcal{S}_{2}(1)\right)=0$.
(ii) Since $X_{2}(1)=V_{1} \Sigma_{11}^{-1} H_{12}+V_{2} \Sigma_{22}^{-1} H_{22}$ the proof goes similarly to (i).

Note that $\left\|H_{21} H_{11}^{-1}\right\|$ is directly related to $\operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)$ :
$\operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)=1 / \sqrt{1+\left\|H_{21} H_{11}^{-1}\right\|^{2}}$ (cf. Property 1.15).
Similarly we have that $\operatorname{GAP}\left(\mathcal{R}\left(X_{2}(1)\right), \mathcal{S}_{1}(1)\right)=1 / \sqrt{1+\left\|H_{12} H_{22}^{-1}\right\|^{2}}$.
Theorem 2.28 tells us something about the direction of solutions of the DE. Like in Theorem 2.22 also results about the growth of solutions can be derived. Again let $X$ be a fundamental solution with $X_{1}(0)=V\left[\begin{array}{l}H_{11} \\ H_{21}\end{array}\right]$ and $X_{2}(1)=$ $U\left[\begin{array}{l}H_{21} \\ H_{22}\end{array}\right]$. Assume $X$ is consistent at both $t=0$ and $t=1$. Then, for $x_{1}=X_{1} c_{1}\left(c_{1} \neq 0\right)$, we have

$$
\begin{gathered}
\frac{\left\|x_{1}(1)\right\|^{2}}{\left\|x_{1}(0)\right\|^{2}}=\frac{\left\|U \Sigma\left[\begin{array}{l}
H_{11} \\
H_{21}
\end{array}\right] c_{1}\right\|^{2}}{\left\|V\left[\begin{array}{l}
H_{11} \\
H_{21}
\end{array}\right] c_{1}\right\|^{2}}=\frac{\left\|\left[\begin{array}{cc}
\Sigma_{11} & 0 \\
0 & \Sigma_{22}
\end{array}\right]\left[\begin{array}{l}
H_{11} \\
H_{21}
\end{array}\right] c_{1}\right\|^{2}}{\left\|\left[\begin{array}{l}
H_{11} \\
H_{21}
\end{array}\right] c_{1}\right\|^{2}} \\
=\frac{\frac{\left\|\Sigma_{11} d_{1}\right\|^{2}}{\left\|d_{1}\right\|^{2}}+\frac{\left\|\Sigma_{22} H_{21} H_{11}^{-1} \Sigma_{11}^{-1} d_{1}\right\|^{2}}{\left\|d_{1}\right\|^{2}}}{1+\frac{\left\|H_{21} H_{11}^{-1} d_{1}\right\|^{2}}{\left\|d_{1}\right\|^{2}}} \quad\left(d_{1}=H_{11} c_{1}\right)
\end{gathered}
$$

$$
\geq \frac{\sigma_{k}^{2}}{1+\left\|H_{21} H_{11}^{-1}\right\|^{2}}={\sigma_{k}^{2}}^{2} \mathrm{GAP}^{2}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)
$$

So,

$$
\begin{equation*}
\frac{\left\|x_{1}(0)\right\|}{\left\|x_{1}(1)\right\|} \leq \frac{1}{\sigma_{k} \operatorname{GAP}\left(\mathcal{R}\left(X_{1}(0)\right), \mathcal{S}_{2}(0)\right)} \tag{32}
\end{equation*}
$$

Equivalently, for $x_{2}=X_{2} c_{2}\left(c_{2} \neq 0\right)$, we may derive

$$
\begin{equation*}
\frac{\left\|x_{2}(1)\right\|}{\left\|x_{2}(0)\right\|} \leq \frac{\sigma_{k+1}}{\operatorname{GAP}\left(\mathcal{R}\left(X_{2}(1)\right), \mathcal{S}_{1}(1)\right)} \tag{33}
\end{equation*}
$$

The splitting of the solution space $\mathcal{S}$ is based on the values of the fundamental solution $Z$ at the boundary points. Hence, we can only say something about a dichotomy at these boundary points. The concept is therefore not directly applicable for the whole interval; it does not guarantee a different growth behaviour of solutions all over the interval. However, we do know that the larger the factor $\gamma$, the better the situation of infinite intervals is approximated (cf. Property 2.24).

### 2.4 Conditioning

In this section we consider the finite interval $[0,1]$. We shall examine the relation between the stability constants (cf.(6) and (7))

$$
\begin{align*}
\beta & =\max _{t \in[0,1]}\left\|X(t) \mathcal{B}(X)^{-1}\right\| \\
& =\max _{t \in[0,1]}\left\|X(t)\left[B^{0} X(0)+B^{1} X(1)\right]^{-1}\right\| \tag{34}
\end{align*}
$$

and

$$
\begin{equation*}
\alpha=\max _{t, s \in[0,1]}\|G(t, s)\| \tag{35}
\end{equation*}
$$

with (exponential) dichotomy of the solution space $\mathcal{S}$. How closely these quantities are related has already been explained by de Hoog and Mattheij ([26]). Here we shall derive similar results using our own normalizations and definitions.

A relation between $\alpha$ and $\beta$ is given by
Theorem 2.29
With the definitions (34) and (35) we obtain the relation

$$
\beta \leq \sqrt{2} \alpha .
$$

## Proof:

For the stability constant $\alpha$ we have

$$
\alpha=\max _{t, s \in[0,1]}\|G(t, s)\| \geq \max _{t \in[0,1]}\|G(t, 0)\|=\max _{t \in[0,1]}\left\|X(t) \mathcal{B}(X)^{-1} B^{0}\right\| .
$$

Equivalently, $\alpha \geq \max _{t \in[0,1]}\left\|X(t) \mathcal{B}(X)^{-1} B^{1}\right\|$.
Hence, by the row orthogonality of $\left[B^{0} \mid B^{1}\right]$ (Assumption 2.3) we have, for all $t \in[0,1]$,

$$
\begin{aligned}
& \left\|X(t) \mathcal{B}(X)^{-1}\right\|=\left\|X(t) \mathcal{B}(X)^{-1}\left[B^{0} \mid B^{1}\right]\right\| \\
& \quad=\left\|\left[X(t) \mathcal{B}(X)^{-1} B^{0} \mid X(t) \mathcal{B}(X)^{-1} B^{1}\right]\right\| \leq \sqrt{2} \alpha
\end{aligned}
$$

by Lemma 1.17 .

Now we first assume that the BCs are separated, i.e.,

The value of the integer $m$ is at this moment unspecified. Define a fundamental solution $X=\left[\underset{m}{\underset{n-m}{X_{1}}} \underset{n}{X_{2}}\right]$ by

$$
\begin{align*}
& \text { (i) } B^{02} X(0)=\left[\begin{array}{ll}
0 & I_{n-m}
\end{array}\right],  \tag{37a}\\
& \text { (ii) } B^{11} X(1)=\left[\begin{array}{ll}
I_{m} & 0
\end{array}\right] . \tag{37b}
\end{align*}
$$

Observe that by the well-posedness of the problem and Assumption 2.3 these conditions are not contradicting and the matrix function $X$ is a uniquely defined fundamental solution, with $X_{2}(0)$ and $X_{1}(1)$ column orthogonal.
Since $B^{0} X(0)+B^{1} X(1)=I_{n}$, the Green's function G has the simple expression

$$
G(t, s)= \begin{cases}X(t)\left[\begin{array}{cc}
0 & 0 \\
0 & I_{n-m}
\end{array}\right] X^{-1}(s) & , t \geq s  \tag{38}\\
-X(t)\left[\begin{array}{cc}
I_{m} & 0 \\
0 & 0
\end{array}\right] X^{-1}(s) & , t<s\end{cases}
$$

As in Lemma 2.12 we now have

## Property 2.30

$$
\operatorname{GAP}\left(X_{1}(t), X_{2}(t)\right) \geq \alpha^{-1}, \quad \text { for all } t \epsilon[0,1]
$$

Moreover, for all non-trivial $c_{1} \in \mathbb{R}^{m}$,

$$
\begin{align*}
& \left.\frac{\left\|X_{1}(t) c_{1}\right\|}{\left\|c_{1}\right\|}=\frac{\left\|X_{1}(t) c_{1}\right\|}{\left\|X_{1}(1) c_{1}\right\|}=\frac{\|\left[X_{1}(t)\right.}{} 0\right]\binom{c_{1}}{0} \| \\
& \leq\left\|X(t)\left[\begin{array}{cc}
I_{m} & 0 \\
0 & 0
\end{array}\right] X^{-1}(1)\right\| \leq \alpha . \tag{39}
\end{align*}
$$

Similarly, for all non-trivial $c_{2} \in \mathbb{R}^{n-m}$,

$$
\begin{equation*}
\frac{\left\|X_{2}(t) c_{2}\right\|}{\left\|c_{2}\right\|} \leq \alpha \tag{40}
\end{equation*}
$$

To obtain a relation between dichotomy, consistency and conditioning we again look at the SVD of $Z(1)$, where $Z$ is the fundamental solution starting with the identity. So, $Z(1)=U \Sigma V^{T}$, where $U=\left[u_{1}|\cdots| u_{n}\right]$ and $V=\left[v_{1}|\cdots| v_{n}\right]$ are orthogonal matrices and $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$. Define $l_{1}$ as the largest index such that $\sigma_{l_{1}}>\alpha \geq 1$ and $l_{2}$ the smallest index such that $\sigma_{l_{2}+1}<1 / \alpha \leq 1$. From (40) we obtain that solutions in $X_{2}$ (satisfying the homogeneous BCs at $t=1$ ) grow at most a factor $\alpha$. Hence,

$$
\begin{equation*}
\operatorname{GAP}\left(X_{2}(1),\left[u_{1}|\cdots| u_{l_{1}}\right]\right)>0 \tag{41}
\end{equation*}
$$

Similar arguments show that for $X_{1}(0)$ defined by (37a) we have

$$
\begin{equation*}
\operatorname{GAP}\left(X_{1}(0),\left[v_{l_{2}+1}|\cdots| v_{n}\right]\right)>0 \tag{42}
\end{equation*}
$$

## Definition 2.31

Consider a BVP with a given stability constant $\alpha$. Let $Z$ be the corresponding fundamental solution with $Z(0)=I_{n}$. Let $U \Sigma V^{T}$ be the SVD of $Z(1)$. Define $l_{1}$ as the largest index such that $\sigma_{l_{1}}>\alpha \geq 1$ and $l_{2}$ the smallest index such that $\sigma_{l_{2}+1}<1 / \alpha \leq 1$. If $l_{1}>0$, then $\mathcal{R}\left(Z(t)\left[v_{1}|\cdots| v_{l_{1}}\right]\right)$ is called the subspace of fast increasing modes.
Correspondingly, if $l_{2}<n$, then $\mathcal{R}\left(Z(t)\left[v_{l_{2}+1}|\cdots| v_{n}\right]\right)$ is called the sub-
space of fast decaying modes.
Finally, if $l_{1} \neq l_{2}$ then a solution in $\mathcal{R}\left(Z(t)\left[v_{l_{1}+1}|\cdots| v_{l_{2}}\right]\right)$ is called a smooth solution.

From (41) it follows that

$$
B^{11}\left[u_{1}|\cdots| u_{l_{1}}\right] c=0 \Rightarrow c=0 .
$$

Hence, we may say that the fast increasing modes are controled by the BCs at $t=1$. Similarly, the fast decaying modes are controled by the BCs at $t=0$. The factor of smooth solutions which is contained in the solution $x$ of (1), subject to (36), may be determined on either side.

Now let the solution space $\mathcal{S}$ have a $\gamma$-observable dichotomy, i.e., there exist a constant $\gamma>1$ and an index $k$ such that $\gamma=\sigma_{k} / \sigma_{k+1}$ and $\sigma_{k+1} \leq 1<\sigma_{k}$. The properties (41) and (42) do imply consistency at one of both ends for the fundamental solution $X$, defined by (37a,b) (cf. Definition 2.23), as soon as $k=l_{1}$ or $k=l_{2}$.

## Property 2.32

If $\gamma>\alpha^{2}$ then $l_{1} \leq k \leq l_{2}$ with at least one equality.

## Proof:

Since $\sigma_{l_{2}+1}<1 / \alpha \leq 1 \leq \alpha<\sigma_{l_{1}}$ and $\sigma_{k+1} \leq 1<\sigma_{k}$ we know that $l_{1} \leq k \leq l_{2}$. If $l_{2}-l_{1} \leq 1$ then we are ready. Now assume $l_{1}<k<l_{2}$. Then $\gamma=\sigma_{k} / \sigma_{k+1} \leq$ $\alpha^{2}$, which is in contradiction with the assumption.

Hence, if $\gamma>\alpha^{2}$ then the separation of the solution subspace $\mathcal{S}$, induced by the dichotomy, coincides with our definitions of fast and smooth solutions; the smooth solutions are grouped together with the fast decaying solutions ( $k=l_{1}$ ) or with the fast increasing solutions $\left(k=l_{2}\right)$. Since our orientation is from left to right we shall assume, without loss of generality, that in such case $k=l_{1}$. If $l_{1}=l_{2}$ (implying $m=k$ ) then there are no non-trivial smooth solutions of the homogeneous part of (1) and we have consistency of the fundamental solution $X$ at both ends. Hence, no decaying solutions are present in $X_{1}$ and no increasing solutions in $X_{2}$.

In general, however, $l_{1} \neq l_{2}$ and $m$ may be different from $k$. In that case smooth solutions will be present in both $X_{1}$ and $X_{2}$. Although not dramatic (cf. Property 2.30) this is a less desirable situation for continuous decoupling
transformations, as will be discussed in the Chapters 3 and 4, since the stability of such methods depends on the ratio $\sigma_{m} / \sigma_{m+1}$.

If the BCs are non-separated, then they do not induce a consistent fundamental solution $X$ in a straightforward way. However, one can always construct separated BCs which define the same solution $x$ and which cause just a small perturbation of the stability constants ([26]). If the solution space $\mathcal{S}$ has a $\gamma$-observable dichotomy, then these separated BCs can be written as

$$
\begin{equation*}
V_{2}^{T} x(0)=\tilde{b}_{2} \quad \text { and } \quad U_{1}^{T} x(1)=\tilde{b}_{1} \tag{43}
\end{equation*}
$$

where $V_{2}$ and $U_{1}$ are given in Definition 2.23 and $\tilde{b}=\binom{\tilde{b}_{1}}{\tilde{b}_{2}}$ has been chosen properly.

Denoting the stability constants corresponding to the DE (1) and the BCs (43) by $\tilde{\alpha}$ and $\tilde{\beta}$ (see (34) and (35)), then one can, for instance, show that $\tilde{\beta} \leq \sqrt{2} \beta$. Now, with $(\alpha, \beta)$ replaced by $(\tilde{\alpha}, \tilde{\beta})$ we can use the earlier obtained results for separated BCs. We have to realize, however, that the derivation of (43) is not constructive, in the sense that it does not yield a numerically stable algorithm for the computation of a consistent fundamental solution $X$. For a discussion of how the initial values of $X$ may be chosen in order to obtain consistency we refer to Section 3.4.

## Chapter 3

## Decoupling methods

### 3.1 Introduction

In Section 2.1 we have already seen that any solution of (2.1) can be expressed as a linear combination of the columns of a fundamental solution $X$ and a particular solution $p$. Assume that the solution space $\mathcal{S}$ is exponentially dichotomic. Hence, there exist a $k$-dimensional dominant subspace $\mathcal{S}_{1}$ and an $(n-k)$-dimensional dominated subspace $\mathcal{S}_{2}$. In general, each column of $X(0)$ will contain a non-trivial part of modes from $\mathcal{S}_{1}$, unless $X(0)$ has been chosen very specifically. This implies that, possibly after some initial effect, all columns of $X$ will grow correspondingly to the fastest modes. The directions of these modes will be in $\mathcal{S}_{1}$ (cf. Theorem 2.19). Therefore, the numerical independence of the columns of $X$ will be destroyed. In this situation we cannot expect to find by superposition an accurate approximation for the solution of a BVP.

This difficulty can be overcome by the use of a so-called multiple shooting method ([14],[29],[42],[50]). To reduce the effect of dominant growth behaviour of solutions the interval $[0,1]$ is divided into $m$ subintervals $\left[t_{i}, t_{i+1}\right]$ ( $i=$ $0, \ldots, m-1$ ), where

$$
\begin{equation*}
0=t_{0}<t_{1}<\cdots<t_{m-1}<t_{m}=1 . \tag{1}
\end{equation*}
$$

For ease of notation we define $t_{m+1}=1$. On each interval $\left[t_{i}, t_{i+1}\right](i=$ $0, \ldots, m$ ) a fundamental solution $X^{i}$ and a particular solution $p^{i}$ are computed. This implies that for any solution $x$ of

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x+f(t), \quad t \epsilon[0,1] \tag{2}
\end{equation*}
$$

there exists a sequence of vectors $\left\{c^{i}\right\}_{i=0}^{m}$ such that

$$
x(t)=X^{i}(t) c^{i}+p^{i}(t), \quad t \in\left[t_{i}, t_{i+1}\right], \quad(i=0, \ldots, m)
$$

Continuity of the solutions at the nodes requires that

$$
\begin{equation*}
X^{i-1}\left(t_{i}\right) c^{i-1}+p^{i-1}\left(t_{i}\right)=x\left(t_{i}\right)=X^{i}\left(t_{i}\right) c^{i}+p^{i}\left(t_{i}\right), \quad(i=1, \ldots, m) \tag{3}
\end{equation*}
$$

Together with the transformed BCs

$$
\begin{equation*}
B^{0} X^{0}\left(t_{0}\right) c^{0}+B^{1} X^{m}\left(t_{m}\right) c^{m}=b-B^{0} p^{0}\left(t_{0}\right)-B^{1} p^{m}\left(t_{m}\right) \tag{4}
\end{equation*}
$$

these relations lead to the multiple shooting system

$$
\begin{equation*}
M \tilde{c}=\tilde{d} \tag{5}
\end{equation*}
$$

where $[M|\tilde{c}| \tilde{d}]=$

$$
\left[\begin{array}{ccll|c|c}
B^{0} X^{0}\left(t_{0}\right) & & & & B^{1} X^{m}\left(t_{m}\right) & c^{0} \\
-X^{0}\left(t_{1}\right) & X^{1}\left(t_{1}\right) & & & b-B^{0} p^{0}\left(t_{0}\right)-B^{1} p^{m}\left(t_{m}\right) \\
& -X^{1}\left(t_{2}\right) & X^{2}\left(t_{2}\right) & & & p^{0}\left(t_{1}\right)-p^{1}\left(t_{1}\right) \\
& & \ddots & \ddots & & \vdots \\
& & -X^{m-1}\left(t_{m}\right) & X^{m}\left(t_{m}\right) & c^{m} & p^{m-1}\left(t_{m}\right)-p^{m}\left(t_{m}\right)
\end{array}\right]
$$

The performance of a multiple shooting method depends on

- the way (and the accuracy) in which these $X^{i}$ and $p^{i}$ are computed,
- the choice of the initial values $X^{i}\left(t_{i}\right)$ and $p^{i}\left(t_{i}\right)$,
- the strategy that determines the shooting points $t_{i}$, and, last but not least,
- the linear solver for (5).

If the solution manifold of (2) contains mildly varying modes only, then an explicit Runge-Kutta method may be used to approximate $X^{i-1}\left(t_{i}\right)$. The matrix $X^{i}\left(t_{i}\right)$ is often chosen such that it is a well-conditioned matrix, whose first $k$ columns give an accurate approximation of $\mathcal{S}_{1}$. These properties can be obtained by the construction of the QR-decomposition of $X^{i-1}\left(t_{i}\right)(i=1, \ldots, m)$ ([39],[54]). Let

$$
X^{i-1}\left(t_{i}\right)=Q^{i} R^{i}=\underset{k}{\left[\begin{array}{ll}
Q_{1}^{i} & Q_{2}^{i}  \tag{6}\\
\longleftrightarrow
\end{array}\right]}\left[\begin{array}{cc}
R_{11}^{i} & R_{12}^{i} \\
0 & R_{22}^{i}
\end{array}\right]
$$

with $Q^{i}$ orthogonal and $R^{i}$ (block) upper triangular. Take $Q^{i}$ as the initial value $X^{i}\left(t_{i}\right)(i=1, \ldots, m)$. Then, by Theorem $2.19, \mathcal{R}\left(Q_{1}{ }^{i}\right)$ will approximate $\mathcal{S}_{1}$ quite accurately as soon as $X^{0}\left(t_{0}\right)$ has been chosen correctly (see Section 3.4). The growth of solutions within $\mathcal{R}\left(Q_{1}{ }^{i}\right)$ over the interval [ $t_{i-1}, t_{i}$ ] is given by $R_{11}{ }^{i}$. Moreover, as is shown by geometrical arguments in [42], $R_{22}{ }^{i}$ indicates the growth of dominated solutions over the interval $\left[t_{i-1}, t_{i}\right]$.

The shooting points are chosen adaptively such that \| $X^{i}(t) \|$ is bounded by some fixed constant, for all $t \epsilon\left[t_{i}, t_{i+1}\right]$. This criterion implies that the QR-decomposition of (6) yields the information about direction and growth of solutions within a prescribed tolerance. Finally (5) is solved by a forward and a backward sweep (decaying solutions in a forward direction and increasing solutions backward ([39]). During this backward sweep we implicitly find the direction of the dominated subspace. It can be shown ([33],[42]) that by such a multiple shooting method the solution of a well-conditioned BVP with only mildly varying solutions is obtained in a numerically stable way.

The algorithm sketched above can be simplified if the BCs are separated. Assume

$$
B^{0}=\left[\begin{array}{c}
0  \tag{7}\\
B^{02}
\end{array}\right] \begin{aligned}
& \rrbracket_{n-k} \\
& \rrbracket_{n-k}
\end{aligned}, B^{1}=\left[\begin{array}{c}
B^{11} \\
0
\end{array}\right] \rrbracket_{n-k} \text { and } b=\binom{b_{1}}{b_{2}} \rrbracket_{n-k}
$$

and $X(t)=\left[\underset{k}{\underset{n-k}{X_{1}(t)}} \underset{\stackrel{X_{2}}{ }(t)}{X_{2}}\right]$. If the initial values $X^{0}\left(t_{0}\right)$ and $p^{0}\left(t_{0}\right)$ are chosen such that

$$
\begin{equation*}
B^{02}\left[X_{1}^{0}\left(t_{0}\right) \mid p^{0}\left(t_{0}\right)\right]=\left[\underset{k}{[\underset{i}{\leftrightarrows} \mid \underset{\sim}{\mid}} \underset{2}{b_{2}}\right], \tag{8}
\end{equation*}
$$

then the k -dimensional solution manifold determined by the BCs at $t=0$ is spanned by $p^{0}$ and the columns of $X_{1}{ }^{0}$. Similarly to (6) the columns of $X_{1}{ }^{i-1}(i=1, \ldots, m)$ can be orthogonalized at the shooting points $t_{i}$. This implies that we only need to compute particular solutions $p^{i}$ and the first $k$ columns of each fundamental solution $X^{i}$, whose span does not contain dominated solutions (cf. (2.42)). This method is called the Godunov-Conte or sta-
bilized march algorithm and is proven to be numerically stable too ([50]).
Observe that any multiple shooting algorithm, using an explicit integration routine, will be inefficient if there are very rapidly varying solutions, since then the number of integration steps needed to compute $X^{i-1}\left(t_{i}\right)$, will become prohibitively large. Such so-called stiff problems (see Chapter 5) are not just artificial ( $[12],[48])$. Therefore we shall look at generalizations of multiple shooting algorithms that take advantage of such rapidly varying solutions. It will appear that these generalizations decompose the fundamental solutions $X^{i}$ continuously throughout the subinterval $\left[t_{i}, t_{i+1}\right](i=0, \ldots, m-1)$. As we shall see this implies that the directions of solutions are computed independently of their growth behaviour.

### 3.2 Continuous decoupling

### 3.2.1 General description

In [39] it is shown that by the construction of the QR-decompositions (6) a decoupling is obtained of the dominant and dominated subspaces of the homogeneous part of

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x+f(t), \quad t \in[0,1], \tag{9}
\end{equation*}
$$

at the shooting points $t_{i}(i=1, \ldots, m)$. This decoupling yields the direction of the dominant subspace and (separately) the growth of solutions in both the dominant and the dominated subspace. In this section we try to perform such a decoupling in a continuous way (cf. [42]).
Let $X$ be a fundamental solution corresponding to (9) which is to be continuously decomposed in

$$
\begin{equation*}
X=T Y, \tag{10}
\end{equation*}
$$

where the $n \times n$ matrix function $T$ (and consequently also $Y$ ) is non-singular, for all $t$. The matrix function $T$ has to represent the directions of solutions, while the matrix function $Y$ has to indicate the growth behaviour of the various solutions. In [4] the computation of matrix functions $T$ and $Y$ that satisfy (10) is called a factorization method.
From (10) we deduce

$$
\begin{equation*}
A T Y=A X=\frac{d X}{d t}=\frac{d T}{d t} Y+T \frac{d Y}{d t} \tag{11}
\end{equation*}
$$

Let $\tilde{A}$ be some $n \times n$ matrix function, generally depending on $A$ and $T$ and to be specified later on, such that

$$
\begin{equation*}
\frac{d Y}{d t}=\tilde{A}(T, t) Y, \quad t \epsilon[0,1] \tag{12}
\end{equation*}
$$

Then (11) yields that $T$ has to satisfy the, generally non-linear, Lyapunov equation

$$
\begin{equation*}
\frac{d T}{d t}=A(t) T-T \tilde{A}(T, t), \quad t \epsilon[0,1] \tag{13}
\end{equation*}
$$

Hence, for any $n \times n$ matrix function $\tilde{A}$ and initial values $T(0)$ and $Y(0)$ such that $X(0)=T(0) Y(0)$, a decomposition of the form (10) is obtained as soon as $T$ and $Y$ satisfy the DEs (13) and (12).

The equation (13) can also be viewed as the relation between $\tilde{A}$ and $T$ that results if (9) is transformed into

$$
\begin{equation*}
\frac{d y}{d t}=\tilde{A}(T, t) y+\tilde{f}(t), \quad t \epsilon[0,1] \tag{14a}
\end{equation*}
$$

by the substitutions

$$
\begin{equation*}
x(t)=T(t) y(t) \quad \text { and } \quad f(t)=T(t) \tilde{f}(t) \tag{14b}
\end{equation*}
$$

Then (9) and (14a,b) imply that

$$
\begin{equation*}
\tilde{A}(T, t)=T^{-1}(t) A(t) T(t)-T^{-1}(t) \frac{d T}{d t}(t) \tag{14c}
\end{equation*}
$$

which is equivalent with (13), and the $n \times n$ matrix function $Y$, defined by (12), is nothing but a fundamental solution of the transformed system (14a).

Observe that in the decomposition formulation we choose $\tilde{A}$, whereafter $T$ and $Y$ follow from (13) and (12). In the transformation formulation we start with some $T$, from which $\tilde{A}$ and $Y$ are obtained. Practical algorithms are often a combination of the two. To obtain special structures for $T$ and $Y$ (like (block) upper/lower triangular or (column) orthogonal) we put some requirements on both $\tilde{A}$ and $T$. In principle one can say that (13) consists of $n^{2}$ equations for $2 n^{2}$ variables (the elements of $\tilde{A}$ and $T$ ), so that $n^{2}$ degrees of freedom are left.

For a decoupling of direction and growth the decomposition (10) must be such that $Y$ is (block) upper triangular and $T$ well-conditioned and properly scaled,
uniformly in $t$ (cf. [42]). Hence, $\tilde{A}$ has to be (block) upper triangular, for all $t$, and (14a) is a partially decoupled system, obtained by transformation of (9). For the sake of convenience we shall call the system (14a) decoupled if $\tilde{A}$ is (block) upper triangular.
For the form of the matrix function $T$ in (13) we have two genuine possibilities: orthogonal, leading to a QR-decomposition, or lower triangular, leading to an LU-decomposition. The best known member of the latter kind is the so-called Riccati transformation, which will be discussed in the next chapter. In this section we shall concentrate mostly on the former group. A solution method for a linear BVP based on the computation of the decomposition (10) with orthogonal $T$ is called continuous orthonormalization.
From now on we shall assume that $\tilde{A}$ depends on $T$ in a continuous way and that $\tilde{A}$ is block upper triangular, i.e.,

$$
\tilde{A}=\left[\begin{array}{cc}
\tilde{A}_{11} & \tilde{A}_{12}  \tag{15}\\
0 & \underset{k}{\leftrightarrows} \\
\tilde{A}_{22}
\end{array}\right] \begin{aligned}
& \ddagger k-k \\
& \downarrow_{n-k}
\end{aligned}
$$

where the dimension $k$ is not yet specified (actually, if possible, we shall choose $k$ equal to the dimension of the dominant subspace). Observe that (15) implies that $Y$ can be taken block upper triangular (if $Y$ is partitioned like $\tilde{A}$, then $Y_{21}(0)=0$ implies that $Y_{21} \equiv 0$ ). From now on we shall assume that $Y$ is block upper triangular with the same partitioning as $\tilde{A}$. Let $T=\left[\begin{array}{ll}T_{k} & \underset{n-k}{T_{2}}\end{array}\right]$. Then
from (12), (13) and (15) it follows that one may obtain differential equations for $T_{1}$ and $Y_{11}$ that are decoupled from those for $T_{2}, Y_{12}$ and $Y_{22}$, namely

$$
\begin{align*}
& \frac{d}{d t} T_{1}=A(t) T_{1}-T_{1} \tilde{A}_{11}\left(T_{1}, t\right), \quad t \epsilon[0,1]  \tag{16}\\
& \frac{d}{d t} Y_{11}=\tilde{A}_{11}\left(T_{1}, t\right) Y_{11}, \quad t \epsilon[0,1] \tag{17}
\end{align*}
$$

Let $X=\left[\begin{array}{ll}X_{k} & X_{n-k} \\ \stackrel{X_{2}}{\rightleftarrows}\end{array}\right]$ be a given fundamental solution. Define the matrix functions $T_{1}$ and $Y_{11}$ by (16) and (17), respectively. If the initial values have been chosen such that $X_{1}(0)=T_{1}(0) Y_{11}(0)$, then $X_{1}=T_{1} Y_{11}$, from which we obtain that $\mathcal{R}\left(T_{1}(t)\right)=\mathcal{R}\left(X_{1}(t)\right)$, for all $t$, independently of the choice of $\tilde{A}_{11}$. Hence, if $\tilde{A}_{11}$ is chosen such that $T_{1}$ is well-conditioned and properly
scaled, then the direction of $X_{1}$ is represented by $T_{1}$ and its growth by $Y_{11}$. This result can be formalized as follows:

## Property 3.1

Let $X_{1}$ and $T_{1}$ be $n \times k$ matrix functions satisfying, respectively, the DEs

$$
\begin{align*}
& \frac{d}{d t} X_{1}=A(t) X_{1}, \quad t \epsilon[0,1]  \tag{18a}\\
& \frac{d}{d t} T_{1}=A(t) T_{1}-T_{1} \tilde{A}_{11}\left(T_{1}, t\right), \quad t \epsilon[0,1] \tag{18b}
\end{align*}
$$

where $\tilde{A}_{11}$ is a continuous $k \times k$ matrix function, depending on $A$ and $T_{1}$, such that $T_{1}$ exists on $[0,1]$. If $\mathcal{R}\left(T_{1}(0)\right)=\mathcal{R}\left(X_{1}(0)\right)$ then $\mathcal{R}\left(T_{1}(t)\right)=$ $\mathcal{R}\left(X_{1}(t)\right)$, for all $t \epsilon[0,1]$. Moreover, if $T_{1}(0)$ has full rank, then $T_{1}(t)$ has full rank, for all $t$.

## Remark 3.2

If the solution space $\mathcal{S}$ is exponentially dichotomic then we obtain, from Theorem 2.19 , that the subspace $\mathcal{R}\left(T_{1}(t)\right)$ will asymptotically be equal to the dominant subspace as soon as $\mathcal{S}_{2}(0) \cap \mathcal{R}\left(T_{1}(0)\right)=\{0\}$ (see also Theorem 3.5).

### 3.2.2 Possible choices

Now we shall discuss various possibilities for the choice of $\tilde{A}_{11}$. For notational convenience we suppress the dependence of $\tilde{A}_{11}$ on $T_{1}$.
Our main goal is to choose $\tilde{A}_{11}$ such that
(i) $T_{1}(t)$ is uniformly well-conditioned
(ii) the DE (16) for $T_{1}$ is stable
(iii) the rotational activity of $T_{1}$ is as small as possible (see Definition 1.19).

The requirements (i) and (ii) are somewhat related, as will be shown in Theorem 3.5. If the $\mathrm{DE}(16)$ is solved by an automatic integration routine, then the third requirement hopefully maximizes the stepsizes that are taken.
It can be shown that the choice $\tilde{A}_{11}=\operatorname{diag}\left(T_{1}{ }^{T} A T_{1}\right)$ leads to a matrix function $T_{1}$ with all columns having unit lengths. In that case $\left\|\frac{d}{d t} T_{1}\right\|$ is the
rotational activity of $T_{1}$ and, at the same time, the rotational activity of $X_{1}$. However, this choice will, in general, be in conflict with all three of the above requirements. Therefore we look for better choices of $\tilde{A}_{11}$.
To obtain an idea how the first requirement can be fulfilled, we make the following observation. Let $T_{1}$ satisfy the DE (16). Then

$$
\begin{align*}
\frac{d}{d t}\left(I_{k}-T_{1}^{T} T_{1}\right)= & -\left(\frac{d T_{1}}{d t}\right)^{T} T_{1}-T_{1}^{T}\left(\frac{d T_{1}}{d t}\right) \\
= & -T_{1}^{T}\left(A+A^{T}\right) T_{1}+\tilde{A}_{11}^{T} T_{1}^{T} T_{1}+T_{1}^{T} T_{1} \tilde{A}_{11} \\
= & \tilde{A}_{11}+\tilde{A}_{11}^{T}-T_{1}^{T}\left(A+A^{T}\right) T_{1}  \tag{19}\\
& -\left(I_{k}-T_{1}^{T} T_{1}\right) \tilde{A}_{11}-\tilde{A}_{11}^{T}\left(I_{k}-T_{1}^{T} T_{1}\right)
\end{align*}
$$

From this relation we obtain

## Property 3.3

The matrix function $T_{1}$ is column orthogonal, for all $t$, if and only if $T_{1}(0)$ is column orthogonal and

$$
\begin{equation*}
\operatorname{symm}\left(\tilde{A}_{11}\right)=\operatorname{symm}\left(T_{1}^{T} A T_{1}\right) \tag{20}
\end{equation*}
$$

Proof:
If (20) is satisfied and $T_{1}(0)$ is column orthogonal, then with $Z_{11}=I_{k}-T_{1}{ }^{T} T_{1}$ the $D E$ (19) reduces to the linear $D E$

$$
\begin{equation*}
\frac{d}{d t} Z_{11}=-Z_{11} \tilde{A}_{11}(t)-\tilde{A}_{11}^{T}(t) Z_{11} \tag{21}
\end{equation*}
$$

Hence, $Z_{11}(0)=0$ implies $Z_{11} \equiv 0$, which proves the 'if'-part.
On the other hand, if $T_{1}(t)$ is column orthogonal, for all $t$, then (19) reduces to

$$
0=\left(\tilde{A}_{11}+\tilde{A}_{11}^{T}\right)-T_{1}^{T}\left(A+A^{T}\right) T_{1}
$$

which is identical to (20).

This property is valid only for exact computations. If we want to have a similar property for the numerical approximation of $T_{1}$ we need something like asymptotic stability for (19). This is formalized in

## Theorem 3.4

Consider the DE

$$
\begin{equation*}
\frac{d T_{1}}{d t}=A(t) T_{1}-T_{1} \tilde{A}_{11}(t), \quad t \geq 0 \tag{22}
\end{equation*}
$$

where the $k \times k$ matrix function $\tilde{A}_{11}$ satisfies

$$
\begin{align*}
& -\quad \operatorname{symm}\left(\tilde{A}_{11}(t)\right)=\operatorname{symm}\left(\left(T_{1}^{T} A T_{1}\right)(t)\right)  \tag{23a}\\
& -\mu\left(-\tilde{A}_{11}(t)\right) \leq-\alpha_{1}<0  \tag{23~b}\\
& -\quad\left\|\tilde{A}_{11}(t)-\operatorname{symm}\left(\tilde{A}_{11}(t)\right)\right\| \text { is bounded, uniformly in } t \tag{23c}
\end{align*}
$$

Then $T_{1}$ exists on $[0, \infty)$, for any value of $T_{1}(0)$. Moreover,

$$
\lim _{t \rightarrow \infty} T_{1}^{T}(t) T_{1}(t)=I_{k}
$$

(i.e., $T_{1}$ is column orthogonal at $\infty$ ).

Proof:
Since $\operatorname{symm}\left(\tilde{A}_{11}\right)=\operatorname{symm}\left(T_{1}{ }^{T} A T_{1}\right)$, Property 3.3 asserts that $Z_{11}=I_{k}-$ $T_{1}{ }^{T} T_{1}$ satisfies the DE (21). Define the $k \times k$ matrix function $R_{11}$ by

$$
\left\{\begin{array}{l}
\frac{d}{d t} R_{11}=-R_{11} \tilde{A}_{11}(t), \quad t \geq 0  \tag{24}\\
R_{11}(0)=I_{k}
\end{array}\right.
$$

Then one verifies directly that, for all $t \geq 0$,

$$
\begin{equation*}
Z_{11}(t)=R_{11}^{T}(t) Z_{11}(0) R_{11}(t) \tag{25a}
\end{equation*}
$$

From (24) we find, using (23b) and Property 1.8,

$$
\begin{equation*}
\left\|R_{11}(t)\right\| \leq e^{-\alpha_{1} t} \tag{25b}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left\|Z_{11}(t)\right\| \leq e^{-2 \alpha_{1} t}\left\|Z_{11}(0)\right\| \tag{25c}
\end{equation*}
$$

from which we obtain

$$
\left\|T_{1}(t)\right\|^{2} \leq 1+e^{-2 \alpha_{1} t}\left\|Z_{11}(0)\right\|
$$

So, $T_{1}(t)$ is uniformly bounded.
Observe that (22) can be written as

$$
\frac{d T_{1}}{d t}=A(t) T_{1}-T_{1} \operatorname{symm}\left(\tilde{A}_{11}(t)\right)-T_{1} S_{11}(t), \quad t \geq 0
$$

where $S_{11}(t)=\tilde{A}_{11}(t)-\operatorname{symm}\left(\tilde{A}_{11}(t)\right)$, the skew-symmetric part of $\tilde{A}_{11}$. By the boundedness of $T_{1}, A$ and $S_{11}$ we obtain that $\frac{d}{d t} T_{1}$ is uniformly bounded, from which the existence of $T_{1}$ follows by standard reasoning.
Moreover, by (25c) the $\mathrm{DE}(21)$ has $Z_{11} \equiv 0$ as asymptotically stable solution, which yields the column orthogonality of $T_{1}$ at $\infty$.

If (23a,b,c) are satisfied, then the requirements (i) and (ii) will be fulfilled. The obvious choice

$$
\begin{equation*}
\tilde{A}_{11}=T_{1}^{T} A T_{1} \tag{26}
\end{equation*}
$$

satisfies the conditions (23a) and (23c), if $T_{1}$ is uniformly bounded. The condition (23b), however, is rather strong and will, in many cases, not be satisfied. In the proof of Theorem 3.4 we actually have used only the property that $\left\|R_{11}(t)\right\| \rightarrow 0$, as $t \rightarrow \infty$. This condition is less restrictive and will be satisfied, in general, as soon as $T_{1}$ is uniformly well-conditioned and properly scaled (in the sense that $\left|1-\left\|T_{1}\right\|\right|$ is sufficiently small). This is shown in

## Theorem 3.5

Assume that the solution space $\mathcal{S}$ is exponentially dichotomic with $\operatorname{dim}\left(\mathcal{S}_{1}\right)=k$ (see Definition 2.7). Let $T_{1}$ and $R_{11}$ satisfy, respectively, the DEs (22) and (24). If $T_{1}(0)$ has full rank and $\mathcal{R}\left(T_{1}(0)\right) \cap \mathcal{S}_{2}(0)=\{0\}$, then, for all $t$, we have

$$
\begin{equation*}
\left\|R_{11}(t)\right\| \leq\left(\left\|T_{1}(t)\right\| / \operatorname{glb}\left(T_{1}(0)\right)\right) K_{1}(0) e^{-\lambda_{1} t} \tag{27}
\end{equation*}
$$

where the function $K_{1}$ is given in Theorem 2.22.

## Proof:

Let $Y_{11}$ be the solution of (17) with $Y_{11}(0)=I_{k}$. Define $X_{1}=T_{1} Y_{11}$, which forms the first $k$ columns of a fundamental solution $X$. By the condition for $\mathcal{R}\left(T_{1}(0)\right)\left(=\mathcal{R}\left(X_{1}(0)\right)\right)$ this $X$ is consistent. Hence, using Theorem 2.22, we have, for any $c_{1} \in \mathbb{R}^{k}$ and for all $t \geq 0$,

$$
\begin{aligned}
\frac{1}{K_{1}(0)} e^{\lambda_{1} t} & \leq \frac{\left\|X_{1}(t) c_{1}\right\|}{\left\|X_{1}(0) c_{1}\right\|}=\frac{\left\|T_{1}(t) Y_{11}(t) c_{1}\right\|}{\left\|T_{1}(0) c_{1}\right\|} \\
& \leq\left(\left\|T_{1}(t)\right\| / \operatorname{glb}\left(T_{1}(0)\right)\right) \frac{\left\|Y_{11}(t) c_{1}\right\|}{\left\|c_{1}\right\|}
\end{aligned}
$$

Therefore,

$$
\frac{1}{\operatorname{glb}\left(Y_{11}(t)\right)} \leq\left(\left\|T_{1}(t)\right\| / \operatorname{glb}\left(T_{1}(0)\right)\right) K_{1}(0) e^{-\lambda_{1} t} .
$$

Note that, by definition, $R_{11}(t)=\left(Y_{11}(t)\right)^{-1}$. Together with Property 1.1 this proves the theorem.

By this theorem we see how closely the requirements (i) and (ii) are connected. If $\tilde{A}_{11}$ has been chosen such that $T_{1}$ is uniformly well-conditioned, then the DE (22) will be stable, in general. If, for some reason, $\left\|T_{1}(t)\right\|$ will become large, then at such a point we can always restart the DE (22) with a column orthogonal matrix, spanning the same subspace. Such restart techniques will be discussed thoroughly in Section 4.3 .

In order to fulfill the third requirement the following observation will be useful.

## Property 3.6

The choice $\tilde{A}_{11}=T_{1}{ }^{+} A T_{1}$ minimizes the quantity $\left\|\frac{d T_{1}}{d t}(t)\right\|$, for each $t$.

## Proof:

For each $t \epsilon[0,1]$ and any $c_{1} \in \mathbb{R}^{k}$ with $\left\|c_{1}\right\|=1$, we have

$$
\begin{aligned}
\left\|\frac{d T_{1}}{d t}(t) c_{1}\right\|^{2}= & \left\|T_{1}(t) T_{1}+(t) \frac{d T_{1}}{d t}(t) c_{1}\right\|^{2}+ \\
& \left\|\left(I_{n}-T_{1}(t) T_{1}+(t)\right) \frac{d T_{1}}{d t}(t) c_{1}\right\|^{2} \\
= & \left\|T_{1}(t)\left(T_{1}{ }^{+}(t) A(t) T_{1}(t)-\tilde{A}_{11}(t)\right) c_{1}\right\|^{2}+ \\
& \left\|\left(I_{n}-T_{1}(t) T_{1}{ }^{+}(t)\right) A(t) T_{1}(t) c_{1}\right\|^{2} \\
\geq & \left\|\left(I_{n}-T_{1}(t) T_{1}^{+}(t)\right) A(t) T_{1}(t) c_{1}\right\|^{2}
\end{aligned}
$$

Hence, for any $\tilde{A}_{11},\left\|\frac{d}{d t} T_{1}\right\| \geq\left\|\left(I_{n}-T_{1} T_{1}{ }^{+}\right) A T_{1}\right\|$ and this lower bound can be achieved if $\tilde{A}_{11}=T_{1}{ }^{+} A T_{1}$, since then these two matrix functions are identical.

If the choice $\tilde{A}_{11}=T_{1}{ }^{+} A T_{1}$ would lead to a column orthogonal matrix function $T_{1}$, then the rotational activity of $T_{1}$ is equal to the rotational activity of the subspace $\mathcal{R}\left(T_{1}\right)$, which is in some sense the best we can do.

Observe that with the choice $\tilde{A}_{11}=T_{1}{ }^{+} A T_{1}$ we have (see (19)):

$$
\frac{d}{d t}\left(I_{k}-T_{1}^{T} T_{1}\right)=0
$$

independently of the value of $T_{1}(0)$. Hence, as soon as $T_{1}(0)$ is column orthogonal, then $T_{1}(t)$ is column orthogonal, for all $t$. So we have derived

## Property 3.7

Let $\mathcal{S}_{1}$ be the solution subspace spanned by the columns of $X_{1}$, where $X_{1}$ is the solution of

$$
\frac{d}{d t} X_{1}=A(t) X_{1}, \quad t \epsilon[0,1]
$$

with $X_{1}(0)$ a given column orthogonal $n \times k$ matrix.
Define the $n \times k$ matrix function $\hat{T}_{1}$ by

$$
\left\{\begin{array}{l}
\frac{d}{d t} \hat{T}_{1}=A(t) \hat{T}_{1}-\hat{T}_{1} \hat{T}_{1}^{+} A(t) \hat{T}_{1}  \tag{28}\\
\hat{T}_{1}(0)=X_{1}(0)
\end{array}\right.
$$

Then the columns of $\hat{T}_{1}$ form an orthogonal basis of $\mathcal{S}_{1}$ with at each time a minimal rotational activity.

If $T_{1}$ is column orthogonal, then $T_{1}{ }^{+} A T_{1}=T_{1}{ }^{T} A T_{1}$. The numerical approximation that is obtaine will be just nearly column orthogonal. However, Theorem 3.4 suggests that, in general, the column orthogonality is a stable property. Therefore, the choice $\tilde{A}_{11}=T_{1}{ }^{T} A T_{1}$ will generally suffice too.

## Remark 3.8

For BVPs with a singularity of the first kind (see Chapter 6) the choice $\tilde{A}_{11}=$ $T_{1}{ }^{+} A T_{1}$ has already been suggested by Abramov in 1961 ([1]).

In order to obtain column orthogonality the symmetric part of $\tilde{A}_{11}$ is prescribed. Hence, we still have $\frac{1}{2} k(k-1)$ degrees of freedom left. This is just sufficient to make $\tilde{A}_{11}$ upper triangular, uniformly in $t$. This (unique) $\tilde{A}_{11}$ can be constructed using a mapping $\psi_{1}$, defined as follows.
Let $M \in \mathbb{R}^{k \times k}$ be decomposed as

$$
\begin{equation*}
M=L+D+U, \tag{29}
\end{equation*}
$$

where $L$ is strictly lower triangular, $U$ is strictly upper triangular and $D$ diagonal. Define $\psi_{1}(M)$ by

$$
\begin{equation*}
\psi_{1}(M)=L^{T}+D+U \tag{30}
\end{equation*}
$$

Note that $\psi_{1}(M)$ is the unique upper triangular matrix with the same symmetric part as $M$. We now have

## Property 3.9

Let the matrix functions $X_{1}, T_{1}$ and $Y_{11}$ satisfy, respectively, the DEs (18a), (22) and (17). Assume that the initial values have been chosen such that $X_{1}(0)=T_{1}(0) Y_{11}(0)$ is the $Q R$-decomposition of $X_{1}(0)$.
Then $X_{1}(t)=T_{1}(t) Y_{11}(t)$ is the $Q R$-decomposition of $X_{1}(t)$, continuously in time, if and only if $\tilde{A}_{11}=\psi_{1}\left(T_{1}{ }^{T} A T_{1}\right)$.

## Proof:

The matrix function $Y_{11}$ is upper triangular, for all $t \geq 0$, if and only if $Y_{11}(0)$ and $\tilde{A}_{11}(t)$ are upper triangular. In Property 3.3 it is shown that $T_{1}$ is column orthogonal, for all $t \geq 0$, if and only if $T_{1}(0)$ is column orthogonal and $\operatorname{symm}\left(\tilde{A}_{11}\right)=\operatorname{symm}\left(T_{1}{ }^{T} A T_{1}\right)$. By the construction and uniqueness of the effect of the operator $\psi_{1}$ the result follows.

Although triangularity of $\tilde{A}_{11}$ and $Y_{11}$ is a nice property it probably does not lead to the most efficient computation of a well-conditioned basis of $\mathcal{R}\left(X_{1}(t)\right)$, for all $t$. This is illustrated by the next (perhaps contrived) example. Therefore we stay to our choice $\tilde{A}_{11}=T_{1}{ }^{T} A T_{1}$.

## Example 3.10

Let

$$
A(t)=\left[\begin{array}{ccc}
\lambda_{1} \cos ^{2} \omega t+\lambda_{2} \sin ^{2} \omega t & \left(\lambda_{2}-\lambda_{1}\right) \sin \omega t \cos \omega t+\omega & 0 \\
\left(\lambda_{2}-\lambda_{1}\right) \sin \omega t \cos \omega t-\omega & \lambda_{1} \sin ^{2} \omega t+\lambda_{2} \cos ^{2} \omega t & 0 \\
0 & 0 & -\lambda_{1}
\end{array}\right]
$$

Then a fundamental solution $X$ is given by

$$
X(t)=\left[\begin{array}{ccc}
\cos \omega t & \sin \omega t & 0 \\
-\sin \omega t & \cos \omega t & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
e^{\lambda_{1} t} & & \\
& e^{\lambda_{2} t} & \\
& & e^{-\lambda_{1} t}
\end{array}\right]
$$

This expression directly gives the unique QR-decomposition of $X$. So, with $k=2$ we obtain for $\bar{T}_{1}$, as defined by Property 3.9,

$$
\bar{T}_{1}(t)=\left[\begin{array}{cc}
\cos \omega t & \sin \omega t \\
-\sin \omega t & \cos \omega t \\
0 & 0
\end{array}\right]
$$

Note that the rotational activity of $\bar{T}_{1}$ is equal to $\omega$, for all $t$, which may be very large.
On the other hand, the matrix function $\hat{T}_{1}$, defined in (28), is given by

$$
\hat{T}_{1}(t)=\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right]
$$

which is stationary. Of course, the rotational activity of $X_{1}$ (also equal to $\omega$ ) is now completely moved to $Y_{11}$, but this is in general less troublesome, since $Y_{11}$ satisfies a linear DE. Moreover, if an absolute accuracy is required, then the impact of this rotational activity on the integration routine may be reduced drastically by the invariant imbedding technique of Section 3.3.

### 3.2.3 The complementary subspace

So far we have discussed the role of $T_{1}$ only. In some situations, for instance if the BCs are separated (cf. the marching techniques), this will be sufficient. In the general case, however, also $T_{2}$ has to be considered.
In Theorem 3.5 we have shown that under certain conditions the matrix function $\tilde{A}_{11}$ governs the growth behaviour of the $k$ most dominant solutions. Now we want to choose the $n \times(n-k)$ matrix function $T_{2}$ such that the growth behaviour of the solutions in the $(n-k)$-dimensional dominated solution subspace are reasonably well governed by $\tilde{A}_{22}$. Therefore it is not sufficient for $T_{2}$ to be well-conditioned and properly scaled. As has been shown in [42], we also need that $\operatorname{GAP}\left(T_{1}, T_{2}\right)$ is not too small. This implies that the $n \times n$ matrix function $T=\left[\begin{array}{ll}T_{1} & T_{2}\end{array}\right]$ has to be well-conditioned and properly scaled.
If we want $T$ to be orthogonal, for all $t$, then we obtain similarly to Property 3.3, that

$$
\operatorname{symm}(\tilde{A})=\operatorname{symm}\left(T^{T} A T\right)
$$

Hence, since $\tilde{A}_{21} \equiv 0$, we get

$$
\begin{equation*}
\operatorname{symm}\left(\tilde{A}_{11}\right)=\operatorname{symm}\left(T_{1}^{T} A T_{1}\right) \tag{31a}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{symm}\left(\tilde{A}_{22}\right)=\operatorname{symm}\left(T_{2}^{T} A T_{2}\right) \tag{31b}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{A}_{12}=T_{1}^{T}\left(A+A^{T}\right) T_{2} \tag{31c}
\end{equation*}
$$

For $T_{1}$ we have found already in Section 3.2.2 the DE

$$
\begin{equation*}
\frac{d}{d t} T_{1}=A(t) T_{1}-T_{1} \tilde{A}_{11}(t), \quad t \geq 0 \tag{32}
\end{equation*}
$$

From the Lyapunov equation (13), the conditions (31b,c) and the orthogonality of $T$ we obtain for $T_{2}$ the DE

$$
\begin{align*}
\frac{d}{d t} T_{2} & =A(t) T_{2}-T_{1} \tilde{A}_{12}(t)-T_{2} \tilde{A}_{22}(t) \\
& =A(t) T_{2}-T_{1} T_{1}^{T}\left(A(t)+A^{T}(t)\right) T_{2}-T_{2} \tilde{A}_{22}(t) \\
& =A(t) T_{2}+\left(T_{2} T_{2}^{T}-I_{n}\right)\left(A(t)+A^{T}(t)\right) T_{2}-T_{2} \tilde{A}_{22}(t) \\
& =-A^{T}(t) T_{2}+T_{2}\left(T_{2}^{T}\left(A(t)+A^{T}(t)\right) T_{2}-\tilde{A}_{22}(t)\right) \\
& =-A^{T}(t) T_{2}+T_{2} \tilde{A}_{22}^{T}(t), \quad t \geq 0 \tag{33}
\end{align*}
$$

Let $Z_{21}=T_{2}{ }^{T} T_{1}$. Then from (32) and (33) we derive

$$
\left\{\begin{array}{l}
\frac{d}{d t} Z_{21}=\tilde{A}_{22}(t) Z_{21}-Z_{21} \tilde{A}_{11}(t), \quad t \geq 0  \tag{34}\\
Z_{21}(0)=T_{2}^{T}(0) T_{1}(0)
\end{array}\right.
$$

Under mild conditions, which certainly will be satisfied if the solution space is exponentially dichotomic, $Z \equiv 0$ is the asymptotically stable solution of the DE of (34). Hence, the mutual orthogonality of $T_{1}$ and $T_{2}$ is an asymptotically stable property.
Properties, similar to those derived for $T_{1}$ (like column orthogonality), can also be obtained for $T_{2}$ by replacing $A$ by $-A^{T}$. This implies, for instance, that for any fundamental solution $X$ there exists a unique orthogonal $n \times n$ matrix function $T$ such that $Y=T^{-1} X$ is upper triangular, for all $t$ (cf. [37]).
In order to make $T_{1}$ (nearly) column orthogonal we found in Section 3.2.2 as the most obvious choice $\tilde{A}_{11}=T_{1}{ }^{T} A T_{1}$. Similarly we obtain for $T_{2}$ the choice $\tilde{A}_{22}=T_{2}{ }^{T} A T_{2}$. Then

$$
\tilde{A}=\left[\begin{array}{cc}
T_{1}^{T} A T_{1} & T_{1}^{T}\left(A+A^{T}\right) T_{2}  \tag{35}\\
0 & T_{2}^{T} A T_{2}
\end{array}\right]
$$

Hence, to complete the decomposition of the fundamental solution $X$ we have to compute a non-singular block upper triangular solution $Y$ of the DE

$$
\frac{d}{d t} Y=\left[\begin{array}{cc}
T_{1}{ }^{T}(t) A(t) T_{1}(t) & T_{1}{ }^{T}(t)\left(A(t)+A^{T}(t)\right) T_{2}(t)  \tag{36}\\
0 & T_{2}^{T}(t) A(t) T_{2}(t)
\end{array}\right] Y
$$

## Remark 3.11

Although the matrix function $\tilde{A}$ is partially decoupled, the columns of the fundamental solution $Y$ will in general become nearly dependent. Therefore the construction by superposition of $y$ from a particular solution and the columns of $Y$ may cause a loss of accuracy. One way to circumvent this instability is the use of a (generalized) multiple shooting method. Another way will be discribed in the next section.

### 3.2.4 Determination of the dominated subspace

To finish Section 3.2 we consider the following question: is it possible to compute a uniformly well-conditioned matrix function $T$ such that $Y$ is block diagonal? In other words: can we find a well-conditioned transformation $T$ such that the transformed system is completely decoupled?
If $\tilde{A}_{12} \equiv 0$, then we obtain from the Lyapunov equation (13) that

$$
\frac{d}{d t} T_{2}=A(t) T_{2}-T_{2} \tilde{A}_{22}(t)
$$

By Property 3.1 and Theorem 2.19 this implies that the gap between $\mathcal{R}\left(T_{1}\right)$ and $\mathcal{R}\left(T_{2}\right)$ will become small, unless $\mathcal{R}\left(T_{2}(0)\right)$ contains only dominated solutions. This subspace, however, is generally unknown, and even if it was known, then the DE for $T_{2}$ would be poorly conditioned. Therefore we may conclude that it is impossible, in general, to determine the dominated solution subspace in forward direction, or, which is actually the same, to decouple completely in just one sweep.

To determine the dominated solution subspace we need a double sweep. Therefore, let $T$ be defined by (32) and (33), where $\tilde{A}_{11}$ and $\tilde{A}_{22}$ are chosen such that $T$ is orthogonal, uniformly in $t$. Then any regular solution $Y$ of (36) is a fundamental solution of the transformed system. Let $\hat{Y}$ be such a fundamental solution, satisfying

$$
\left[\hat{Y}_{21}(0) \hat{Y}_{22}(0)\right]=\left[\begin{array}{ll}
0 & I_{n-k}
\end{array}\right] \text { and }\left[\begin{array}{ll}
\hat{Y}_{11}(1) & \hat{Y}_{12}(1)
\end{array}\right]=\left[\begin{array}{ll}
I_{k} & 0 \tag{37}
\end{array}\right]
$$

This indeed defines a block upper triangular fundamental solution, since $\hat{Y}_{21} \equiv$ 0 and $\hat{Y}_{22}(1)$ is a non-singular matrix. Hence, it can be decomposed as

$$
\hat{Y}(t)=\left[\begin{array}{cc}
\hat{Y}_{11}(t) & \hat{Y}_{12}(t)  \tag{38}\\
0 & \hat{Y}_{22}(t)
\end{array}\right]=\left[\begin{array}{cc}
I_{k} & \hat{R}_{12}(t) \\
0 & I_{n-k}
\end{array}\right]\left[\begin{array}{cc}
\hat{Y}_{11}(t) & 0 \\
0 & \hat{Y}_{22}(t)
\end{array}\right]
$$

where $\hat{R}_{12}(t)=\hat{Y}_{12}(t) \hat{Y}_{22}^{-1}(t)$, for all $t$. One easily verifies that $\hat{R}_{12}$ satisfies the DE

$$
\left\{\begin{array}{l}
\frac{d}{d t} \hat{R}_{12}=\tilde{A}_{12}+\tilde{A}_{11} \hat{R}_{12}-\hat{R}_{12} \tilde{A}_{22}, \quad t \epsilon[0,1]  \tag{39}\\
\hat{R}_{12}(1)=0
\end{array}\right.
$$

Now a fundamental solution $X$ of the original system is given by

$$
\begin{aligned}
X & =T \hat{Y}=\left[\begin{array}{ll}
T_{1} & T_{2}
\end{array}\right]\left[\begin{array}{cc}
I_{k} & \hat{R}_{12} \\
0 & I_{n-k}
\end{array}\right]\left[\begin{array}{cc}
\hat{Y}_{11} & 0 \\
0 & \hat{Y}_{22}
\end{array}\right] \\
& =\left[\begin{array}{ll}
T_{1} & T_{1} \hat{R}_{12}+T_{2}
\end{array}\right]\left[\begin{array}{cc}
\hat{Y}_{11} & 0 \\
0 & \hat{Y}_{22}
\end{array}\right] \\
& =\left[\begin{array}{ll}
T_{1} & \hat{T}_{2}
\end{array}\right]\left[\begin{array}{cc}
\hat{Y}_{11} & 0 \\
0 & \left(\hat{R}_{12}^{T} \hat{R}_{12}+I_{n-k}\right)^{\frac{1}{2}} \hat{Y}_{22}
\end{array}\right]
\end{aligned}
$$

where $\hat{T}_{2}=\left(T_{1} \hat{R}_{12}+T_{2}\right)\left(\hat{R}_{12}^{T} \hat{R}_{12}+I_{n-k}\right)^{-\frac{1}{2}}$ is column orthogonal, for all $t \epsilon[0,1]$, and mutually orthogonal to $T_{1}$ at $t=1$.
Define, for $t \epsilon[0,1]$,

$$
\begin{align*}
& \tilde{a}_{12}(t)=\left\|\tilde{A}_{12}(t)\right\|  \tag{40a}\\
& \tilde{c}(t)=-\mu\left(-\tilde{A}_{11}(t)\right)-\mu\left(\tilde{A}_{22}(t)\right) \tag{40b}
\end{align*}
$$

Then we have

## Theorem 3.12

Define, corresponding to (40a,b),

$$
\alpha_{12}=\max _{0 \leq t \leq 1} \tilde{a}_{12}(t) \quad \text { and } \quad \gamma=\min _{0 \leq t \leq 1} \tilde{c}(t)
$$

If $\gamma>0$ then $\left\|\hat{R}_{12}(t)\right\| \leq \alpha_{12} / \gamma$, for all $t \epsilon[0,1]$.
Proof:
Define the $k \times k$ incremental matrix function $W_{11}(t, \tau)$, for each $\tau \epsilon[0,1]$, by

$$
\left\{\begin{array}{l}
\frac{d}{d t} W_{11}(t, \tau)=\tilde{A}_{11}(t) W_{11}(t, \tau), \quad t \in[0,1]  \tag{41}\\
W_{11}(\tau, \tau)=I_{k}
\end{array}\right.
$$

and the $(n-k) \times(n-k)$ incremental matrix function $W_{22}(t, \tau)$, for each $\tau \epsilon[0,1]$, by

$$
\left\{\begin{array}{l}
\frac{d}{d t} W_{22}(t, \tau)=-W_{22}(t, \tau) \tilde{A}_{22}(t), \quad t \epsilon[0,1]  \tag{42}\\
W_{22}(\tau, \tau)=I_{n-k}
\end{array}\right.
$$

Then $\hat{R}_{12}$ of (39) satisfies

$$
\begin{equation*}
\hat{R}_{12}(t)=-\int_{t}^{1} W_{11}(t, \tau) \tilde{A}_{12}(\tau) W_{22}(t, \tau) d \tau \tag{43}
\end{equation*}
$$

From this relation it follows that

$$
\begin{aligned}
\left\|\hat{R}_{12}(t)\right\| & \leq \int_{t}^{1}\left\|\tilde{A}_{12}(\tau)\right\|\left\{\exp \left(\int_{t}^{\tau} \mu\left(-\tilde{A}_{11}(s)\right)+\mu\left(\tilde{A}_{22}(s)\right) d s\right)\right\} d \tau \\
& \leq \int_{t}^{1} \tilde{a}_{12}(\tau)\left\{\exp \left(-\int_{t}^{\tau} \tilde{c}(s) d s\right)\right\} d \tau
\end{aligned}
$$

If $\gamma>0$ then one easily verifies that the right hand side of this relation is smaller then $\alpha_{12} / \gamma$, which proves the theorem.

If there exist positive constants $\alpha_{1}$ and $\alpha_{2}$ such that $\mu\left(-\tilde{A}_{11}\right) \leq-\alpha_{1}$ and $\mu\left(\tilde{A}_{22}\right) \leq-\alpha_{2}$ then $\gamma=\alpha_{1}+\alpha_{2}$. Moreover, for any solution $x_{1} \in \mathcal{R}\left(X_{1}\right)$ we obtain (cf. (25b)):

$$
\left\|x_{1}(t)\right\| \geq e^{\alpha_{1} t}\left\|x_{1}(0)\right\|, \quad t \epsilon[0,1]
$$

In Definition 2.23 we have defined a dominant solution subspace $\mathcal{S}_{1}$ and a dominated solution subspace $\mathcal{S}_{2}$ that are mutually orthogonal at both ends $t=0$ and $t=1$. If $T_{1}(0)$ is chosen such that $\mathcal{R}\left(T_{1}(0)\right)=\mathcal{S}_{1}(0)$ then it follows, via $\mathcal{R}\left(T_{1}(1)\right)=\mathcal{S}_{1}(1)$ and $\mathcal{R}\left(\hat{T}_{2}(1)\right)=\mathcal{S}_{2}(1)$, that $\mathcal{R}\left(\hat{T}_{2}(0)\right)=\mathcal{S}_{2}(0)$. Hence, $T_{1}(0)$ and $\hat{T}_{2}(0)$ are mutually orthogonal, which implies that by this choice $\hat{R}_{12}(0)=0$. Under these conditions we obtain, for any solution $x_{2} \epsilon \mathcal{R}\left(X_{2}\right)$ that

$$
\left\|x_{2}(t)\right\| \leq e^{-\alpha_{2} t}\left\|x_{2}(0)\right\| \sqrt{1+\left\|\hat{R}_{12}(t)\right\|^{2}}
$$

$$
=\frac{e^{-\alpha_{2} t}\left\|x_{2}(0)\right\|}{\operatorname{GAP}\left(T_{1}(t), \hat{T}_{2}(t)\right)}
$$

From this result we may conclude that, in general, $\mathcal{R}\left(T_{1}\right)$ will be a dominant solution subspace (determined in a forward sweep) and that $\mathcal{R}\left(\hat{T}_{2}\right)$ will be a dominated solution subspace (determined in a backward sweep).

### 3.3 Invariant imbedding

### 3.3.1 General description

One of the first inventors of the term 'invariant imbedding' was Bellman (for instance [6]). Since the early sixties the term has been used quite often, but not always with the same meaning. Denman ([13]) uses the following definition:
'Invariant imbedding is a mathematical procedure by which a particular problem is imbedded within a family of related problems. The family of related problems are initial value problems and easily solved by a digital computer.'

However, sometimes one has to guess which imbedding is used and the corresponding IVPs may be very stiff. Often it is suggested that invariant imbedding is necessarily connected with the Riccati transformation ([53]). This misconception can be explained by historical arguments. The particle transport problem ([6]), for instance, is a classical example where the Riccati transformation (transmission) and invariant imbedding (reflection) are connected.
In this section we shall explain what we mean by invariant imbedding. It will turn out that invariant imbedding is just a special technique to perform the necessary backward sweep of a decoupled system. Therefore it can be combined with any decoupling transformation, not necessarily being a Riccati transformation (which will be discussed in Chapter 4). The combination of some decoupling transformation with invariant imbedding results in a method that can be seen as a generalization of a multiple shooting method (see Section 3.1).

Let $T$ be any (time-dependent) transformation, defined by (13) and existing for $t \epsilon[0,1]$, such that with $y=T^{-1} x$ the original system (9) becomes decoupled, i.e.,

$$
\frac{d y}{d t}=\binom{\frac{d y_{1}}{d t}}{\frac{d y_{2}}{d t}} \downarrow_{n-k}=\left[\begin{array}{cc}
\tilde{A}_{11}(t) & \tilde{A}_{12}(t)  \tag{44}\\
0 & \tilde{A}_{22}(t)
\end{array}\right]\binom{y_{1}}{y_{2}}+\binom{\tilde{f}_{1}(t)}{\tilde{f}_{2}(t)}
$$

$t \epsilon[0,1]$. The transformed BCs read

$$
\begin{equation*}
B^{0} T(0) y(0)+B^{1} T(1) y(1)=b \tag{45}
\end{equation*}
$$

A fundamental solution $Y$ corresponding to (44) is defined by

$$
\frac{d}{d t}\left[\begin{array}{cc}
Y_{11} & Y_{12}  \tag{46}\\
0 & Y_{22}
\end{array}\right]=\left[\begin{array}{cc}
\tilde{A}_{11}(t) & \tilde{A}_{12}(t) \\
0 & \tilde{A}_{22}(t)
\end{array}\right]\left[\begin{array}{cc}
Y_{11} & Y_{12} \\
0 & Y_{22}
\end{array}\right], \quad t \in[0,1]
$$

If $T$ is well-conditioned and properly scaled, then we have seen in the foregoing section that $Y_{11}$ represents the growth behaviour of the unstable solutions, whereas the growth behaviour of dominated solutions is represented by $Y_{22}$. Hence, the $k \times k$ matrix function $Y_{22}$ can be computed in forward direction. However, a forward computation of the $k \times n$ matrix function $\left[\begin{array}{ll}Y_{11} & Y_{12}\end{array}\right]$ would lead to numerical instability. Therefore, it seems better to compute this part of the fundamental solution from right to left. So we look for the fundamental solution $\hat{Y}$, satisfing the BCs (cf. (37))

$$
\left[\hat{Y}_{21}(0) \hat{Y}_{22}(0)\right]=\left[\begin{array}{ll}
0 & I_{n-k}
\end{array}\right] \text { and }\left[\begin{array}{cc}
\hat{Y}_{11}(1) & \hat{Y}_{12}(1)
\end{array}\right]=\left[\begin{array}{ll}
I_{k} & 0 \tag{47}
\end{array}\right] .
$$

Similarly, a particular solution $\hat{p}$ may be computed by

$$
\frac{d}{d t}\binom{\hat{p}_{1}}{\hat{p}_{2}}=\left[\begin{array}{cc}
\tilde{A}_{11}(t) & \tilde{A}_{12}(t)  \tag{48a}\\
0 & \tilde{A}_{22}(t)
\end{array}\right]\binom{\hat{p}_{1}}{\hat{p}_{2}}+\binom{\tilde{f}_{1}(t)}{\tilde{f}_{2}(t)}, \quad t \epsilon[0,1]
$$

subject to

$$
\begin{equation*}
\hat{p}_{2}(0)=0 \quad \text { and } \quad \hat{p}_{1}(1)=0 \tag{48b}
\end{equation*}
$$

By the principle of superposition we know that there exists a vector $c \in \mathbb{R}^{n}$ such that

$$
y(t)=\hat{Y}(t) c+\hat{p}(t), \quad \text { for all } t \epsilon[0,1]
$$

By the choices (47) and (48b) we directly obtain that $c=\binom{y_{1}(1)}{y_{2}(0)}$. Hence, for all $t \epsilon[0,1]$, we have the relations

$$
\begin{align*}
& y_{1}(t)=\hat{Y}_{11}(t) y_{1}(1)+\hat{Y}_{12}(t) y_{2}(0)+\hat{p}_{1}(t)  \tag{49a}\\
& y_{2}(t)=\hat{Y}_{22}(t) y_{2}(0)+\hat{p}_{2}(t) \tag{49b}
\end{align*}
$$

The values of $y_{1}(1)$ and $y_{2}(0)$ are obtained by substituting (49a) with $t=0$ and (49b) with $t=1$ into the BCs (45). Hereafter, the value of $y(t)$, for any $t \epsilon[0,1]$, can be computed by (49a,b).
The transformation $T$ (and therefore $\tilde{A}$ ) has been computed in a forward sweep. Therefore, the computation in a forward sweep of $\hat{Y}_{22}$ and $\hat{p}_{2}$ will not cause serious difficulties. However, the computation of $\hat{Y}_{11}, \hat{Y}_{12}$ and $\hat{p}_{1}$ in a backward sweep requires the storage and interpolation of intermediate results. For separated BCs Meyer ([43]) suggests to overcome this difficulty by computing the solution of the original problem in a backward sweep, and to project this solution from time to time onto the manifold determined by $\mathcal{R}\left(T_{1}\right)$ and $T_{2} p_{2}$. Although such a method overcomes the problem of an overwhelming memory access, the instability of the original problem still remains. Moreover, it is a priori unknown which points should be taken as projection points.
The computation of $\left[\hat{Y}_{22} \mid \hat{p}_{2}\right]$ in a forward sweep and $\left[\hat{Y}_{11} \hat{Y}_{12} \mid \hat{p}_{1}\right]$ in a backward sweep (and also the update of Meyer) is based on the sound idea to express a solution of (44) in terms of $y_{2}(0)$ and $y_{1}(1)$ (a classical shooting method expresses the solution in terms of $y(0)$, and multiple shooting in terms of $y^{i}\left(t_{i}\right)$ ). What usually is meant by invariant imbedding $([6],[53])$ is not to express $y_{1}(t)$ in terms of $y_{1}(1)$ and $y_{2}(0)$, but $y_{1}(0)$ in terms of $y_{1}(t)$ and $y_{2}(0)$. In other words: instead of (49a) we look for functions $\left[\begin{array}{llll}R_{11} & \underset{k}{\longleftrightarrow} & \underset{n-k}{ } & \underset{1}{R_{12}} \\ \underset{\leftrightarrow}{\longleftrightarrow} & g_{1} \\ \longleftrightarrow\end{array}\right]\lceil k$ such that, for $t \in[0,1]$,

$$
\begin{equation*}
y_{1}(0)=R_{11}(t) y_{1}(t)+R_{12}(t) y_{2}(0)+g_{1}(t) \tag{50}
\end{equation*}
$$

(This is a generalization of the so-called recovery transformation, cf. [53]).
Let $Y$ be the fundamental solution satisfying (46), with $Y(0)=I_{n}$, and let $p$ be a particular solution satisfying $p(0)=0$. Then

$$
\begin{align*}
& y_{1}(t)=Y_{11}(t) y_{1}(0)+Y_{12}(t) y_{2}(0)+p_{1}(t)  \tag{51a}\\
& y_{2}(t)=Y_{22}(t) y_{2}(0)+p_{2}(t) \tag{51b}
\end{align*}
$$

Comparing (50) with (51a) yields the relations

$$
\begin{equation*}
R_{11}=Y_{11}^{-1}, \quad R_{12}=-Y_{11}^{-1} Y_{12} \quad \text { and } \quad g_{1}=-Y_{11}^{-1} p_{1} \tag{52}
\end{equation*}
$$

From these relations we derive that (50) holds if and only if $\left[\begin{array}{ll}R_{11} & R_{12} \mid g_{1}\end{array}\right]$ satisfies

$$
\begin{equation*}
\frac{d}{d t} R_{11}=-R_{11} \tilde{A}_{11}(t), \quad t \epsilon[0,1], \quad R_{11}(0)=I_{k} \tag{53a}
\end{equation*}
$$

$$
\begin{align*}
& \frac{d}{d t} R_{12}=-R_{11}(t) \tilde{A}_{12}(t) Y_{22}(t), \quad t \epsilon[0,1], \quad R_{12}(0)=0  \tag{53b}\\
& \frac{d}{d t} g_{1}=-R_{11}(t)\left(\tilde{A}_{12}(t) p_{2}(t)+\tilde{f}_{1}(t)\right), \quad t \epsilon[0,1], \quad g_{1}(0)=0 . \tag{53c}
\end{align*}
$$

The equation (53a) will generally be numerically stable (cf. Remark 3.2). Moreover, the equations ( $53 \mathrm{~b}, \mathrm{c}$ ) are actually not DEs.
Taken together, the relations ( 50 ) and (51b) can be written as

$$
\left[\begin{array}{cc}
I_{k} & -R_{12}(t)  \tag{54}\\
0 & -Y_{22}(t)
\end{array}\right]\binom{y_{1}(0)}{y_{2}(0)}+\left[\begin{array}{cc}
-R_{11}(t) & 0 \\
0 & I_{n-k}
\end{array}\right]\binom{y_{1}(t)}{y_{2}(t)}=\binom{g_{1}(t)}{p_{2}(t)} \cdot(
$$

At $t=1$, this yields $n$ relations between $y(0)$ and $y(1)$. Together with the BCs (45) this is sufficient to determine $y(0)$ and $y(1)$ :

$$
\left[\begin{array}{c}
B^{0} T(0)  \tag{55}\\
{\left[\begin{array}{cc}
I_{k} & -R_{12}(1) \\
0 & -Y_{22}(1)
\end{array}\right]}
\end{array} \begin{array}{cc}
B^{1} T(1) \\
-R_{11}(1) & 0 \\
0 & I_{n-k}
\end{array}\right]\left[\begin{array}{l}
y(0) \\
y(1)
\end{array}\right)=\left(\begin{array}{c}
b \\
g_{1}(1) \\
p_{2}(1)
\end{array}\right)
$$

In combination with (10) we observe that a simple relation with the original problem is given by

## Property 3.13

Let $X$ be the fundamental solution corresponding to (9) with $X(0)=T(0)$.
Then we have the relations $T_{1}=X_{1} R_{11}$ and $T_{2} Y_{22}=X_{1} R_{12}+X_{2}$.
In matrix notation:

$$
X\left[\begin{array}{cc}
R_{11} & R_{12}  \tag{56}\\
0 & I_{n-k}
\end{array}\right]=T\left[\begin{array}{cc}
I_{k} & 0 \\
0 & Y_{22}
\end{array}\right]
$$

## Proof:

The relations in (52) can be written as

$$
\left[\begin{array}{cc}
Y_{11} & Y_{12} \\
0 & Y_{22}
\end{array}\right]\left[\begin{array}{cc}
R_{11} & R_{12} \\
0 & I_{n-k}
\end{array}\right]=\left[\begin{array}{cc}
I_{k} & 0 \\
0 & Y_{22}
\end{array}\right]
$$

Now the result follows directly from the relation $X=T Y$.

Let $X$ be a consistent fundamental solution. Then we know (Property 3.1 and Theorem 2.19) that $\mathcal{R}\left(T_{1}\right)=\mathcal{R}\left(X_{1}\right) \rightarrow \mathcal{S}_{1}$, the dominant subspace. On the other hand, $\mathcal{R}\left(X\left[\begin{array}{c}R_{12} \\ I_{n-k}\end{array}\right]\right)$ cannot contain dominant solutions, since $Y_{22}$ rep-
resents the growth of dominated solutions. Actually, the invariant imbedding technique described above will asymptotically deliver the dominated subspace at $t=0$, as is shown by

## Theorem 3.14

Consider the homogeneous $D E$

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x, \quad t \epsilon[0, \infty) \tag{57}
\end{equation*}
$$

Assume that the solution space $\mathcal{S}$ has an exponential dichotomy $\left(\mathcal{S}=\mathcal{S}_{1} \oplus \mathcal{S}_{2}\right.$, with $\operatorname{dim}\left(\mathcal{S}_{1}\right)=k$ ). Let $T$ be a decoupling transformation as in (44), such that
(i) $T$ is uniformly well-conditioned and properly scaled
(ii) The matrix function $R_{11}$, as defined in (53a), satisfies $\left\|R_{11}(t)\right\| \rightarrow 0$ as $t \rightarrow \infty$.

Then

$$
\operatorname{DIST}\left(\mathcal{S}_{2}(0), \mathcal{R}\left(T(0)\left[\begin{array}{c}
R_{12}(t) \\
I_{n-k}
\end{array}\right]\right)\right)=\mathrm{O}\left(\left\|R_{11}(t)\right\|\right) \text {, as } t \rightarrow \infty
$$

Proof:
From (50), where $y=T^{-1} x$, we obtain the relation

$$
\left[\begin{array}{ll}
I_{n-k} & \left.-R_{12}(t)\right] T^{-1}(0) x(0)=\left[\begin{array}{ll}
R_{11}(t) & 0
\end{array}\right] T^{-1}(t) x(t) . . . ~
\end{array}\right.
$$

Hence, for any solution $x$ of (57), there exists a vector $c_{2} \in \mathbb{R}^{n-k}$ such that, for all $t \geq 0$,

$$
x(0)=T(0)\left[\begin{array}{c}
R_{12}(t)  \tag{58}\\
I_{n-k}
\end{array}\right] c_{2}+T(0)\left[\begin{array}{cc}
R_{11}(t) & 0 \\
0 & 0
\end{array}\right] T^{-1}(t) x(t)
$$

By assumption (i) the quantity $\|T(0)\|\left\|T^{-1}(t)\right\|$ is uniformly bounded. Moreover, the solution subspace $\mathcal{S}_{2}$ consists of all uniformly bounded solutions. Hence, all solutions $x$ in $\mathcal{S}_{2}$ with $\|x(0)\|=1$ are uniformly bounded by the same constant. So, if $x \in \mathcal{S}_{2}$ and $\|x(0)\|=1$, then

$$
\left\|T(0)\left[\begin{array}{cc}
R_{11}(t) & 0 \\
0 & 0
\end{array}\right] T^{-1}(t) x(t)\right\|=\mathrm{O}\left(\left\|R_{11}(t)\right\|\right), \quad t \rightarrow \infty
$$

This implies, together with (58), that for each $x \in \mathcal{S}_{2}$ we have

$$
\operatorname{GAP}\left(\operatorname{span}\{x(t)\}, \mathcal{R}\left(T(0)\left[\begin{array}{c}
R_{12}(t) \\
I_{n-k}
\end{array}\right]\right)\right)=\mathrm{O}\left(\left\|R_{11}(t)\right\|\right)
$$

With Definition 1.12 of distance this shows the required result.

As a direct consequence of this theorem and the Properties 1.14 and 1.15 we have

## Corollary 3.15

(i) The matrix $\bar{R}_{12}=\lim _{t \rightarrow \infty} R_{12}(t)$ exists.
(ii) If $T(0)$ is orthogonal, then $\operatorname{GAP}\left(\mathcal{S}_{2}(0), \mathcal{R}\left(T_{1}(0)\right)\right)=1 / \sqrt{1+\left\|\bar{R}_{12}\right\|^{2}}$.

Using (2.28) this corollary implies that the measure of consistency of an orthogonal matrix $T(0)$ is quantified by $\sqrt{1+\left\|\bar{R}_{12}\right\|^{2}}$.

### 3.3.2 Restarts

The relations (51b) and (50) do contain the proper information to determine the solution somewhere in the interior of the interval, once $y(0)$ is known. Unfortunately, however, the computation of $y_{1}(t)$ from $y_{1}(0)$, using (50), would be unstable, since $R_{11}$ will generally be ill-conditioned with respect to inversion. If we know a priori that the solution is wanted at the points $0=t_{0}<t_{1}<$ $\cdots<t_{m}=1$, then instead of determining $\left[\begin{array}{cc|c}R_{11} & R_{12} & g_{1} \\ 0 & Y_{22} & p_{2}\end{array}\right]$, for all $t \epsilon[0,1]$, we could determine $\left[\begin{array}{cc|c}R_{11}{ }^{i} & R_{12}{ }^{i} & g_{1}{ }^{i} \\ 0 & Y_{22}{ }^{i} & p_{2}{ }^{i}\end{array}\right]$, for $t \epsilon\left[t_{i}, t_{i+1}\right](i=0, \ldots, m-1)$, which satisfy the DEs (see also Section 4.3):

$$
\begin{aligned}
& \frac{d}{d t} Y_{22}^{i}=\tilde{A}_{22}(t) Y_{22}^{i}, \quad Y_{22}^{i}\left(t_{i}\right)=I_{n-k}, \\
& \frac{d}{d t} R_{11}^{i}=-R_{11}^{i} \tilde{A}_{11}(t), \quad R_{11}^{i}\left(t_{i}\right)=I_{k}, \\
& \frac{d}{d t} R_{12}^{i}=-R_{11}^{i}(t) \tilde{A}_{12}(t) Y_{22}^{i}(t), \quad R_{12}^{i}\left(t_{i}\right)=0 \\
& \frac{d}{d t} p_{2}^{i}=\tilde{A}_{22}(t) p_{2}^{i}+\tilde{f}_{2}(t), \quad p_{2}^{i}\left(t_{i}\right)=0,
\end{aligned}
$$

$$
\frac{d}{d t} g_{1}{ }^{i}=-R_{11}{ }^{i}(t)\left(\tilde{A}_{12}(t) p_{2}{ }^{i}(t)+\tilde{f}_{1}(t)\right), \quad g_{1}{ }^{i}\left(t_{i}\right)=0 .
$$

With the solutions of these DEs at $t=t_{i+1}$ we obtain the relation

$$
\left[\begin{array}{cc}
I_{k} & -R_{12}{ }^{i}\left(t_{i+1}\right) \\
0 & -Y_{22}{ }^{i}\left(t_{i+1}\right)
\end{array}\right]\binom{y_{1}\left(t_{i}\right)}{y_{2}\left(t_{i}\right)}+\left[\begin{array}{cc}
-R_{11}{ }^{i}\left(t_{i+1}\right) & 0 \\
0 & I_{n-k}
\end{array}\right]\binom{y_{1}\left(t_{i+1}\right)}{y_{2}\left(t_{i+1}\right)}=\binom{g_{1}\left(t_{i+1}\right)}{p_{2}\left(t_{i+1}\right)} .
$$

Together with the BCs (45) this yields the exact number of relations to determine $y\left(t_{i}\right)(i=0, \ldots, m)$. Actually, we have obtained a system which is an extension of (55) and very similar to the multiple shooting system (5), namely

$$
\begin{equation*}
\bar{M} \bar{y}=\bar{b} \tag{59}
\end{equation*}
$$

where $\bar{M}=$

$$
\left[\begin{array}{ccccc}
B^{0} T(0) & & & B^{1} T(1) & \\
{\left[\begin{array}{cc}
I_{k} & -R_{12}{ }^{0}\left(t_{1}\right) \\
0 & -Y_{22}{ }^{0}\left(t_{1}\right)
\end{array}\right]} & & {\left[\begin{array}{cc}
-R_{11}{ }^{0}\left(t_{1}\right) & 0 \\
0 & I_{n-k}
\end{array}\right]} & & \\
& \ddots & & \ddots & \\
& & {\left[\begin{array}{cc}
I_{k} & -R_{12}{ }^{m-1}\left(t_{m}\right) \\
0 & -Y_{22}{ }^{m-1}\left(t_{m}\right)
\end{array}\right]} & & {\left[\begin{array}{cc}
-R_{11}{ }^{m-1}\left(t_{m}\right) & 0 \\
0 & I_{n-k}
\end{array}\right]}
\end{array}\right]
$$

and

$$
[\bar{y} \mid \bar{b}]^{T}=\left[\begin{array}{cccc}
y\left(t_{0}\right)^{T} & y\left(t_{1}\right)^{T} & \cdots & y\left(t_{m}\right)^{T} \\
b^{T} & g_{1}{ }^{0}\left(t_{1}\right)^{T} p_{2}{ }^{0}\left(t_{1}\right)^{T} & \cdots & g_{1}^{m-1}\left(t_{m}\right)^{T} p_{2}^{m-1}\left(t_{m}\right)^{T}
\end{array}\right]
$$

In this multiple shooting system the dominant and dominated solutions have been decoupled already. Therefore, a relation between $y(0)$ and $y(1)$ can be otained by a straightforward substitution: define the sequence
$\left\{\left[\begin{array}{cc|c}F_{11}{ }^{i} & F_{12}{ }^{i} & d_{1}{ }^{i} \\ 0 & F_{22}{ }^{i} & d_{2}{ }^{i}\end{array}\right]\right\}_{i=0}^{m}$ by the relation

$$
\binom{y_{1}\left(t_{i}\right)}{y_{2}\left(t_{i}\right)}=\left[\begin{array}{cc}
F_{11}{ }^{i} & F_{12}{ }^{i}  \tag{60}\\
0 & F_{22}{ }^{i}
\end{array}\right]\binom{y_{1}(1)}{y_{2}(0)}+\binom{d_{1}{ }^{i}}{d_{2}{ }^{i}}
$$

Then one obtain the numerically stable recursions (cf. (4.58a-e)): for $i=0, \ldots, m-1$ (forward sweep)

$$
F_{22}^{i+1}=Y_{22}^{i}\left(t_{i+1}\right) F_{22}^{i}, \quad F_{22}^{0}=I_{n-k}
$$

$$
d_{2}{ }^{i+1}=Y_{22}{ }^{i}\left(t_{i+1}\right) d_{2}{ }^{i}+p_{2}{ }^{i}\left(t_{i+1}\right), \quad d_{2}{ }^{0}=0,
$$

for $i=m, \ldots, 1$ (backward sweep)

$$
\begin{aligned}
& F_{11}{ }^{i-1}=R_{11}{ }^{i-1}\left(t_{i}\right) F_{11}^{i}, \quad F_{11}^{m}=I_{k}, \\
& F_{12}^{i-1}=R_{11}^{i-1}\left(t_{i}\right) F_{12}{ }^{i}+R_{12}{ }^{i-1}\left(t_{i}\right) F_{22}{ }^{i-1}, \quad F_{12}^{m}=0, \\
& d_{1}{ }^{i-1}=R_{11}{ }^{i-1}\left(t_{i}\right) d_{1}^{i}+R_{12}{ }^{i-1}\left(t_{i}\right) d_{2}^{i-1}+g_{1}{ }^{i-1}\left(t_{i}\right), \quad d_{1}^{m}=0 .
\end{aligned}
$$

The multiple shooting system (59) now reduces to the $n \times n$ system

$$
\begin{gather*}
\left(B^{0} T(0)\left[\begin{array}{cc}
F_{11}^{0} & F_{12}^{0} \\
0 & I_{n-k}
\end{array}\right]+B^{1} T(1)\left[\begin{array}{cc}
I_{k} & 0 \\
0 & F_{22}^{m}
\end{array}\right]\right)\binom{y_{1}(1)}{y_{2}(0)}= \\
b-B^{0} T(0)\binom{d_{1}{ }^{0}}{0}-B^{1} T(1)\binom{0}{{d_{2}}^{m}} \tag{61}
\end{gather*}
$$

With the solution of this system and the relation (60) we can find the solution $y$ (and therefore $x=T y)$ at all points $t_{i}(i=0, \ldots, m)$.

## Remark 3.16

Comparing the relations (60) and (49a,b) we obtain

$$
\left[\begin{array}{cc|c}
F_{11}{ }^{i} & F_{12}{ }^{i} & d_{1}{ }^{i} \\
0 & F_{22}{ }^{i} & d_{2}{ }^{i}
\end{array}\right]=\left[\begin{array}{cc|c}
\hat{Y}_{11}\left(t_{i}\right) & \hat{Y}_{12}\left(t_{i}\right) & \hat{p}_{1}\left(t_{i}\right) \\
0 & \hat{Y}_{22}\left(t_{i}\right) & \hat{p}_{2}\left(t_{i}\right)
\end{array}\right] .
$$

This result will be elaborated in Property 4.24.

Restarting at any point where output is required will be expensive if there are many. In that case it seems worth while first to construct some major subintervals and to maintain some of the information at the intermediate output points. On such a major subinterval, say $\left[\xi_{i}, \xi_{i+1}\right]$, we have a BVP with separated BCs, namely $y_{2}\left(\xi_{i}\right)$ and $y_{1}\left(\xi_{i+1}\right)$ given. Using the relation

$$
y_{2}(t)=Y_{22}{ }^{i}(t) y_{2}\left(t_{i}\right)+p_{2}{ }^{i}\left(t_{i}\right), \quad t \epsilon\left[\xi_{i}, \xi_{i+1}\right]
$$

we obtain ( $n-k$ ) conditions at any point $t$ in this subinterval. In order to derive at some specified point $t$ a full set of $n$ conditions we have to transform the information that is contained in $y_{1}\left(\xi_{i+1}\right)$ backward to this value of $t$. To this end another (simple) decoupling transformation is needed (see, for instance, Remark 4.19).

## Remark 3.17

Under the proper conditions the result of Theorem 3.14 can easily be generalized to

$$
\operatorname{DIST}\left(\mathcal{S}_{2}\left(t_{i}\right), \mathcal{R}\left(T\left(t_{i}\right)\left[\begin{array}{c}
R_{12}{ }^{i}(t) \\
I_{n-k}
\end{array}\right]\right)\right) \rightarrow 0 \text { as } t \rightarrow \infty
$$

In general we will have that (cf. Property 3.1 and Theorem 2.19)

$$
\operatorname{DIST}\left(\mathcal{S}_{1}\left(t_{i}\right), \mathcal{R}\left(T_{1}\left(t_{i}\right)\right)\right)=\mathrm{O}\left(e^{-\lambda_{1} t_{i}}\right)
$$

and

$$
\left\|R_{11}^{i}(t)\right\|=\mathrm{O}\left(e^{-\lambda_{1}\left(t-t_{i}\right)}\right) \quad\left(t \geq t_{i}\right)
$$

Hence, if both quantities are small and $T\left(t_{i}\right)$ is orthogonal, then $\left\|R_{12}{ }^{i}(t)\right\|$ yields a proper indication of $\operatorname{GAP}\left(\mathcal{S}_{1}\left(t_{i}\right), \mathcal{S}_{2}\left(t_{i}\right)\right)$ (cf. Corollary 3.15). This implies that under these conditions a large value of $\left\|R_{12}{ }^{i}(t)\right\|$ indicates a large stability constant $\alpha$ (cf. Lemma 2.12).

## Remark 3.18

One can show that the resulting system can also be derived from the classical multiple shooting system ;5) with a fundamental solution $X$, satisfying (56). The necessary decoupling of dominant and dominated solutions in $X\left(t_{i}\right)(i=$ $1, \ldots, m$ ) is performed in a numerically stable way by the transformation $T$.

### 3.4 Initial values

So far we have not discussed the difficulty of choosing proper values for $T(0)$ and $k$. Even in the description of the (standard) multiple shooting technique in Section 3.1 we have not touched on this subject.
Assume that the solution space $\mathcal{S}$ has an exponential dichotomy. Then the initial values have to be chosen such that they induce a decoupling, which is in correct order, i.e., such that the growth of the increasing modes is governed by $\tilde{A}_{11}$. By the well-conditioning of $T$ the growth of the decaying modes is then governed by $\tilde{A}_{22}$. Hence, if possible, the integer $k$ should be equal to the dimension of the dominant subspace $\mathcal{S}_{1}$. Unfortunately, this quantity is generally not known beforehand. In case of separated BCs we get an indication.

However, when smooth solutions are present this indication may be wrong (see also Section 2.4).

If $k \neq \operatorname{dim}\left(\mathcal{S}_{1}\right)$ we do not necessarily obtain an inefficient algorithm. A crucial role in the stability analysis is played by the fundamental solution $R_{11}$ in (53a). As long as $R_{11}$ does not contain fast increasing modes, then we still have a method that is stable (but not asymptotically stable). This condition is identical to the requirement that $\mathcal{R}\left(T_{1}\right)$ does not contain fast decaying modes.

Suppose we have separated BCs of the form $B^{02} x(0)=b_{2}$ and $B^{11} x(1)=b_{1}$, where $B^{02} \epsilon \mathbb{R}^{(n-k) \times n}$ and $B^{11} \epsilon \mathbb{R}^{k \times n}$. Then this value of $k$ will do. Moreover, if $T(0)$ is chosen such that its first $k$ columns satisfy the homogeneous part of the BCs at $t=0$, i.e., $B^{02} T_{1}(0)=0$, then $\mathcal{R}\left(T_{1}\right)$ does not contain fast decaying modes (see Section 2.4).
With non-separated BCs the situation is more complex. If $T(0)$ has been chosen randomly, then every column will have probability 1 that it contains a non-trivial component of the fastest growing mode. Similarly, with probability 1 , the $k$ fastest increasing modes are contained in the span of the first $k$ columns of $T(0)$. This explains why the choice $T(0)=I_{n}$ will suffice, in general.

If the eigenvalues of $A$ give a proper indication of the growth behaviour of the solutions of

$$
\frac{d x}{d t}=A(t) x, \quad t \in[0,1]
$$

then a Schur transformation of $A(0)$ seems to generate a safe start: let $U^{0} \epsilon \mathbb{R}^{n \times n}$ be such that $A^{0}(0)=\left(U^{0}\right)^{T} A(0) U^{0}$ is (quasi) upper triangular ([20], p.192). In [58] it is indicated how the diagonal blocks $(1 \times 1$ or $2 \times 2)$ can be ordered along the diagonal. Therefore we may choose $U^{0}$ such that the real parts of the eigenvalues of the diagonal blocks are well ordered; the most positive ones to the left and the most negative ones to the right. Then we can take $T(0)=U^{0}$. In the case of constant coefficients we indeed obtain with this starting value a consistent fundamental solution. However, the eigenvalues of $A$ give only local information of the growth behaviour. For the global behaviour of solutions they may be very misleading.

Example 3.19
Let

$$
A(t)=\left[\begin{array}{cc}
10 \frac{1-20 t}{1+20 t} & 0 \\
0 & -10 \frac{1-20 t}{1+20 t}
\end{array}\right], \quad t>0
$$

Then $A(0)=\left[\begin{array}{cc}10 & 0 \\ 0 & -10\end{array}\right]$, which seems to be correctly ordered. However, the corresponding fundamental solution, starting with the identity, is given by

$$
X(t)=\left[\begin{array}{cc}
(1+20 t) e^{-10 t} & 0 \\
0 & \frac{1}{1+20 t} e^{10 t}
\end{array}\right]
$$

This fundamental solution is not consistent.

Fortunately, the possibility remains to check whether the initial ordering has been done correctly or not (cf. [39]). If the gap between $T_{1}$ and $T_{2}$ stays sufficiently large, then the matrix function $Y_{22}$ of (46) has to govern the growth behaviour of non-increasing solutions. Hence, if some elements of $Y_{22}$ turn out to become large, say at $t=\hat{t}$, then some columns of $T(0)$ have to be permuted. Since all the necessary information is available at $\hat{t}$, this can be performed without an explicit restart of the integration at $t=0$, although the resulting formulas do not look simple.
In the general case of non-separated BCs the Schur transformation may also indicate which value for $k$ should be chosen. Assume that the rotation of the invariant subspaces of $A$ is moderate (compared to the growth behaviour of solutions of the DE ). Then the dichotomy of the solution space will correspond to a separation of the spectrum of $A$. However, again we have to be cautious, as is illustrated by the next example.

## Example 3.20

Take the matrix function $A$ of Example 3.10. Basis solutions of the DE grow, respectively, like $e^{\lambda_{1} t}, e^{\lambda_{2} t}$ and $e^{-\lambda_{1} t}$. For $t=0$ we obtain

$$
A(0)=\left[\begin{array}{ccc}
\lambda_{1} & \omega & 0 \\
-\omega & \lambda_{2} & 0 \\
0 & 0 & -\lambda_{1}
\end{array}\right]
$$

and $\lambda(A(0))=\left\{\frac{\lambda_{1}+\lambda_{2}}{2} \pm \sqrt{\left(\frac{\lambda_{1}-\lambda_{2}}{2}\right)^{2}-\omega^{2}},-\lambda_{1}\right\}$. Hence, if both $\lambda_{1}$ and $\lambda_{2}$ are positive, then we have two eigenvalues in $\mathbb{C}^{+}$and one eigenvalue in $\mathbb{C}^{-}$, independent of the frequency $\omega$. The choice $k=2$ corresponds to the dimension of any dominant solution subspace.
If, however, $\lambda_{1}$ and $\lambda_{2}$ have opposite signs, then the situation may be quite dif-
ferent. In the general situation that $\lambda_{1}>0$ and $\lambda_{2}<0$ (and therefore $k=1$ ) we have two eigenvalues in $\mathbb{C}^{-}$and one in $\mathbb{C}^{+}$as long as $|\omega|<\sqrt{-\lambda_{1} \lambda_{2}}$. For stiff problems (in this case: $\max \left\{\left|\lambda_{1}\right|,\left|\lambda_{2}\right|\right\} \gg 1$ ) this condition will generally be satisfied.
For instance, let $\lambda_{2}=-\lambda_{1}$. Then $\lambda(A(0))=\left\{ \pm \lambda_{1} \sqrt{1-\left(\omega / \lambda_{1}\right)^{2}},-\lambda_{1}\right\}$. As long as $\left|\omega / \lambda_{1}\right|$ is sufficiently smaller than 1 , this spectrum nicely indicates the growth behaviour of solutions. However, if $\left|\omega / \lambda_{1}\right| \approx 1$ (or even more so $\left|\omega / \lambda_{1}\right|>1$ ) then all information about increasing solutions is lost and it is impossible to decide which value of $k$ would be the correct one.

This example illustrates once again that at $t=0$ we do not have, in general, sufficient information to decide how the partitioning should be chosen and which initial value we have to take. Local information may be misleading. The effect of the initial choices can be checked during the integration, but the reparation in the case of a misconstruction may sometimes be time consuming.

### 3.5 Separated BCs

In Section 3.1 we have already seen that in a multiple shooting method we can reduce the number of equations involved in the computation if the BCs are separated. This is true also for the method sketched above. Assume that the BCs are given by

$$
B^{0} x(0)+B^{1} x(1)=\left[\begin{array}{c}
0 \\
B^{02}
\end{array}\right] x(0)+\left[\begin{array}{c}
B^{11} \\
0
\end{array}\right] x(1)=\binom{b_{1}}{b_{2}}
$$

Let $T=\left[\begin{array}{ll}\underset{k}{T_{1}} & \underset{n-k}{T_{2}}\end{array}\right]$ be a decoupling transformation, existing on $[0,1]$, such that

$$
\begin{equation*}
B^{02} T_{1}(0)=0 \tag{62}
\end{equation*}
$$

Then

$$
\begin{equation*}
b_{2}=B^{02} x(0)=B^{02} T(0) y(0)=B^{02} T_{2}(0) y_{2}(0) \tag{63}
\end{equation*}
$$

By the well-posedness of the BVP and the regularity of $T(0)$ the matrix $B^{02} T_{2}(0)$ will be non-singular. Hence, $y_{2}(0)$ is known. Moreover, by $T$ the DE for $y_{2}$,

$$
\frac{d}{d t} y_{2}=\tilde{A}_{22}(t) y_{2}+\tilde{f}_{2}(t), \quad t \epsilon[0,1]
$$

is decoupled from $y_{1}$. Therefore, $y_{2}$ can be computed at the same time as $T$.
Since $y_{2}(0)$ is known the recovery transformation (50) can be reduced to the simpler form

$$
\begin{equation*}
y_{1}(0)=R_{11}(t) y_{1}(t)+g_{1}(t), \quad \text { for all } t \epsilon[0,1] \tag{64}
\end{equation*}
$$

where $R_{11}$ and $g_{1}$ have to satisfy the DEs (cf. (53a, c) ):

$$
\begin{align*}
& \frac{d}{d t} R_{11}=-R_{11} \tilde{A}_{11}(t), \quad t \epsilon[0,1], \quad R_{11}(0)=I_{k}  \tag{65a}\\
& \frac{d}{d t} g_{1}=-R_{11}(t)\left(\tilde{A}_{12}(t) y_{2}(t)+\tilde{f}_{1}(t)\right), \quad g_{1}(0)=0 \tag{65b}
\end{align*}
$$

Thus, by the initial choices (62) and (63) the computation of $Y_{22}$ and $R_{12}$ has become superfluous.
If $T$ is orthogonal even a further reduction can be obtained, since we are actually interested in $x=T y=T_{1} y_{1}+T_{2} y_{2}$. We can avoid the computation of $T_{2}$ (just as in marching algorithms) as follows. Define $z=T_{2} y_{2}$. Then

$$
\begin{equation*}
x=T_{1} y_{1}+z \tag{66}
\end{equation*}
$$

Since $T$ is orthogonal, the orthogonality condition $T_{1}{ }^{T} z=0$ is satisfied over the entire interval.

Assume $T$ is defined by (32),(33), where $\tilde{A}$ is chosen such that $T$ is orthogonal. Then, using $\tilde{f}_{2}=T_{2}^{T} f$ and $\tilde{A}_{22}+\tilde{A}_{22}^{T}=T_{2}^{T}\left(A+A^{T}\right) T_{2}$ (cf. (31b), we have

$$
\begin{aligned}
\frac{d z}{d t} & =\frac{d T_{2}}{d t} y_{2}+T_{2} \frac{d y_{2}}{d t} \\
& =-A^{T}(t) z+T_{2}(t)\left\{\left(\tilde{A}_{22}(t)+\tilde{A}_{22}^{T}(t)\right) T_{2}^{T}(t) z+\tilde{f}_{2}(t)\right\} \\
& =-A^{T}(t) z+T_{2}(t) T_{2}^{T}(t)\left\{\left(A(t)+A^{T}(t)\right) T_{2}(t) T_{2}^{T}(t) z+f(t)\right\}
\end{aligned}
$$

Since $T_{2}$ will not be computed we have to use the relations $T_{1} T_{1}{ }^{T}+T_{2} T_{2}{ }^{T}=I_{n}$ and $T_{2} T_{2}{ }^{T} z=z$, which results in

$$
\begin{align*}
\frac{d z}{d t} & =-A^{T}(t) z+\left(I_{n}-T_{1}(t) T_{1}^{T}(t)\right)\left\{\left(A(t)+A^{T}(t)\right) z+f(t)\right\} \\
& =\left(I_{n}-T_{1}(t) T_{1}^{T}(t)\right)(A(t) z+f(t))-T_{1}(t) T_{1}^{T}(t) A^{T}(t) z \tag{67}
\end{align*}
$$

The initial value $z(0)$ is determined by

$$
\left[\begin{array}{c}
T_{1}^{T}(0) \\
B^{02}
\end{array}\right] z(0)=\binom{0}{b_{2}}
$$

Hence, as soon as $T_{1}(1)$ and $z(1)$ have been computed we are able to determine $y_{1}(1)$ from the BCs at $t=1$ :

$$
\begin{aligned}
b_{1}= & B^{11} x(1)=B^{11}\left(T_{1}(1) y_{1}(1)+z(1)\right) \\
& \Rightarrow B^{11} T_{1}(1) y_{1}(1)=b_{1}-B^{11} z(1)
\end{aligned}
$$

With $y_{1}(1)$ known we can use the recovery transformation (64) to determine the solution at any desired point. By the orthogonality of $T$ we have (cf. (31c) and (14b)):

$$
\tilde{A}_{12}=T_{1}^{T}\left(A+A^{T}\right) T_{2} \quad \text { and } \quad \tilde{f}_{1}=T_{1}^{T} f
$$

Since in the expression for $\tilde{A}_{12}$ the matrix function $T_{2}$ is involved the backward sweep also needs a slight modification. Using $T_{2} T_{2}{ }^{T} z=z$, (53c) changes into

$$
\frac{d g_{1}}{d t}=-R_{11}(t) T_{1}^{T}(t)\left\{\left(A(t)+A^{T}(t)\right) z(t)+f(t)\right\}, t \epsilon[0,1], \quad g_{1}(0)=0
$$

Hence, for separated BCs we only have to solve DEs for the $(n+k) \times(k+1)$ matrix function $\left[\begin{array}{cc}R_{11} & g_{1} \\ T_{1} & z\end{array}\right]$ (in marching algorithms the order of the system is equal to $n \times(k+1))$.

### 3.6 Conclusions

Let us now recapitulate the foregoing results for continuous orthonormalization and invariant imbedding. In the first place we remark that a continuous determination of directions of solutions implies that the number of DEs that is to be solved is larger than in the current (multiple) shooting methods. Moreover, the complexity of these DEs has been increased (a linear problem is solved by non-linear problems).
On the other hand, the stability properties of the corresponding DEs have been improved, in general. Besides, the transformation $T$ can be chosen as smooth as possible (cf. Property 3.6), having rotational activity only within $\mathcal{R}\left(T_{1}\right)^{\perp}$. This implies that, possibly after some initial layer effect, an automatic integration routine may choose large stepsizes.
Using the invariant imbedding technique we obtain that in the resulting method the IVPs we have to solve are all expected to be numerically stable in forward
direction. A qualified automatic initial value integration routine will therefore choose, in general, its stepsizes quite efficiently. Moreover, we do not have to store and interpolate intermediate results.
These benefits become more evident if the growth behaviour of solutions of the original problem is quite extreme, like in singular perturbation problems (see Chapter 5). For such problems also the backward sweep has a great influence on the total performance of the method. If output is required in just a few points, then the invariant imbedding technique is the most promising, since it circumvents the creation of many extra internal layers and excessive memory access has become superfluous.
Hence, continuous orthonormalization combined with invariant imbedding may be very successful for stiff and homogeneous (eigenvalue) problems, like the OrrSommerfeld equation with high Reynolds numbers (cf. [12]).
The disadvantages, like the number and the complexity of the DEs that are to be solved can be reduced if more restrictions are imposed on $T$. In the case of a Riccati transformation (see Chapter 4) the same number of DEs are to be solved as in the multiple shooting case.
Note that one can say that by invariant imbedding the problem is imbedded in the class of BVPs:

$$
\frac{d y}{d t}=\tilde{A}(t) y+\tilde{f}(t), \quad t \epsilon[0, \xi]
$$

subject to

$$
B^{0} T(0) y(0)+B^{1} T(\xi) y(\xi)=b, \quad \xi \epsilon[0,1]
$$

This illustrates why the invariant imbedding technique can be used very well for free boundary problems ([44]).

## Chapter 4

## Riccati transformations

### 4.1 Introduction

In Chapter 3 we have discussed a general framework for a continuous decoupling of the DE

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x+f(t), \quad t \epsilon[0,1] \tag{1}
\end{equation*}
$$

into

$$
\begin{equation*}
\frac{d y}{d t}=\tilde{A}(t) y+\tilde{f}(t), \quad t \epsilon[0,1] \tag{2}
\end{equation*}
$$

where $y=T^{-1} x$, for some transformation $T$. The relation between $T$ and $\tilde{A}$ is given by the Lyapunov equation (3.13), a system of $n^{2}$ equations for $2 n^{2}$ variables (the elements of $T$ and $\tilde{A}$ ). Hence, we have $n^{2}$ degrees of freedom. If $\tilde{A}$ is block upper triangular, for all $t$, then the $\mathrm{DE}(1)$ is said to be decoupled by $T$. Assume that $A$ (and similarly $\tilde{A}$ ) is partitioned as
where the dimension $k$ is to be determined later. The requirement $\tilde{A}_{21} \equiv 0$ reduces the number of degrees of freedom with $k(n-k)$. In Chapter 3 we constructed an orthogonal transformation $T$. This extra condition prescribes the symmetric part of $\tilde{A}$ (Property 3.3 ), which reduces the degrees of freedom with another $\frac{1}{2} n(n+1)$. We did not use the resulting degrees of freedom,
although their number turned out to be just sufficient to make $\tilde{A}$ upper triangular (cf. Property 3.9). The resulting system of DEs for $T$ were at least cubic (cf. (3.31a,b)).
In this chapter we shall use the remaining $n^{2}-k(n-k)$ degrees of freedom to simplify the form of $T$ and the corresponding DEs. To this end we consider the well-known Riccati transformation (cf. [42],[51])

$$
T(t)=\left[\begin{array}{cc}
I_{k} & 0  \tag{4}\\
R_{21}(t) & I_{n-k}
\end{array}\right], \quad t \epsilon[0,1]
$$

in which exactly $n^{2}-k(n-k)$ components of $T(t)$ are prescribed. Observe that, for all $t \epsilon[0,1]$,

$$
T^{-1}(t)=\left[\begin{array}{cc}
I_{k} & 0 \\
-R_{21}(t) & I_{n-k}
\end{array}\right]
$$

and

$$
\frac{d}{d t} T(t)=\left[\begin{array}{cc}
0 & 0 \\
\frac{d}{d t} R_{21}(t) & 0
\end{array}\right]
$$

From the Lyapunov equation (3.13) and the requirement $\tilde{A}_{21} \equiv 0$ we obtain that the matrix function $R_{21}$ has to satisfy the DE

$$
\begin{equation*}
\frac{d}{d t} R_{21}=A_{21}(t)+A_{22}(t) R_{21}-R_{21} A_{11}(t)-R_{21} A_{12}(t) R_{21} \tag{5}
\end{equation*}
$$

which is the so-called (matrix) Riccati equation. As long as a solution $R_{21}$ of (5) exists, we have (cf. (3.14b,c)):

$$
\tilde{A}=\left[\begin{array}{cc}
A_{11}+A_{12} R_{21} & A_{12}  \tag{6a}\\
0 & A_{22}-R_{21} A_{12}
\end{array}\right]
$$

and

$$
\begin{equation*}
\tilde{f}=\binom{f_{1}}{-R_{21} f_{1}+f_{2}} \tag{6~b}
\end{equation*}
$$

Hence, a corresponding fundamental solution $Y$ of (2) may have a block upper triangular form as well. Like in (3.10) we have that $X=T Y$ is a fundamental solution of the original system (1). Therefore, we actually have constructed a block LU-decomposition of such a fundamental solution $X$.
From the relation $X=T Y$ we conclude that

$$
\begin{equation*}
R_{21}(t)=X_{21}(t) X_{11}^{-1}(t) \tag{7}
\end{equation*}
$$

This yields a first result on the existence of $R_{21}(t)$.

## Property 4.1

Let $\mathcal{I}$ be some given interval. Then a solution $R_{21}$ of (5) exists on $\mathcal{I}$ if and only if there exists a fundamental solution $X$, corresponding to (1), with $X_{11}$ non-singular on $\mathcal{I}$.

Although the existence of $R_{21}$ is important, we also have to take care of its boundedness. As in Chapter 3 one of our main goals is to obtain a wellconditioned and properly scaled transformation $T$. For the Riccati transformation this condition is fulfilled as long as $\left\|R_{21}\right\|$ stays sufficiently bounded. In the next section we will see by which factors $\left\|R_{21}\right\|$ is mainly determined.

We may not be able, however, to find a solution of (5) which is sufficiently bounded over the entire interval $[0,1]$. In that case a transformation of the system (also called a restart) has to be considered. The way such difficulties can be handled will be discussed in Section 4.3.

To finish this section we make the following two remarks.

## Remark 4.2

Assume that $R_{21}$, subject to $R_{21}(0)=0$, exists on $[0,1]$. Then, after the computation of fundamental and particular solutions $R_{11}, R_{12}, Y_{22}, g_{1}$ and $p_{2}$ by the invariant imbedding technique of Section 3.3.1, we obtain from (3.50), (3.51b) and using that $x_{2}(0)=y_{2}(0)$ the well-known relations (cf. [6],[53]):

$$
\begin{array}{lc}
x_{1}(0)=R_{11}(t) x_{1}(t)+R_{12}(t) x_{2}(0)+g_{1}(t), & t \epsilon[0,1] \\
x_{2}(t)=R_{21}(t) x_{1}(t)+Y_{22}(t) x_{2}(0)+p_{2}(t), & t \epsilon[0,1] \tag{8b}
\end{array}
$$

These relations can also be written as

$$
\begin{aligned}
{\left[\begin{array}{ll}
\left.I_{k}-R_{12}(t)\right] x(0) & =\left[\begin{array}{ll}
R_{11}(t) & 0
\end{array}\right] x(t)+g_{1}(t), \\
{\left[-R_{21}(t)\right.} & I_{n-k}
\end{array}\right] x(t) } & =\left[\begin{array}{ll}
0 & Y_{22}(t)
\end{array}\right] x(0)+p_{2}(t)
\end{aligned}
$$

which express the similarity in the two formulas. Various authors have used these relations as a starting point for the derivation of the so-called Riccati method, by which the combination of the Riccati transformation and invariant imbedding is meant $([45],[53])$.

## Remark 4.3

If $\xi$ is such that $R_{21}(t)$ exists for all $t \epsilon[0, \xi)$, but $\lim _{t \rightarrow \xi} R_{21}(t)$ does not exist, then the homogeneous BVP

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x \tag{9}
\end{equation*}
$$

subject to

$$
\left[-R_{21}(0) I_{n-k}\right] x(0)=0 \quad \text { and } \quad\left[\begin{array}{ll}
I_{k} & 0
\end{array}\right] x(\xi)=0
$$

has a non-trivial solution. This property can be proved with the help of Property 4.1. The parameter $\xi$ is called an eigenlength or characteristic length of (9) ([53]).

### 4.2 Existence and boundedness of $R_{21}$

The fact that || $R_{21} \|$ may become large (implying an ill-conditioned transformation $T$ ), or even unbounded, is one of the main arguments used by critics to reject the Riccati transformation as a general solution method for linear BVPs. In this section we discuss the factors that influence the magnitude of the Riccati matrix $R_{21}$.

As will be shown in the next section the following assumption does not violate the generality of the transformation.

## Assumption 4.4

$$
R_{21}(0)=0
$$

## Example 4.5

(i) Consider the second order DE

$$
\frac{d^{2} y}{d t^{2}}+\omega^{2} y=0, \quad t \in[0,1]
$$

Transforming it to a first order sysíem by $x_{1}=y$ and $x_{2}=\frac{d}{d t} y$, we obtain

$$
\frac{d}{d t}\binom{x_{1}}{x_{2}}=\left[\begin{array}{cc}
0 & 1  \tag{10}\\
-\omega^{2} & 0
\end{array}\right]\binom{x_{1}}{x_{2}}, \quad t \epsilon[0,1]
$$

The corresponding $1 \times 1$ Riccati matrix is given by

$$
R_{21}(t)=-\omega \tan (\omega t)
$$

Hence, it blows up very fast if $\omega$ is large.
There are two main reasons for this phenomenon. In the first place the solution space of (10) is not exponentially dichotomic, and in the second place the basic modes $\binom{\cos (\omega t)}{-\sin (\omega t)}$ and $\binom{\sin (\omega t)}{\cos (\omega t)}$ are fast rotating.
(ii) The second order DE

$$
\frac{d^{2} y}{d t^{2}}-\omega^{2} y=0, \quad t \epsilon[0,1]
$$

can be written as

$$
\frac{d}{d t}\binom{x_{1}}{x_{2}}=\left[\begin{array}{cc}
0 & 1 \\
\omega^{2} & 0
\end{array}\right]\binom{x_{1}}{x_{2}}, \quad t \in[0,1]
$$

The corresponding Riccati matrix is now given by

$$
R_{21}(t)=\omega \tanh (\omega t)
$$

which is bounded by $\omega$ on the entire interval.
In this example the solution space $\mathcal{S}$ is exponentially dichotomic and the directions of the corresponding dominant and dominated subspaces are independent of time.

By only taking into account the norm of $A$ one can state the following theorem.

## Theorem 4.6

Let $A$ be partitioned as in (3) and define $M=\max _{0 \leq t \leq 1}\|A(t)\|$. Then the solution $R_{21}$ of

$$
\left\{\begin{array}{l}
\frac{d}{d t} R_{21}=A_{21}(t)+A_{22}(t) R_{21}-R_{21} A_{11}(t)-R_{21} A_{12}(t) R_{21} \\
R_{21}(0)=0
\end{array}\right.
$$

exists at least on $[0, \xi)$, where $\xi=\max \left(\frac{1}{M}, 1\right)$.
Proof:

Let $r(t)=\left\|R_{21}(t)\right\|_{F}$, the Frobenius norm of $R_{21}(t)$. Then $r(0)=0$ and

$$
\frac{d r}{d t} \leq M\left(1+2 r+r^{2}\right)
$$

Hence, $\frac{d r}{(1+r)^{2}} \leq M d t$, from which we obtain $\frac{r(t)}{1+r(t)} \leq M t$. Therefore,

$$
r(t) \leq \frac{M t}{1-M t}
$$

Now the theorem can be proved by standard reasoning.

This result may be sharpened if more specific information about $A$ is used. To this end define, for any value of $\tau$, the incremental fundamental solutions $M_{11}$ and $M_{22}$ by

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d}{d t} M_{11}(t, \tau)=-M_{11}(t, \tau) A_{11}(t) \\
M_{11}(\tau, \tau)=I_{k}
\end{array}\right.  \tag{11}\\
& \left\{\begin{array}{l}
\frac{d}{d t} M_{22}(t, \tau)=A_{22}(t) M_{22}(t, \tau) \\
M_{22}(\tau, \tau)=I_{n-k}
\end{array}\right. \tag{12}
\end{align*}
$$

Define, for $R \epsilon \mathbb{R}^{(n-k) \times k}$,

$$
\begin{equation*}
f(t, R)=A_{21}(t)-R A_{12}(t) R \tag{13}
\end{equation*}
$$

Then, using Assumption 4.4, the DE (5) can be written in integral form as

$$
\begin{equation*}
R_{21}(t)=\int_{0}^{t} M_{22}(t, \tau) f\left(\tau, R_{21}(\tau)\right) M_{11}(t, \tau) d \tau \tag{14}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \left\|R_{21}(t)\right\| \leq  \tag{15}\\
& \quad \int_{0}^{t} \exp \left(\int_{\tau}^{t} \mu\left(A_{22}(s)\right) d s\right)\left\|f\left(\tau, R_{21}(\tau)\right)\right\| \exp \left(\int_{\tau}^{t} \mu\left(-A_{11}(s)\right) d s\right) d \tau
\end{align*}
$$

Now define

$$
\begin{align*}
& a_{21}(t)=\left\|A_{21}(t)\right\|,  \tag{16a}\\
& a_{12}(t)=\left\|A_{12}(t)\right\|, \tag{16~b}
\end{align*}
$$

$$
\begin{equation*}
c(t)=-\frac{1}{2}\left(\mu\left(-A_{11}(t)\right)+\mu\left(A_{22}(t)\right)\right) \tag{16c}
\end{equation*}
$$

Then we are able to show

## Lemma 4.7

Let $\rho$ be the solution of the IVP

$$
\begin{equation*}
\frac{d \rho}{d t}=a_{21}(t)-2 c(t) \rho+a_{12}(t) \rho^{2}, \quad \rho(0)=0 \tag{17}
\end{equation*}
$$

As long as $\rho$ exists, we have the inequality $\left\|R_{21}(t)\right\| \leq \rho(t)$.
Proof:
Define $r(t)=\left\|R_{21}(t)\right\|$. Then (15) yields

$$
r(t) \leq \int_{0}^{t}\left(a_{21}(\tau)+a_{12}(\tau) r^{2}(\tau)\right) \exp \left(-2 \int_{\tau}^{t} c(s) d s\right) d \tau
$$

Moreover, $\rho$ satisfies the equality

$$
\rho(t)=\int_{0}^{t}\left(a_{21}(\tau)+a_{12}(\tau) \rho^{2}(\tau)\right) \exp \left(-2 \int_{\tau}^{t} c(s) d s\right) d \tau
$$

Hence,

$$
r(t)-\rho(t) \leq \int_{0}^{t} g(t, \tau)(r(\tau)-\rho(\tau)) d \tau
$$

where $g(t, \tau)=a_{12}(\tau)(r(\tau)+\rho(\tau)) \exp \left(-2 \int_{\tau}^{t} c(s) d s\right)$, which is a non-negative function. Now, using the Lemma of Grönwall, the lemma is proved.

## Theorem 4.8

Let $\xi$ be such that, for all $t \epsilon[0, \xi]$, (see ( $16 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ))
(i) $c(t) \geq \gamma>0$
(ii) $K(t)=\frac{a_{21}(t) a_{12}(t)}{c^{2}(t)}<1$
(iii) $p_{-}(t)=\frac{a_{21}(t)}{c(t)} \frac{1}{1+\sqrt{1-K(t)}}, \quad p_{+}(t)=\frac{c(t)}{a_{12}(t)}(1+\sqrt{1-K(t)})$ and $m \in \mathbb{R}$ satisfy

$$
p_{-}(t) \leq m<p_{+}(t), \quad 0 \leq t \leq \xi
$$

Then $0 \leq\left\|R_{21}(t)\right\| \leq m$, for all $t \epsilon[0, \xi]$.

## Proof:

Observe that $p_{-}$and $p_{+}$are defined such that (17) is identical to

$$
\frac{d \rho}{d t}=a_{12}(t)\left(\rho-p_{-}(t)\right)\left(\rho-p_{+}(t)\right)
$$

Therefore,

$$
\frac{d \rho}{d t}= \begin{cases}<0 & \text { if } p_{-}(t)<\rho(t)<p_{+}(t) \\ =0 & \text { if } p_{-}(t)=\rho(t) \text { or } p_{+}(t)=\rho(t) \\ >0 & \text { elsewhere }\end{cases}
$$

Since $\rho(0)=0<p_{-}(0)$ the result follows from Lemma 4.7 in a straightforward way.

Sometimes the upper bound in Lemma 4.7 may be overly pessimistic, as is illustrated by the next contrived example.

## Example 4.9

Let the matrix function $A$ be defined by

$$
A(t)=\left[\begin{array}{cc}
e^{\lambda t} & e^{2 \lambda t} \\
1 & -e^{\lambda t}
\end{array}\right](\lambda>0), \quad t \geq 0
$$

Then one easily checks that the corresponding Riccati matrix $R_{21}$ satisfies $R_{21} \rightarrow 0$ as $t \rightarrow \infty$. However, for $\rho$ we obtain the DE

$$
\frac{d \rho}{d t}=\left(1-e^{\lambda t} \rho\right)^{2}, \quad t \geq 0
$$

whose solution will grow rather fast.

Now we shall obtain a result slightly more general than Theorem 4.8. To this end we define the non-decreasing functions $s, s_{21}$ and $s_{12}$ by (see (11) and (12))

$$
\begin{equation*}
s(t)=2 \int_{0}^{t}\left\|M_{22}(t, \tau)\right\|\| \| M_{11}(t, \tau) \| d \tau \tag{18a}
\end{equation*}
$$

$$
\begin{equation*}
s_{21}(t)=\max _{0 \leq \tau \leq t}\left\|A_{21}(\tau)\right\| \tag{18~b}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{12}(t)=\max _{0 \leq \tau \leq t}\left\|A_{12}(\tau)\right\| \tag{18c}
\end{equation*}
$$

Then we have

## Theorem 4.10

As long as $t$ is such that, correspondingly to (18a-c),

$$
\begin{equation*}
s^{2}(t) s_{21}(t) s_{12}(t)<1 \tag{19}
\end{equation*}
$$

then $R_{21}(t)$ exists and $\left\|R_{21}(t)\right\| \leq s(t) s_{21}(t)$.

## Proof:

Observe that $s(0)=0$, which implies that (19) is satisfied for $t=0$. Now let $t>0$ be such that (19) is satisfied. Existence of a solution of (5) can be proved by the method of successive substitution, applied to the non-linear integral equation (14). Hence, define the sequence of matrix functions $\left\{R^{i}(t)\right\}_{i=0}^{\infty}$ by

$$
\begin{align*}
& R^{0}(t) \equiv 0 \\
& R^{i+1}(t)=\int_{0}^{t} M_{22}(t, \tau) f\left(\tau, R^{i}(\tau)\right) M_{11}(t, \tau) d \tau \tag{20}
\end{align*}
$$

Let

$$
\begin{equation*}
w^{i}(t)=\max _{0 \leq \tau \leq t}\left\|R^{i}(\tau)\right\|, \quad i=0,1, \cdots \tag{21}
\end{equation*}
$$

Then from (20) and (13) it follows that

$$
\begin{aligned}
w^{i+1}(t) & \leq \frac{1}{2} s(t) \max _{0 \leq \tau \leq t}\left\|f\left(\tau, R^{i}(\tau)\right)\right\| \\
& \leq \frac{1}{2} s(t)\left(s_{21}(t)+s_{12}(t) w^{i}(t)^{2}\right)
\end{aligned}
$$

This implies that the requirement (19) guarantees boundedness of the numbers $w^{i}(t)$ by $s(t) s_{21}(t)$ (cf. [57]). In order to show that the $R^{i}(t)$ converge we observe that

$$
\begin{aligned}
& \left\|f\left(\tau, R^{i}(\tau)\right)-f\left(\tau, R^{i-1}(\tau)\right)\right\| \\
& \quad \leq\left\|A_{12}(\tau)\right\|\left(\left\|R^{i}(\tau)\right\|+\left\|R^{i-1}(\tau)\right\|\right)\left\|R^{i}(\tau)-R^{i-1}(\tau)\right\|
\end{aligned}
$$

Hence, for all $\xi \epsilon[0, t]$ we have

$$
\begin{aligned}
& \left\|R^{i+1}(\xi)-R^{i}(\xi)\right\| \\
& \quad \leq \int_{0}^{\xi}\left\|M_{22}(\xi, \tau)\right\|\left\|f\left(\tau, R^{i}(\tau)\right)-f\left(\tau, R^{i-1}(\tau)\right)\right\|\left\|M_{11}(\xi, \tau)\right\| d \tau \\
& \quad \leq \frac{1}{2} s(\xi) s_{12}(\xi) 2 s(\xi) s_{21}(\xi) \max _{0 \leq \tau \leq t}\left\|R^{i}(\tau)-R^{i-1}(\tau)\right\| \\
& \leq s^{2}(t) s_{12}(t) s_{21}(t) \max _{0 \leq \tau \leq t}\left\|R^{i}(\tau)-R^{i-1}(\tau)\right\| .
\end{aligned}
$$

Therefore, again using (19), $\lim _{i \rightarrow \infty} R^{i}(t)$ exists, is bounded by $s(t) s_{21}(t)$ and, moreover, it satisfies the integral equation (14).

## Remark 4.11

Observe that $R_{21}$ also satisfies the DE

$$
\frac{d}{d t} R_{21}=A_{21}(t)+\tilde{A}_{22}(t) R_{21}-R_{21} \tilde{A}_{11}(t)+R_{21} A_{12}(t) R_{21}
$$

where $\tilde{A}_{11}=A_{11}+A_{12} R_{21}$ and $\tilde{A}_{22}=A_{22}-R_{21} A_{12}($ see (6a)). Hence, a similar result as that of Theorem 4.8 can be formulated with $c$ replaced by

$$
\tilde{c}(t)=-\frac{1}{2}\left(\mu\left(-\tilde{A}_{11}(t)\right)+\mu\left(\tilde{A}_{22}(t)\right)\right) .
$$

Equivalently, Theorem 4.10 is also valid with $M_{11}$ and $M_{22}$ replaced by $R_{11}$ and $Y_{22}$, the fundamental solutions corresponding to, respectively, $-\tilde{A}_{11}$ and $\tilde{A}_{22}$. These solutions are actually computed when the invariant imbedding technique of Section 3.3 .1 is used (see (3.53a) and (3.46)).

From the foregoing we may conclude that it will be hard to give sharp conditions that imply boundedness of solutions of the Riccati DE. Only in special applications, which occur for instance in control theory, we have conditions (of symmetry and definiteness) that guarantee boundedness of the Riccati matrix (cf. [52]).
Remark 4.11 shows already that the magnitude of $R_{21}$ is strongly influenced by the growth behaviour of the fundamental solutions $R_{11}$ and $Y_{22}$ and by $\left\|A_{21}\right\|$ and $\left\|A_{12}\right\|$. Therefore it is important that the distance between $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ R_{21}(t)\end{array}\right]\right)$ and $\mathcal{S}_{1}(t)$, the dominant subspace at time $t$, is sufficiently small (cf. Theorem 3.5).

Using geometrical arguments similar conclusions can be drawn. To this end we look at the algebraic Riccati equation

$$
\begin{equation*}
0=A_{21}(t)+A_{22}(t) P_{21}(t)-P_{21}(t) A_{11}(t)-P_{21}(t) A_{12}(t) P_{21}(t) \tag{22}
\end{equation*}
$$

Observe that if $P_{21}(t)$ satisfies (22), then

$$
A(t)\left[\begin{array}{c}
I_{k}  \tag{23}\\
P_{21}(t)
\end{array}\right]=\left[\begin{array}{c}
I_{k} \\
P_{21}(t)
\end{array}\right]\left(A_{11}(t)+A_{12}(t) P_{21}(t)\right)
$$

which implies that $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ P_{21}(t)\end{array}\right]\right)$ is an invariant subspace of $A(t)$. Moreover, one can show that

$$
\lambda(A(t))=\lambda\left(A_{11}(t)+A_{12}(t) P_{21}(t)\right) \cup \lambda\left(A_{22}(t)-P_{21}(t) A_{12}(t)\right)
$$

(cf. [57]). For the remaining part of this section we make the following assumption.

## Assumption 4.12

The matrix $A(0)$ is (block) upper triangular and correctly ordered, i.e.,

$$
A(0)=\left[\begin{array}{cc}
A_{11}(0) & A_{12}(0) \\
0 & A_{22}(0)
\end{array}\right]
$$

and $\lambda_{\min }\left(A_{11}(0)\right)>\lambda_{\max }\left(A_{22}(0)\right)$ (which can always be obtained by an (orthogonal) Schur transformation (see Section 3.4)).

With this assumption and the definition of separation of matrices (Definition 1.5) one can prove the following generalization of Theorem 3.5 in [57].

## Theorem 4.13

Define

$$
\begin{aligned}
& a_{21}(t)=\left\|A_{21}(t)\right\|, \\
& a_{12}(t)=\left\|A_{12}(t)\right\|,
\end{aligned}
$$

and

$$
\begin{equation*}
d(t)=\frac{1}{2} \operatorname{sep}\left(A_{11}(t), A_{22}(t)\right) . \tag{24}
\end{equation*}
$$

As long as $d(t)>0$ and

$$
K(t)=\frac{a_{21}(t) a_{12}(t)}{d^{2}(t)}<1
$$

then there exists a unique continuously differentiable solution $P_{21}$ of (22) with $P_{21}(0)=0$ and satisfying

$$
\begin{equation*}
\left\|P_{21}(t)\right\| \leq \frac{a_{21}(t)}{d(t)} \frac{1}{1+\sqrt{1-K(t)}}<\frac{a_{21}(t)}{d(t)} \tag{25}
\end{equation*}
$$

## Proof:

Stewart ([57]) shows that, for any fixed $t$ with $K(t)<1$, there exists a unique solution $P_{21}(t)$, which satisfies (25). From Property 1.6 we obtain

$$
\operatorname{sep}\left(A_{11}+A_{12} P_{21}, A_{22}-P_{21} A_{12}\right) \geq 2 d-2 \frac{a_{12} a_{21}}{d}>0
$$

Hence, using Assumption 4.12,

$$
\begin{equation*}
\lambda_{\min }\left(A_{11}+A_{12} P_{21}\right)>\lambda_{\max }\left(A_{22}-P_{21} A_{12}\right) \tag{26}
\end{equation*}
$$

This implies that $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ P_{21}(t)\end{array}\right]\right)$ is the (unique) invariant subspace corresponding to the $k$ eigenvalues with largest real parts $\left(\lambda\left(A_{11}+A_{12} P_{21}\right)\right)$. With (26) it follows that this invariant subspace changes in a continuously differentiable way.

Observe that the quantities $s$ in (18a) and $d$ in (24) have a relation similar to the one obtained in Theorem 1.9. By this relation the conditions of Theorem 4.8 and Theorem 4.13 are coupled.
Assume the solution $P_{21}$ of (22) defined in Theorem 4.13 exists on some interval [ $0, \xi$ ]. Define the matrix function $E_{21}$ as the solution of the Riccati DE

$$
\begin{aligned}
\frac{d}{d t} E_{21}=-\frac{d}{d t} P_{21} & +\left(A_{22}(t)-P_{21}(t) A_{12}(t)\right) E_{21} \\
& -E_{21}\left(A_{11}(t)+A_{12}(t) P_{21}(t)\right)-E_{21} A_{12}(t) E_{21}
\end{aligned}
$$

subject to $E_{21}(0)=0$. Then $E_{21}$ is nothing but the difference between $R_{21}$ and $P_{21}$. The magnitude of $E_{21}$ is, cf. Theorem 4.10, in the first place determined by the growth behaviour of the fundamental solutions corresponding to $A_{22}-$ $P_{21} A_{12}$ and $-\left(A_{11}+A_{12} P_{21}\right)$ and in the second place by the values $\left\|\frac{d}{d t} P_{21}\right\|$ and $\left\|A_{12}\right\|$. Since $R_{21}=P_{21}+E_{21}$ we observe that, if both $P_{21}$ and $E_{21}$ remain sufficiently bounded, then also $R_{21}$ remains bounded. These conditions
will be fulfilled if:

- the eigenvalues of $A(t)$ are sufficiently well separated into two clusters; globally speaking: one cluster containing eigenvalues with positive real parts and the other cluster containing eigenvalues with non-positive real parts.
Relative to this separation we need that
- the invariant subspace belonging to the cluster of eigenvalues with positive real parts does not change too rapidly
- the quantity || $A_{12} \|$ is not too large
- $E_{21}(0)$ is sufficiently small.


## Remark 4.14

Differentiating the algebraic Riccati equation (22) yields the (time-dependent) Sylvester equation

$$
\begin{aligned}
& \left(A_{22}-P_{21} A_{12}\right)\left(\frac{d}{d t} P_{21}\right)-\left(\frac{d}{d t} P_{21}\right)\left(A_{11}+A_{12} P_{21}\right)= \\
& \quad-\left(\frac{d}{d t} A_{21}+\left(\frac{d}{d t} A_{22}\right) P_{21}-P_{21}\left(\frac{d}{d t} A_{11}\right)-P_{21}\left(\frac{d}{d t} A_{12}\right) P_{21}\right) .
\end{aligned}
$$

Hence, the magnitude of $\left\|\frac{d}{d t} P_{21}\right\|$ is determined by $\left\|\frac{d}{d t} A\right\|,\left\|P_{21}\right\|$ and $\operatorname{sep}\left(A_{11}+A_{12} P_{21}, A_{22}-P_{21} A_{12}\right)$.

### 4.3 Separated BCs

In this section we shall discuss in more detail what the Riccati method looks like in case of a BVP with separated BCs. We have seen already in Section 3.5 that a reduction in the number of DEs can be obtained. By choosing the proper initial values (Section 4.3.1) the Riccati method requires the computation of the $n \times(k+1)$ system $\left[\begin{array}{ll}R_{11} & g_{1} \\ R_{21} & y_{2}\end{array}\right]$. Observe that the order of this system is as large as for a stabilized march algorithm (see Section 3.1).
However, the Riccati DE for $R_{21}$ will be non-linear. This non-linearity may cause some additional orthogonalization steps, in order to keep the decoupling transformation well-conditioned. How such a restart can be performed will be treated in Section 4.3.2.
The resulting method is described algorithmically in Section 4.3.3.
For the computational aspects of the Riccati method we refer to Section 4.5.

### 4.3.1 Initial values

Assume that the solution space $\mathcal{S}$ has an exponential dichotomy $\left(\mathcal{S}=\mathcal{S}_{1} \oplus \mathcal{S}_{2}\right)$. In Section 3.4 we have already seen that, if possible, $k$ should be chosen equal to $\operatorname{dim}\left(\mathcal{S}_{1}\right)$. The Riccati matrix $R_{21}$ is constructed such that

$$
\mathcal{R}\left(X_{1}(t)\right)=\mathcal{R}\left(\left[\begin{array}{c}
I_{k}  \tag{27}\\
R_{21}(t)
\end{array}\right]\right)
$$

where $X_{1}$ is an $n \times k$ matrix function consisting of the first $k$ columns of a fundamental solution $X$ (cf. (7)). As follows from Remark 4.11, this fundamental solution $X$ should actually be consistent, since then $\operatorname{DIST}\left(\mathcal{R}\left(X_{1}(t)\right), \mathcal{S}_{1}(t)\right) \rightarrow$ 0 as $t \rightarrow \infty$ (cf. Theorem 2.19). Hence, we have to satisfy the relation

$$
\{0\}=\mathcal{R}\left(X_{1}(0)\right) \cap \mathcal{S}_{2}(0)=\mathcal{R}\left(\left[\begin{array}{c}
I_{k}  \tag{28}\\
R_{21}(0)
\end{array}\right]\right) \cap \mathcal{S}_{2}(0)
$$

For separated BCs, i.e.,

$$
B^{02} x(0)=b_{2} \quad \text { and } \quad B^{11} x(1)=b_{1}
$$

where $B^{02} \epsilon \mathbb{R}^{(n-k) \times n}$ and $B^{11} \epsilon \mathbb{R}^{k \times n}$, this value of $k$ will do and we may choose a fundamental solution $X=\left[\begin{array}{cc}X_{1} & X_{2}\end{array}\right]$ that satisfies the homogeneous BCs at $t=0$, i.e., $B^{02} X_{1}(0)=0$ (see Section 3.4). Assuming that $X_{11}(0)$ is non-singular, the corresponding initial value for the Riccati transformation, satisfying

$$
B^{02}\left[\begin{array}{c}
I_{k}  \tag{29}\\
R_{21}(0)
\end{array}\right]=0
$$

would be $R_{21}(0)=X_{21}(0) X_{11}{ }^{-1}(0)$ (cf. (7)). This quantity, however, may be large, implying, at least for small $t$, a poorly conditioned Riccati transformation.

There are some ways to decrease the magnitude of this initial value. Allowing that the columns of $B^{02}$ (and correspondingly the elements of $x$ ) are permuted one may derive

Theorem 4.15 ([60])

non-singular and all elements of the matrix $R_{21}{ }^{0}(0)$ that satisfies

$$
B^{02} \Pi^{0}\left[\begin{array}{c}
I_{k}  \tag{30}\\
R_{21}{ }^{0}(0)
\end{array}\right]=0
$$

are in absolute value not greater than $1\left(\left|R_{21}{ }^{0}(0)\right| \leq 1\right)$.

This implies that for the permuted system

$$
\frac{d x^{0}}{d t}=A^{0}(t) x^{0}+f^{0}(t), \quad t \in[0,1]
$$

where $x^{0}=\left(\Pi^{0}\right)^{T} x, f^{0}=\left(\Pi^{0}\right)^{T} f$ and $A^{0}=\left(\Pi^{0}\right)^{T} A \Pi^{0}$, we can find a start for the Riccati transformation that satisfies the homogeneous BCs at $t=0$ and is well-conditioned, for $t$ sufficiently small.

Even more reduction can be obtained by an orthogonal transformation with a generally less simple form. This is a result of

Property 4.16
By the well-posedness of the BVP there exist an orthogonal matrix $U^{0} \epsilon \mathbb{R}^{n \times n}$ and a non-singular matrix $V_{22}{ }^{0} \in \mathbb{R}^{(n-k) \times(n-k)}$ such that

$$
B^{02} U^{0}=\left[\begin{array}{ll}
0 & V_{22}^{0} \tag{31}
\end{array}\right]
$$

Using Assumption 2.2 on the row orthogonality of $B^{02}$ we can obtain $V_{22}{ }^{0}=$ $I_{n-k}$.

With this choice for the orthogonal transformation $U^{0}$ the system

$$
\begin{equation*}
\frac{d x^{0}}{d t}=A^{0}(t) x^{0}+f^{0}(t), \quad t \in[0,1] \tag{32}
\end{equation*}
$$

where $x^{0}=\left(U^{0}\right)^{T} x, f^{0}=\left(U^{0}\right)^{t} f$ and $A^{0}=\left(U^{0}\right)^{T} A U^{0}$, has at $t=0$ the $\mathrm{BCs} b_{2}=B^{02} U^{0} x^{0}(0)=\left[\begin{array}{ll}0 & V_{22}{ }^{0}\end{array}\right] x^{0}(0)$. Hence, the Riccati transformation, satisfying the homogeneous BCs at $t=0$ starts with zero $\left(R_{21}(0)=0\right)$.

We have to realize, however, that even this starting value does not guarantee boundedness for $R_{21}$ for a long time, as is seen in the next example.

## Example 4.17

Consider the BVP with constant coefficients

$$
\frac{d x}{d t}=\left[\begin{array}{cc}
-10 & 0 \\
20 & 10
\end{array}\right] x, \quad t \in[0,1]
$$

subject to $x_{2}(0)=1$ and $x_{1}(1)-x_{2}(1)=0$. This is a well-conditioned problem, with an exponentially dichotomic solution space. The increasing solution $\binom{e^{-10 t}}{e^{10 t}-e^{-10 t}}$ satisfies the homogeneous BCs at $t=0$. However, for small $t$ its rotational acticity is high. This is illustrated by the fact that the corresponding Riccati DE, given by

$$
\frac{d}{d t} R_{21}=20+20 R_{21}, \quad R_{21}(0)=0
$$

has the fast increasing solution $R_{21}(t)=e^{20 t}-1$.

A Riccati transformation fitted to the BCs at $t=0$ has an interesting property, which is a direct result of (2), (4) and (6a)

## Property 4.18

Assume that we have separated BCs with $B^{02}=\left[\begin{array}{ll}0 & V_{22}{ }^{0}\end{array}\right]$ (cf. Property 4.16). Let $\xi$ be such that the solution of the Riccati $D E(5)$, subject to $R_{21}(0)=0$, exists on $[0, \xi]$. Then any solution of the (incomplete) IVP

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=A(t) x+f(t)  \tag{33}\\
B^{02} x(0)=b_{2}
\end{array}\right.
$$

satisfies the relation

$$
\begin{equation*}
\left[-R_{21}(t) I_{n-k}\right] x(t)=y_{2}(t), \quad t \in[0, \xi] \tag{34}
\end{equation*}
$$

where $y_{2}$ is the solution of the IVP

$$
\frac{d y_{2}}{d t}=\left(A_{22}(t)-R_{21}(t) A_{12}(t)\right) y_{2}(t)-R_{21}(t) f_{1}(t)+f_{2}(t)
$$

subject to $V_{22}{ }^{0} y_{2}(0)=b_{2}$.

## Remark 4.19

Property 4.18 with $t=\xi$ can be interpreted as follows: with (34) the ( $n-$ $k$ ) boundary conditions $B^{02} x(0)=b_{2}$ are transformed to the point $\xi$ in the interval. So, what is left is a BVP on $[\xi, 1]$ with separated BCs. We shall take advantage of this in Chapter 6, when dealing with BVPs having a singularity of the first kind.
Similarly, we can define a Riccati matrix $S_{12}$ and a vector function $z_{1}$ such
that, if $S_{12}$ exists on $[\xi, 1]$, any solution $x$ of the DE, fitting the $k$ boundary conditions $B^{11} x(1)=b_{1}$, satisfies

$$
\left[\begin{array}{ll}
I_{k} & \left.-S_{12}(t)\right] x(t)=z_{1}(t), \quad t \in[\xi, 1] . . . ~
\end{array}\right.
$$

Using both $R_{21}$ and $S_{12}$ we obtain the proper number of conditions to determine $x(\xi)$ :

$$
\left[\begin{array}{cc}
I_{k} & -S_{12}(\xi) \\
-R_{21}(\xi) & I_{n-k}
\end{array}\right] x(\xi)=\binom{z_{1}(\xi)}{y_{2}(\xi)}
$$

Sometimes $S_{12}$ is called the inverse Riccati matrix ([15]).

Of course, the final solution $x$ can not be computed by just constructing a continuous description of the solution manifold corresponding to the BCs at $t=0$. As we have seen in Section 3.2.4, some kind of backward sweep is needed too. For such a backward sweep we prefer the invariant imbedding formulation of Section 3.3. For separated BCs (cf. Section 3.5) this implies that (in a forward sweep) we have to compute the functions $R_{11}, R_{12}$ and $g_{1}$, which are determined by the relation (cf. (3.64))

$$
\begin{equation*}
y_{1}(0)=R_{11}(t) y_{1}(t)+g_{1}(t) . \tag{35}
\end{equation*}
$$

These functions satisfy the DEs (cf. (3.65a,b))

$$
\begin{array}{ll}
\frac{d}{d t} R_{11}=-R_{11}\left(A_{11}(t)+A_{12}(t) R_{21}(t)\right), & t \geq 0, \\
R_{11}(0)=I_{k}  \tag{36b}\\
\frac{d}{d t} g_{1}=-R_{11}(t)\left(A_{12}(t) y_{2}(t)+f_{1}(t)\right), & t \geq 0,
\end{array} g_{1}(0)=0
$$

## Remark 4.20

The DEs we have to solve for the Riccati transformation ( $R_{21}$ and $y_{2}$ ) and for the invariant imbedding technique ( $R_{11}, R_{12}$ and $g_{1}$ ) can be written in one $n \times(k+1)$ system:

$$
\begin{aligned}
& \frac{d}{d t}\left[\begin{array}{c|c}
R_{11} & g_{1} \\
R_{21} & y_{2}
\end{array}\right]=\left[\begin{array}{c|c}
0 & 0 \\
A_{21}(t) & f_{2}(t)
\end{array}\right]+ \\
& \quad\left[\begin{array}{cc}
0 & 0 \\
0 & A_{22}(t)
\end{array}\right]\left[\begin{array}{l|l}
R_{11} & g_{1} \\
R_{21} & y_{2}
\end{array}\right]-\left[\begin{array}{l|l}
R_{11} & g_{1} \\
R_{21} & y_{2}
\end{array}\right]\left[\begin{array}{c|c}
A_{11}(t) & f_{1}(t) \\
\hline 0 & 0
\end{array}\right]
\end{aligned}
$$

$$
-\left[\begin{array}{c|c}
R_{11} & g_{1} \\
R_{21} & y_{2}
\end{array}\right]\left[\begin{array}{cc}
0 & A_{12}(t) \\
\hline 0 & 0
\end{array}\right]\left[\begin{array}{l|l}
R_{11} & g_{1} \\
R_{21} & y_{2}
\end{array}\right]
$$

When the BCs at $t=0$ satisfy $B^{02}=\left[\begin{array}{ll}0 & V_{22}{ }^{0}\end{array}\right]$ (cf. Property 4.16), then the initial values are given by

$$
\left[\begin{array}{c|c}
R_{11}(0) & g_{1}(0) \\
R_{21}(0) & y_{2}(0)
\end{array}\right]=\left[\begin{array}{c|c}
I_{k} & 0 \\
0 & \left(V_{22}^{0}\right)^{-1} b_{2}
\end{array}\right]
$$

This is actually how they are computed, since then no intermediate results have to be stored and interpolated.

### 4.3.2 Restarting techniques

Even the knowledge that no dominated solutions are contained in $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ R_{21}(t)\end{array}\right]\right)$ does not guarantee boundedness of $R_{21}$ over the entire interval (cf. Example 4.17). Suppose that at some point within $(0,1)$, say at $t=t_{1}$, the Riccati matrix has grown such that we have to decide for a new basis of the subspace $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ R_{21}(t)\end{array}\right]\right)$. We indicate some (old and new) possibilities for such a new basis, when the Riccati transformation has been fitted to the BCs at $t=0$, i.e., when (34) holds.
(i) Often BVPs have an equal number of BCs at both ends (for instance: a second order system that is transformed to a first order one). This implies a square Riccati matrix. If in that case $R_{21}\left(t_{1}\right)$ is non-singular, then the solution manifold, described by (34) (with $t=t_{1}$ ) can be written as

$$
\left[\begin{array}{ll}
I_{n-k} & \left.-S_{12}(t)\right] x(t)=y_{2}^{1}(t), \quad t \geq t_{1}, ~
\end{array}\right.
$$

where the initial value of $y_{2}{ }^{1}$ is given by $y_{2}{ }^{1}\left(t_{1}\right)=-\left(R_{21}\left(t_{1}\right)\right)^{-1} y_{2}\left(t_{1}\right)$. Hence, for $t>t_{1}$, the matrix function $S_{12}$ (which also satisfies a Riccati $\mathrm{DE})$ and the vector function $y_{2}{ }^{1}$ are computed instead of $R_{21}$ and $y_{2}$. In other words: the transformation $T$ of (4) is, for $t>t_{1}$, replaced by

$$
T^{1}(t)=\left[\begin{array}{cc}
S_{12}(t) & I_{k} \\
I_{n-k} & 0
\end{array}\right]
$$

Important drawbacks of this restarting technique are

- it is far from general
- problems may be expected with the numerical stability of the method
- the implementation is not straightforward.

In [9] Breitenecker discusses a generalization of this concept for non-separated BCs.

More success may be expected from one of the following techniques:
(ii) $([60])$ For any permutation matrix $\Pi^{1}=\left[\begin{array}{ll}\stackrel{\Pi_{1}{ }^{1}}{\stackrel{~}{~}} & \underset{n-k}{\Pi_{2}}\end{array}\right]$ such that the matrix $\left[-R_{21}\left(t_{1}\right) \quad I_{n-k}\right] \Pi_{2}{ }^{1}$ is non-singular, we have that at $t=t_{1}$ the relation (34) is equivalent to

$$
\begin{equation*}
\left[-R_{21}{ }^{1}\left(t_{1}\right) I_{n-k}\right] x^{1}\left(t_{1}\right)=y_{2}{ }^{1}\left(t_{1}\right), \tag{37}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{21}^{1}\left(t_{1}\right)=\left(\left[-R_{21}\left(t_{1}\right) I_{n-k}\right] \Pi_{2}^{1}\right)^{-1}\left[\begin{array}{ll}
-R_{21}\left(t_{1}\right) & \left.I_{n-k}\right] \Pi_{1}^{1} \\
x^{1}\left(t_{1}\right)=\left(\Pi^{1}\right)^{T} x\left(t_{1}\right)
\end{array}\right.
\end{aligned}
$$

and

$$
y_{2}^{1}\left(t_{1}\right)=\left(\left[-R_{21}\left(t_{1}\right) I_{n-k}\right] \Pi_{2}^{1}\right)^{-1} y_{2}\left(t_{1}\right)
$$

As a result of Theorem 4.15, $\Pi^{1}$ can be chosen (and computed) such that all elements of $R_{21}{ }^{1}\left(t_{1}\right)$ are in absolute value not greater than 1.
Now, for $t \geq t_{1}$, the original matrix function $A$ is to be replaced by $A^{1}=$ $\left(\Pi^{1}\right)^{T} A \Pi^{1}$ and the inhomogeneous term $f$ by $f^{1}=\left(\Pi^{1}\right)^{T} f$. Hereafter, the integration continuous with $R_{21}$ and $y_{2}$ replaced by $R_{21}{ }^{1}$ and $y_{2}{ }^{1}$, respectively.

This technique is not straightforwardly generalizable to the case of non-separated BCs.
(iii) ([35]) The permutation matrix $\Pi^{1}$ can be replaced by another orthogonal transformation $U^{1}$, such that a further reduction can be achieved. Choose $U^{1}$ such that

$$
\left[-R_{21}\left(t_{1}\right) I_{n-k}\right] U^{1}=\left[\begin{array}{cc}
\underset{k}{0} & \underset{n-k}{V_{22}^{1}} \tag{38}
\end{array}\right],
$$

where $V_{22}{ }^{1}$ is a non-singular matrix (in fact: $V_{22}{ }^{1}=\left(U_{22}{ }^{1}\right)^{-T}$ ). Then, with $x^{1}=\left(U^{1}\right)^{T} x$ the relation (34) reads

$$
\left[\begin{array}{ll}
0 & V_{22}^{1} \tag{39}
\end{array}\right] x^{1}\left(t_{1}\right)=y_{2}\left(t_{1}\right)
$$

This implies that a new Riccati matrix, say $R_{21}{ }^{1}$, and a vector function $y_{2}{ }^{1}$, can be defined with the initial values, respectively, $R_{21}{ }^{1}\left(t_{1}\right)=0$ and $y_{2}{ }^{1}\left(t_{1}\right)=\left(V_{22}{ }^{1}\right)^{-1} y_{2}\left(t_{1}\right)$, describing the same solution manifold, but corresponding to a new basis (namely the columns of $U^{1}$ ).

Such orthogonal transformations have the advantage that they can be applied in the general case of non-separated BCs too. However, the complexity of the final solution method is increased, since we have to replace the matrix function $A$ by $A^{1}=\left(U^{1}\right)^{T} A U^{1}$ and the inhomogeneous term $f$ by $f^{1}=\left(U^{1}\right)^{T} f$.

## Remark 4.21

The first $k$ columns of the orthogonal transformation $U^{1}$ of (38) form an orthogonal basis of $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ R_{21}\left(t_{1}\right)\end{array}\right]\right)$. In fact: $\left[\begin{array}{c}U_{11} \\ U_{21}\end{array}\right] U_{11}^{-1}$ is the QR-decomposition of $\left[\begin{array}{c}I_{k} \\ R_{21}\left(t_{1}\right)\end{array}\right]$. Hence, the orthogonal update technique described above has some similarity with the Godunov-Conte algorithm ([29]); first a more or less easily computable basis of the solution subspace corresponding to the left BCs is computed. At points where this basis is found to be poorly conditioned a reorthogonalization of this basis is carried out.

The restart strategy for the invariant imbedding technique has been discussed in Section 3.3.2. For separated BCs it implies that, for $t \geq t_{1}$, we have to solve the DE
$\frac{d}{d t}\left[R_{11}{ }^{1} \mid g_{1}{ }^{1}\right]=-R_{11}{ }^{1}\left\{\left[A_{11}{ }^{1}(t) A_{12}{ }^{1}(t)\right]\left[\begin{array}{cc}I_{k} & 0 \\ R_{21}{ }^{1}(t) & y_{2}{ }^{1}(t)\end{array}\right]+\left[0 \mid f_{1}{ }^{1}(t)\right]\right\}$,
subject to $\left[R_{11}{ }^{1}\left(t_{1}\right) \mid g_{1}{ }^{1}\left(t_{1}\right)\right]=\left[I_{k} \mid 0\right]$. This yields the relation (cf. (35))

$$
\begin{equation*}
y_{1}^{1}\left(t_{1}\right)=R_{11}^{1}(t) y_{1}^{1}(t)+g_{1}^{1}(t), \quad t \geq t_{1} \tag{40}
\end{equation*}
$$

### 4.3.3 Algorithmic description

Assume a set of restart points $\left\{t_{i}\right\}_{i=0}^{m}$, with $0=t_{0}<t_{1}<\cdots<t_{m}=1$, are determined by the output requirements and the boundedness condition for $R_{21}{ }^{i}$. Then, as is illustrated by Theorem 4.6 , the number $m$ will be finite. By these restarts a set of subintervals $\left[t_{i}, t_{i+1}\right](i=0, \ldots, m-1)$ is generated.

For separated BCs we can give now a complete description of the Riccati
method, by which we mean the combination of a Riccati transformation, invariant imbedding and the orthogonal restarting technique (iii).

## Algorithm 4.22

step 1. Construct an orthogonal $U^{0} \epsilon \mathbb{R}^{n \times n}$ such that
and set $Q^{0}:=U^{0}$ and $y_{2}^{-1}\left(t_{0}\right):=b_{2}$.
step 2. For $i=0,1, \ldots, m-1$ do
a. Define, for $t \epsilon\left[t_{i}, t_{i+1}\right]$, the transformed matrix function

$$
\begin{equation*}
A^{i}(t):=\left(Q^{i}\right)^{T} A(t) Q^{i} \tag{41a}
\end{equation*}
$$

and the vector function

$$
\begin{equation*}
f^{i}(t):=\left(Q^{i}\right)^{T} f(t) \tag{41b}
\end{equation*}
$$

b. Solve, for $R^{i}:=\left[\begin{array}{c|c}R_{11}{ }^{i} & g_{1}{ }^{i} \\ R_{21}{ }^{i} & y_{2}{ }^{i}\end{array}\right]$ and for $t \epsilon\left[t_{i}, t_{i+1}\right]$, the $i$-th Riccati DE

$$
\begin{align*}
& \frac{d}{d t} R^{i}=\left[\begin{array}{c|c}
0 & 0 \\
A_{21}{ }^{i}(t) & f_{2}{ }^{i}(t)
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
0 & A_{22}{ }^{i}(t)
\end{array}\right] R^{i}  \tag{42}\\
& \quad-R^{i}\left[\begin{array}{c|c}
{A_{11}{ }^{i}(t)} f_{1}{ }^{i}(t) \\
\hline 0 & 0
\end{array}\right]-R^{i}\left[\begin{array}{cc}
0 & A_{12}{ }^{i}(t) \\
\hline 0 & 0
\end{array}\right] R^{i},
\end{align*}
$$

subject to $R^{i}\left(t_{i}\right)=\left[\begin{array}{c|c}I_{k} & 0 \\ 0 & \left(V_{22}{ }^{i}\right)^{-1} y_{2}{ }^{i-1}\left(t_{i}\right)\end{array}\right]$.
c. Construct an orthogonal matrix $U^{i+1} \epsilon \mathbb{R}^{n \times n}$ and a non-singular matrix $V_{22}{ }^{i+1} \epsilon \mathbb{R}^{(n-k) \times(n-k)}$ such that

$$
\left[-R_{21}^{i}\left(t_{i+1}\right) \quad I_{n-k}\right] U^{i+1}=\left[\begin{array}{ll}
\underset{k}{0} & \underset{n-k}{V_{22}^{i+1}} \tag{43}
\end{array}\right]
$$

and define $Q^{i+1}:=Q^{i} U^{i+1}$.

Defining

$$
\begin{equation*}
x^{i}=\left(U^{i}\right)^{T} x^{i-1}=\left(Q^{i}\right)^{T} x, \quad(i=0, \ldots, m) \tag{44}
\end{equation*}
$$

we obtain, similarly to (39), the relation

$$
\left[\begin{array}{ll}
0 & V_{22}{ }^{i}
\end{array}\right] x^{i}\left(t_{i}\right)=y_{2}^{i-1}\left(t_{i}\right)
$$

Observe that the initial values at $t=t_{i}$ are chosen such that

$$
\begin{equation*}
x_{2}{ }^{i}\left(t_{i}\right)=y_{2}{ }^{i}\left(t_{i}\right), \quad(i=0, \ldots, m) . \tag{45}
\end{equation*}
$$

Hence, $x_{2}{ }^{i}\left(t_{i}\right)$ is directly obtained during the forward sweep.
When the integration step is fulfilled and $t=1$ has been reached, then $x_{1}{ }^{m}\left(t_{m}\right)$ can be computed with the BCs at $t=1$ :

$$
\begin{aligned}
b_{1}= & B^{11} x(1)=B^{11} Q^{m} x^{m}\left(t_{m}\right) \\
& \Rightarrow B^{11}{Q_{1}}^{m} x_{1}{ }^{m}\left(t_{m}\right)=b_{1}-B^{11}{Q_{2}}^{m} x_{2}{ }^{m}\left(t_{m}\right)
\end{aligned}
$$

The $k \times k$ matrix $B^{11} Q_{1}{ }^{m}$ is well-conditioned, since the BVP is well-conditioned.
Now $x_{1}{ }^{i}\left(t_{i}\right)(i=m-1, \ldots, 0)$ is determined (in a backward sweep) from the generalized recovery transformation (cf. (40)):

$$
\begin{equation*}
y_{1}{ }^{i}\left(t_{i}\right)=R_{11}{ }^{i}\left(t_{i+1}\right) y_{1}{ }^{i}\left(t_{i+1}\right)+g_{1}{ }^{i}\left(t_{i+1}\right), \quad(i=0, \ldots, m-1) \tag{46}
\end{equation*}
$$

By the special form of the Riccati transformation we have $x_{1}{ }^{i}(t)=y_{1}{ }^{i}(t)$, for all $t \epsilon\left[t_{i}, t_{i+1}\right]$. Hence, (46) can be written as

$$
\begin{equation*}
x_{1}^{i-1}\left(t_{i-1}\right)=R_{11}^{i-1}\left(t_{i}\right) x_{1}^{i-1}\left(t_{i}\right)+g_{1}^{i-1}\left(t_{i}\right) . \tag{47}
\end{equation*}
$$

Together with

$$
x_{1}^{i-1}\left(t_{i}\right)=\left[\begin{array}{ll}
U_{11}^{i} & U_{12}^{i}
\end{array}\right] x^{i}\left(t_{i}\right)
$$

we obtain

$$
\begin{equation*}
x_{1}^{i-1}\left(t_{i-1}\right)=W_{11}{ }^{i} x_{1}{ }^{i}\left(t_{i}\right)+w_{1}{ }^{i}, \quad(i=1, \ldots, m), \tag{48}
\end{equation*}
$$

where

$$
W_{11}{ }^{i}=R_{11}{ }^{i-1}\left(t_{i}\right) U_{11}{ }^{i}
$$

and

$$
\begin{aligned}
w_{1}^{i} & =R_{11}^{i-1}\left(t_{i}\right) U_{12}{ }^{i} x_{2}{ }^{i}\left(t_{i}\right)+g_{1}{ }^{i-1}\left(t_{i}\right) \\
& =R_{11}^{i-1} U_{12}{ }^{i} y_{2}{ }^{i}\left(t_{i}\right)+g_{1}{ }^{i-1}\left(t_{i}\right) .
\end{aligned}
$$

Observe that (48) is generally a numerically stable recursion.

### 4.4 Non-separated BCs

If the BCs are non-separated, say $B^{0} x(0)+B^{1} x(1)=b$, then some steps of the algorithm for the Riccati method become slightly more complicated. For instance, the number of DEs that are to be solved is somewhat larger. Also a proper value of the integer $k$ is generally unknown.

### 4.4.1 Initial values

One might hope that the eigenvalues of $A(0)$ give correct information about the growth behaviour of homogeneous modes. In general this will be the case if the Riccati matrix $R_{21}$ is relatively close to the solution $P_{21}$ of (22), i.e., if the conditions mentioned at the end of Section 4.2 are fulfilled.

A useful tool for the computation of eigenvalues and invariant subspaces is the Schur decomposition of Theorem 1.3. It directly delivers the eigenvalues and some of the invariant subspaces, depending on the order for the eigenvalues that has been chosen. Now construct the Schur transformation $U^{0}$ such that

$$
A^{0}(0)=\left(U^{0}\right)^{T} A(0) U^{0}=\left[\begin{array}{cc}
A_{11}{ }^{0}(0) & A_{12}{ }^{0}(0) \\
0 & A_{22}{ }^{0}(0)
\end{array}\right]
$$

and $\lambda_{\min }\left(A_{11}{ }^{0}(0)\right)>\lambda_{\max }\left(A_{22}{ }^{0}(0)\right)$. Then the integer $k$ is chosen such that the separation between $A_{11}{ }^{0}(0)$ and $A_{22}{ }^{0}(0)$ is sufficiently large.
In Section 3.4 we took $T(0)=U^{0}$. If $U_{11}{ }^{0}$ is non-singular, then a similar choice for the Riccati matrix would be $R_{21}(0)=U_{21}{ }^{0}\left(U_{11}{ }^{0}\right)^{-1}$, since then $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ R_{21}(0)\end{array}\right]\right)=\mathcal{R}\left(U_{1}{ }^{0}\right)$. This does not guarantee consistency (cf. Example 3.19), but makes it quite likely. However, $R_{21}(0)$ may be large, implying a poorly conditioned transformation $T$, at least for small $t$.

This problem can be circumvented by transforming the DE with $U^{0}$, before starting a decoupling. Hence, define $x^{0}=\left(U^{0}\right)^{T} x$. Then

$$
\begin{equation*}
\frac{d x^{0}}{d t}=A^{0}(t) x^{0}+f^{0}(t), \quad t \in[0,1] \tag{49}
\end{equation*}
$$

where $A^{0}=\left(U^{0}\right)^{T} A U^{0}$ and $f^{0}=\left(U^{0}\right)^{T} f$. This system satisfies Assumption 4.12 and therefore we may choose $R_{21}(0)=0$ (observe that $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ 0\end{array}\right]\right)$ is the invariant subspace of $A^{0}(0)$ corresponding to the $k$ eigenvalues with largest real parts). This choice defines a consistent fundamental solution as soon as

$$
\mathcal{R}\left(U_{1}{ }^{0}\right) \cap \mathcal{S}_{2}(0)=\{0\}
$$

Now the Riccati transformation

$$
y^{0}=\left(T^{0}\right)^{-1} x^{0}=\left[\begin{array}{cc}
I_{k} & 0 \\
-R_{21} 0 & I_{n-k}
\end{array}\right] x^{0}
$$

yields the relation

$$
\begin{equation*}
\left[-R_{21}{ }^{0}(t) I_{n-k}\right] x^{0}(t)=y_{2}{ }^{0}(t) \tag{50}
\end{equation*}
$$

However, contrary to the case of separated BCs, $y_{2}{ }^{0}(0)$ is unknown, which implies that the function $y_{2}{ }^{0}$ can not be computed directly. Therefore, step 2 b . of Algorithm 4.22 has to be extended with the computation of a fundamental solution $Y_{22}{ }^{0}$ corresponding to $\tilde{A}_{22}^{0}=A_{22}{ }^{0}-R_{21}{ }^{0} A_{12}{ }^{0}$ (see (6a)) and a particular solution $p_{2}{ }^{\circ}$, satisfying the DE

$$
\frac{d}{d t} p_{2}^{0}=\left(A_{22}^{0}(t)-R_{21}^{0}(t) A_{12}^{0}(t)\right) p_{2}^{0}-R_{21}^{0}(t) f_{1}^{0}(t)+f_{2}^{0}(t)
$$

(see (6b)). With the initial values

$$
\left[R_{21}{ }^{0}(0) \quad Y_{22}{ }^{0}(0) \mid p_{2}{ }^{0}(0)\right]=\left[\begin{array}{ll}
0 & I_{n-k} \mid 0
\end{array}\right]
$$

the relation (50) transforms into

$$
\begin{equation*}
\left[-R_{21}{ }^{0}(t) I_{n-k}\right] x^{0}(t)=Y_{22}{ }^{0}(t) x_{2}{ }^{0}(0)+p_{2}{ }^{0}(t) \tag{51}
\end{equation*}
$$

which is, apart from the transformation $U^{0}$, equivalent to the relation ( 8 b ).

### 4.4.2 Restarting techniques

From (51) we see that a restart can be performed similarly to the case of separated BCs (step 2c.). Assume a restart turns out to be necessary at $t=$ $t_{i}(i=1, \ldots, m)$. Then an orthogonal matrix $U^{i} \epsilon \mathbb{R}^{n \times n}$ is constructed such that (cf. (43))

$$
\left[\begin{array}{ll}
-R_{21}^{i-1}\left(t_{i}\right) & I_{n-k}
\end{array}\right] U^{i}=\left[\begin{array}{ll}
0 & V_{22}^{i} \tag{52}
\end{array}\right]
$$

with $V_{22}{ }^{i}$ non-singular (again: $V_{22}{ }^{i}=\left(U_{22}{ }^{i}\right)^{-T}$ ). Defining

$$
\begin{equation*}
x^{i}=\left(U^{i}\right)^{T} x^{i-1} \tag{53}
\end{equation*}
$$

we obtain, on each subinterval $\left[t_{i-1}, t_{i}\right]$, the equivalent of (51), namely

$$
\begin{equation*}
\left[-R_{21}{ }^{i-1}(t) I_{n-k}\right] x^{i-1}(t)=Y_{22}^{i-1}(t) x_{2}^{i}\left(t_{i-1}\right)+p_{2}^{i-1}(t) \tag{54}
\end{equation*}
$$

Combining the relations (52)-(54) yields the recursion

$$
\begin{equation*}
x_{2}^{i}\left(t_{i}\right)=W_{22}^{i-1} x_{2}^{i-1}\left(t_{i-1}\right)+w_{2}^{i-1} \tag{55}
\end{equation*}
$$

where

$$
\begin{aligned}
& W_{22}^{i-1}=\left(V_{22}^{i}\right)^{-1} Y_{22}^{i-1}\left(t_{i}\right)=\left(U_{22}^{i}\right)^{T} Y_{22}^{i-1}\left(t_{i}\right), \\
& w_{2}^{i-1}=\left(V_{22}{ }^{i}\right)^{-1}{p_{2}}^{i-1}\left(t_{i}\right)=\left(U_{22}^{i}\right)^{T}{p_{2}}^{i-1}\left(t_{i}\right)
\end{aligned}
$$

Since during the forward sweep the value of $x_{2}{ }^{i}\left(t_{i}\right)$ is unknown, the invariant imbedding relation (47) has to be generalized too. According to (8a) we have to compute, on each subinterval [ $t_{i-1}, t_{i}$ ], the matrix functions $R_{11}{ }^{i-1}$ and $R_{12}{ }^{i-1}$ and the vector function $g_{1}{ }^{i-1}$ such that

$$
x_{1}{ }^{i-1}\left(t_{i-1}\right)=R_{11}{ }^{i-1}\left(t_{i}\right) x_{1}^{i-1}\left(t_{i}\right)+R_{12}{ }^{i-1}\left(t_{i}\right) x_{2}{ }^{i-1}\left(t_{i-1}\right)+g_{1}{ }^{i-1}\left(t_{i}\right)
$$

Hereafter we obtain the recursion

$$
\begin{align*}
x_{1}^{i-1}\left(t_{i-1}\right)= & R_{11}{ }^{i-1}\left(t_{i}\right)\left[U_{11}{ }^{i} U_{12}{ }^{i}\right] x^{i}\left(t_{i}\right)+ \\
& R_{12}{ }^{i-1}\left(t_{i}\right) x_{2}^{i-1}\left(t_{i-1}\right)+g_{1}^{i-1}\left(t_{i}\right) \\
= & W_{11}{ }^{i} x_{1}{ }^{i}\left(t_{i}\right)+W_{12}^{i} x_{2}^{i-1}\left(t_{i-1}\right)+w_{1}{ }^{i} \tag{56}
\end{align*}
$$

where

$$
\begin{aligned}
& W_{11}^{i}=R_{11}^{i-1}\left(t_{i}\right) U_{11}^{i} \\
& W_{12}^{i}=R_{11}^{i-1}\left(t_{i}\right) U_{12}^{i} W_{22}^{i-1}+R_{12}^{i-1}\left(t_{i}\right)
\end{aligned}
$$

and

$$
w_{1}^{i}=R_{11}^{i-1}\left(t_{i}\right) U_{12}^{i} w_{2}^{i-1}+g_{1}^{i-1}\left(t_{i}\right)
$$

The recursions (55) and (56) contain relations between the solution $x$ at consecutive points. This implies a relation between $x^{0}(0)$ and $x^{m}(1)$. Such a relation can, for instance, be obtained by the construction of a sequence of matrices $\left\{F^{i}\right\}_{i=0}^{m}$ and vectors $\left\{d^{i}\right\}_{i=0}^{m}$ such that (cf. (3.60))

$$
\begin{align*}
& x_{2}^{i}\left(t_{i}\right)=F_{22}^{i} x_{2}^{0}\left(t_{0}\right)+d_{2}^{i}  \tag{57a}\\
& x_{1}^{i}\left(t_{i}\right)=F_{11}^{i} x_{1}^{m}\left(t_{m}\right)+F_{12}{ }^{i} x_{2}^{0}\left(t_{0}\right)+d_{1}^{i} \tag{57b}
\end{align*}
$$

One immediately derives that the $F^{i}$ 's and $d^{i}$ 's have to satisfy the recursions:
for $i=0, \ldots, m-1$ (forward sweep)

$$
\begin{align*}
& F_{22}^{i+1}=W_{22}^{i} F_{22}^{i}, \quad F_{22}^{0}=I_{n-k}  \tag{58a}\\
& d_{2}^{i+1}=W_{22}^{i} d_{2}^{i}+w_{2}^{i}, \quad d_{2}^{0}=0 \tag{58~b}
\end{align*}
$$

for $i=m, \ldots, 1$ (backward sweep)

$$
\begin{align*}
& F_{11}^{i-1}=W_{11}^{i} F_{11}^{i}, \quad F_{11}^{m}=I_{k}  \tag{58c}\\
& F_{12}^{i-1}=W_{11}^{i} F_{12}^{i}+W_{12}^{i} F_{22}^{i-1}, \quad F_{12}^{m}=0  \tag{58~d}\\
& d_{1}^{i-1}=W_{11}^{i} d_{1}^{i}+W_{12}^{i} d_{2}^{i-1}+w_{1}^{i}, \quad d_{1}^{m}=0 \tag{58e}
\end{align*}
$$

One easily verifies with an induction argument the following

## Property 4.23

For $i=0, \ldots, m$ we have the relations

$$
\begin{aligned}
& F_{22}{ }^{i}=\prod_{k=0}^{i-1} W_{22}{ }^{k} \\
& d_{2}^{i}=\sum_{j=0}^{i-1}\left(\prod_{k=j+1}^{i-1} W_{22}^{k}\right) w_{2}^{j} \\
& F_{11}^{i}=\prod_{k=0}^{m-i-1} W_{11}^{m-k} \\
& F_{12}^{i}=\sum_{j=0}^{m-i-1}\left(\prod_{k=j+1}^{m-i-1} W_{11}^{m-k}\right) W_{12}^{m-j} F_{22}^{m-j-1} \\
& d_{1}^{i}=\sum_{j=0}^{m-i-1}\left(\prod_{k=j+1}^{m-i-1} W_{11}^{m-k}\right)\left(W_{12}^{m-j} d_{2}^{m-j-1}+w_{2}^{m-j-1}\right) .
\end{aligned}
$$

The values of $x_{2}{ }^{0}\left(t_{0}\right)$ and $x_{1}{ }^{m}\left(t_{m}\right)$ can be determined from the BCs:

$$
\begin{align*}
& B^{0} x(0)+B^{1} x(1)=b  \tag{59}\\
& \Rightarrow B^{0} Q^{0} x^{0}\left(t_{0}\right)+B^{1} Q^{m} x^{m}\left(t_{m}\right)=b \\
& \Rightarrow\left(B^{0} Q^{0}\left[\begin{array}{cc}
F_{11}{ }^{0} & F_{12}{ }^{0} \\
0 & I_{n-k}
\end{array}\right]+B^{1} Q^{m}\left[\begin{array}{cc}
I_{k} & 0 \\
0 & F_{22}{ }^{m}
\end{array}\right]\right)\binom{x_{1}{ }^{m}\left(t_{m}\right)}{x_{2}{ }^{0}\left(t_{0}\right)}
\end{align*}
$$

$$
\begin{equation*}
=\binom{b_{1}}{b_{2}}-B^{0} Q^{0}\binom{d_{1}{ }^{0}}{0}-B^{1} Q^{m}\binom{0}{d_{2}^{m}} \tag{60}
\end{equation*}
$$

Define, for $i=0, \ldots, m$,

$$
F^{i}=\left[\begin{array}{cc}
F_{11}^{i} & F_{12}{ }^{i}  \tag{61}\\
0 & F_{22}^{i}
\end{array}\right] \quad \text { and } \quad d^{i}=\binom{d_{1}{ }^{i}}{d_{2}{ }^{i}}
$$

Observe that $F^{0}=\left[\begin{array}{cc}F_{11}{ }^{0} & F_{12}{ }^{0} \\ 0 & I_{n-k}\end{array}\right]$ and $F^{m}=\left[\begin{array}{cc}I_{k} & 0 \\ 0 & F_{22}{ }^{m}\end{array}\right]$.
Then the solution $x$ of the original problem is, at $t=t_{i}(i=0, \ldots, m)$, given by

$$
\begin{equation*}
x\left(t_{i}\right)=Q^{i} x^{i}\left(t_{i}\right)=Q^{i} F^{i}\binom{x_{1}{ }^{m}\left(t_{m}\right)}{x_{2}{ }^{0}\left(t_{0}\right)}+Q^{i} d^{i} \tag{62}
\end{equation*}
$$

Inspired by this expression we make the following observation.

## Property 4.24

Let $Z=\left[\begin{array}{ll}Z_{1} & \underset{n-k}{Z_{2}}\end{array}\right]$ be a fundamental solution, satisfying

$$
\frac{d}{d t} Z=A(t) Z, \quad t \epsilon[0,1]
$$

subject to $Z(0)=Q^{0} F^{0}$.
Then, for $i=0, \ldots, m$, we have

$$
\begin{equation*}
Q^{i} F^{i}=Z\left(t_{i}\right) \tag{63}
\end{equation*}
$$

Equivalently, define the particular solution $z$ by

$$
\frac{d z}{d t}=A(t) z+f(t), \quad t \epsilon[0,1]
$$

with $z(0)=Q^{0} d^{0}$.
Then, for $i=0, \ldots, m$, we have

$$
\begin{equation*}
Q^{i} d^{i}=z\left(t_{i}\right) \tag{64}
\end{equation*}
$$

## Proof:

Observe that the initial value $Z(0)$ is such that (63) holds for $i=0$. Suppose it is also valid for some $i=l-1$, i.e.,

$$
Z\left(t_{l-1}\right)=Q^{l-1} F^{l-1}
$$

Define, for $t \epsilon\left[t_{l-1}, t_{l}\right]$, the matrix functions

$$
\begin{aligned}
& Y^{l-1}(t)=\left(Q^{l-1}\right)^{T} Z(t), \\
& A^{l-1}(t)=\left(Q^{l-1}\right)^{T} A(t) Q^{l-1} .
\end{aligned}
$$

Then,

$$
\frac{d}{d t} Y^{l-1}=A^{l-1}(t) Y^{l-1}, \quad t \epsilon\left[t_{l-1}, t_{l}\right],
$$

and $Y^{l-1}\left(t_{l-1}\right)=F^{l-1}$.
From Property 3.19 we conclude that

$$
\left[\begin{array}{cc}
I_{k} & 0 \\
R_{21}{ }^{l-1}(t) & Y_{22}^{l-1}(t)
\end{array}\right]\left[\begin{array}{cc}
R_{11}^{l-1}(t) & R_{12}^{l-1}(t) \\
0 & I_{n-k}
\end{array}\right]^{-1}
$$

is the fundamental solution corresponding to $A^{l-1}$, which is the identity at $t=t_{l-1}$. Hence, for all $t \epsilon\left[t_{l-1}, t_{l}\right]$,

$$
Y^{l-1}(t)=\left[\begin{array}{cc}
I_{k} & 0 \\
R_{21}^{l-1}(t) & Y_{22^{l-1}}(t)
\end{array}\right]\left[\begin{array}{cc}
R_{11}^{l-1}(t) & R_{12}^{l-1}(t) \\
0 & I_{n-k}
\end{array}\right]^{-1} F^{l-1} .
$$

The definition of $U^{l}$ is such that, cf. (52),

$$
\left[\begin{array}{cc}
I_{k} & 0 \\
R_{21}^{l-1}(t) & Y_{22}^{l-1}(t)
\end{array}\right]=U^{l}\left[\begin{array}{cc}
\left(U_{11}^{l}\right)^{-1} & \left(U_{21}{ }^{l}\right)^{T} Y_{22}^{l-1}\left(t_{l}\right) \\
0 & \left(U_{22^{l}}\right)^{T} Y_{22}^{l-1}\left(t_{l}\right)
\end{array}\right] .
$$

So we obtain,

$$
Y^{l-1}\left(t_{l}\right)=U^{l}\left[\begin{array}{cc}
\left(W_{11}^{l}\right)^{-1} & -\left(W_{11}^{l}\right)^{-1} R_{12}{ }^{l-1}\left(t_{l}\right)+\left(U_{21}^{l}\right)^{T} Y_{22}^{l-1}\left(t_{l}\right) \\
0 & W_{22}^{l-1}
\end{array}\right] F^{l-1} .
$$

Using the definition of $W_{12}{ }^{l}$ and the orthogonality of $U^{l}$ this reduces to

$$
Y^{l-1}\left(t_{l}\right)=U^{l}\left[\begin{array}{cc}
\left(W_{11}\right)^{-1} & -\left(W_{11}^{l}\right)^{-1} W_{12}{ }^{l} \\
0 & W_{22}^{l-1}
\end{array}\right] F^{l-1}=U^{l} F^{l} .
$$

Therefore,

$$
Z\left(t_{l}\right)=Q^{l-1} Y^{l-1}\left(t_{l}\right)=Q^{l} F^{l} .
$$

By induction result (63) is proved.
The correctness of (64) is seen by the following observation. For all $t \epsilon[0,1]$ we have (cf. (62))

$$
x(t)=Z(t)\binom{x_{1}{ }^{m}\left(t_{m}\right)}{x_{2}{ }^{0}\left(t_{0}\right)}+z(t) .
$$

Hence,

$$
z\left(t_{i}\right)=x\left(t_{i}\right)-Z\left(t_{i}\right)\binom{x_{1}^{m}\left(t_{m}\right)}{x_{2}{ }^{0}\left(t_{0}\right)}=Q^{i} d^{i} .
$$

As a result of this property we conclude that the Riccati method, as it is sketched above, finally delivers, at a discrete set of points $\left\{t_{i}\right\}$, the values of a fundamental and a particular solution of the original problem. At all points $t_{i}$ a block QR-decomposition of that fundamental solution is available. In often prevailing circumstances the columns of the fundamental solution will be reasonably scaled. We shall return to this aspect of the Riccati method in Section 4.5 .

### 4.4.3 Algorithmic description

In this subsection we algorithmically describe the Riccati method for general BCs , as it was discussed in the foregoing subsections. So, consider the $n \times n$ BVP

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x+f(t), \quad t \epsilon[0,1] \tag{65}
\end{equation*}
$$

subject to the (non-separated) BCs

$$
\begin{equation*}
B^{0} x(0)+B^{1} x(1)=b \tag{66}
\end{equation*}
$$

The $n \times 2 n$ matrix $\left[B^{0} \mid B^{1}\right]$ is assumed to have orthogonal rows. The solution $x$ is required at the $q+1$ output points

$$
0=\xi_{0}<\xi_{1}<\cdots<\xi_{q}=1
$$

## Algorithm 4.25

## step 1. Initialization part

a. Compute an orthogonal matrix $U^{0} \epsilon \mathbb{R}^{n \times n}$ such that $\left(U^{0}\right)^{T} A(0) U^{0}$ is (block) upper triangular and correctly ordered (see Assumption 4.12).
b. Determine a partitioning integer $k, 1 \leq k<n$. (If no other information is available one may use as guideline the eigenvalues of $A(0)$ ).
c. Set $i:=0, j:=0, t:=t_{0}:=\xi_{0}$ and $Q^{0}:=U^{0}$.

## step 2. Integration part

While $j<q$ do
a. Set $A^{i}:=\left(Q^{i}\right)^{T} A Q^{i}, f^{i}:=\left(Q^{i}\right)^{T} f$ and $x^{i}:=\left(Q^{i}\right)^{T} x$.
(Then (65) changes into $\frac{d}{d t} x^{i}=A^{i}(t) x^{i}+f^{i}(t)$ ).
b. Solve, for $R^{i}=\left[\begin{array}{cc|c}R_{11}{ }^{i} & R_{12}{ }^{i} & g_{1}{ }^{i} \\ R_{21}{ }^{i} & Y_{22}{ }^{i} & p_{2}{ }^{i}\end{array}\right]$ and $t \geq t_{i}$, the Riccati DE

$$
\begin{align*}
& \frac{d}{d t} R^{i}=\left[\begin{array}{cc|c}
0 & 0 & 0 \\
A_{21}{ }^{i}(t) & 0 & f_{2}{ }^{i}(t)
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
0 & A_{22}{ }^{i}(t)
\end{array}\right] R^{i}  \tag{67}\\
& \quad-R^{i}\left[\begin{array}{cc|c}
A_{11}{ }^{i}(t) & 0 & f_{1}{ }^{i}(t) \\
0 & 0 & 0 \\
\hline 0 & 0 & 0
\end{array}\right]-R^{i}\left[\begin{array}{cc}
0 & A_{12^{i}}{ }^{i}(t) \\
0 & 0 \\
\hline 0 & 0
\end{array}\right] R^{i},
\end{align*}
$$

subject to

$$
R^{i}\left(t_{i}\right)=\left[\begin{array}{cc|c}
I_{k} & 0 & 0 \\
0 & I_{n-k} & 0
\end{array}\right]
$$

until $t=\xi_{j+1}$ or $\left|R^{i}(t)\right|=a($ for some given constant $a>1)$.
Set $t_{i+1}:=t$.
c. Construct an orthogonal matrix $U^{i+1} \epsilon \mathbb{R}^{n \times n}$ and a non-singular
$V_{22}{ }^{i+1} \epsilon \mathbb{R}^{(n-k) \times(n-k)}$ such that

$$
\left[-R_{21}^{i}\left(t_{i+1}\right) I_{n-k}\right] U^{i+1}=\left[\begin{array}{ll}
0 & V_{22}^{i+1}
\end{array}\right]
$$

d. Generate $\left[W_{22}{ }^{i} \mid w_{2}{ }^{i}\right]$ by

$$
\begin{aligned}
& \qquad W_{22}{ }^{i}:=\left(V_{22}{ }^{i+1}\right)^{-1} Y_{22}{ }^{i}\left(t_{i+1}\right)=\left(U_{22}^{i+1}\right)^{T} Y_{22}{ }^{i}\left(t_{i+1}\right) \\
& w_{2}^{i}:=\left(V_{22}^{i+1}\right)^{-1} p_{2}{ }^{i}\left(t_{i+1}\right)=\left(U_{22}^{i+1}\right)^{T} p_{2}{ }^{i}\left(t_{i+1}\right) \\
& \text { and }\left[W_{11}^{i+1} W_{12}^{i+1} \mid w_{1}^{i+1}\right] \mathrm{by} \\
& W_{11}^{i+1}:=R_{11}{ }^{i}\left(t_{i+1}\right) U_{11}^{i+1} \\
& W_{12}^{i+1}:=R_{11}{ }^{i}\left(t_{i+1}\right) U_{12}^{i+1} W_{22}{ }^{i}+R_{12}{ }^{i}\left(t_{i+1}\right) \\
& w_{1}^{i+1}:=R_{11}{ }^{i}\left(t_{i+1}\right) U_{12}^{i+1} w_{2}^{i}+g_{1}{ }^{i}\left(t_{i+1}\right)
\end{aligned}
$$

e. Set $i:=i+1$; if $t_{i}=\xi_{j+1}$ then $j:=j+1 ; Q^{i}:=Q^{i-1} U^{i}$.
step 3. Completion part
a. Set $m=i$ (and observe that $t_{m}=1$ ).
b. Generate, for $i=0, \ldots, m$, the matrices $F_{22}{ }^{i}$ and the vectors $d_{2}{ }^{i}$ by the forward sweep

$$
\begin{aligned}
& F_{22}^{i+1}=W_{22}{ }^{i} F_{22}{ }^{i}, \quad F_{22}{ }^{0}=I_{n-k} \\
& d_{2}^{i+1}=W_{22}{ }^{i} d_{2}^{i}+w_{2}^{i}, \quad d_{2}{ }^{0}=0
\end{aligned}
$$

and, for $i=m, \ldots, 0$, the matrices $\left[\begin{array}{ll}F_{11}{ }^{i} & \left.F_{12}{ }^{i}\right] \text { and the vectors } d_{1}{ }^{i} \text { i}\end{array}\right.$ by the backward sweep

$$
\begin{aligned}
& F_{11}^{i-1}=W_{11}^{i} F_{11}^{i}, \quad F_{11}^{m}=I_{k} \\
& F_{12}^{i-1}=W_{11}^{i} F_{12}^{i}+W_{12}^{i} F_{22}^{i-1}, \quad F_{12}^{m}=0 \\
& d_{1}^{i-1}=W_{11}^{i} d_{1}^{i}+W_{12}^{i} d_{2}^{i-1}+w_{1}^{i}, \quad d_{1}^{m}=0
\end{aligned}
$$

c. Compute the values of $x_{2}{ }^{0}\left(t_{0}\right)$ and $x_{1}{ }^{m}\left(t_{m}\right)$ from the BCs:

$$
\begin{aligned}
& \left(B^{0} Q^{0}\left[\begin{array}{cc}
F_{11}^{0} & F_{12}^{0} \\
0 & I_{n-k}
\end{array}\right]+B^{1} Q^{m}\left[\begin{array}{cc}
I_{k} & 0 \\
0 & F_{22}^{m}
\end{array}\right]\right)\binom{x_{1}{ }^{m}\left(t_{m}\right)}{x_{2}{ }^{0}\left(t_{0}\right)} \\
& \quad=\binom{b_{1}}{b_{2}}-B^{0} Q^{0}\binom{d_{1}^{0}}{0}-B^{1} Q^{m}\binom{0}{d_{2}{ }^{0}} .
\end{aligned}
$$

d. Compute $x^{i}\left(t_{i}\right)(i=1, \ldots, m)$ by

$$
\binom{x_{1}{ }^{i}}{x_{2}{ }^{i}}=\left[\begin{array}{cc}
F_{11}{ }^{i} & F_{12}{ }^{i} \\
0 & F_{22}{ }^{i}
\end{array}\right]\binom{x_{1}{ }^{m}\left(t_{m}\right)}{x_{2}{ }^{0}\left(t_{0}\right)}+\binom{d_{1}{ }^{i}}{d_{2}{ }^{i}} .
$$

e. Set $x\left(t_{i}\right)=Q^{i} x^{i}\left(t_{i}\right)(i=0, \ldots, m)$.

By the integration of the $n \times n$ system of DEs (67) the original continuous problem has been replaced by a discrete problem. This discrete problem finally reduces to solving the $n \times n$ linear system ( 60 ) and the linear recursions ( $57 \mathrm{a}, \mathrm{b}$ ). The condition of the system (60) and the stability of these recursions will be discussed in the next section.

### 4.5 Computational aspects

The Algorithms 4.22 and 4.25 have been implemented in the package RICCATI. In this section we shall discuss some computational aspects of the method and details of the implementation of Algorithm 4.25.

### 4.5.1 Initialization

The first step in Algorithm 4.25 is just a minor one, although the effect of a bad choice for the partitioning integer $k$ may be dramatic. In this subsection we only remark that in RICCATI $U^{0}$ is computed by an adapted version of the routine HQR3 of Stewart ([58]).

### 4.5.2 Integration

The most expensive part of the algorithm is step 2 b . On $\left[t_{i}, t_{i+1}\right]$ we have to solve the i-th Riccati DE:

$$
\left\{\begin{array}{l}
\frac{d}{d t} R_{21}^{i}=A_{21}^{i}(t)+A_{22}^{i}(t) R_{21}^{i}-R_{21}^{i} A_{11}^{i}(t)-R_{21}^{i} A_{12}^{i}(t) R_{21}^{i}  \tag{68}\\
R_{21}^{i}\left(t_{i}\right)=0
\end{array}\right.
$$

Furthermore, with $\tilde{A}_{22}{ }^{i}=A_{22}{ }^{i}-R_{21}{ }^{i} A_{12}{ }^{i}$ and $\tilde{A}_{11}^{i}=A_{11}{ }^{i}+A_{12}{ }^{i} R_{21}{ }^{i}$, we must solve the linear DEs:

$$
\begin{align*}
& \frac{d}{d t} Y_{22}^{i}=\tilde{A}_{22}^{i}(t) Y_{22}^{i}, \quad Y_{22}{ }^{i}\left(t_{i}\right)=I_{n-k}  \tag{69a}\\
& \frac{d}{d t} p_{2}^{i}=\tilde{A}_{22}^{i}(t) p_{2}^{i}-R_{21}^{i}(t) f_{1}^{i}(t)+f_{2}{ }^{i}(t), \quad p_{2}^{i}\left(t_{i}\right)=0  \tag{69b}\\
& \frac{d}{d t} R_{11}^{i}=-R_{11}^{i} \tilde{A}_{11}^{i}(t), \quad R_{11}^{i}\left(t_{i}\right)=I_{k}  \tag{69c}\\
& \frac{d}{d t} R_{12}^{i}=-R_{11}{ }^{i}(t) A_{12}{ }^{i}(t) Y_{22}^{i}(t), \quad R_{12}^{i}\left(t_{i}\right)=0  \tag{69d}\\
& \frac{d}{d t} g_{1}^{i}=-R_{11}^{i}(t)\left({A_{12}}^{i}(t) p_{2}^{i}(t)+f_{1}^{i}(t)\right), \quad g_{1}^{i}\left(t_{i}\right)=0 . \tag{69e}
\end{align*}
$$

These DEs may be stiff or non-stiff, where a stiff problem is one in which the solution components of interest are slowly varying, but solutions with very rapidly changing components are possible ([55], p.127). One of the better implementations of a solver that can handle both types of problems is the routine LSODA from ODEPACK ([25]). For non-stiff problems it uses an implicit Adams-method, whereas for stiff problems the so-called Backward Differentiation Formulas (BDF) are used. The routine LSODA has the nice feature that it automatically switches from one method to the other and vica versa. In many applications the integrator works satisfactory, but there are situations (see Example 5.26) in which it fails completely. We shall return to this aspect in Section 5.3.

The accuracy of the result can be controled by the $n \times(n+1)$ matrices $R T O L$ and $A T O L$, containing relative and absolute error tolerance parameters, respectively. The integration routine will choose its stepsizes such that all components of the $n \times(n+1)$ matrix $E S T$ of approximated local errors in $R$, satisfy the inequality

$$
\begin{equation*}
E S T_{i j} \leq R T O L_{i j} *\left|R_{i j}\right|+A T O L_{i j} \quad(1 \leq i \leq n, 1 \leq j \leq n+1) \tag{70}
\end{equation*}
$$

Since we want to consider the integration routine as a black box most parts of the code have been left unaltered. Just some minor updates, increasing its efficiency by using matrix arithmetic, have been performed. These updates are mainly found in the Newton-like step, which computes the correction term in a BDF-method. The only non-linear DE to be solved is the Riccati DE (68). The Jacobian $J^{i}$ of (68) is given by

$$
\begin{equation*}
J^{i}(.)=\tilde{A}_{22}^{i} \cdot-. \tilde{A}_{11}^{i} . \tag{71}
\end{equation*}
$$

Observe that $\tilde{A}_{11}^{i}$ and $\tilde{A}_{22}^{i}$ have been computed already in order to solve (69ae). For computing the correction term in a BDF-method we have to solve a Sylvester equation of the form

$$
\begin{equation*}
\left(I_{n-k}-\mu h \tilde{A}_{22}^{i}\right) \Delta X_{21}+\mu h \Delta X_{21} \tilde{A}_{11}^{i}=h D_{21}, \tag{72}
\end{equation*}
$$

where $h$ is the suggested stepsize, $\mu$ some constant, depending on the order of the method, $\Delta X_{21}$ the correction term in the approximation of the solution $R_{21}$ and the matrix $D_{21}$ is computed from earlier approximations and corresponding function values.
If the Riccati transformation decouples correctly, then $\lambda\left(\tilde{A}_{22}^{i}\right)$ will be in $\overline{\mathbb{C}^{-}}$and $\lambda\left(\tilde{A}_{11}^{i}\right)$ in $\mathbb{C}^{+}$. This implies that (72) will have a unique (and small) solution (cf. Theorem 1.9).
To solve (72) we transform (using orthogonal transformations) $I_{n-k}-\mu h \tilde{A}_{22}^{i}$ to Hessenberg form and $\tilde{A}_{11}^{i}$ to ( $2 \times 2$ block) upper triangular form (cf. [21]). Hereafter the solution $\triangle X_{21}$ of (72) is found column wise, where for each column a ( $2 \times 2$ block) upper triangular system has to be solved. These nice (almost) upper triangular forms are also useful when (69a-e) are solved. Moreover, it gives us the opportunity to compute the eigenvalues of $\tilde{A}_{22}^{i}$ in a simple way. These eigenvalues give, in general, a nice indication of the (local) growth behaviour of the fundamental solution $Y_{22}$.

Which value should be given to the upper bound constant $a$ is hard to say. However, it seems better to choose $a$ not too large, for instance $a=3$ or $a=5$.

Large values of $a$ may force the integrator to reduce the stepsize, without preventing an additional restart.

### 4.5.3 Orthogonalization

In analyzing step 2c we make the following observation:

## Property 4.26

Let $R_{21} \in \mathbb{R}^{(n-k) \times k}$. Let $U=\left[\begin{array}{cc}\underset{k}{U_{1}} & \underset{n-k}{U_{2}}\end{array}\right]$ be orthogonal and such that

$$
\left[\begin{array}{ll}
-R_{21} & I_{n-k}
\end{array}\right] U=\left[\begin{array}{ll}
0 & V_{22} \tag{73}
\end{array}\right]
$$

Then
(i) the columns of $U_{1}$ form an orthogonal basis of $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ R_{21}\end{array}\right]\right)$
(ii) $V_{22}=U_{22}{ }^{-T}$.

## Proof:

(i) From $\left[\begin{array}{ll}-R_{21} & I_{n-k}\end{array}\right] U_{1}=0$ we obtain that $\left[\begin{array}{c}I_{k} \\ R_{21}\end{array}\right]=U_{1} V_{11}$, for some non-singular $V_{11} \in \mathbb{R}^{k \times k}$.
(ii) Extension of (73) gives

$$
\left[\begin{array}{cc}
I_{k} & 0 \\
-R_{21} & I_{n-k}
\end{array}\right] U=\left[\begin{array}{cc}
U_{11} & U_{12} \\
0 & V_{22}
\end{array}\right]
$$

from which we obtain

$$
U^{T}=U^{-1}=\left[\begin{array}{cc}
U_{11} & U_{12} \\
0 & V_{22}
\end{array}\right]^{-1}\left[\begin{array}{cc}
I_{k} & 0 \\
R_{21} & I_{n-k}
\end{array}\right]
$$

This directly yields the required result.

The relation (73) only prescribes the subspaces $\mathcal{R}\left(U_{1}\right)$ and $\mathcal{R}\left(U_{2}\right)$. However, we are still free in choosing an orthogonal basis for these subspaces. Hence, each $U$ satisfying (73) may be post-multiplied by a block-diagonal orthogonal matrix, say $Z=\left[\begin{array}{cc}Z_{11} & 0 \\ 0 & Z_{22}\end{array}\right]$. Then $U Z$ still satisfies (73). In principle, $Z_{11}$
may be chosen such that $W_{11}=R_{11} U_{11} Z_{11}$ has a nice form, for instance upper triangular. In the same way $Z_{22}$ may be chosen such that $W_{22}=Z_{22}{ }^{T} U_{22}{ }^{T} Y_{22}$ has an upper triangular form. Although these combinations can be combined partly with the determination of $U$, it does not seem worth-while the extra operations, since the algorithm is constructed such that none of the matrices $W_{11}$ and $W_{22}$ has to be inverted. However, for the stiff BVPs that will be discussed in Chapter 5, these upper triangular forms may be useful. Like in other multiple shooting techniques the diagonal elements of $W_{22}$ indicate, in general, which solutions have been damped out and which have not. If it turns out that parts of $W_{22}$ are negligible small, then the corresponding columns of $Y_{22}$ (and $R_{12}$ ) can be skipped from further computations. The same is true for $W_{11}$.

Another important aspect in the suggested construction of the matrices $W^{i}=$ $\left[\begin{array}{cc}W_{11}{ }^{i} & W_{12}{ }^{i} \\ 0 & W_{22}{ }^{i}\end{array}\right]$ is the memory access of the computer. Observe that after the computation of $W^{i}$ the matrices $R_{11}{ }^{i}, R_{12}{ }^{i}$ and $Y_{22}{ }^{i}$ are not needed anymore. Hence, the memory locations of these matrices can be used to store the matrices $W^{i}$. This implies that no extra positions in the memory of the computer are occupied.
Probably this is the best place to remark that in the completion part of the algorithm the matrices $W^{i}$ are overwritten by the matrices $F^{i}$, which are determined in step 3b.
Of course, similar remarks can be made for, respectively, $w_{1}{ }^{i}, w_{2}{ }^{i}$ and $d_{1}{ }^{i}, d_{2}{ }^{i}$. These are stored in the memory locations of $g_{1}{ }^{i}$ and $p_{2}{ }^{i}$.

### 4.5.4 The computation of $x_{1}{ }^{m}\left(t_{m}\right)$ and $x_{2}{ }^{0}\left(t_{0}\right)$

In this subsection we investigate the condition of the system (60):

$$
\begin{equation*}
\left[B^{0} Z(0)+B^{1} Z(1)\right]\binom{x_{1}{ }^{m}\left(t_{m}\right)}{x_{2}{ }^{0}\left(t_{0}\right)}=b-B^{0} z(0)-B^{1} z(1) . \tag{74}
\end{equation*}
$$

We first remark that, since $Z$ is a fundamental solution and the original problem is well-posed, the matrix $B^{0} Z(0)+B^{1} Z(1)$ is non-singular (cf. Theorem 2.1). In Section 2.1 we have seen already that the sensitivity of the solution $x$ for changes in the BCs is given by the stability constant

$$
\begin{equation*}
\beta=\max _{0 \leq t \leq 1}\left\|Z(t)\left(B^{0} Z(0)+B^{1} Z(1)\right)^{-1}\right\| \tag{75}
\end{equation*}
$$

Now we have

## Theorem 4.27

$$
\left\|\left(B^{0} Z(0)+B^{1} Z(1)\right)^{-1}\right\| \leq \sqrt{2} \beta
$$

## Proof:

Let $x$ be such that $\left\|\left(B^{0} Z(0)+B^{1} Z(1)\right) x\right\|=\operatorname{glb}\left(B^{0} Z(0)+B^{1} Z(1)\right)$ and $\|x\|=1$. Then

$$
\begin{aligned}
\beta & \geq \max _{i}\left\{\left\|Z\left(t_{i}\right)\left(B^{0} Z(0)+B^{1} Z(1)\right)^{-1}\right\|\right\} \\
& \geq \max _{i}\left\{\frac{\left\|Z\left(t_{i}\right) x\right\|}{\left\|\left(B^{0} Z(0)+B^{1} Z(1)\right) x\right\|}\right\} \\
& =\max _{i}\left\{\frac{\left\|Z\left(t_{i}\right) x\right\|}{\operatorname{glb}\left(B^{0} Z(0)+B^{1} Z(1)\right)}\right\} \\
& =\left\|\left(B^{0} Z(0)+B^{1} Z(1)\right)^{-1}\right\| \max _{i}\left\{\left\|Z\left(t_{i}\right) x\right\|\right\} \\
& \geq\left\|\left(B^{0} Z(0)+B^{1} Z(1)\right)^{-1}\right\| \max \left\{\left\|F^{0} x\right\|,\left\|F^{m} x\right\|\right\} \\
& =\left\|\left(B^{0} Z(0)+B^{1} Z(1)\right)^{-1}\right\| \\
& \geq\left\|\left(B^{0} Z(0)+B^{1} Z(1)\right)^{-1}\right\| \max \left\{\left\|x_{2}\right\|,\left\|x_{1}\right\|\right\} \\
& \geq \frac{1}{2} \sqrt{2}\left\|\left(B^{0} Z(0)+B^{1} Z(1)\right)^{-1}\right\| .
\end{aligned}
$$

Well-conditioning of $B^{0} Z(0)+B^{1} Z(1)$ is obtained as soon as the quantities $\left\|F^{0}\right\|$ and $\left\|F^{m}\right\|$ are sufficiently bounded. This follows from Theorem 4.27 together with

## Theorem 4.28

$\left\|B^{0} Z(0)+B^{1} Z(1)\right\| \leq$

$$
\left(1+\left\|F_{12}{ }^{0}\right\|\right) \max \left\{1,\left\|F_{11}{ }^{0}\right\|\right\}+\max \left\{1,\left\|F_{22}^{m}\right\|\right\}
$$

## Proof:

Using the row orthogonality of $\left[B^{0} \mid B^{1}\right]$ and relation (63) we obtain

$$
\begin{aligned}
\left\|B^{0} Z(0)+B^{1} Z(1)\right\| & =\left\|\left[B^{0} \mid B^{1}\right]\left[\begin{array}{l}
Z(0) \\
Z(1)
\end{array}\right]\right\| \leq\left\|\left[\begin{array}{l}
Z(0) \\
Z(1)
\end{array}\right]\right\| \\
& =\left\|\left[\begin{array}{c}
F^{0} \\
F^{m}
\end{array}\right]\right\| \leq\left\|F^{0}\right\|+\left\|F^{m}\right\|
\end{aligned}
$$

Write

$$
F^{0}=\left[\begin{array}{cc}
F_{11}^{0} & F_{12}^{0} \\
0 & I_{n-k}
\end{array}\right]=\left[\begin{array}{cc}
I_{k} & F_{12}^{0} \\
0 & I_{n-k}
\end{array}\right]\left[\begin{array}{cc}
F_{11}^{0} & 0 \\
0 & I_{n-k}
\end{array}\right]
$$

Observe that

$$
\left\|\left[\begin{array}{cc}
I_{k} & F_{12}^{0} \\
0 & I_{n-k}
\end{array}\right]\right\| \leq\left(1+\left\|F_{12}^{0}\right\|\right)
$$

Hence,

$$
\begin{aligned}
& \left\|B^{0} Z(0)+B^{1} Z(1)\right\| \\
& \quad \leq\left(1+\left\|F_{12}^{0}\right\|\right)\left\|\left[\begin{array}{cc}
F_{11}^{0} & 0 \\
0 & I_{n-k}
\end{array}\right]\right\|+\left\|\left[\begin{array}{cc}
I_{k} & 0 \\
0 & F_{22}^{m}
\end{array}\right]\right\| \\
& \quad \leq\left(1+\left\|F_{12}{ }^{0}\right\|\right) \max \left\{1,\left\|{F_{11}}^{0}\right\|\right\}+\max \left\{1,\left\|{F_{22}}^{m}\right\|\right\}
\end{aligned}
$$

From the foregoing results we see why it is important to choose $U^{0}$ such that $\left\|F_{i j}{ }^{l}\right\|_{0}(i, j=1,2 ; l=0, m)$ are sufficiently bounded. Since $Z(0)=$ $U^{0}\left[\begin{array}{cc}F_{11}{ }^{0} & F_{12}{ }^{0} \\ 0 & I_{n-k}\end{array}\right]$ we have $Z_{2}(0)=U_{1}^{0} F_{12}{ }^{0}+U_{2}^{0}$. Using the Properties 1.13 and 1.14 we directly obtain

## Lemma 4.29

$$
\operatorname{GAP}\left(U_{1}^{0}, Z_{2}(0)\right)=\frac{1}{\sqrt{1+\|{F_{12}^{0} \|^{2}}_{2}} . . . . ~}
$$

How far these results are really useful depends on the character of the original problem. Suppose that the solution space $\mathcal{S}$ has an exponential dichotomy to which the integer $k$ corresponds, i.e., the dominant solution subspace $\mathcal{S}_{1}$
is $k$-dimensional. Then we may expect, as a result of Theorem 2.22 , that $\left\|F_{11}{ }^{0}\right\| \approx k_{1} e^{-\lambda_{1}}$ and $\left\|F_{22}^{m}\right\| \approx k_{2} e^{-\lambda_{2}}$ (see Definition 2.4). As has been indicated already by Lemma 4.29 the magnitude of $\left\|F_{12}{ }^{0}\right\|$ is determined by the initial choice $U^{0}$. Let $Q^{i}=\left[\begin{array}{ll}Q_{1}{ }^{i} & Q_{2}{ }^{i}\end{array}\right](i=0, \ldots, m)$. If $U^{0}$ is consistent at $t=0$ then $\mathcal{R}\left(Z_{1}(1)\right)\left(=\mathcal{R}\left(Q_{1}{ }^{m}\right)\right)$ will be a dominant subspace (cf. Theorem 2.19). Since $\mathcal{R}\left(Z_{2}(1)\right)\left(=\mathcal{R}\left(Q_{2}{ }^{m}\right)\right) \perp \mathcal{R}\left(Q_{1}{ }^{m}\right)$ we conclude that $\mathcal{R}\left(Z_{2}(0)\right)$ almost describes the dominated solution subspace $\mathcal{S}_{2}$. Hence, as a generalization of Corollary 3.15 we obtain that the consistency of $U^{0}$ is in Lemma 4.29 measured by $\sqrt{1+\left\|F_{12}{ }^{0}\right\|^{2}}$. Gathering these results yields the estimate

$$
\begin{equation*}
\kappa\left(B^{0} Z(0)+B^{1} Z(1)\right) \lesssim\left(\frac{\sqrt{2}}{\operatorname{GAP}\left(U_{1}^{0}, \mathcal{S}_{2}(0)\right)}+1\right) \sqrt{2} \beta \tag{76}
\end{equation*}
$$

where $\mathcal{S}_{2}(0)$ is the dominated solution subspace at $t=0$.
The general conclusion we can draw from the foregoing analysis is: if $\left\|F^{0}\right\|$ and $\left\|F^{m}\right\|$ are reasonably bounded, then the system (74) is well-conditioned.

### 4.5.5 The computation of $x\left(t_{i}\right)(i=0, \ldots, m)$

First we look at the stability properties of the linear recursions

$$
\begin{equation*}
x_{2}^{i+1}\left(t_{i+1}\right)=W_{22}^{i} x_{2}^{i}\left(t_{i}\right)+w_{2}^{i}, \quad i=0, \ldots, m-1 \tag{77}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{1}^{i-1}\left(t_{i-1}\right)=U J_{11}{ }^{i} x_{1}{ }^{i}\left(t_{i}\right)+W_{12}{ }^{i} x_{2}^{i-1}\left(t_{i-1}\right)+w_{1}^{i}, \quad i=m, \ldots, 1 \tag{78}
\end{equation*}
$$

With $c=\binom{x_{1}{ }^{m}\left(t_{m}\right)}{x_{2}{ }^{0}\left(t_{0}\right)}$ and using the relations (57a,b) these recursions simplify to

$$
x^{i}\left(t_{i}\right)=F^{i} c+d^{i}=\left[\begin{array}{cc}
F_{11}{ }^{i} & F_{12}{ }^{i}  \tag{79}\\
0 & F_{22}{ }^{i}
\end{array}\right]\binom{c_{1}}{c_{2}}+\binom{d_{1}{ }^{i}}{d_{2}{ }^{i}}, \quad i=0, \ldots, m
$$

The kind of perturbations we are going to consider is affecting the matrices $\left\{F^{i}\right\}_{i=0}^{m}$ and the vectors $\left\{d^{i}\right\}_{i=0}^{m}$. For deriving stability results we need

## Property 4.30

Let

$$
x^{i}=A^{i} c+d^{i}, \quad i=0, \ldots, m
$$

where $c,\left\{d^{i}\right\}_{i=0}^{m}$ are given vectors and $\left\{A^{i}\right\}_{i=0}^{m}$ are given matrices. Consider the perturbed expression

$$
\begin{equation*}
\bar{x}^{i}=\left(A^{i}+\triangle A^{i}\right) c+d^{i}+\Delta d^{i}, \quad i=0, \ldots, m \tag{80}
\end{equation*}
$$

where

$$
\begin{align*}
& \left\|\Delta A^{i}\right\| \leq a e+\left\|A^{i}\right\| r e  \tag{81a}\\
& \left\|\Delta d^{i}\right\| \leq a e+\left\|d^{i}\right\| r e \tag{81b}
\end{align*}
$$

for some given values of ae and re. Then

$$
\left\|\bar{x}^{i}-x^{i}\right\| \leq a e(1+\|c\|)+r e\left(\left\|A^{i}\right\|\|c\|+\left\|d^{i}\right\|\right)
$$

Proof:
From (80) we obtain

$$
\bar{x}^{i}-x^{i}=\triangle A^{i} c+\triangle d^{i}
$$

which yields the required result.

Applying Property 4.30 to the (decoupled) system (79) with possible perturbations like (81a,b) yields

$$
\left\|\bar{x}_{2}^{i}-x_{2}{ }^{i}\right\| \leq\left(1+\left\|c_{2}\right\|\right) a e+\left(\left\|F_{22}{ }^{i}\right\|\left\|c_{2}\right\|+\left\|d_{2}{ }^{i}\right\|\right) r e
$$

and

$$
\begin{aligned}
&\left\|\bar{x}_{1}^{i}-x_{1}^{i}\right\| \leq\left(1+\left\|c_{1}\right\|+\left\|c_{2}\right\|\right) a e+ \\
&\left(\left\|F_{11}^{i}\right\|\left\|c_{1}\right\|+\left\|F_{12}^{i}\right\|\left\|c_{2}\right\|+\left\|d_{1}^{i}\right\|\right) r e
\end{aligned}
$$

Hence, the obtained accuracy of $x^{i}\left(t_{i}\right)$ is similar to the one of $F^{i}$ and $d^{i}$ if the problem has been scaled such that $\left\|c_{1}\right\|$ and $\left\|c_{2}\right\|$ are just moderate and

$$
\binom{\left\|x_{1}^{i}\right\|}{\left\|x_{2}^{i}\right\|} \approx\left[\begin{array}{cc}
\left\|F_{11}^{i}\right\| & \left\|F_{12}{ }^{i}\right\| \\
0 & \left\|F_{22}^{i}\right\|
\end{array}\right]\binom{\left\|c_{1}\right\|}{\left\|c_{2}\right\|}+\binom{\left\|d_{1}^{i}\right\|}{\left\|d_{2}^{i}\right\|} .
$$

This last condition prevents that, at least for the most significant components of $x_{1}{ }^{i}\left(t_{i}\right)$ and $x_{2}{ }^{i}\left(t_{i}\right)$, a subtraction of two almost identical numbers has to be performed, which would lead to a loss of accuracy.
The way the perturbation matrices and vectors have been built up follows from the relations of Property 4.23. These relations show that the amplification factors of errors made during the integration steps are given by $\Pi\left\|W_{22}{ }^{i}\right\|$,
$\Pi\left\|W_{11}{ }^{i}\right\|$ or a combination of two such factors. This implies that the partitioning has to be chosen such that both $\left\|W_{11}{ }^{i}\right\|$ and $\left\|W_{22}{ }^{i}\right\|$ are at least moderately sized, for all $i=0, \ldots, m$. This condition is for instance satisfied if the solution space $\mathcal{S}$ is exponentially dichotomic and the transformation $U^{0}$. happens to be such that $\left\|F_{12}{ }^{0}\right\|$ is not too large.
We finish this subsection with a remark on scaling. As is expressed in (78) the value of $x_{1}{ }^{i}\left(t_{i}\right)(i=1, \ldots, m)$ is actually computed by

$$
x_{1}{ }^{i-1}\left(t_{i-1}\right)=W_{11}{ }^{i} x_{1}{ }^{i}\left(t_{i}\right)+W_{12}{ }^{i} x_{2}{ }^{i-1}\left(t_{i-1}\right)+w_{1}{ }^{i},
$$

where $x_{2}{ }^{i-1}\left(t_{i-1}\right)$ is given by $F_{22}{ }^{i-1} c_{2}+d_{2}{ }^{i-1}$. This implies that the errors in $W_{12}{ }^{i}$ and $x_{2}{ }^{i-1}\left(t_{i-1}\right)$ are multiplied. Therefore, $\left\|x_{2}{ }^{i}\left(t_{i}\right)\right\| /\left\|x_{1}{ }^{i}\left(t_{i}\right)\right\|$ has to be reasonably bounded, for all $i$. Observe that this quantity is equal to $\left\|\left(Q_{2}{ }^{i}\right)^{T} x\left(t_{i}\right)\right\| /\left\|\left(Q_{1}{ }^{i}\right)^{T} x\left(t_{i}\right)\right\|$, which is large only if $\operatorname{DIST}\left(x\left(t_{i}\right), Q_{1}{ }^{i}\right) \approx 1$. However, $Q_{1}{ }^{i}$ will, in general, represent a dominant solution subspace, which implies that, at least for $i \neq 0$, this distance will be sufficiently bounded away from 1. Thus, for $i=1, \ldots, m$, the correct scaling is a result of the dichotomy of the solution space of the DE and the decoupling property of the Riccati transformation.
Remains the possibility that $\left\|\left(Q_{2}{ }^{0}\right)^{T} x\left(t_{0}\right)\right\| /\left\|\left(Q_{1}{ }^{0}\right)^{T} x\left(t_{0}\right)\right\|$ is large, implying that $c_{2}$ is (relatively) large. This illustrates again the importance of the initial transformation $U^{0}$.

### 4.6 Examples

In this section we want to show the performance of the implementation of the Algorithms 4.22 and 4.25 in the RICCATI package.

### 4.6.1 Constant coefficients

The first example we consider has constant coefficients and separated BCs. The DE is given by (cf. Problem 3 in [33]):

$$
\begin{equation*}
\frac{d^{3} u}{d t^{3}}=\omega \frac{d^{2} u}{d t^{2}}+\frac{d u}{d t}-\omega u, \quad t \in[0, T] . \tag{82}
\end{equation*}
$$

The separated BCs are:

$$
\begin{aligned}
u(0) & =1+e^{-\omega T}+e^{-T} \\
u(T) & =2+e^{-T} \quad \text { and } \quad \frac{d u}{d t}(T)=1+\omega-e^{-T}
\end{aligned}
$$

Exact solution: $u(t)=e^{-t}+e^{\omega(t-T)}+e^{t-T}$.
A first order system was made by $x_{1}=\frac{d^{2} u}{d t^{2}}, x_{2}=\frac{d u}{d t}$ and $x_{3}=u$.
Most of the tested codes in [33] were already in trouble for relatively small values of $\omega$ and $T(\omega=20$ and $T$ of order 1 ).
To indicate the performance of the integration routine LSODA ([25]) we have solved (82) with $\omega=20$ and $T=1,10,100$, respectively, and without any intermediate output points. The required accuracy in all components was $10^{-6}$, absolute or relative, depending on the size of the solution. The obtained accuracy for the solution $x=\left(x_{1}, x_{2}, x_{3}\right)^{T}$ was of the same order. Other results are shown in Table 4.1, where the second column contains the number of integration steps, the third column the number of function calls and the last column the stepsize of the last accepted integration step.

| $T$ | \# steps | \# func. calls | stepsize at end |
| :---: | :---: | :---: | :---: |
| 1 | 63 | 138 | $6.6310^{-2}$ |
| 10 | 171 | 363 | $3.4410^{-1}$ |
| 100 | 192 | 389 | $81.4(!)$ |

Table 4.1
The solution space of a DE with constant coefficients has no rotational activity. Therefore, in case of an exponential dichotomy, the Riccati matrix will converge to a constant matrix. In our case: $[1 / 20,-21 / 20]$. This is the main reason why solving the problem with $T=100$ is almost as expensive as the problem with $T=10$. Observe the amazing final stepsize.
This example illustrates that invariant imbedding is indeed a working technique. The solution has for increasing $\omega$ a boundary layer at $t=T$. However, an accurate solution is obtained by taking small stepsizes at $t=0$ and (very) large stepsizes at $t=T$.

Similar results have been obtained for larger values of $\omega$. In Table 4.2 one finds the results for $T=10$ and $\omega=20,2000$, respectively. Required intermediate output points where $t=2.5,5.0$ and 7.5 . Again we observe from the last column that the Riccati matrix converges, which implies that on the last two subintervals the results are nearly the same. Moreover, we see that the increase of $\omega$ does not really affect the performance. This is explained by the fact that $\omega$ does not influence the convergence of the Riccati matrix, since the number of BCs at $t=0$ is such that the separation is between the solutions that grow like $e^{t}$ and $e^{-t}$, respectively.

| $t$ | \# steps |  | \# func. calls |  | abs. error in $u$ |  | $\left\|R_{21}\right\|$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\omega: 20$ | 2000 | 20 | 2000 | 20 | 2000 | 20 | 2000 |
| 2.5 | 89 | 110 | 190 | 193 | $6.910^{-8}$ | $8.810^{-7}$ | $1.04{ }^{10^{-0}}$ | $9.87{ }_{10}{ }^{-1}$ |
| 5.0 | 87 | 100 | 180 | 188 | $2.9{ }_{10}{ }^{-8}$ | $4.11_{10}{ }^{-7}$ | $7.04{ }_{10}{ }^{-3}$ | $6.70{ }_{10}{ }^{-3}$ |
| 7.5 | 87 | 99 | 181 | 196 | $2.7{ }_{10}{ }^{-7}$ | $4.8{ }_{10}{ }^{-6}$ | $4.74{ }_{10}{ }^{-5}$ | $4.5210^{-5}$ |
| 10.0 | 87 | 99 | 181 | 196 | 0 | 0 | $3.19{ }_{10}{ }^{-7}$ | $3.05{ }_{10}{ }^{-7}$ |

Table 4.2

### 4.6.2 Rotational activity

The second example we shall consider is based on Example 9.1 of [42]:

$$
\frac{d x}{d t}=\left[\begin{array}{ccc}
1+19 \cos (2 \omega t) & 0 & -\omega+19 \sin (2 \omega t)  \tag{83}\\
0 & 19 & 0 \\
\omega+19 \sin (2 \omega t) & 0 & 1-19 \cos (2 \omega t)
\end{array}\right]
$$

subject to the non-separated BCs

$$
x(0)+x(\pi)=b .
$$

The inhomogeneous term $f$ and the vector $b$ are chosen such that the solution becomes $x(t)=\left(e^{t}, \omega e^{-t}, e^{t}\right)^{T}$.
A fundamental solution $X$ corresponding to (83) is given by

$$
X(t)=\left[\begin{array}{ccc}
\cos (\omega t) & 0 & -\sin (\omega t)  \tag{84}\\
0 & 1 & 0 \\
\sin (\omega t) & 0 & \cos (\omega t)
\end{array}\right]\left[\begin{array}{lll}
e^{20 t} & & \\
& e^{19 t} & \\
& & e^{-18 t}
\end{array}\right]
$$

For $\omega$ not too large the growth behaviour of solutions is nicely indicated by the eigenvalues of $A$. For instance, for $\omega=4$ we obtain $\lambda(A(0))=\{1+$ $\sqrt{345}, 19,1-\sqrt{345}\}$. Therefore we choose $k=2$.
One of the components of the Riccati matrix is expected to behave like $\tan (\omega t)$. Hence, some restarts will be unavoidable. The number of such restarts depends on the value of the boundedness constant $a$, i.e. $\left|R_{21}(t)\right| \leq a$ (see step 2.b of Algorithm 4.25). In Table 4.3 the results are shown for $\omega=4$, the accuracy of integration $=10^{-6}$ and for different values of $a$. A small value of $a$ causes a relatively large number of restarts. On the other hand, a large value of $a$ does generally not affect the number of restarts, but the algorithm becomes less efficient, since steprefinement will take place at the end of each subinterval.

| $a$ | \# restarts | \# steps | \# func. calls |
| :---: | :---: | :---: | :---: |
| 1 | 15 | 641 | 1333 |
| 3 | 9 | 526 | 1137 |
| 50 | 8 | 720 | 1724 |

Table 4.3
The obtained relative accuracy at the boundary and restart points when $a=3$ is shown in Table 4.4 ( $\omega=4$ and the accuracy of integration $=10^{-6}$ ).

| $t$ | $\mid$ rel. error in $x_{1} \mid$ | $\mid$ rel. error in $x_{2} \mid$ | $\mid$ rel. error in $x_{3} \mid$ |
| :---: | :---: | :---: | :---: |
| 0 | $9.3110^{-8}$ | $7.7110^{-8}$ | $3.7510^{-6}$ |
| 0.342 | $3.3710^{-7}$ | $7.3110^{-8}$ | $1.8310^{-7}$ |
| 0.659 | $2.3710^{-7}$ | $2.1110^{-8}$ | $4.1210^{-7}$ |
| 0.972 | $1.5010^{-8}$ | $8.1710^{-8}$ | $2.3310^{-7}$ |
| 1.286 | $3.6110^{-7}$ | $2.6610^{-8}$ | $1.8810^{-7}$ |
| 1.603 | $1.2010^{-7}$ | $4.9310^{-8}$ | $3.5010^{-7}$ |
| 1.918 | $3.3010^{-7}$ | $7.8810^{-8}$ | $1.7410^{-7}$ |
| 2.234 | $1.7810^{-7}$ | $7.1510^{-8}$ | $4.0910^{-7}$ |
| 2.550 | $7.4710^{-8}$ | $1.1210^{-7}$ | $1.9010^{-7}$ |
| 2.865 | $4.6010^{-7}$ | $5.2210^{-8}$ | $1.9610^{-7}$ |
| $\pi$ | $4.0210^{-9}$ | $1.7810^{-6}$ | $1.6210^{-7}$ |

## Table 4.4

Finally we remark that the Schur transformation induces a consistent fundamental solution (cf. Lemma 4.29), since

$$
\left|F_{12}^{0}\right|=0.106, \quad\left|F_{11}^{0}\right|=1.1910^{-26} \quad \text { and } \quad\left|F_{22}^{m}\right|=2.7810^{-25}
$$

## Chapter 5

## Stiff Boundary Value Problems

### 5.1 Introduction

In this chapter we shall investigate various aspects of the Riccati method, derived in the previous chapter, when applied to stiff BVPs. A BVP is called stiff if the homogeneous part has solutions with rapidly changing (non-oscillating) components, to be called the fast modes. Typically, fast modes have their impact on the final solution of a BVP only within small regions, so-called layers. Outside these layers a solution $x$ is composed of slow (or 'smooth') modes (in that $\|x\|,\left\|\frac{d x}{d t}\right\|$, etc. are bounded by moderate constants). However, the potentially rapid growth of fast modes on larger intervals makes the BVP numerically hard to solve. This problem is reminiscent of what is well-known for IVPs. There the main question is to let the stepsize of the integration routine be dictated by the activity of the smooth components only, which is called the stiffness problem. We shall adopt this terminology as well in the context of BVPs.
The notion of stiffness can be made more precise for a singular perturbation problem. There the quotient of the time scales of the smooth and the fast modes is governed by one or more (small) parameters. A most convenient situation is obtained when the system is in so-called bordered form:

$$
\left[\begin{array}{cc}
I_{k} & 0 \\
0 & E
\end{array}\right] \frac{d}{d t}\binom{x_{1}}{x_{2}}=\left[\begin{array}{cc}
A_{11}(t) & A_{12}(t) \\
A_{21}(t) & A_{22}(t)
\end{array}\right]\binom{x_{1}}{x_{2}}+\binom{f_{1}(t)}{f_{2}(t)}, t \in[0,1],(1)
$$

where $E=\operatorname{diag}\left(\varepsilon_{k+1}, \ldots, \varepsilon_{n}\right), 0<\varepsilon_{i} \ll 1(i=k+1, \ldots, n)$. The integer $k$ may be zero, i.e., the homogeneous problem may have fast modes only. Generally, the derivative of $x_{2}$ grows unboundedly when $E \rightarrow 0$. Moreover, when $E \rightarrow 0$ the DE reduces to the differential-algebraic system

$$
\begin{aligned}
\frac{d}{d t} x_{1} & =A_{11}(t) x_{1}+A_{12}(t) x_{2}+f_{1}(t) \\
0 & =A_{21}(t) x_{1}+A_{22}(t) x_{2}+f_{2}(t)
\end{aligned}
$$

In general, the solution of this system can not satisfy all the BCs simultaneously. This singular behaviour accounts for the name singular perturbation.

A numerical method for solving a general (stiff) BVP is based on discretization ([3],[31]). Recalling that the fast modes have a possibly significant contribution to the solution $x$ only inside the layers, we realize that the mesh used for discretization should be chosen quite differently inside and outside these layers. Such a grid should be relatively fine inside (commensurating with the activity of the fast modes) and fairly coarse where the particular solution $x$ is smooth.

Besides purely numerical techniques there are also a number of mixed analytic and numerical methods. Two familiar techniques are (analytic) decoupling of the system when it is in bordered form (possibly combined with regular expansions) ([41],[49]) or matched asymptotic expansions. The latter method, realizing the singular behaviour of the fast mode part when $E \rightarrow 0$, uses different power series for the smooth part of the solution (outer solution) and the layer part of the solution (inner solution). By requiring that the final solution is in $\mathrm{C}^{p}[0,1]$, for some integer $p$, those two solutions are matched at the layer ends ([17]).
Stiff BVPs have already received much attention in the literature, both analytically and numerically ([3],[19],[23],[31],[61]). Numerically, problems where the layers appear at the boundary only can generally be solved quite satisfactory nowadays. Problems with internal layers, often related to so-called turning points are less well solved, although there is a growing literature, see e.g. ([10],[30],[62]). Part of the problem for internal layers is that the location of the turning point is often not known beforehand and has to be determined during the solution process. We shall return to this class of difficult problems in Section 5.3.

In this chapter we shall discuss the Riccati method of Chapter 4 for two kind of well-conditioned BVPs:
problems having no internal layer (Section 5.2) and problems that do have
such a layer (Section 5.3). For the first class of problems we shall assume that the solution space $\mathcal{S}$ is exponentially trichotomic, which is a refinement of the concept of exponential dichotomy (Definition 2.7). It will turn out that for large problems, with a relatively small number of slowly varying modes, a substantial reduction can be obtained. The quintessence of the Riccati method will not be violated, since it will work too. The proposed adaptation is for reasons of efficiency only.

When internal layers are present it is not directly clear whether the Riccati method will work or not. As we have seen in Section 3.2 the Riccati transformation determines the direction of a dominant subspace. However, in an internal layer this direction may change drastically. The influence of this rotational activity on the Riccati method is investigated in Section 5.3. To simplify the discussion we shall mainly consider 2-dimensional singular perturbation problems, involving a parameter $\varepsilon$.

### 5.2 Large systems

In this section we shall present a reduction technique for the Riccati method, discussed in Chapter 4, when applied to large systems of DEs, with no internal layers. In the discussion the role of the Riccati transformation is not essential; any decoupling transformation will do.

### 5.2.1 Exponential trichotomy

In Chapter 2 we have introduced the concept of exponential dichotomy. Here we want to generalize this concept in such a way that slow modes are isolated from the rapidly varying ones. Let $\mathcal{S}$ be the solution space corresponding to the homogeneous DE

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x, \quad t \epsilon[0, \infty) \tag{2}
\end{equation*}
$$

## Definition 5.1

The solution space $\mathcal{S}$ of (2) is called exponentially trichotomic if for every fundamental solution $X$ there exist projections $P_{1}, P_{2}$ and $P_{3}$, with $P_{1}+P_{2}+$ $P_{3}=I_{n}$, such that

$$
\begin{array}{cc}
\left\|X(t) P_{1} X^{-1}(s)\right\| \leq m_{1} e^{-\lambda_{1}(s-t)}, & 0 \leq t \leq s \\
1 / m_{2} \leq\left\|X(t) P_{2} X^{-1}(s)\right\| \leq m_{2}, & 0 \leq t, s
\end{array}
$$

$$
\left\|X(t) P_{3} X^{-1}(s)\right\| \leq m_{3} e^{-\lambda_{3}(t-s)}, \quad 0 \leq s \leq t
$$

where the constants $m_{1}, m_{2}$ and $m_{3}$ are of moderate size and $\lambda_{1}, \lambda_{3}>0$.

## Remark 5.2

(i) An exponential trichotomic solution space is also exponentially dichotomic.
(ii) As in the case of exponential dichotomy, Definition 5.1 is equivalent to the following formulation (cf. the proof of Theorem 2.9):
the solution space $\mathcal{S}$ of (2) is exponentially trichotomic if it can be split into three parts, $\mathcal{S}=\mathcal{S}_{1} \oplus \mathcal{S}_{2} \oplus \mathcal{S}_{3}$, with

$$
\begin{aligned}
& \phi_{1} \in \mathcal{S}_{1} \Rightarrow\left\|\phi_{1}(t)\right\| \leq m_{1} e^{-\lambda_{1}(s-t)}\left\|\phi_{1}(s)\right\|, \quad 0 \leq t \leq s, \\
& \phi_{2} \in \mathcal{S}_{2} \Rightarrow \frac{1}{m_{2}}\left\|\phi_{2}(s)\right\| \leq\left\|\phi_{2}(t)\right\| \leq m_{2}\left\|\phi_{2}(s)\right\|, \quad 0 \leq t, s \\
& \phi_{3} \in \mathcal{S}_{3} \Rightarrow\left\|\phi_{3}(t)\right\| \leq m_{3} e^{-\lambda_{3}(t-s)}\left\|\phi_{3}(s)\right\|, \quad 0 \leq s \leq t
\end{aligned}
$$

where $m_{1}, m_{2}$ and $m_{3}$ are positive (moderate) constants and $\lambda_{1}, \lambda_{3}>0$. Moreover, there exist positive constants $q_{1}, q_{2}$ such that, uniformly in $t$, $\operatorname{GAP}\left(\mathcal{S}_{1}(t), \mathcal{S}_{2}(t) \oplus \mathcal{S}_{3}(t)\right) \geq q_{1}$ and $\operatorname{GAP}\left(\mathcal{S}_{1}(t) \oplus \mathcal{S}_{2}(t), \mathcal{S}_{3}(t)\right) \geq q_{2}$. Here the subspaces $\mathcal{S}_{i}(i=1,2,3)$ are defined as $\mathcal{S}_{i}=\left\{X(t) P_{i} c \mid c \in \mathbb{R}^{n}\right\}$.

## Property 5.3

The exponential trichotomy of $\mathcal{S}$ is observable on a sufficiently large but finite interval.

Proof:
Consider the DE (2), having an exponentially trichotomic solution space $\mathcal{S}$, on the finite interval $[0, \xi](\xi>0)$. Let the solution subspaces $\mathcal{S}_{i}(i=1,2,3)$ be defined as in Remark 5.2 (ii). Then we have

$$
\begin{aligned}
& \phi_{1} \epsilon \mathcal{S}_{1} \Rightarrow\left\|\phi_{1}(\xi)\right\| \geq \frac{1}{m_{1}} e^{\lambda_{1} \xi}\left\|\phi_{1}(0)\right\| \\
& \phi_{2} \epsilon \mathcal{S}_{2} \Rightarrow \frac{1}{m_{2}}\left\|\phi_{2}(\xi)\right\| \leq\left\|\phi_{2}(0)\right\| \leq m_{2}\left\|\phi_{2}(\xi)\right\|
\end{aligned}
$$

$$
\phi_{3} \epsilon \mathcal{S}_{3} \Rightarrow\left\|\phi_{3}(\xi)\right\| \leq m_{3} e^{-\lambda_{3} \xi}\left\|\phi_{3}(0)\right\| .
$$

Hence, if $\xi$ is such that both

$$
\frac{e^{\lambda_{1} \xi}}{m_{1} m_{2}}>1 \quad \text { and } \quad \frac{e^{\lambda_{3} \xi}}{m_{2} m_{3}}>1
$$

then the exponential trichotomy is observable on $[0, \xi]$.

Since our main interest are DEs on a finite interval, say [ 0,1 ], we have to assume that the exponentially trichotomic behaviour of the solution space $\mathcal{S}$ can already be observed on [ 0,1 ]. As we have seen in Property 5.3 this will certainly be the case under the following

## Assumption 5.4

$$
\frac{e^{\lambda_{1}}}{m_{1} m_{2}} \gg 1 \quad \text { and } \quad \frac{e^{\lambda_{3}}}{m_{2} m_{3}} \gg 1
$$

## Remark 5.5

With the above assumption a mode $\phi_{1} \epsilon \mathcal{S}_{1}$ with $\left\|\phi_{1}(1)\right\|=1$ is only significantly different from 0 in a (small) $O\left(1 / \lambda_{1}\right)$ neighbourhood of 1 . Similarly, a mode $\phi_{3} \in \mathcal{S}_{3}$ with $\left\|\phi_{3}(0)\right\|=1$ is only significantly different from 0 in a (small) $O\left(1 / \lambda_{3}\right)$ neighbourhood of 0 . Therefore these fast solutions can only play a role in the boundary layers. This implies that by Definition 5.1 internal layers are excluded, since modes in $\mathcal{S}_{2}$ have no layer behaviour at all.

So far we have not specified what the dimensions are of the solution subspaces $\mathcal{S}_{i}(i=1,2,3)$; anyone of these subspaces may even be empty. In the sequel we partition matrices and vectors accordingly to the dimensions $k, l$ and $m$ of the solution subspaces $\mathcal{S}_{i}(i=1,2,3)$, respectively. So,

$$
A(t)=\left[\begin{array}{ccc}
A_{11}(t) & A_{12}(t) & A_{13}(t)  \tag{3}\\
A_{21}(t) & A_{22}(t) & A_{23}(t) \\
A_{31}(t) & \underset{l}{A_{32}(t)} & \underset{m}{A_{33}(t)}
\end{array}\right] \begin{aligned}
& \ddagger k \\
& \downarrow l \\
& \ddagger m
\end{aligned} \quad \text { and } \quad x(t)=\left(\begin{array}{c}
x_{1}(t) \\
x_{2}(t) \\
x_{3}(t)
\end{array}\right) \begin{aligned}
& \ddagger k \\
& \downarrow l \\
& \ddagger m
\end{aligned}
$$

### 5.2.2 Single shooting

The reduction technique for the Riccati method that is presented in this section is based on the following observation. Consider a DE

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x+f(t), \quad t \epsilon[0,1] \tag{4}
\end{equation*}
$$

with slow and fast decaying modes only. So, $k=0$ and $\mathcal{S}=\mathcal{S}_{2} \oplus \mathcal{S}_{3}$. In order to compute a fundamental solution $X$, satisfying

$$
\begin{equation*}
\frac{d}{d t} X=A(t) X, \quad t \in[0,1] \tag{5}
\end{equation*}
$$

with $X(0)$ non-singular and consistent (see Section 2.3), we need an integration routine by which

- the slow modes are computed accurately
- the influence of the fast decaying modes on the stepsize is restricted to the initial layer at $t=0$.
This implies that we have to use a stiffly stable integrator ([46]), for instance a BDF-method (such as implemented in the routine LSODA in ODEPACK ([25])). In general, such an integration routine automatically generates the expected grid: small stepsizes in the boundary layer at $t=0$, say on $[0, \delta]$, and a coarse grid hereafter. This implies that also in the boundary layer accurate solutions are obtained. At the end of the layer, say at $t=\delta$, the fast decaying solutions have been damped out. Hence, $\operatorname{rank}(X(\delta))$ is effectively reduced to $l$, the dimension of $\mathcal{S}_{2}$. Let the QR-decomposition of $X(\delta)$ (possibly after some column permutation) be given by

$$
X(\delta)=\left[\begin{array}{ll}
Q_{2} & Q_{3}  \tag{6}\\
Q_{l} \\
\longleftrightarrow
\end{array}\right]\left[\begin{array}{cc}
R_{22} & R_{23} \\
0 & R_{33}
\end{array}\right] \begin{aligned}
& \ddagger l \\
& \ddagger m
\end{aligned}
$$

The matrix $R_{33}$ will be $\mathrm{O}\left(e^{-\lambda_{3} \delta}\right)$ ([42]), which is negligible, for $\delta$ large enough (i.e. , smaller than the error due to the numerical integration routine (cf. (4.70)).

The inhomogeneous term can be treated in a similar way. Compute the particular solution $p$, satisfying

$$
\frac{d p}{d t}=A(t) p+f(t), \quad t \epsilon[0, \delta], \quad p(0)=0
$$

By superposition we know that there exists a vector $c=\binom{c_{2}}{c_{3}} \epsilon \mathbb{R}^{l+m}$ such that

$$
\begin{equation*}
x(t)=X(t) c+p(t), \quad \text { for all } t \epsilon[0, \delta] \tag{7}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
x(\delta) & =X(\delta) c+p(\delta) \\
& =\left[\begin{array}{ll}
Q_{2} & Q_{3}
\end{array}\right]\left[\begin{array}{cc}
R_{22} & R_{23} \\
0 & R_{33}
\end{array}\right] c+p(\delta) \\
& \approx Q_{2}\left[R_{22} R_{23}\right] c+p(\delta) \\
& =Q_{2}\left(\left[\begin{array}{ll}
R_{22} & R_{23}
\end{array}\right] c+{Q_{2}}^{T} p(\delta)\right)+\left(I_{l+m}-Q_{2} Q_{2}^{T}\right) p(\delta)
\end{aligned}
$$

Let

$$
c_{2}{ }^{0}=\left[\begin{array}{ll}
R_{22} & R_{23} \tag{8a}
\end{array}\right] c+{Q_{2}}^{T} p(\delta)
$$

Then we approximately have

$$
\begin{equation*}
x(\delta)=Q_{2} c_{2}{ }^{0}+Q_{3} Q_{3}^{T} p(\delta) \tag{8b}
\end{equation*}
$$

## Remark 5.6

From (8b) we obtain that at $t=\delta$ the manifold of slow modes is approximately described by the relation

$$
\begin{equation*}
Q_{3}{ }^{T} x(\delta)=Q_{3}{ }^{T} p(\delta) \tag{9}
\end{equation*}
$$

The accuracy of this approximation depends on the magnitude of $\left\|R_{33} c_{3}\right\|$. Hence, it is important to scale the DE and to choose the initial value $X(0)$ such that $c_{3}$ is not extremely large.

For $t \geq \delta$ we want to find a continuous extension of (8b). To this end we write any solution $x$, satisfying (8b), as

$$
\begin{equation*}
x(t)=X_{2}{ }^{0}(t) c_{2}{ }^{0}+p^{0}(t), \quad t \in[\delta, 1] . \tag{10}
\end{equation*}
$$

Hence, $X_{2}{ }^{0}$ is a part of a fundamental solution, satisfying the IVP

$$
\frac{d}{d t} X_{2}{ }^{0}=A(t) X_{2}{ }^{0}, \quad t \epsilon[\delta, 1], \quad \text { with } X_{2}{ }^{0}(\delta)=Q_{2}
$$

Similarly, $p^{0}$ is a particular solution of (4), satisfying

$$
\frac{d}{d t} p^{0}=A(t) p^{0}+f(t), \quad t \epsilon[\delta, 1], \quad \text { with } p^{0}(\delta)=Q_{3}{Q_{3}}^{T} p(\delta)
$$

Observe that $X_{2}{ }^{0}$ contains slowly varying modes only. Since $\left(X_{2}{ }^{0}(\delta)\right)^{T} p^{0}(\delta)=$ 0 this implies that, at least for $t$ near $\delta$, a well-conditioned representation of $X_{2}{ }^{0} \oplus p^{0}$ is given by $X_{2}{ }^{0}$ and $p^{0}$.

Substitution of (7) with $t=0$ and of (10) with $t=1$ into the (general) BCs

$$
B^{0} x(0)+B^{1} x(1)=b
$$

yields $\left(p^{0}(0)=0\right)$ :

$$
B^{0} X(0) c+B^{1} X_{2}{ }^{0}(1) c_{2}^{0}=b-B^{1} p^{0}(1) .
$$

Together with the continuity of $x$ at $t=\delta$ (relation (8a)) this results in the shooting system

$$
\left[\begin{array}{cc}
B^{0} X(0) & B^{1} X_{2}{ }^{0}(1)  \tag{11}\\
-\left[R_{22} R_{23}\right] & I_{l}
\end{array}\right]\binom{c}{c_{2}{ }^{0}}=\binom{b-B^{1} p^{0}(1)}{Q_{2}^{T} p(\delta)} .
$$

From $\binom{c}{c_{2}{ }^{0}}$ the solution $x$ can be computed in any desired point.

The above sketched method has some interesting benefits.
(i) The grid is automatically generated by the integration routine.
(ii) The influence of the fast decaying modes is noticeable only in the boundary layer.
(iii) The method is not restricted to singular perturbation problems (where an explicit small parameter $\varepsilon$ is available).
(iv) For non-stiff problems, having slow modes only, it simplifies to a single shooting method.
(v) A generalization to a solution method for multi time-scale problems is straightforward, without an explicit knowledge of the various time-scales. This makes the method also suitable for mildly stiff problems.
(vi) If necessary, more subintervals can simply be generated, resulting in a multiple shooting system.
(vii) the total number of integration steps does not really depend on the stiffness of the system.

This last observation is an important property. To prove the result we consider the scalar model problem

$$
\begin{equation*}
\frac{d x}{d t}=\lambda x, \quad t \geq 0 \tag{12}
\end{equation*}
$$

subject to $x(0)=1$. This has the exact solution $x(t)=e^{\lambda t}$. Let $h_{i}$ be the stepsize taken in the $(i+1)^{\text {th }}$ integration step $(i=0,1, \cdots)$. Let TOL be the required absolute accuracy per step and $E S T_{i}$ an approximation of the local discretization error (cf. [55], p.115). For a $p$-th order method a standard technique to choose the stepsizes is given by

$$
\begin{equation*}
h_{i+1}=c h_{i}\left(\frac{T O L}{\left|E S T_{i}\right|}\right)^{\frac{1}{p+1}} \tag{13}
\end{equation*}
$$

where the constant $c$ is a safety factor, smaller than 1.
Let $t_{0}=0$ and define the nodes $t_{i}$ by $t_{i}=\sum_{j=0}^{i-1} h_{j}(i=1,2, \cdots)$. The local discretization error at $t_{i+1}$ satisfies ideally

$$
\begin{equation*}
E S T_{i} \approx \xi{h_{i}}^{p+1} x^{(p+1)}\left(t_{i+1}\right)=\xi{h_{i}}^{p+1} \lambda^{p+1} e^{\lambda t_{i+1}} \tag{14}
\end{equation*}
$$

where $\xi$ is a positive constant of moderate size. Now we have

## Property 5.7

Suppose we want to have the solution of (12) in some point T. Let $p$ be the order of the method used and let the initial stepsize $h_{0}$ be given by $h_{0}=$ $\frac{c}{|\lambda|}\left(\frac{T O L}{\xi}\right)^{\frac{1}{p+1}}$. Define $\nu=\frac{\lambda}{p+1}$. Using the stepsize strategy (13) we need approximately $\frac{1-e^{\nu T}}{-\nu h_{0}}$ steps to obtain $x(T)$.
Proof:
Combining (14) with (13) yields

$$
\begin{equation*}
h_{i}=h_{0} e^{-\nu t_{i}}, \quad(i=0,1, \cdots) \tag{15}
\end{equation*}
$$

Now consider a continuously differentiable function $h$ such that, for all $i=$ $0,1, \cdots$,

$$
t_{i}=\sum_{j=0}^{i-1} h_{j} \approx \int_{0}^{i} h(\tau) d \tau
$$

Then (15) is approximated by its continuous form

$$
\begin{equation*}
h(t)=h_{0} \exp \left(-\nu \int_{0}^{t} h(\tau) d \tau\right), \quad t \geq 0 . \tag{16}
\end{equation*}
$$

Differentiating (16) yields the Riccati DE

$$
\left\{\begin{array}{l}
\frac{d h}{d t}=-\nu h^{2}, \quad t \geq 0 \\
h(0)=h_{0}
\end{array}\right.
$$

which has the exact solution $h(t)=\frac{1}{\nu}\left(t+\frac{1}{\nu h_{0}}\right)^{-1}$.
Let $N$ be such that $T=t_{N}=\sum_{j=0}^{N-1} h_{j}$. Then

$$
\begin{aligned}
h_{0} e^{-\nu T} & =h_{0} e^{-\nu t_{N}}=h_{N} \approx h(N)=\frac{1}{\nu}\left(N+\frac{1}{\nu h_{0}}\right)^{-1} \\
\Rightarrow N & \approx \frac{e^{\nu T}-1}{\nu h_{0}}
\end{aligned}
$$

## Corollary 5.8

Consider the $D E$ (12) with $\lambda \ll-1$. Then the number of integration steps needed to reach a point $T$ outside the initial layer is independent of the stiffness parameter $\lambda$.

Proof:
Note that $\nu h_{0}=-\frac{c}{p+1}\left(\frac{T O L}{\xi}\right)^{\frac{1}{p+1}}$, which is independent of $\lambda$. If $\lambda \ll$ -1 , then $\nu=\frac{\lambda}{p+1} \ll-1$ and $e^{\nu T} \approx 0$. Hence, with Property 5.7, the number of integration steps is approximately given by $\frac{p+1}{c}\left(\frac{T O L}{\xi}\right)^{p+1}$, which is depending on the required accuracy, but not on the stiffness of the DE.

In the next section we transform a general stiff BVP, with an exponentially trichotomic solution space $\mathcal{S}$, into a sequence of problems that can be solved by this shooting method. To this end we shall use an adapted version of the Riccati method of Chapter 4. With the above shooting technique (and with invariant imbedding) we are able to reduce the number of DEs that has to be solved. This is especially of interest when we are dealing with a large system. For small systems the Riccati method of Chapter 4 will work too, and will
almost be as efficient as the adapted version discussed in the next section.

### 5.2.3 Riccati transformation

We now want to treat the general case, where also fast increasing modes are present. For reasons, discussed in the Sections 3.4, 4.4.1 and 5.2.1, we shall make the following assumptions:

- $A(0)$ is in quasi-triangular form and correctly ordered (cf. Assumption 4.12).
- the BVP has been scaled such that $\|x(t)\|$ has a reasonable upper bound, for all $t$.
- the solution space $\mathcal{S}$ has an exponential trichotomy (see Definition 5.1), with $\operatorname{dim}\left(\mathcal{S}_{1}\right)=k, \operatorname{dim}\left(\mathcal{S}_{2}\right)=l$ and $\operatorname{dim}\left(\mathcal{S}_{3}\right)=m$.
Consider the DE (cf. (2), (3)):

$$
\frac{d}{d t}\left(\begin{array}{c}
x_{1}  \tag{17}\\
x_{2} \\
x_{3}
\end{array}\right)=\left[\begin{array}{ccc}
A_{11}(t) & A_{12}(t) & A_{13}(t) \\
A_{21}(t) & A_{22}(t) & A_{23}(t) \\
A_{31}(t) & A_{32}(t) & A_{33}(t)
\end{array}\right]\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)+\left(\begin{array}{c}
f_{1}(t) \\
f_{2}(t) \\
f_{3}(t)
\end{array}\right)
$$

$t \epsilon[0,1]$, subject to the BCs

$$
\begin{equation*}
B^{0} x(0)+B^{1} x(1)=b \tag{18}
\end{equation*}
$$

Often the Riccati transformation is used to decouple the fast modes (both increasing and decaying) and the slow modes ([41],[63]). If (17) is a singular perturbation problem in bordered form, like (1), then it can be shown that there exists such a Riccati transformation, having an asymptotic power series expansion in $\varepsilon([61])$. Unfortunately, this technique can not be generalized to the case of a general stiff BVP, since the DE for this Riccati matrix will be unstable, unless all fast solutions are decaying. In the latter situation, however, it is probably more efficient to decouple only once, outside the initial layer, as is discussed in Section 5.2.2.

The Riccati transformation we propose for a general stiff BVP decouples the fast increasing modes, $\mathcal{S}_{1}$, from the other ones (both slow and fast decaying modes). For this latter solution manifold we can use the same reduction as obtained by the shooting technique described in Section 5.2.2. Observe that for obtaining accuracy this reduction technique is not necessary; the Riccati method of Chapter 4 will deliver accurate results too. For large systems, however, these reductions will make the algorithm more efficient.

Define the Riccati transformation

$$
T(t)=\left[\begin{array}{ccc}
I_{k} & 0 & 0  \tag{19}\\
R_{21}(t) & I_{l} & 0 \\
R_{31}(t) & 0 & I_{m}
\end{array}\right]
$$

In order to decouple we obtain, as is shown in Chapter 4, the Riccati DE

$$
\begin{align*}
\frac{d}{d t}\left[\begin{array}{l}
R_{21} \\
R_{31}
\end{array}\right]= & {\left[\begin{array}{l}
A_{21}(t) \\
A_{31}(t)
\end{array}\right]+\left[\begin{array}{ll}
A_{22}(t) & A_{23}(t) \\
A_{32}(t) & A_{33}(t)
\end{array}\right]\left[\begin{array}{l}
R_{21} \\
R_{31}
\end{array}\right]-}  \tag{20a}\\
& {\left[\begin{array}{l}
R_{21} \\
R_{31}
\end{array}\right] A_{11}(t)-\left[\begin{array}{l}
R_{21} \\
R_{31}
\end{array}\right]\left[A_{12}(t) A_{13}(t)\right]\left[\begin{array}{l}
R_{21} \\
R_{31}
\end{array}\right], }
\end{align*}
$$

subject to

$$
\left[\begin{array}{l}
R_{21}(0)  \tag{20b}\\
R_{31}(0)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

$(A(0)$ is assumed to be in quasi-triangular form and correctly ordered).
Let $T_{1}=\left[\begin{array}{c}I_{k} \\ R_{21} \\ R_{31}\end{array}\right]$. If $\operatorname{DIST}\left(\mathcal{R}\left(T_{1}(t)\right), \mathcal{S}_{1}(t)\right)$ behaves like $\left(e^{-\lambda_{1} t}\right)$, then the decoupling induced by (19) has been done correctly (cf. Theorem 2.19). In that case the DE (20a) will be asymptotically stable, since the corresponding Jacobian has eigenvalues all far in the left halfplane of $\mathbb{C}$ (cf. (4.71)). This implies that, possibly after some initial layer (depending on the distance between $\mathcal{R}\left(T_{1}(0)\right)$ and $\mathcal{S}_{1}(0)$ ), the Riccati matrix will be slowly varying. More precisely, outside the initial layer the variation of the Riccati matrix is governed by the rotational activity of $\mathcal{S}_{1}$.
Define $y=\left(\begin{array}{l}y_{1} \\ y_{2} \\ y_{3}\end{array}\right)=T^{-1} x$. Then, as long as $T$ exists, we obtain the transformed system (cf. (4.6a))

$$
\frac{d y}{d t}=\left[\begin{array}{ccc}
\tilde{A}_{11}(t) & A_{12}(t) & A_{13}(t)  \tag{21a}\\
0 & \tilde{A}_{22}(t) & \tilde{A}_{23}(t) \\
0 & \tilde{A}_{32}(t) & \tilde{A}_{33}(t)
\end{array}\right] y+\left(\begin{array}{c}
f_{1}(t) \\
\tilde{f}_{2}(t) \\
\tilde{f}_{3}(t)
\end{array}\right)
$$

where

$$
\tilde{A}_{11}=A_{11}+\left[\begin{array}{ll}
A_{12} & A_{13}
\end{array}\right]\left[\begin{array}{l}
R_{21}  \tag{21b}\\
R_{31}
\end{array}\right]
$$

and

$$
\left[\begin{array}{cc|c}
\tilde{A}_{22} & \tilde{A}_{23} & \tilde{f}_{2} \\
\tilde{A}_{32} & \tilde{A}_{33} & \tilde{f}_{3}
\end{array}\right]=\left[\begin{array}{ll|l}
A_{22} & A_{23} & f_{2} \\
A_{32} & A_{33} & f_{3}
\end{array}\right]-\left[\begin{array}{l}
R_{21} \\
R_{31}
\end{array}\right]\left[\begin{array}{ll}
A_{12} & A_{13} \mid f_{1}
\end{array}\right](21 \mathrm{c})
$$

Since $\mathcal{R}\left(T_{1}\right)$ describes, in general, a dominant solution subspace, containing fast increasing modes only, the growth of these modes is governed by $\tilde{A}_{11}$ (where we assume that the Riccati matrix stays sufficiently bounded). Moreover, the growth of the slow and fast decaying modes is governed by $\left[\begin{array}{cc}\tilde{A}_{22} & \tilde{A}_{23} \\ \tilde{A}_{32} & \tilde{A}_{33}\end{array}\right]$ and this growth has been decoupled from the fast increasing modes. This implies that for the decoupled part of (21a) (involving $y_{2}$ and $y_{3}$ ) the technique described in Section 5.2.2 can be used. Hence, we have to solve the IVP

$$
\begin{align*}
& \frac{d}{d t}\left[\begin{array}{ll|l}
Y_{22} & Y_{23} & p_{2} \\
Y_{32} & Y_{33} & p_{3}
\end{array}\right]=  \tag{22a}\\
& \quad\left[\begin{array}{cc}
\tilde{A}_{22}(t) & \tilde{A}_{23}(t) \\
\tilde{A}_{32}(t) & \tilde{A}_{33}(t)
\end{array}\right]\left[\begin{array}{ll|l}
Y_{22} & Y_{23} & p_{2} \\
Y_{32} & Y_{33} & p_{3}
\end{array}\right]+\left[\begin{array}{ll|l}
0 & 0 & \tilde{f}_{2}(t) \\
0 & 0 & \tilde{f}_{3}(t)
\end{array}\right], \quad t \geq 0,
\end{align*}
$$

subject to the initial values

$$
\left[\begin{array}{ll|l}
Y_{22}(0) & Y_{23}(0) & p_{2}(0)  \tag{22b}\\
Y_{32}(0) & Y_{33}(0) & p_{3}(0)
\end{array}\right]=\left[\begin{array}{cc|c}
I_{l} & 0 & 0 \\
0 & I_{m} & 0
\end{array}\right]
$$

By the principle of superposition there exists a vector $\binom{c_{2}}{c_{3}} \epsilon \mathbb{R}^{l+m}$ such that, as long as the Riccati matrix exists, (cf. (4.8b))

$$
\begin{align*}
{\left[\begin{array}{ccc}
-R_{21}(t) & I_{l} & 0 \\
-R_{31}(t) & 0 & I_{m}
\end{array}\right] x(t) } & =\binom{y_{2}(t)}{y_{3}(t)} \\
& =\left[\begin{array}{ll}
Y_{22}(t) & Y_{23}(t) \\
Y_{32}(t) & Y_{33}(t)
\end{array}\right]\binom{c_{2}}{c_{3}}+\binom{p_{2}(t)}{p_{3}(t)} \tag{23}
\end{align*}
$$

Observe that by (22b) and (20b) we have

$$
\begin{equation*}
\binom{c_{2}}{c_{3}}=\binom{y_{2}(0)}{y_{3}(0)}=\binom{x_{2}(0)}{x_{3}(0)} \tag{24}
\end{equation*}
$$

When the fast decaying modes have become smaller than the required (absolute) accuracy for integration, say at $t=\delta$, we make the QR -decomposition (cf. (6) )

$$
\left[\begin{array}{cc}
Y_{22}(\delta) & Y_{23}(\delta)  \tag{25}\\
Y_{32}(\delta) & Y_{33}(\delta)
\end{array}\right]=\left[\begin{array}{ll}
\bar{Q}_{2}^{0} & \bar{Q}_{3}^{0}
\end{array}\right]\left[\begin{array}{cc}
R_{22}{ }^{0} & R_{23}{ }^{0} \\
0 & R_{33}{ }^{0}
\end{array}\right]
$$

$\left(\bar{Q}^{0}=\left[\begin{array}{cc}\bar{Q}_{2}^{0} & \bar{Q}_{3}^{0}\end{array}\right] \epsilon \mathbb{R}^{(l+m) \times(l+m)}\right.$ orthogonal and $R^{0}=\left[\begin{array}{cc}R_{22}{ }^{0} & R_{23}{ }^{0} \\ 0 & R_{33}{ }^{0}\end{array}\right]$ $\epsilon \mathbb{R}^{(l+m) \times(l+m)}$ upper triangular).
Since $\delta$ has been chosen such that $\left\|R_{33}{ }^{0}\right\|$ is below a prescribed tolerance (generally $\left\|R_{33}{ }^{0}\right\|=\mathrm{O}\left(e^{-\lambda_{3} \delta}\right)$ ), we obtain that

$$
\left[\begin{array}{ll}
Y_{22}(\delta) & Y_{23}(\delta) \\
Y_{32}(\delta) & Y_{33}(\delta)
\end{array}\right] \approx \bar{Q}_{2}^{0}\left[\begin{array}{ll}
R_{22}{ }^{0} & R_{23}{ }^{0}
\end{array}\right]
$$

Therefore, using the boundedness of $\|x(t)\|$,(23) reduces at $t=\delta$ effectively to (cf. 8a,b) ):

$$
\begin{align*}
{\left[\begin{array}{ccc}
-R_{21}(\delta) & I_{l} & 0 \\
-R_{31}(\delta) & 0 & I_{m}
\end{array}\right] x(\delta) } & =\bar{Q}_{2}^{0}\left[\begin{array}{ll}
R_{22} & R_{23}{ }^{0}
\end{array}\right]\binom{c_{2}}{c_{3}}+\binom{p_{2}(\delta)}{p_{3}(\delta)} \\
& =\bar{Q}_{2}^{0} c_{2}{ }^{0}+\bar{Q}_{3}{ }^{0} \bar{Q}_{3}{ }^{0}\binom{p_{2}(\delta)}{p_{3}(\delta)} \tag{26}
\end{align*}
$$

where (cf. (24))

$$
c_{2}{ }^{0}=\left[\begin{array}{ll}
R_{22} & R_{23}{ }^{0} \tag{27}
\end{array}\right]\binom{x_{2}(0)}{x_{3}(0)}+\bar{Q}_{2}^{0^{T}}\binom{p_{2}(\delta)}{p_{3}(\delta)}
$$

Similarly as has been done in (10) we seek for a continuous extension of (26), for $t \geq \delta$, of the form

$$
\left[\begin{array}{ccc}
-R_{21}(t) & I_{l} & 0  \tag{28}\\
-R_{31}(t) & 0 & I_{m}
\end{array}\right] x(t)=\binom{y_{2}(t)}{y_{3}(t)}=\left[\begin{array}{c}
Y_{22}{ }^{0}(t) \\
Y_{32}{ }^{0}(t)
\end{array}\right] c_{2}{ }^{0}+\binom{p_{2}{ }^{0}(t)}{p_{3}{ }^{0}(t)} .
$$

One verifies directly that $\left[\begin{array}{l}R_{21} \\ R_{31}\end{array}\right]$ still has to satisfy the Riccati DE (20a). As has been shown in Section 5.2.2, for satisfying (28) we moreover need the solution of the IVP

$$
\frac{d}{d t}\left[\begin{array}{c|c}
Y_{22}{ }^{0} & p_{2}{ }^{0}  \tag{29a}\\
Y_{32}{ }^{0} & p_{3}{ }^{0}
\end{array}\right]=\left[\begin{array}{cc}
\tilde{A}_{22}(t) & \tilde{A}_{23}(t) \\
\tilde{A}_{32}(t) & \tilde{A}_{33}(t)
\end{array}\right]\left[\begin{array}{c|c}
Y_{22}{ }^{0} & p_{2}{ }^{0} \\
Y_{32}{ }^{0} & p_{3}{ }^{0}
\end{array}\right]+\left[\begin{array}{c|c}
0 & \tilde{f}_{2}(t) \\
0 & \tilde{f}_{3}(t)
\end{array}\right],(
$$

$t \geq \delta$, subject to

$$
\left[\begin{array}{c|c}
Y_{22}{ }^{0}(\delta) & p_{2}{ }^{0}(\delta)  \tag{29b}\\
Y_{32}{ }^{0}(\delta) & p_{3}{ }^{0}(\delta)
\end{array}\right]=\left[\begin{array}{c|c}
\bar{Q}_{2}{ }^{0} & \bar{Q}_{3}^{0} \bar{Q}_{3}{ }^{0^{T}}\binom{p_{2}(\delta)}{p_{3}(\delta)}
\end{array}\right] .
$$

## Remark 5.9

At $t=\delta$, the solution manifold which does not contain fast decaying modes $\left(\mathcal{S}_{1}(\delta) \oplus \mathcal{S}_{2}(\delta)\right)$ is approximately described by (cf. (9))

$$
\bar{Q}_{3}^{{ }^{0^{T}}}\left[\begin{array}{ccc}
-R_{21}(\delta) & I_{l} & 0  \tag{30}\\
-R_{31}(\delta) & 0 & I_{m}
\end{array}\right] x(\delta)=\bar{Q}_{3}^{{ }^{0^{T}}}\binom{p_{2}(\delta)}{p_{3}(\delta)}
$$

Note that this relation has been obtained without using any information concerning the BCs.

### 5.2.4 Invariant imbedding

In Section 5.2.3 we have used forward integration in order to obtain the solution manifold at $t=\delta$ that does not contain fast decaying modes. Similarly, one might integrate backward from $t=1$ for obtaining at, say, $t=1-\delta$ a description of the solution manifold that does not contain fast increasing modes. However, on the remaining interval $[\delta, 1-\delta]$ all the fast solutions are still potentially present.

In order to find the solution manifold which does not contain fast increasing modes we shall use the invariant imbedding technique discussed in Section 3.4. If the decoupling has been done correctly, then the growth of the fast increasing modes is governed by $\tilde{A}_{11}$. So fundamental solutions corresponding to the adjoint equation

$$
\frac{d}{d t} R_{11}=-R_{11} \tilde{A}_{11}(t), \quad t \geq 0
$$

will damp out fast (generally $\left\|R_{11}(t)\right\|=\mathrm{O}\left(e^{-\lambda_{1} t}\right)$ ). To obtain the recovery transformation (3.50) we moreover have to solve the DE

$$
\begin{aligned}
& \frac{d}{d t}\left[\begin{array}{ll}
R_{12} & R_{13} \mid g_{1}
\end{array}\right]= \\
& -R_{11}(t)\left(\left[\begin{array}{ll}
A_{12}(t) & A_{13}(t)
\end{array}\right]\left[\left.\begin{array}{ll}
Y_{22}(t) & Y_{23}(t) \\
Y_{32}(t) & Y_{33}(t)
\end{array} \right\rvert\, p_{3}(t)\right]+\left[\begin{array}{ll|l}
0 & 0 \mid & f_{1}(t)
\end{array}\right]\right),
\end{aligned}
$$

subject to $\left[\begin{array}{ll}R_{12}(0) & R_{13}(0) \mid g_{1}(0)\end{array}\right]=\left[\begin{array}{ll}0 & 0 \mid\end{array}\right]$.
The right hand side of this last equation strongly depends on the magnitude of $R_{11}$. As soon as $\left\|R_{11}(t)\right\|$ has become negligible (and $\left[\begin{array}{cc|c}Y_{22}(t) & Y_{23}(t) & p_{2}(t) \\ Y_{32}(t) & Y_{33}(t) & p_{3}(t)\end{array}\right]$
stays sufficiently bounded) then $\left[\begin{array}{ll}R_{12} & R_{13}\end{array} g_{1}\right]$ attains a constant value (cf. Corollary 3.15).

Assume $\delta$ has been chosen such that both $\left\|R_{33}{ }^{0}\right\|$ and $\left\|R_{11}(\delta)\right\|$ can be neglected $\left(\delta \approx \max \left(1 / \lambda_{1}, 1 / \lambda_{3}\right)\right)$. From the relation (cf. (4.8a) ):

$$
\left[\begin{array}{lll}
I_{k} & \left.-R_{12}(t)-R_{13}(t)\right] x(0)=R_{11}(t) x_{1}(t)+g_{1}(t), ~
\end{array}\right.
$$

and using the boundedness assumption on $\|x(t)\|$, we obtain that the solution manifold at $t=0$ which does not contain fast increasing modes $\left(\mathcal{S}_{2}(0) \oplus \mathcal{S}_{3}(0)\right)$ is approximately described by (cf. Theorem 3.14)

$$
\left[\begin{array}{lll}
I_{k} & \left.-R_{12}(\delta)-R_{13}(\delta)\right] x(0)=g_{1}(\delta) . \tag{31}
\end{array}\right.
$$

### 5.2.5 Computing the solution

Assume that the Riccati matrix stays sufficiently bounded over the entire interval (and that no intermediate output points are required). Then, using (28) with $t=1$ and (27) we obtain the relation:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
-R_{21}(1) & I_{l} & 0 \\
-R_{31}(1) & 0 & I_{m}
\end{array}\right] x(1)=}  \tag{32}\\
& \quad\left[\begin{array}{l}
Y_{22}{ }^{0}(1) \\
Y_{32}{ }^{0}(1)
\end{array}\right]\left(\left[R_{22}{ }^{0} R_{23}{ }^{0}\right]\binom{x_{2}(0)}{x_{3}(0)}+\bar{Q}_{2}^{{ }^{0}}{ }^{T}\binom{p_{2}(\delta)}{p_{3}(\delta)}\right)+\binom{p_{2}{ }^{0}(1)}{p_{3}{ }^{0}(1)}
\end{align*}
$$

Together with (31) and the BCs (18) this yields sufficient information to determine the solution at the boundary points:

$$
\begin{align*}
& \left.\left[\begin{array}{c|c} 
& B^{0} \\
\hline \begin{array}{c|c}
I_{k} & -R_{12}(\delta)
\end{array}-R_{13}(\delta) \\
\hline 0 & {\left[\begin{array}{c}
-Y_{22}{ }^{0}(1) \\
-Y_{32}{ }^{0}(1)
\end{array}\right]\left[R_{22}{ }^{0} R_{23}{ }^{0}\right]}
\end{array}\right] \quad\left[\begin{array}{ccc}
0 \\
0 & 0 & 0 \\
\hline-R_{21}(1) & I_{l} & 0 \\
-R_{31}(1) & 0 & I_{m}
\end{array}\right]\right]\binom{x(0)}{x(1)} \\
& =\left(\begin{array}{c}
b \\
g_{1}(\delta) \\
\binom{p_{2}{ }^{0}(1)}{p_{3}{ }^{0}(1)}+\left[\begin{array}{c}
Y_{22}{ }^{0}(1) \\
Y_{32}{ }^{0}(1)
\end{array}\right] \bar{Q}_{2}{ }^{0^{T}}\binom{p_{2}(\delta)}{p_{3}(\delta)}
\end{array}\right) . \tag{33}
\end{align*}
$$

By its simple structure this system can be reduced straightforwardly to an $n \times n$ system, involving $x_{2}(0), x_{3}(0)$ and $x_{1}(1)$ only.

This system has been obtained by integrating on [ $0, \delta$ ] a complete $n \times(n+1)$ set of DEs, involving $\left[\begin{array}{lll|l}R_{11} & R_{12} & R_{13} & g_{1} \\ R_{21} & Y_{22} & Y_{23} & p_{2} \\ R_{31} & Y_{32} & Y_{33} & p_{3}\end{array}\right]$, and on $[\delta, 1]$ an $(l+m) \times(k+l+1)$ set of DEs, involving $\left[\begin{array}{ll|l}R_{21} & Y_{22}{ }^{0} & p_{2}{ }^{0} \\ R_{31} & Y_{32}{ }^{0} & p_{3}{ }^{0}\end{array}\right]$. Parts of these DEs are quadratic and parts are linear.

## Remark 5.10

In the general case the length of the interval may be such that also slow modes increase too much for obtaining an accurate result. In that case the general decoupling technique as described in [42] can still be used to distinguish between the slowly increasing and slowly decreasing modes.

## Remark 5.11

The influence of the boundary layer at $t=1$ on the solution $x$ at $t=0$ is effectively approximated by the computation of a boundary layer at $t=0$ for the corresponding adjoint equation. This implies that the integration routine will generally use large stepsizes at the end of the interval, passing the boundary layer at $t=1 \mathrm{in}$ just one step. This is allowed, since we have not asked for the solution somewhere near this boundary, but at the endpoints only.
If we are interested in the solution $x$ at $t=1-\delta$, for some small $\delta$, then a restart at $1-\delta$ has to be performed (see Section 5.2.6), which induces small stepsizes.

### 5.2.6 Restarts

In general one also wants to know the solution at intermediate points, which requires a restarting procedure at such points (cf. Section 4.3.2). Moreover, some restarts in order to control the magnitude of the Riccati matrix may be necessary. At each restart a new layer has to be resolved accurately. Although this layer resolution is not important for the solution $x$ as such, it is unavoidable when the invariant imbedding technique is used. However, the intervals where these extra steps have to be taken are again relatively short $\left(O\left(1 / \lambda_{1}\right)\right)$ and, as we have seen in Property 5.7, the number of integration steps is independent of $\lambda_{1}$. So, the overhead will be moderate if the number of such restarts is fairly small.

Assume a restart has to be performed at $t=t_{1}\left(t_{1}>\delta\right)$. So, at $t=t_{1}$ we possess the values of

$$
\left[\begin{array}{cc|c}
R_{21}\left(t_{1}\right) & Y_{22}{ }^{0}\left(t_{1}\right) & p_{2}{ }^{0}\left(t_{1}\right) \\
R_{31}\left(t_{1}\right) & Y_{32}{ }^{0}\left(t_{1}\right) & p_{3}{ }^{0}\left(t_{1}\right)
\end{array}\right]
$$

In Chapter 4 a restart at $t=t_{1}$ was made by the construction of an orthogonal basis for the dominant subspace $\mathcal{S}_{1}\left(t_{1}\right)$, described by $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ R_{21}\left(t_{1}\right)\end{array}\right]\right)$. This Riccati transformation decoupled between the dominant and dominated solution subspaces. In case of an exponential trichotomy we moreover want to distinguish between the subspaces $\mathcal{S}_{1}\left(t_{1}\right) \oplus \mathcal{S}_{2}\left(t_{1}\right)$ and $\mathcal{S}_{3}\left(t_{1}\right)$. Therefore we continue in a fashion slightly different from the Riccati method of Chapter 4. We start with the computation of an orthogonal matrix $\bar{Q}^{1}=\left[\begin{array}{ll}\bar{Q}_{2}^{1} & \bar{Q}_{3}^{1}\end{array}\right]=$ $\left[\begin{array}{cc}\bar{Q}_{22}^{1} & \bar{Q}_{23}^{1} \\ \bar{Q}_{32}^{1} & \bar{Q}_{33}^{1}\end{array}\right] \epsilon \mathbb{R}^{(l+m) \times(l+m)}$, being a product of elementary Householder transformations and satisfying

$$
\left[\begin{array}{cc}
\bar{Q}_{22}^{1} & \bar{Q}_{23}^{1}  \tag{34}\\
\bar{Q}_{32}^{1} & \bar{Q}_{33}^{1}
\end{array}\right]^{T}\left[\begin{array}{l}
Y_{22}{ }^{0}\left(t_{1}\right) \\
Y_{32}{ }^{0}\left(t_{1}\right)
\end{array}\right]=\left[\begin{array}{c}
R_{22}{ }^{1} \\
0
\end{array}\right]
$$

where $R_{22}{ }^{1} \epsilon \mathbb{R}^{l \times l}$ is upper triangular. The matrix $\bar{Q}^{1}$ has been constructed such that, at $t=t_{1},\left[\begin{array}{c}0 \\ \bar{Q}_{2}{ }^{1}\end{array}\right] \in \mathbb{R}^{n \times l}$ represents an orthogonal basis for the subspace of slow modes within the complementary subspace, which is in the Riccati formulation spanned by $\left[\begin{array}{cc}0 & 0 \\ I_{l} & 0 \\ 0 & I_{m}\end{array}\right]$. This construction is possible, since the slow modes dominate the fast decaying modes.

Now we want to construct an orthogonal matrix $U^{1} \in \mathbb{R}^{n \times n}$ such that
(i) $\mathcal{R}\left(\left[\begin{array}{c}I_{k} \\ R_{21}\left(t_{1}\right) \\ R_{31}\left(t_{1}\right)\end{array}\right]\right)=\mathcal{R}\left(U^{1}\left[\begin{array}{c}I_{k} \\ 0 \\ 0\end{array}\right]\right)$, implying that the first $k$ columns of $U^{1}$ form an orthogonal basis of $\mathcal{S}_{1}\left(t_{1}\right)$. (This is similar to the Riccati method of Chapter 4.)
(ii) $\mathcal{R}\left(\left[\begin{array}{cc}I_{k} & 0 \\ R_{21}\left(t_{1}\right) & \bar{Q}_{22}^{1} \\ R_{31}\left(t_{1}\right) & \bar{Q}_{32}^{1}\end{array}\right]\right)=\mathcal{R}\left(U^{1}\left[\begin{array}{cc}I_{k} & 0 \\ 0 & I_{l} \\ 0 & 0\end{array}\right]\right)$, implying that the first $(k+$ l) columns of $U^{1}$ form an orthogonal basis of $\mathcal{S}_{1}\left(t_{1}\right) \oplus \mathcal{S}_{2}\left(t_{1}\right)$.

Such a $U^{1}$ can be obtained by the QR-decomposition

$$
\left(\bar{Q}^{1}\right)^{T}\left[\begin{array}{ccc}
-R_{21}\left(t_{1}\right) & I_{l} & 0  \tag{35a}\\
-R_{31}\left(t_{1}\right) & 0 & I_{m}
\end{array}\right] U^{1}=\left[\begin{array}{ccc}
0 & V_{22}{ }^{1} & V_{23}{ }^{1} \\
0 & 0 & V_{33}^{1}
\end{array}\right]
$$

where $V_{22}{ }^{1}$ and $V_{33}{ }^{1}$ are non-singular and upper triangular. This implies that

$$
\left[\begin{array}{ccc}
I_{k} & 0 & 0  \tag{35b}\\
R_{21}\left(t_{1}\right) & \bar{Q}_{22}^{1} & \bar{Q}_{23}^{1} \\
R_{31}\left(t_{1}\right) & \bar{Q}_{32}^{1} & \bar{Q}_{33}^{1}
\end{array}\right]=U^{1}\left[\begin{array}{ccc}
U_{11}{ }^{1} & U_{12}{ }^{1} & U_{13}{ }^{1} \\
0 & V_{22}{ }^{1} & V_{23}{ }^{1} \\
0 & 0 & V_{33}{ }^{1}
\end{array}\right]^{-1}
$$

Now define $x^{1}=\left(U^{1}\right)^{T} x$. Then from the relation (cf. (28))

$$
\left[\begin{array}{ccc}
-R_{21}\left(t_{1}\right) & I_{l} & 0 \\
-R_{31}\left(t_{1}\right) & 0 & I_{m}
\end{array}\right] x\left(t_{1}\right)=\binom{y_{2}\left(t_{1}\right)}{y_{3}\left(t_{1}\right)}=\left[\begin{array}{c}
Y_{22}{ }^{0}\left(t_{1}\right) \\
Y_{32}{ }^{0}\left(t_{1}\right)
\end{array}\right] c_{2}{ }^{0}+\binom{p_{2}{ }^{0}\left(t_{1}\right)}{p_{3}{ }^{0}\left(t_{1}\right)}
$$

we obtain, using (34) and (35a),

$$
\left[\begin{array}{cc}
V_{22}{ }^{1} & V_{23}{ }^{1}  \tag{36}\\
0 & V_{33}{ }^{1}
\end{array}\right]\binom{x_{2}{ }^{1}\left(t_{1}\right)}{x_{3}{ }^{1}\left(t_{1}\right)}=\left[\begin{array}{c}
R_{22}{ }^{1} \\
0
\end{array}\right] c_{2}{ }^{0}+\left(\bar{Q}^{1}\right)^{T}\binom{p_{2}{ }^{0}\left(t_{1}\right)}{p_{3}{ }^{0}\left(t_{1}\right)}
$$

Hence,

$$
\begin{equation*}
x_{3}^{1}\left(t_{1}\right)=\left(V_{33}^{1}\right)^{-1}\left(\bar{Q}_{3}^{1}\right)^{T}\binom{p_{2}^{0}\left(t_{1}\right)}{p_{3}^{0}\left(t_{1}\right)} \tag{37}
\end{equation*}
$$

The computation of $x_{3}{ }^{1}\left(t_{1}\right)$ will not introduce large errors, as is seen by

## Property 5.12

$$
\kappa\left(V_{j j}^{1}\right) \leq 1+\left\|\left[\begin{array}{l}
R_{21}\left(t_{1}\right) \\
R_{31}\left(t_{1}\right)
\end{array}\right]\right\|, \quad(j=2 \text { or } 3)
$$

## Proof:

From (35a) we obtain the relation ( $U^{1}=\left[U_{1}{ }^{1} U_{2}{ }^{1} U_{3}{ }^{1}\right]$ ):

$$
V_{j j}^{1}=\left(\bar{Q}_{j}^{1}\right)^{T}\left[\begin{array}{ccc}
-R_{21}\left(t_{1}\right) & I_{l} & 0 \\
-R_{31}\left(t_{1}\right) & 0 & I_{m}
\end{array}\right] U_{j}^{1}
$$

Hence, $\left\|V_{j j}{ }^{1}\right\| \leq\left\|\left[\begin{array}{ccc}-R_{21}\left(t_{1}\right) & I_{l} & 0 \\ -R_{31}\left(t_{1}\right) & 0 & I_{m}\end{array}\right]\right\| \leq 1+\left\|\left[\begin{array}{l}R_{21}\left(t_{1}\right) \\ R_{31}\left(t_{1}\right)\end{array}\right]\right\|$.
Moreover, from (35b) we get $\left.\left(V_{j j}{ }^{1}\right)^{-1}=\left(U_{j}\right)^{1}\right)^{T}\left[\begin{array}{c}0 \\ \bar{Q}_{j}{ }^{1}\end{array}\right]$. So, $\left\|\left(V_{j j}{ }^{1}\right)^{-1}\right\| \leq 1$.

With (37) $m$ components of $x^{1}\left(t_{1}\right)$ are explicitly known, without using the BCs; the relation holds for all solutions $x$, with $x(0)$ reasonably bounded.
On the interval $\left[t_{1}, t_{2}\right]$, where $t_{2}$ is the next restart point, we compute, corresponding to $A^{1}(t)=\left(U^{1}\right)^{T} A(t) U^{1}$ and $f^{1}(t)=\left(U^{1}\right)^{T} f(t)$,
(i) a Riccati matrix $\left[\begin{array}{l}R_{21}{ }^{1}{ }^{1} \\ R_{31}{ }^{1}\end{array}\right]$ with $\left[\begin{array}{l}R_{21}{ }^{1}\left(t_{1}\right) \\ R_{31}{ }^{1}\left(t_{1}\right)\end{array}\right]=\left[\begin{array}{l}0 \\ 0\end{array}\right]$,
(ii) a fundamental solution $\left[\begin{array}{l}Y_{22}{ }^{1}{ }^{1} \\ Y_{32}{ }^{1}\end{array}\right]$ with $\left[\begin{array}{c}Y_{22}{ }^{1}\left(t_{1}\right) \\ Y_{32}{ }^{1}\left(t_{1}\right)\end{array}\right]=\left[\begin{array}{c}I_{l} \\ 0\end{array}\right]$ and
(iii) a particular solution $\binom{p_{2}{ }^{1}}{p_{3}{ }^{1}}$ with $\binom{p_{2}{ }^{1}\left(t_{1}\right)}{p_{3}{ }^{1}\left(t_{1}\right)}=\binom{0}{x_{3}{ }^{1}\left(t_{1}\right)}$, (see (37)).

Then there exists a vector $c_{2}{ }^{1} \epsilon \mathbb{R}^{l}$ such that, for all $t \in\left[t_{1}, t_{2}\right]$, we have

$$
\left[\begin{array}{ccc}
-R_{21}{ }^{1}(t) & I_{l} & 0  \tag{38}\\
-R_{31}{ }^{1}(t) & 0 & I_{m}
\end{array}\right] x^{1}(t)=\left[\begin{array}{l}
Y_{22}{ }^{1}(t) \\
Y_{32}{ }^{1}(t)
\end{array}\right] c_{2}{ }^{1}+\binom{p_{2}{ }^{1}(t)}{p_{3}{ }^{1}(t)} .
$$

From the initial values at $t=t_{1}$ we obtain that $c_{2}{ }^{1}=x_{2}{ }^{1}\left(t_{1}\right)$.
A relation between $c_{2}{ }^{0}$ of (27) and $c_{2}{ }^{1}$ is found by matching (36)-(38) at $t=t_{1}$ and requiring just continuity (cf. multiple shooting):

$$
\begin{align*}
V_{22}{ }^{1} c_{2}{ }^{1} & =V_{22}{ }^{1} x_{2}{ }^{1}\left(t_{1}\right) \\
& =R_{22}{ }^{1} c_{2}{ }^{0}+\left(\bar{Q}_{2}{ }^{1}\right)^{T}\binom{p_{2}{ }^{0}\left(t_{1}\right)}{p_{3}{ }^{0}\left(t_{1}\right)}-V_{23}{ }^{1}\left(V_{33}{ }^{1}\right)^{-1}\left(\bar{Q}_{3}{ }^{1}\right)^{T}\binom{p_{2}{ }^{0}\left(t_{1}\right)}{p_{3}{ }^{0}\left(t_{1}\right)} \\
& =R_{22}{ }^{1} c_{2}{ }^{0}+\left[\begin{array}{ll}
I_{l} & \left.-V_{23}{ }^{1}\left(V_{33}{ }^{1}\right)^{-1}\right]
\end{array}\right]\left(\bar{Q}^{1}\right)^{T}\binom{p_{2}{ }^{0}\left(t_{1}\right)}{p_{3}{ }^{0}\left(t_{1}\right)} . \tag{39}
\end{align*}
$$

In order to obtain a relation between $x_{2}{ }^{i}\left(t_{i}\right)$ and $x_{2}{ }^{i+1}\left(t_{i+1}\right)(i=1, \ldots, q-1)$ similar steps can be taken at the points $t_{i+1}$ (see Algorithm 5.13).
Similarly to the strategy at $t=0$ we can use the invariant imbedding technique to obtain at $t=t_{1}$ a description of the solution manifold which does not contain fast increasing modes. However, since $x_{3}{ }^{1}\left(t_{1}\right)$ is known explicitly, we can simplify the recovery transformation (3.50) to a relation of the form

$$
\begin{equation*}
x_{1}{ }^{1}\left(t_{1}\right)=R_{11}{ }^{1}(t) x_{1}{ }^{1}(t)+R_{12}{ }^{1}(t) x_{2}{ }^{1}(t)+g_{1}{ }^{1}(t) . \tag{40}
\end{equation*}
$$

Again we obtain that $R_{11}{ }^{1}(t) \approx e^{-\lambda_{1}\left(t-t_{1}\right)}$ and therefore $R_{12}{ }^{1}$ and $g_{1}{ }^{1}$ will converge rapidly to constant values. If $\delta_{1}>0$ is such that $R_{11}{ }^{1}\left(t_{1}+\delta_{1}\right)$ has become negligible, then (40) reduces approximately to the relation

$$
\begin{equation*}
x_{1}{ }^{1}\left(t_{1}\right)=R_{12}{ }^{1}\left(t_{1}+\delta_{1}\right) x_{2}{ }^{1}\left(t_{1}\right)+g_{1}{ }^{1}\left(t_{1}+\delta_{1}\right) . \tag{41}
\end{equation*}
$$

Hence, the $k$ components of $x_{1}{ }^{1}\left(t_{1}\right)$ can be expressed explicitly in terms of $x_{2}{ }^{1}\left(t_{1}\right)$, without using the BCs. Again this relation is true for all solutions $x$, with $x(t)$ reasonably bounded.

A similar relation can be obtained at the other restart points. The details will be given in Algorithm 5.13.

### 5.2.7 The algorithm

Assume a set of restart points $\left\{t_{i}\right\}_{i=0}^{q}$, with $0<t_{1}<t_{2}<\cdots<t_{q}=1$, is determined by the output requirements and the boundedness condition for $R_{21}{ }^{i}$. We summarize the description of the Riccati method for a stiff BVP (with an exponentially trichotomic solution space) in the following

## Algorithm 5.13

Step 1. The first subinterval
a. Integrating through the initial layer.

$$
\begin{aligned}
& \text { On }[0, \delta] \text { solve, for } R=\left[\begin{array}{lll|l}
R_{11} & R_{12} & R_{13} & g_{1} \\
R_{21} & Y_{22} & Y_{23} & p_{2} \\
R_{31} & Y_{32} & Y_{33} & p_{3}
\end{array}\right] \text { the Riccati DE } \\
& \frac{d}{d t} R=\left[\begin{array}{ccc|c}
0 & 0 & 0 & 0 \\
A_{21}(t) & 0 & 0 & f_{2}(t) \\
A_{31}(t) & 0 & 0 & f_{3}(t)
\end{array}\right]+\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & A_{22}(t) & A_{23}(t) \\
0 & A_{32}(t) & A_{33}(t)
\end{array}\right] R \\
& -R\left[\begin{array}{ccc|c}
A_{11}(t) & 0 & 0 & f_{1}(t) \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]-R\left[\begin{array}{ccc}
0 & A_{12}(t) & A_{13}(t) \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\hline 0 & 0 & 0
\end{array}\right] R, \\
& \text { subject to } R(0)=\left[\begin{array}{ccc|c}
I_{k} & 0 & 0 & 0 \\
0 & I_{l} & 0 & 0 \\
0 & 0 & I_{m} & 0
\end{array}\right] .
\end{aligned}
$$

The value of $\delta$ is chosen such that both $\left|R_{11}(\delta)\right|$ and $\left|R_{33}{ }^{\circ}\right|$ are below a prescribed tolerance, where $R_{33}{ }^{0}$ is obtained from the QRdecomposition (cf. (25)):

$$
\left[\begin{array}{ll}
Y_{22}(\delta) & Y_{23}(\delta)  \tag{42}\\
Y_{32}(\delta) & Y_{33}(\delta)
\end{array}\right]=\left[\begin{array}{ll}
\bar{Q}_{2}^{0} & \bar{Q}_{3}{ }^{0}
\end{array}\right]\left[\begin{array}{cc}
R_{22}{ }^{0} & R_{23}{ }^{0} \\
0 & R_{33}{ }^{0}
\end{array}\right]
$$

b. Integration over [ $\delta, t_{1}$ ].

On $t \epsilon\left[\delta, t_{1}\right]$ solve, for $R^{0}=\left[\begin{array}{ll|l}R_{21} & Y_{22}{ }^{0} & p_{2}{ }^{0} \\ R_{31} & Y_{32}{ }^{0} & p_{3}{ }^{0}\end{array}\right]$ the Riccati DE

$$
\begin{gathered}
\frac{d}{d t} R^{0}=\left[\begin{array}{cc|c}
A_{21}(t) & 0 & f_{2}(t) \\
A_{31}(t) & 0 & f_{3}(t)
\end{array}\right]+\left[\begin{array}{cc}
A_{22}(t) & A_{23}(t) \\
A_{32}(t) & A_{33}(t)
\end{array}\right] R^{0} \\
-R^{0}\left[\begin{array}{cc|c}
A_{11}(t) & 0 & f_{1}(t) \\
0 & 0 & 0 \\
\hline 0 & 0 & 0
\end{array}\right]-R^{0}\left[\begin{array}{cc}
A_{12}(t) & A_{13}(t) \\
0 & 0 \\
\hline 0 & 0
\end{array}\right] R^{0} \\
\text { subject to } R^{0}(\delta)=\left[\begin{array}{cc|c}
R_{21}(\delta) & \bar{Q}_{22}^{0} & \bar{Q}_{3}{ }^{0} \bar{Q}_{3}{ }^{0}\binom{p_{2}(\delta)}{p_{3}(\delta)}
\end{array}\right](\mathrm{cf.}(29 \mathrm{~b})) .
\end{gathered}
$$

step 2. Restarts and further integration
For $i=1, \ldots, q$ do
a. Construct the orthogonal matrix $\bar{Q}^{i}=\left[\begin{array}{cc}\bar{Q}_{22}^{i} & \bar{Q}_{23}^{i} \\ \bar{Q}_{32}^{i} & \bar{Q}_{33}^{i}\end{array}\right] \epsilon \mathbb{R}^{(l+m) \times(l+m)}$, satisfying

$$
\left[\begin{array}{cc}
\bar{Q}_{22}^{i} & \bar{Q}_{23}^{i} \\
\bar{Q}_{32}^{i} & \bar{Q}_{33}^{i}
\end{array}\right]^{T}\left[\begin{array}{l}
Y_{22}{ }^{i-1}\left(t_{i}\right) \\
Y_{32}{ }^{i-1}\left(t_{i}\right)
\end{array}\right]=\left[\begin{array}{c}
R_{22}{ }^{i} \\
0
\end{array}\right] .
$$

b. Compute an orthogonal matrix $U^{i} \epsilon \mathbb{R}^{n \times n}$ such that

$$
\left[\begin{array}{cc}
\bar{Q}_{22}^{i} & \bar{Q}_{23}^{i} \\
\bar{Q}_{32}^{i} & \bar{Q}_{33}^{i}
\end{array}\right]^{T}\left[\begin{array}{ccc}
-R_{21}^{i-1}\left(t_{i}\right) & I_{l} & 0 \\
-R_{31}^{i-1}\left(t_{i}\right) & 0 & I_{m}
\end{array}\right] U^{i}=\left[\begin{array}{ccc}
0 & V_{22}^{i} & V_{23}{ }^{i} \\
0 & 0 & V_{33}^{i}
\end{array}\right] .
$$

c. Define $Q^{i}:=\prod_{k=1}^{i} U^{k}$ and, for $t \epsilon\left[t_{i}, t_{i+1}\right]$,
$A^{i}(t):=\left(Q^{i}\right)^{T} A(t) Q^{i}$
$f^{i}(t):=\left(Q^{i}\right)^{T} f(t)$
$x^{i}(t) \quad:=\left(Q^{i}\right)^{T} x(t)$.
d. If $i<q$, then on $t \epsilon\left[t_{i}, t_{i+1}\right]$ solve, for $R^{i}=\left[\begin{array}{cc|c}R_{11}{ }^{i} & R_{12}{ }^{i} & g_{1}{ }^{i} \\ R_{21}{ }^{i} & Y_{22}{ }^{i} & p_{2}{ }^{i} \\ R_{31}{ }^{i} & Y_{32}{ }^{i} & p_{3}{ }^{i}\end{array}\right]$ the Riccati DE

$$
\begin{aligned}
& \frac{d}{d t} R^{i}=\left[\begin{array}{cc|c}
0 & 0 & 0 \\
A_{21}{ }^{i}(t) & 0 & f_{2}{ }^{i}(t) \\
A_{31}{ }^{i}(t) & 0 & f_{3}{ }^{i}(t)
\end{array}\right]+\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & A_{22}{ }^{i}(t) & A_{23}{ }^{i}(t) \\
0 & A_{32}{ }^{i}(t) & A_{33}{ }^{i}(t)
\end{array}\right] R^{i} \\
& -R^{i}\left[\begin{array}{cc|c}
A_{11}{ }^{i}(t) & 0 & f_{1}{ }^{i}(t) \\
0 & 0 & 0 \\
\hline 0 & 0 & 0
\end{array}\right]-R^{i}\left[\begin{array}{ccc}
0 & A_{12}{ }^{i}(t) & A_{13}{ }^{i}(t) \\
0 & 0 & 0 \\
\hline 0 & 0 & 0
\end{array}\right] R^{i}
\end{aligned}
$$

subject to $R^{i}\left(t_{i}\right)=\left[\begin{array}{cc|c}I_{k} & 0 & 0 \\ 0 & I_{l} & 0 \\ 0 & 0 & x_{3}{ }^{i}\left(t_{i}\right)\end{array}\right]$,
where $x_{3}{ }^{i}\left(t_{i}\right)=\left(V_{33}{ }^{i}\right)^{-1}\left[\begin{array}{c}\bar{Q}_{23}^{i} \\ \bar{Q}_{33}^{i}\end{array}\right]^{T}\binom{p_{2}^{i-1}\left(t_{i}\right)}{p_{3}{ }^{i-1}\left(t_{i}\right)}$ (cf. (37)).
The first $k$ rows of $R^{i}$, i.e., $\left[\begin{array}{ll}R_{11}{ }^{i} & R_{12}{ }^{i} \mid g_{1}{ }^{i}\end{array}\right]$, however, are to be computed only until $\left|R_{11}{ }^{i}\right|$ has become negligible (and, as a consequence, $\left[R_{12}{ }^{i} \mid g_{1}{ }^{i}\right]$ has reached a constant value).
Assume this is the case at $t=t_{i}+\delta_{i}$.
step 3. Computation of the solution at the nodes $\boldsymbol{t}_{i}$
a. Solving the multiple shooting system.

Solve the $(n+(q+1) l) \times(n+(q+1) l)$ (multiple shooting) system

$$
\begin{equation*}
\tilde{M} \tilde{c}=\tilde{d} \tag{43}
\end{equation*}
$$

where $\tilde{M}=$

$$
\left[\begin{array}{cccccc}
B^{0}\left[\begin{array}{cc}
R_{12}(\delta) & R_{13}(\delta) \\
I_{l} & 0 \\
0 & I_{m}
\end{array}\right] & & & & B^{1} Q^{q}\left[\begin{array}{cc}
0 & I_{k} \\
I_{l} & 0 \\
0 & 0
\end{array}\right] \\
-\left[\begin{array}{ccc}
R_{22}{ }^{0} & R_{23}{ }^{0}
\end{array}\right] & I_{l} & & & & 0 \\
& & -R_{22}{ }^{1} & V_{22}{ }^{1} & & \\
& & \ddots & \ddots & & \vdots \\
& & & & -R_{22}{ }^{q} & V_{22^{q}} \\
& & & & & 0
\end{array}\right]
$$

and

$$
(\tilde{c} \mid \tilde{d})=\left(\begin{array}{c|c}
x_{2}(0) & b\left(\begin{array}{c}
g_{1}(\delta) \\
x_{3}(0)
\end{array}\right. \\
c_{2}{ }^{0} & b-B^{0}\binom{0}{0}-B^{1}\binom{0}{x_{3}{ }^{q}\left(t_{q}\right)} \\
c_{2}{ }^{1} & \left(\bar{Q}_{2}^{0}\right)^{T}\binom{p_{2}(\delta)}{p_{3}(\delta)} \\
\vdots & {\left[\begin{array}{ll}
I_{l} & -V_{23}{ }^{1}\left(V_{33}{ }^{1}\right)^{-1}
\end{array}\right]\left(\bar{Q}^{1}\right)^{T}\binom{p_{2}{ }^{0}\left(t_{1}\right)}{p_{3}{ }^{0}\left(t_{1}\right)}} \\
\vdots & \vdots \\
c_{2}{ }^{q} & \\
x_{1}{ }^{q}\left(t_{q}\right) & {\left[\begin{array}{ll}
I_{l} & -V_{23}{ }^{q}\left(V_{33}{ }^{q}\right)^{-1}
\end{array}\right]\left(\bar{Q}^{q}\right)^{T}\binom{p_{2}{ }^{q-1}\left(t_{q}\right)}{p_{3}{ }^{q-1}\left(t_{q}\right)}}
\end{array}\right) .
$$

Comment: by the choice of $R^{i}\left(t_{i}\right)$, we have $c_{2}{ }^{i}=x_{2}{ }^{i}\left(t_{i}\right)(i=$ $1, \ldots, q$ ).
b. Computing the remaining parts of $x^{i}\left(t_{i}\right)$.

Set (cf. (31), (41) and (37), respectively):

$$
\begin{aligned}
& x_{1}(0)=R_{12}(\delta) x_{2}(0)+R_{13}(\delta) x_{3}(0)+g_{1}(\delta), \\
& x_{1}{ }^{i}\left(t_{i}\right)=R_{12}{ }^{i}\left(t_{i}+\delta_{i}\right) x_{2}^{i}\left(t_{i}\right)+g_{1}{ }^{i}\left(t_{i}+\delta_{i}\right) \quad(i=1, \ldots, q-1)
\end{aligned}
$$

and

$$
x_{3}{ }^{i}\left(t_{i}\right)=\left(V_{33}{ }^{i}\right)^{-1}\left(\bar{Q}_{3}^{i}\right)^{T}\binom{p_{2}^{i-1}\left(t_{i}\right)}{p_{3}{ }^{i-1}\left(t_{i}\right)} \quad(i=1, \ldots, q) .
$$

c. Backtransformation.

With $x\left(t_{i}\right)=Q^{i} x^{i}\left(t_{i}\right)(i=1, \ldots, q)$ the solution $x$ is found at all the restart and boundary points.

## Remark 5.14

The special structure of the matrix $\tilde{M}$ in (43) can be used to solve the system efficiently. Observe that both $V_{22}{ }^{i}$ and $R_{22}{ }^{i}(i=1, \ldots, q)$ are upper triangular and of moderate size. Let $F_{22}{ }^{0}=I_{l}$ and $d_{2}{ }^{0}=0$. Solve, for $i=1, \ldots, q$, the upper triangular system

$$
\begin{equation*}
V_{22}^{i}\left[F_{22}^{i} \mid d_{2}^{i}\right]=R_{22}^{i}\left[F_{22}^{i-1} \mid d_{2}^{i-1}\right]+\left[0 \mid g_{2}^{i}\right], \tag{44}
\end{equation*}
$$

where $g_{2}{ }^{i}=\left[\begin{array}{ll}I_{l} & \left.-V_{23}{ }^{i}\left(V_{33}\right)^{i}\right)^{-1}\end{array}\right]\left(\bar{Q}^{i}\right)^{T}\binom{p_{2}^{i-1}\left(t_{i}\right)}{p_{3}{ }^{i-1}\left(t_{i}\right)}$ (cf. Property 5.12).
Then, for $i=0, \ldots, q$, we have
(i) $\quad F_{22}{ }^{i}$ is upper triangular
(ii) $c_{2}{ }^{i}=F_{22}{ }^{i} c_{2}{ }^{0}+d_{2}{ }^{i}$.

Using these matrices and vectors and the relation (27) the multiple shooting system can be reduced to the $n \times n$ system

$$
\begin{equation*}
E x=e, \tag{45}
\end{equation*}
$$

where $E=$

$$
\left[B^{0}\left[\begin{array}{cc}
R_{12}(\delta) & R_{13}(\delta) \\
I_{l} & 0 \\
0 & I_{m}
\end{array}\right]+B^{1} Q^{q}\left[\begin{array}{c}
0 \\
F_{22}^{q}\left[R_{22}{ }^{0} R_{23}{ }^{0}\right] \\
0
\end{array}\right] \quad B^{1} Q^{q}\left[\begin{array}{c}
I_{k} \\
0 \\
0
\end{array}\right]\right]
$$

and $(x \mid e)=$

$$
\left(\left(\begin{array}{c}
x_{2}(0) \\
x_{3}(0) \\
x_{1}{ }^{q}(1)
\end{array}\right) \left\lvert\, b-B^{0}\left(\begin{array}{c}
g_{1}(\delta) \\
0 \\
0
\end{array}\right)-B^{1} Q^{q}\left(\begin{array}{c}
0 \\
d_{2}{ }^{q}+F_{22}{ }^{q}\left(\bar{Q}_{2}^{0}\right)^{T}\binom{p_{2}(\delta)}{p_{3}(\delta)} \\
x_{3}{ }^{q}(1)
\end{array}\right)\right.\right)
$$

The stability of the recursion (44) depends on the values of $\left\|\left(V_{22}{ }^{i}\right)^{-1} R_{22}{ }^{i}\right\|$. Similar to Property 5.12 we have that $\left\|\left(V_{22}{ }^{i}\right)^{-1}\right\| \leq 1$, for all $i$. The values of \| $R_{22}{ }^{i} \|$ can not be large, since they indicate the measure of growth of slow modes on the interval [ $t_{i}, t_{i+1}$ ]. However, if some of the elements of $R_{22}{ }^{i}$ become large, then a more advanced double sweep technique like in [39] can be used to decouple between the slowly increasing and slowly decaying modes. With 'large' we mean here that, for some $i, \eta /\left\|F_{22}{ }^{i}\right\|$ is of the same order as the required accuracy, where $\eta$ is the machine precision.

## Remark 5.15

Suppose $l=0$. Then (41) reduces to $x_{1}{ }^{i}\left(t_{i}\right)=g_{1}{ }^{i}\left(t_{i}+\delta_{i}\right)$. Hence, together with (37), $x^{i}\left(t_{i}\right)(i=1, \ldots, q-1)$ (i.e., the solution at the intermediate output points) is directly obtained. The solution at the boundary points is determined by (31), (37) with $i=q$, and the BCs (18).

## Remark 5.16

The efficiency of the proposed method highly depends on a correct choice of the dimensions of the Riccati matrix. In Section 4.4 we have already suggested to use the Schur-transformation in order to find out which dimensions have to be chosen. However, this strategy is, like all possible other ones, not waterproof. In Section 3.4 we saw that even separated BCs do not necessarily give us the
correct dimensions. This is the main reason why the BCs are not explicitly used in step 1 of the algorithm.
If, however, the number of zero rows in $B^{0}$ turns out to be equal to $k$ (and $l \neq 0$ ), then a substantial reduction in the number of operations can be achieved. In that case the value of $\left[\begin{array}{l}R_{21}(0) \\ R_{31}(0)\end{array}\right]$ can be chosen such that the computation of the fundamental solutions $\left[\begin{array}{c}Y_{22}{ }^{i} \\ Y_{32}{ }^{i}\end{array}\right](i=0, \ldots, q-1)$ (and at $[0, \delta]$ the computation of $\left[\begin{array}{ll}Y_{22} & Y_{23} \\ Y_{32} & Y_{33}\end{array}\right]$ ) has become superfluous. Moreover, the final multiple shooting system reduces to a $k \times k$ system to determine $x_{1}{ }^{q}(1)$. Of course, the same is true if the number of zero rows in $B^{0}$ is equal to $k+l$, since then all the integrations can be performed from right to left.

### 5.2.8 Example

To demonstrate that the reduction technique of the foregoing sections works indeed we use an adapted version of the second example in [41]. Since the system is only $3 \times 3$ we shall not look at the efficiency of the reduction.
Let, for $t \epsilon[0,10]$ and $\varepsilon_{1}, \varepsilon_{2}$ some given positive (small) parameters, the matrix function $A$ be defined by $A(t)=\left[\begin{array}{lll}a_{11}(t) & a_{12}(t) & a_{13}(t) \\ a_{21}(t) & a_{22}(t) & a_{23}(t) \\ a_{31}(t) & a_{32}(t) & a_{33}(t)\end{array}\right]$, with

$$
\begin{aligned}
& a_{11}(t)=\frac{\sin ^{2}(t)-3 \cos ^{2}(t)}{\varepsilon_{1}}, \quad a_{12}(t)=\frac{4 \sin (t) \cos (t)}{\varepsilon_{1}}+1 \\
& a_{13}(t)=\frac{\cos (t)\left(3 \cos ^{2}(t)-\sin ^{2}(t)-\varepsilon_{1} / \varepsilon_{2}\right)}{\varepsilon_{1}}-\sin (t) \\
& a_{21}(t)=\frac{4 \sin (t) \cos (t)}{\varepsilon_{1}}-1, \quad a_{22}(t)=\frac{\cos ^{2}(t)-3 \sin ^{2}(t)}{\varepsilon_{1}} \\
& a_{23}(t)=\cos (t)-\frac{4 \sin (t) \cos ^{2}(t)}{\varepsilon_{1}}, \\
& a_{31}(t)=a_{32}(t)=0, \quad a_{33}(t)=-1 / \varepsilon_{2}
\end{aligned}
$$

Now consider the linear DE

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x+f(t), \quad t \epsilon[0,1] \tag{46}
\end{equation*}
$$

where the term $f$ has been chosen such that $\bar{x}(t)=\left(e^{-t}, e^{-t}, e^{-t}\right)^{T}$ is a particular solution. A fundamental solution $X$ of (46) is given by

$$
X(t)=\left[\begin{array}{ccc}
\cos (t) & \sin (t) & \cos (t) \\
-\sin (t) & \cos (t) & 0 \\
0 & 0 & 1
\end{array}\right] \operatorname{diag}\left(e^{-3 t / \varepsilon_{1}}, e^{(t-10) / \varepsilon_{1}}, e^{-t / \varepsilon_{2}}\right)
$$

The (non-separated) BCs are $x(0)+x(10)=b$, where $b \in \mathbb{R}^{3}$ is such that the solution we look for is equal to $\bar{x}(t)+X(t)\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right)$.
If both $\varepsilon_{1}$ and $\varepsilon_{2}$ are very small, then we have one fast increasing mode, producing a layer of thickness $\mathrm{O}\left(\varepsilon_{1}\right)$ at $t=10$, and two fast decaying modes, with layers of thickness, respectively, $\mathrm{O}\left(\varepsilon_{1}\right)$ and $\mathrm{O}\left(\varepsilon_{2}\right)$ at $t=0$. Hence, $k=1, l=0$ and $m=2$. Moreover,
$\mathcal{S}_{1}(t)=\operatorname{span}\left\{\left(\begin{array}{c}\sin (t) \\ \cos (t) \\ 0\end{array}\right)\right\}, \mathcal{S}_{2}=\{\emptyset\}, \mathcal{S}_{3}(t)=\operatorname{span}\left\{\left(\begin{array}{c}\cos (t) \\ -\sin (t) \\ 0\end{array}\right),\left(\begin{array}{c}\cos (t) \\ 0 \\ 1\end{array}\right)\right\}$.
The precise bound for $\operatorname{GAP}\left(\mathcal{S}_{1}(t), \mathcal{S}_{3}(t)\right)$ is given by a complicated expression, but it is amply bounded away from zero. Hence, the solution space $\mathcal{S}$ is exponentially dichotomic.
Since the solution subspace $\mathcal{S}_{1}$ is rotating, the Riccati transformation will need some restarts.
Firstly we solved the problem with $\varepsilon_{2}=10^{-6}$ and $\varepsilon_{1}=10^{-6}, 10^{-9}$, respectively, without prescribing any internal output point. A restart was made as soon as one of the elements of the Riccati matrix $\left[\begin{array}{l}R_{21} \\ R_{31}\end{array}\right]$ became in absolute value larger than 3. Since this Riccati matrix will behave like a tangent and $\arctan (3) \approx 1.25$ we were not surprised to find 7 internal shooting points (almost equally spaced). In Table 5.1 the results are shown. It again shows the nice feature of the adaptive stepsize strategy: in the layer the initial stepsize was, respectively, $1.710^{-7}$ and $1.710^{-10}$, and at the end of a shooting interval it was increased to, respectively, $2.310^{-2}$ and $2.110^{-2}$. As has been shown in Corollary 5.8 the number of integration steps does actually not depend on $\varepsilon_{1}$.

Secondly we solved this problem with $\varepsilon_{1}=10^{-6}$ and $\varepsilon_{2}=1$. Now $k=l=m=$ 1 and

| $t$ | error in $x_{1}$ |  |  | error in $x_{2}$ |  | error in $x_{3}$ |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | $\varepsilon_{1}=10^{-6}$ | $\varepsilon_{1}=10^{-9}$ | $\varepsilon_{1}=10^{-6}$ | $\varepsilon_{1}=10^{-9}$ | $\varepsilon_{1}=10^{-6}$ | $\varepsilon_{1}=10^{-9}$ |  |
| 0 | $1.110^{-05}$ | $1.210^{-06}$ | $-5.710^{-10}$ | $2.910^{-11}$ | $-1.510^{-11}$ | $1.510^{-11}$ |  |
| 1.35 | $3.810^{-07}$ | $3.610^{-07}$ | $-1.710^{-06}$ | $-1.610^{-06}$ | $1.810^{-12}$ | $-2.810^{-08}$ |  |
| 2.60 | $1.510^{-10}$ | $1.710^{-10}$ | $6.510^{-11}$ | $8.210^{-11}$ | $2.310^{-13}$ | $-3.310^{-11}$ |  |
| 3.87 | $-2.810^{-11}$ | $-2.910^{-11}$ | $-1.310^{-11}$ | $8.010^{-12}$ | 0 | $2.810^{-11}$ |  |
| 5.13 | $3.410^{-12}$ | $4.710^{-12}$ | $1.510^{-11}$ | $1.310^{-11}$ | $-2.810^{-14}$ | $-2.910^{-12}$ |  |
| 6.39 | $-7.710^{-09}$ | $-7.710^{-09}$ | $7.910^{-10}$ | $8.110^{-10}$ | 0 | $9.010^{-12}$ |  |
| 7.65 | $7.110^{-10}$ | $6.910^{-10}$ | $-3.410^{-09}$ | $-3.410^{-09}$ | $3.610^{-15}$ | $2.510^{-11}$ |  |
| 8.92 | $-9.310^{-10}$ | $-2.010^{-09}$ | $-5.210^{-10}$ | $-9.410^{-10}$ | 0 | $-2.710^{-11}$ |  |
| 10 | $-1.110^{-05}$ | $-1.210^{-06}$ | $5.710^{-10}$ | $-2.710^{-11}$ | $3.210^{-12}$ | $-8.410^{-12}$ |  |

$\varepsilon_{2}=10^{-6}$.
accuracy of integration: $10^{-4}$.
total number of steps: $586\left(\varepsilon_{1}=10^{-6}\right), 674\left(\varepsilon_{1}=10^{-9}\right)$.
total number of function evaluations: $1038\left(\varepsilon_{1}=10^{-6}\right), 1162\left(\varepsilon_{1}=10^{-9}\right)$.
Table 5.1: Absolute accuracy of the computed solutions on the Burroughs B7900 of the Eindhoven University of Technology (machine accuracy: $\frac{1}{2} 8^{-13} \approx$ $710^{-12}$ ).

$$
\begin{aligned}
& \mathcal{S}_{1}(t)=\operatorname{span}\left\{\left(\begin{array}{c}
\sin (t) \\
\cos (t) \\
0
\end{array}\right)\right\}, \mathcal{S}_{2}(t)=\operatorname{span}\left\{\left(\begin{array}{c}
\cos (t) \\
0 \\
1
\end{array}\right)\right\} \text { and } \\
& \mathcal{S}_{3}(t)=\operatorname{span}\left\{\left(\begin{array}{c}
\cos (t) \\
-\sin (t) \\
0
\end{array}\right)\right\} .
\end{aligned}
$$

Again the gaps between these subspaces are bounded away from zero and therefore the solution space $\mathcal{S}$ is exponentially trichotomic.

In Table 5.2 the errors are shown for different required accuracies for integration. We see that the obtained accuracy in the solution of the BVP is proportional to the accuracy of integration.

### 5.2.9 Conclusion

The Riccati method for stiff BVPs, having an exponential trichotomic solution space can be summarized as follows.

A Riccati transformation is used to determine the dominant solution subspace $\mathcal{S}_{1}$. By the decoupling property of this transformation we obtain a decoupled part that contains slow and fast decaying modes only. For this part the shoot-

| $t$ | error in $x_{1}$ |  |  | error in $x_{2}$ |  | error in $x_{3}$ |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | $10^{-4}$ | $10^{-6}$ | $10^{-4}$ | $10^{-6}$ | $10^{-4}$ | $10^{-6}$ |  |
| 0 | $1.610^{-05}$ | $4.210^{-09}$ | $-7.310^{-10}$ | $2.910^{-11}$ | $-9.110^{-08}$ | $-6.110^{-10}$ |  |
| 1.34 | $1.510^{-05}$ | $1.110^{-07}$ | $-1.710^{-06}$ | $5.510^{-12}$ | $6.210^{-05}$ | $4.710^{-07}$ |  |
| 2.59 | $-2.710^{-05}$ | $-1.410^{-07}$ | $-3.610^{-07}$ | $-5.810^{-09}$ | $3.110^{-05}$ | $1.610^{-07}$ |  |
| 3.91 | $-9.310^{-06}$ | $-1.710^{-07}$ | $-8.210^{-08}$ | $4.410^{-11}$ | $1.310^{-05}$ | $2.310^{-07}$ |  |
| 5.19 | $2.310^{-06}$ | $3.110^{-08}$ | $-5.510^{-12}$ | $-2.610^{-10}$ | $4.810^{-06}$ | $6.710^{-08}$ |  |
| 6.45 | $2.210^{-06}$ | $2.710^{-08}$ | $3.010^{-11}$ | $2.310^{-10}$ | $2.310^{-06}$ | $2.910^{-08}$ |  |
| 7.80 | $2.910^{-08}$ | $5.110^{-10}$ | $-6.310^{-13}$ | $2.510^{-11}$ | $6.710^{-07}$ | $7.910^{-09}$ |  |
| 9.05 | $-2.010^{-07}$ | $-2.110^{-09}$ | $-6.210^{-15}$ | $-2.910^{-12}$ | $2.210^{-07}$ | $2.210^{-09}$ |  |
| 10 | $-1.610^{-05}$ | $-4.210^{-09}$ | $7.210^{-10}$ | $-3.110^{-11}$ | $9.110^{-08}$ | $6.210^{-10}$ |  |

$\varepsilon_{1}=10^{-6}, \varepsilon_{2}=1$.
accuracy of integration: $10^{-4}$ and $10^{-6}$.
total number of steps: 586 (accuracy $=10^{-4}$ ), 1132 (accuracy $=10^{-6}$ ).
total number of function evaluations: 1032 (accuracy $=10^{-4}$ ), 1914 (accuracy $=10^{-6}$ ).
Table 5.2: Absolute accuracy of the computed solutions.
ing technique described in Section 5.2 .2 may be used, since outside the initial layer the influence of the fast decaying modes is negligible.
To deal with the influence of the fast increasing modes we use the invariant imbedding technique of Section 3.3. The boundary layer at $t=1$ is effectively approximated by a boundary layer at $t=0$ for the adjoint equation (cf. Remark 5.11), or at $t=t_{q-1}$ if intermediate output is required or when the Riccati matrix becomes too large.

This combination implies that on the largest part of the interval $[0,1]$ we have to solve an $(l+m) \times(k+l+1)$ system of DEs, which is partially quadratic.

The main advantage of the proposed method is that the involved DEs can all be solved efficiently by a stiffly stable integrator, like LSODA from ODEPACK ([25]), since the solution we are interested in is smooth almost everywhere. This implies that outside some layer the stepsize is controled by the variation of the slow modes and does not depend on the growth behaviour of rapidly changing modes. Moreover, the number of integration steps does not depend on the stiffness of the system.
Also the number of shooting points $t_{i}$ does not depend on the growth behaviour of the fast solutions, but is governed by the rotational activity of $\mathcal{S}_{1}$ and the output requirements of the user.

Of course, the method also has some disadvantages. In order to solve a linear system of DEs one has to solve a quadratic (matrix) DE. Moreover, at the shooting points $t_{i}(i=1, \ldots, q-1)$ steprefinement is done, which does not
correspond to a rapid change of any basis solution. Also the disadvantages of the original Riccati method are still present. This implies that for obtaining efficiency the rotational activity of the dominant subspace $\mathcal{S}_{1}$ has to be moderate.
Finally, we have to be cautious, since BDF-methods, which are used in LSODA, have the so-called property of super-stability (see also Section 5.3). By this we mean that exponentially increasing solutions are numerically damped out when the stepsize $h$ is chosen too large (cf. [16]). Therefore, the stepsize has to be bounded corresponding to the growth behaviour of the most rapidly increasing mode within the subspace of slow modes.

### 5.3 Some turning point problems

In Section 5.2 we assumed that the solution space $\mathcal{S}$ had an exponential trichotomy. In Remark 5.5 we observed that this assumption excludes the existence of internal layers. Here we shall investigate to some extent how the Riccati method of Chapter 4 (and its implementation) performs when such layers are present. To simplify the discussion we concentrate on singular perturbation problems of the form

$$
\begin{equation*}
\varepsilon \frac{d x}{d t}=A(t, \varepsilon) x+f(t, \varepsilon), \quad t \epsilon[-1,1] \tag{47}
\end{equation*}
$$

where $\varepsilon$ is a small parameter, $0<\varepsilon \leq \varepsilon_{0}$ ( $\varepsilon_{0}$ fixed).
First we shall indicate (and later define) what is meant by a turning point. It will turn out that essentially we have two kinds of turning points: in growth or in direction (which may appear both at the same time). These types of turning points have a different effect on the Riccati algorithms of Chapter 4. It will turn out that just some minor implementation modifications will make the algorithms accurate also for two-dimensional turning point problems. Moreover, we conjecture that this result generally will be valid for larger problems too.

### 5.3.1 Uniform dichotomy

In Remark 2.8 we have noticed already that well-conditioning of a BVP (with the $\infty$-norm as function norm) implies that the solution space $\mathcal{S}$ is dichotomic (but not necessarily exponentially dichotomic). This means that there exists a constant $K>0$ of moderate size such that $\mathcal{S}$ can be split in $\mathcal{S}_{1} \oplus \mathcal{S}_{2}$, satisfying

$$
\begin{array}{ll}
\phi_{1} \epsilon \mathcal{S}_{1} & \Rightarrow\left\|\phi_{1}(t)\right\| \leq K\left\|\phi_{1}(s)\right\|, \quad t \leq s, \\
\phi_{2} \epsilon \mathcal{S}_{2} \Rightarrow\left\|\phi_{2}(t)\right\| \leq K\left\|\phi_{2}(s)\right\|, \quad t \geq s .
\end{array}
$$

Moreover, the gap between $\mathcal{S}_{1}(t)$ and $\mathcal{S}_{2}(t)$ is uniformly bounded away from zero.
For singular perturbation problems we shall make an extension of this dichotomy concept.

## Definition 5.17

The family of solution space $\mathcal{S}^{\epsilon}$ of the homogeneous DEs

$$
\begin{equation*}
\varepsilon \frac{d x}{d t}=A(t, \varepsilon) x, \quad t \epsilon[-1,1] \tag{48}
\end{equation*}
$$

is uniformly dichotomic for $\varepsilon \in\left(0, \varepsilon_{0}\right]$, if each $\mathcal{S}^{\varepsilon}$ can be split in $\mathcal{S}_{1}^{\varepsilon} \oplus \mathcal{S}_{2}^{\varepsilon}$ such that

$$
\begin{array}{ll}
\phi_{1}{ }^{\varepsilon} \epsilon \mathcal{S}_{1}^{\epsilon} \Rightarrow\left\|\phi_{1}{ }^{\varepsilon}(t)\right\| \leq K\left\|\phi_{1}{ }^{\varepsilon}(s)\right\|, & t \leq s, \\
\phi_{2}{ }^{\varepsilon} \epsilon \mathcal{S}_{2}^{\epsilon} \Rightarrow\left\|\phi_{2}{ }^{\varepsilon}(t)\right\| \leq K\left\|\phi_{2}{ }^{\varepsilon}(s)\right\|, & t \geq s, \tag{49~b}
\end{array}
$$

where the constant $K>0$ is of moderate size and independent of $\varepsilon$. Moreover, the gap between $\mathcal{S}_{1}^{\epsilon}(t)$ and $\mathcal{S}_{2}^{\epsilon}(t)$ (cf. Definition 1.10) has to be bounded away from zero, uniformly in both $t$ and $\varepsilon$.

For the singular perturbation problems we have in mind we shall make the following assumptions:

## Assumption 5.18

(i) Both $A(t, \varepsilon)$ and $f(t, \varepsilon)$ are continuous on $[-1,1] \times\left(0, \varepsilon_{0}\right]$. Moreover, if $A(t, 0)$ exists, then it is required to be non-zero.
(ii) The family of solution space $\mathcal{S}^{\epsilon}$ is uniformly dichotomic.
(iii) Solutions of (48) that are slowly varying on the entire interval are grouped together in $\mathcal{S}_{2}^{\epsilon}$.
(iv) The quantity $k=\operatorname{dim}\left(\mathcal{S}_{1}^{\varepsilon}\right)$ is independent of $\varepsilon$ and $0<k<n$.
(v) Let $Z^{\varepsilon}$ be the fundamental solution corresponding to (48) with $Z^{\epsilon}(-1)=$ $I_{n}$. Let $U^{\varepsilon} \Sigma^{\varepsilon} V^{\varepsilon T}$ be the SVD of $Z^{\varepsilon}(1)$ and define $\gamma^{\varepsilon}=\sigma_{k}^{\epsilon} / \sigma_{k+1}^{\epsilon}, \varepsilon \epsilon\left(0, \varepsilon_{0}\right]$. Then $\gamma^{\varepsilon} \rightarrow \infty$ as $\varepsilon \rightarrow 0$.

## Definition 5.19

According to the $S V D s Z^{\varepsilon}(1)=U^{\varepsilon} \Sigma^{\varepsilon} V^{\varepsilon T}$ (cf. Assumption 5.18) the $k$-dimensional subspaces $\mathcal{S}_{1}^{\varepsilon}(t)=\mathcal{R}\left(Z^{\epsilon}(t) V_{1}^{\epsilon}\right)$ are called the dominant subspaces. Similarly the $(n-k)$-dimensional subspaces $\mathcal{S}_{2}^{\epsilon}(t)=\mathcal{R}\left(Z^{\varepsilon}(t) V_{2}^{\epsilon}\right)$ are called the dominated subspaces.

## Remark 5.20

Suppose we have a family of BVPs, consisting of the DEs (47) and separated BCs of the form

$$
B_{\varepsilon}^{02} x(0)=b_{2} \quad \text { and } \quad B_{\varepsilon}^{11} x(1)=b_{1}
$$

where $B_{\varepsilon}^{02} \epsilon \mathbb{R}^{(n-k) \times n}$ and $B_{\varepsilon}^{11} \epsilon \mathbb{R}^{k \times n}$ have full row rank. If there exists a constant $q<1$ such that both

$$
\operatorname{DIST}\left(\mathcal{R}\left(\left(B_{\varepsilon}^{11}\right)^{T}\right), \mathcal{S}_{1}^{\varepsilon}(1)\right) \leq q \quad \text { and } \quad \operatorname{DIST}\left(\mathcal{R}\left(\left(B_{\varepsilon}^{02}\right)^{T}\right), \mathcal{S}_{2}^{\varepsilon}(0)\right) \leq q
$$

uniformly in $\varepsilon$, then together with Assumption 5.18 (ii) the BVPs are uniformly well-conditioned (with the $\infty$-norm as function norm) (cf. [26]).

Assumption 5.18 (ii) implies that solutions in $\mathcal{S}_{1}^{\varepsilon}$ are nowhere fast decaying and those in $\mathcal{S}_{2}^{\varepsilon}$ are nowhere fast increasing. Moreover, in this section we are:interested in solution spaces that are not exponentially dichotomic. Therefore we shall assume that the solution subspaces $\mathcal{S}_{1}^{\epsilon}$ contain solutions which are somewhere in the interval slowly varying and somewhere fast increasing. If the DE has solutions with an internal layer, then it is no restriction to assume that this condition is satisfied. The position where, roughly speaking, a solution in $\mathcal{S}_{1}^{\epsilon}$ changes its nature is called a turning point. In the sequel we shall give a more refined definition, but first we illustrate by some examples that the above assumptions make sense and allow for a fairly wide class of problems.

## Example 5.21

Consider the scalar homogeneous DE

$$
\begin{equation*}
\varepsilon \frac{d x}{d t}=\left(1+e^{t / \varepsilon}\right)^{-1} x, \quad t \epsilon[-1,1] \tag{50}
\end{equation*}
$$

Solutions of (50) are, for all $\varepsilon$, given by $x_{\varepsilon}(t)=c\left(1+e^{-t / \varepsilon}\right)^{-1} \quad(c \in \mathbb{R})$,
where $c_{\varepsilon}=\left\|x_{\varepsilon}(-1)\right\|$.
Now we may call $t=\xi$ a turning point for (48) if, in a neighourhood of $\xi, \lambda_{\varepsilon}$ and/or the direction of $q_{\varepsilon}$ changes an order of magnitude. This is formalized in

## Definition 5.23

Assume that the DE

$$
\begin{equation*}
\varepsilon \frac{d x}{d t}=A(t, \varepsilon) x, \quad(t, \varepsilon) \epsilon[-1,1] \times\left(0, \varepsilon_{0}\right] \tag{56}
\end{equation*}
$$

satisfies Assumption 5.18. Write $\mathcal{S}^{\varepsilon}=\mathcal{S}_{1}^{\varepsilon} \oplus \mathcal{S}_{2}^{\varepsilon}$. Let the solutions $x_{\varepsilon}$ of (56) be decomposed in direction and growth as (cf. (55))

$$
x_{\varepsilon}(t)=c_{\varepsilon} \exp \left(\int_{-1}^{t} \lambda_{\varepsilon}(\tau) d \tau\right) q_{\varepsilon}(t)
$$

Then (56) has a turning point at $t=\xi$ if for $i=1$ and/or $i=2$
$\exists^{\exists}>0{ }^{\forall} h>0{ }^{\exists} \varepsilon_{h}>0{ }^{\forall} 0<\varepsilon<\varepsilon_{h} \exists_{x_{\varepsilon} \epsilon \overline{\mathcal{S}_{i}^{\epsilon}}}\left[\left|\lambda_{\varepsilon}(\xi+h)-\lambda_{\varepsilon}(\xi-h)\right|>L\right]$
and/or
${ }^{\exists} L>0{ }^{\forall} h>0{ }^{\exists} \varepsilon_{h}>0 \forall_{0}<\varepsilon<\varepsilon_{h}{ }^{\exists} x_{\varepsilon} \in \overline{\mathcal{S}_{i}^{\epsilon}}\left[\left\|q_{\varepsilon}(\xi+h)-q_{\varepsilon}(\xi-h)\right\|>L\right]$.
In the first case we have a turning point in growth, whereas in the latter case we have a directional turning point.

## Example 5.24

(i) If (56) is a scalar equation, then $\lambda_{\varepsilon}(t)=\frac{A(t, \varepsilon)}{\varepsilon}$. In that case any point where $A(t, \varepsilon)$ changes in size and/or sign is a turning point. For instance: $A(t, \varepsilon)=\left(1+e^{t / \varepsilon}\right)^{-1}($ cf. Example 5.21).
(ii) Consider the $\mathrm{DE}(51)$. Then there exists a constant $c \approx 1$ such that $x_{\varepsilon}(t)=$ $c\binom{E(t, \varepsilon)}{I(t, \varepsilon)} \epsilon \overline{\mathcal{S}_{1}^{\varepsilon}}$. Clearly the $\mathrm{DE}(51)$ has a directional turning point at $t=0$, since $I(-h, \varepsilon) / E(-h, \varepsilon) \rightarrow 0$, when $\varepsilon \rightarrow 0$, and $E(h, \varepsilon) / I(h, \varepsilon) \rightarrow 0$, when $\varepsilon \rightarrow 0$ ( $h>0$ fixed). Moreover, one can show that

$$
\lambda_{\varepsilon}=\left(\frac{I E}{\sqrt{\pi \varepsilon}}-\frac{2 t E^{2}}{\varepsilon}\right)\left(I^{2}+E^{2}\right)^{-1}
$$

If the system (47) is given in bordered form, like in (1), then a turning point is sometimes interpreted as a position where an eigenvalue of $A_{22}$ changes sign ([31]). Although intuitively clear, this 'definition' is only appropriate if the eigenvalues are sufficiently indicative for the growth behaviour of solutions. This is true if away from the turning point the rotational activity of the correponding invariant subspaces is moderate (for instance: independent of $\varepsilon$ ), as will be the case when $A$ is diagonally dominant and sufficiently smooth ([10]). To obtain a well-conditioned BVP, for all $\varepsilon$, also the eigenvectors of $A_{22}$ have to change drastically at the turning point.

Actually we should consider the kinematic eigenvalues (for a definition see [56]). Roughly speaking, these quantities indicate the growth of (pure) fundamental solutions, i.e., of homogeneous modes not containing parts of faster increasing modes.

The definition we shall use is based on quantities like these kinematic eigenvalues and on the Assumption 5.18. To facilitate the notation we introduce normalized solution subsets $\overline{\mathcal{S}_{1}^{\epsilon}}$ and $\overline{\mathcal{S}_{2}^{\epsilon}}$, defined by

$$
\begin{align*}
& \phi_{1}{ }^{\varepsilon} \epsilon \overline{\mathcal{S}_{1}^{\varepsilon}} \Rightarrow \phi_{1}{ }^{\varepsilon} \epsilon \mathcal{S}_{1}^{\varepsilon} \wedge\left\|\phi_{1}{ }^{\varepsilon}(1)\right\|=1  \tag{52a}\\
& \phi_{2}{ }^{\varepsilon} \epsilon \overline{\mathcal{S}_{2}^{\varepsilon}} \Rightarrow \phi_{2}{ }^{\varepsilon} \epsilon \mathcal{S}_{2}^{\epsilon} \wedge\left\|\phi_{2}{ }^{\epsilon}(-1)\right\|=1 \tag{52b}
\end{align*}
$$

Let $x_{\varepsilon}$ be a solution of the homogeneous DE (48). Then $x_{\varepsilon}$ can be decomposed in

$$
\begin{equation*}
x_{\varepsilon}=w_{\varepsilon} q_{\varepsilon} \tag{53}
\end{equation*}
$$

where $w_{\varepsilon}=\left\|x_{\varepsilon}\right\|$ is the size of $x_{\varepsilon}$ and $q_{\varepsilon}$ indicates the direction of $x_{\varepsilon}$ on the unit sphere. One verifies directly that (cf. Section 3.2):

$$
\begin{align*}
& \frac{d q_{\varepsilon}}{d t}=\frac{A(t, \varepsilon)}{\varepsilon} q_{\varepsilon}-q_{\varepsilon} \lambda_{\varepsilon}(t), \quad t \epsilon[-1,1]  \tag{54a}\\
& \frac{d w_{\varepsilon}}{d t}=\lambda_{\varepsilon}(t) w_{\varepsilon}, \quad t \epsilon[-1,1] \tag{54b}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda_{\varepsilon}(t)=q_{\varepsilon}^{T}(t)\left(\frac{A(t, \varepsilon)}{\varepsilon}\right) q_{\varepsilon}(t) \tag{54c}
\end{equation*}
$$

For some modes $x_{\varepsilon}$ this quantity $\lambda_{\varepsilon}$ is a kinematic eigenvalue corresponding to (48), since (53) can be written as

$$
\begin{equation*}
x_{\varepsilon}(t)=c_{\varepsilon} \exp \left(\int_{-1}^{t} \lambda_{\varepsilon}(\tau) d \tau\right) q_{\varepsilon}(t) \tag{55}
\end{equation*}
$$

which are fast increasing for $t \leq 0$ and smooth for $t>\varepsilon$. In the neighbourhood of 0 we have a layer or transient. Hence, we have a turning point at $t=0$. If the value of $x$ is given at a non-negative point, then we have a uniformly well-conditioned class of problems.

Example 5.22 (cf. Example 2.2)
Consider the BVP

$$
\begin{equation*}
\varepsilon \frac{d^{2} u}{d t^{2}}+2 t \frac{d u}{d t}=0, \quad t \epsilon[-1,1] \tag{51}
\end{equation*}
$$

subject to $u(-1)=b_{2}$ and $u(1)=b_{1}$.
Writing $x_{1}=\sqrt{\pi \varepsilon} \frac{d u}{d t}$ and $x_{2}=u$ this DE is transformed into the system

$$
\varepsilon \frac{d}{d t}\binom{x_{1}}{x_{2}}=\left[\begin{array}{cc}
-2 t & 0 \\
\sqrt{\varepsilon / \pi} & 0
\end{array}\right]\binom{x_{1}}{x_{2}}, \quad t \epsilon[-1,1]
$$

subject to $x_{2}(-1)=b_{2}$ and $x_{2}(1)=b_{1}$. Define

$$
E(t, \varepsilon)=e^{-t^{2} / \varepsilon} \quad \text { and } \quad I(t, \varepsilon)=\frac{1}{\sqrt{\pi \varepsilon}} \int_{-\infty}^{t} E(\tau, \varepsilon) d \tau
$$

With

$$
\mathcal{S}_{1}^{\varepsilon}=\operatorname{span}\left\{\binom{E(t, \varepsilon)}{I(t, \varepsilon)}\right\} \quad \text { and } \quad \mathcal{S}_{2}^{\varepsilon}=\operatorname{span}\left\{\binom{-E(t, \varepsilon)}{1-I(t, \varepsilon)}\right\}
$$

Assumption 5.18 is satisfied. For all $\varepsilon$ sufficiently small we have that the solution

$$
x_{\varepsilon}(t)=\binom{E(t, \varepsilon)}{I(t, \varepsilon)} \epsilon \mathcal{S}_{1}^{\varepsilon}
$$

is fast increasing for $t \leq 0$ and smooth for $t>\sqrt{\varepsilon}$. Again we have a turning point at $t=0$.

### 5.3.2 The definition of a turning point

In [62] Wasow gives a definition of a turning point by using the (absence of an) asymptotic representation of a formal fundamental solution of (47). He implicitly indicates that a turning point can be caused by a change in the direction matrix and/or in the size matrix (see (1.28)).
which is large for $t<0$, while $\lambda_{\varepsilon}(h) \rightarrow 0$, when $\varepsilon \rightarrow 0$ ( $h>0$ fixed). Hence, we also have a turning point in growth at $t=0$.

The reason why we explicitly distinguish between the two forms of turning points, direction and/or growth, lies in the fact that they may show up separately in our algorithms. A solution method for a BVP based on a continuous decoupling transformation $T$ (cf. Chapter 3) effectively tries to determine the direction of $\mathcal{S}_{1}^{\epsilon}$, whatever the growth activity may be of modes within $\mathcal{S}_{1}^{\epsilon}$. Hereafter, the growth of modes is determined by some kind of forward and backward sweep.
The first part of the algorithm, the determination of $T$, is generally affected only by sudden changes in the direction of $\mathcal{S}_{1}^{\epsilon}$, whereas the second part, the computation of a fundamental solution of the transformed system, might be affected by sudden changes in growth. The latter kind of problems we shall consider first.

### 5.3.3 Turning points in growth

Assume that the BVP has a turning point at $t=0$. If the rotational activity of $\mathcal{S}_{1}^{\epsilon}(t)$ is moderate, even in the neighbourhood of $t=0$, then the decoupling transformation $T$ will be slowly varying on the entire interval. The dichotomy of $\mathcal{S}^{\varepsilon}$ prohibits solutions in $\mathcal{S}_{i}{ }^{\epsilon}(i=1,2)$ to change from being fast decaying into fast increasing or vica versa. Hence, we only have four possible situations for the non-smooth behaviour of solutions at a turning point, which are shown in Figure 5.3

If the invariant imbedding technique of Section 3.3 (based on integration of the adjoint equation) is used to determine the growth behaviour of solutions in $\mathcal{S}_{1}^{\epsilon}$, then the situations C and D (see Figure 5.3) change into A and B, respectively. Hence, we only need to consider the first two possibilities:
A: a slow mode changing into a fast decaying mode
B: a fast decaying mode changing into a slow mode.
We shall show by an example that the integration routine LSODA from ODEPACK ([25]) very likely yields the correct grid and the required accuracy. To this end it is sufficient to consider scalar problems.

## Example 5.25

Consider the scalar DE

B:

$C:$

D: $\underbrace{}_{-1} \begin{aligned} & \text { fast } \\ & \text { increasing } \\ & 1 \\ & 1 \\ & 1 \\ & 1\end{aligned} \quad$ smooth

Figure 5.3: Possible turning points in growth

$$
\begin{equation*}
\varepsilon \frac{d x}{d t}=a(t) x+f(t), \quad t \in[-1,1] \tag{57}
\end{equation*}
$$

subject to $x(-1)=1$.
Let

$$
a(t)=\left\{\begin{array}{lll}
0 & , & t \leq 0  \tag{58}\\
-2 t & , & t>0
\end{array} \quad \text { and } \quad f(t)= \begin{cases}-2 t \varepsilon, & t \leq 0 \\
-2 t, & t>0\end{cases}\right.
$$

Then the exact solution $x(t)=\left\{\begin{array}{l}2-t^{2}, \quad t \leq 0 \\ 3 e^{-t^{2} / \varepsilon}-1, \quad t>0\end{array}\right.$ is a slow mode that changes into a fast decaying mode.
With

$$
a(t)=\left\{\begin{array}{lll}
2 t, & t \leq 0  \tag{59}\\
0 & , & t>0
\end{array} \quad \text { and } \quad f(t)=\left\{\begin{array}{lll}
2 t, & t \leq 0 \\
2 t \varepsilon & , t>0
\end{array} .\right.\right.
$$

we obtain the exact solution $x(t)=\left\{\begin{array}{ll}2 e^{\left(t^{2}-1\right) / \varepsilon}-1, & t \leq 0 \\ t^{2}+2 e^{-1 / \varepsilon}-1, & t>0\end{array}\right.$, which is a fast decaying mode that changes into a slow mode.
With $\varepsilon=10^{-5}$ and a required tolerance (absolute or relative, depending on the size of the solution (cf. (4.70)) of $10^{-6}$ both problems were solved similarly
by LSODA. In Figure 5.4 the results are shown for situation A. The stepsizes have been indicated on a logarithmic scale and the accuracy on a $1 /$ logarithmic scale.
Since the routine is based on implicit methods, the sudden change in growth is detected and the stepsize is reduced before $t=0$ is reached. As soon as the layer has been passed, the stepsize is increased significantly. Therefore, the total number of steps taken is reasonable: 88 in situation $A$ and 115 in situation B.

When $\varepsilon=10^{-8}$ (and $A T O L=R T O L=10^{-6}$ ) we get a similar result in situation $A$ : on the entire interval the required accuracy is obtained and the total number of steps taken is equal to 100 (which is in agreement with the results for $\varepsilon=10^{-5}$ (cf. Corollary 5.8)).
In situation B, however, the computed solution for $t>0$ turned out to be completely wrong; steprefinement was performed after first accepting one relatively large step passing $t=0$. The error introduced in this step does not damp out With a small modification, forcing the integration routine to evaluate a corresponding new Jacobian at each BDF-step, this difficulty could be repaired. In our case this modification is not really expensive ( $\approx+10 \%$ ), since in the layers an Adams method with function iteration is used. Moreover, an explicit form of the Jacobian is available (cf. (4.71)), whereas the matrices involved ( $\tilde{A}_{11}$ and $\tilde{A}_{22}$ ) are computed anyway. So it is only the extra decomposition that counts. After this modification the results were similar to the case $\varepsilon=10^{-5}$.

It is to be expected that these observations hold more generally, and so a turning point in growth will be noticed by the integration routine and handled correctly. However, in many 2-dimensional applications the spectrum of $A(t, \varepsilon)$ contains one eigenvalue which is $\mathrm{O}(\varepsilon)$ and one eigenvalue of moderate size that changes its sign, say at $t=0$ (cf. Examples 5.29 and 5.30). If away from $t=0$ the rotational activities of the corresponding eigenvectors are moderate, then we have at the same time a turning point in growth (both of type A and B) and a directional turning point.

### 5.3.4 Directional turning points

To investigate the effect of a directional turning point on the Riccati method we concentrate on 2-dimensional homogeneous problems ( $n=2$ ), of the form


Figure 5.4: Accuracy and stepsizes taken by LSODA

$$
\begin{equation*}
\varepsilon \frac{d x}{d t}=A(t, \varepsilon) x, \quad t \epsilon[-1,1] \tag{60}
\end{equation*}
$$

since they may give us sufficient insight in possible pitfalls. From now on we shall skip the dependency on $\varepsilon$ in the notation of the solution (sub)spaces.

Assume that the solution space $\mathcal{S}$ is uniformly dichotomic and that there exist continuously differentiable functions $s_{1}$ (bounded by a constant of moderate size) and $s_{2}$ such that, for all $t \epsilon[-1,1]$,

$$
\mathcal{S}_{1}(t)=\mathcal{R}\left(\left[\begin{array}{c}
1 \\
s_{1}(t)
\end{array}\right]\right) \quad \text { and } \quad \mathcal{S}_{2}(t)=\mathcal{R}\left(\left[\begin{array}{c}
1 \\
s_{2}(t)
\end{array}\right]\right) .
$$

Note that by the restarting technique discussed in Section 4.3.2 the interval $[-1,1]$ is divided in subintervals, such that on each subinterval this condition will be satisfied. Hereby we assume that $s_{2}$ may become infinite, implying a direction of $\binom{0}{1}$. Now one verifies directly that
(i) $\operatorname{GAP}\left(\mathcal{S}_{1}(t), \mathcal{S}_{2}(t)\right)=\frac{\left|s_{1}(t)-s_{2}(t)\right|}{\sqrt{1+s_{1}{ }^{2}(t)} \sqrt{1+s_{2}{ }^{2}(t)}}$
(ii) the rotational activity of $\mathcal{S}_{i}(i=1,2)$ at time $t$ is given by

$$
\left|\frac{d s_{i}}{d t}(t)\right| /\left(1+s_{i}^{2}(t)\right)
$$

Let $r$ be the Riccati matrix for (60), which in this case is a scalar Riccati function. If we have (exponential) difference in growth between solutions in $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, respectively, then $\operatorname{DIST}\left(\mathcal{R}\left(\left[\begin{array}{c}1 \\ r(t)\end{array}\right]\right), \mathcal{S}_{1}(t)\right)$ will become small, for almost any initial value $r(-1)$ (cf. Theorem 2.19). This implies that $\mid r(t)-$ $s_{1}(t) \mid$ will become small. However, in the experiments we sometimes obtain for the numerical approximation $\bar{r}$ that $\left|\bar{r}(t)-s_{2}(t)\right|$ is small, for $t>0$. This is explained by means of an example.

## Example 5.26

Consider the second order scalar problem

$$
\begin{equation*}
\varepsilon \frac{d^{2} u}{d t^{2}}=a(t) \frac{d u}{d t}, \quad t \epsilon[-1,1] \tag{61}
\end{equation*}
$$

with $a(t)<0$, for all $t \epsilon[-1,1]$. Suppose we have separated BCs. Let at $t=-1$ the BC be given by $u(-1)+\varepsilon \frac{d u}{d t}(-1)=0$. Writing $x_{1}=u$ and $x_{2}=\varepsilon \frac{d u}{d t}$ we obtain


Figure 5.5: Direction field of $\varepsilon \frac{d r}{d t}=(a(t)-r) r$.

$$
\varepsilon \frac{d}{d t}\binom{x_{1}}{x_{2}}=\left[\begin{array}{cc}
0 & 1 \\
0 & a(t)
\end{array}\right]\binom{x_{1}}{x_{2}}, \quad t \in[-1,1]
$$

subject to $x_{1}(-1)+x_{2}(-1)=0$ and a $B C$ at $t=1$. This system is in correct order (cf. Assumption 4.12), for all $t \in[-1,1]$.
A Riccati transformation of the form $T(t)=\left[\begin{array}{cc}1 & 0 \\ r(t) & 1\end{array}\right]$ that fits to the BC at $t=-1$ is obtained if $r$ satisfies the Riccati DE

$$
\begin{equation*}
\varepsilon \frac{d r}{d t}=(a(t)-r) r, \quad t \in[-1,1] \tag{62}
\end{equation*}
$$

subject to $r(-1)=-1$. (Observe that we have omitted the orthogonal transformation mentioned in Property 4.16, which would have resulted in a Riccati function $r^{0}$, starting with $\boldsymbol{r}^{0}(-1)=0$. This is done for reasons of clarity). A sketch of the corresponding direction field is given in Figure 5.5. There the areas where the direction points upward (downward) is indicated by a plus (minus) sign.

Hence, for $0<\varepsilon \ll|a(t)|, r=0\left(=s_{1}\right)$ is a stable fixed point of (62), whereas there is an unstable asymptotic solution $r=s_{2}(t)$ near the curve $r=a(t)$. Therefore the solution of (62) that fits to the BC at $t=-1$ rapidly tends to $-\infty$ if $s_{2}(-1)>-1$ and to 0 if $s_{2}(-1)<-1$.

Assume $s_{2}(-1)<-1$ and let $r_{i}$ be a given approximation of $r\left(t_{i}\right)$, for some $t_{i} \epsilon[-1,1]$. The set of DEs to be solved contains the (stiff) Riccati DE (62), which has to be solved by an implicit method. Typically we shall consider Euler Backward (the simplest BDF-method). Then $r_{i+1}$, the approximation of
$r\left(t_{i+1}\right)\left(=r\left(t_{i}+h_{i}\right)\right)$, is a solution of the quadratic equation

$$
z^{2}+\left(\frac{\varepsilon}{h_{i}}-a\left(t_{i+1}\right)\right) z-\frac{\varepsilon}{h_{i}} r_{i}=0
$$

which will generally have two solutions in $\mathbb{R}$. Hence,

$$
\begin{equation*}
r_{i+1}=-\frac{1}{2}\left(\frac{\varepsilon}{h_{i}}-a\left(t_{i+1}\right)\right) \pm \sqrt{\frac{\varepsilon r_{i}}{h_{i}}+\frac{1}{4}\left(\frac{\varepsilon}{h_{i}}-a\left(t_{i+1}\right)\right)^{2}} \tag{63}
\end{equation*}
$$

It is very natural (and likely) that the integration routine will choose that solution which is the nearest to $r_{i}$. Then the wrong sign (minus) will be chosen if $a\left(t_{i+1}\right)-2 r_{i}>\varepsilon / h_{i}$. If, for some reason, $r_{i}$ is close to $a\left(t_{i+1}\right)\left(\approx s_{2}\left(t_{i+1}\right)\right)$ and $h_{i}$ is large, then $\left|r_{i+1}-a\left(t_{i+1}\right)\right|$ will be small too. This does not fit to the prediction that $r$ rapidly tends to zero.

The reason for the phenomenon that the integration routine may step on a different solution curve lies in the fact that by BDF-methods fast increasing modes are numerically damped out too. This property is called super-stability ([16]). Although almost any exact solution $r$ will move away from $s_{2}$, we find numerically that there exists a neighbourhood of $s_{2}$ in which the discretized solution $\bar{r}$ will stay. The size of this neighbourhood depends on

- the difference in growth between solutions in $\mathcal{S}_{1}$ and those in $\mathcal{S}_{2}(\sim \varepsilon)$
- the stepsize $h$
- the gap between $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$
- the rotational activity of $\mathcal{S}_{2}$.

There are various reasons why the numerical solution will arrive in this numerically stable, but analytically unstable neighbourhood.
In the first place the initial value of the Riccati function $r$ may be such that it is already close to $s_{2}(-1)$. This would effectively imply a non-consistent fundamental solution. When the Riccati transformation has been fitted to separated BCs this is only possible for ill-conditioned problems.
The second possibility is that the discretized solution $\left\{r_{i}\right\}$ switches from $s_{1}$ to $s_{2}$, a situation sketched in Figure 5.6. We see that if this happens the local discretization error is of the order $\left|s_{1}-s_{2}\right|$. This error depends on the stepsize $h$ and the smoothness of $s_{1}$, while $\left|s_{1}-s_{2}\right|$ is closely related to the gap between $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$. Hence, this situation will not occur if $s_{1}$ is smooth on the entire interval and the gap between $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ is sufficiently large. As is shown in Property 2.30 this last requirement is fulfilled as soon as the stability constant


Figure 5.6: A switch to the wrong subspace
$\alpha$ is sufficiently bounded (in $\infty$-norm).
For some (directional) turning point problems we may expect potential trouble. For such problems the function $s_{1}$ is smooth, in general, except for some small region around the turning point, say at $t=0$. The integration routine may arrive with a relatively large stepsize at $t=0$, where $s_{1}$ changes drastically. Difficulties may then be expected as soon as the first 'guess' for $r_{i+1}$ is in the numerically stable neighbourhood of $s_{2}$. This may occur if there exists a function $z:[-1,1] \rightarrow \mathbb{R}^{2}$ and a positive exponent $p$ (depending on the layer behaviour at $t=0$ ) such that
$-z(t) \epsilon \mathcal{S}_{1}(t)$, for all $t \epsilon\left[-1,-\varepsilon^{p}\right)$
$-z(t) \epsilon \mathcal{S}_{2}(t)$, for all $t \epsilon\left(\varepsilon^{p}, 1\right]$

- the rotational activity of $z$ at time $t$ is moderate, for all $t \epsilon[-1,1]$.

For a well-conditioned BVP this can happen only at a directional turning point. Therefore a turning point with this property will be called switchable and otherwise non-switchable.

From the above we conclude that the super-stability phenomenon can only disturb the detection of a switchable turning point. This is illustrated by some examples.

Example 5.27
Let, for some functions $p_{1}$ and $p_{2}$ (generally depending on $\varepsilon$ ), the matrix function $A$ be given by

$$
A(t)=\left[\begin{array}{cc}
-p_{2}(t) & 1 \\
-p_{1}(t) p_{2}(t) & p_{1}(t)
\end{array}\right]
$$

Then

$$
A(t)\left[\begin{array}{cc}
1 & 1 \\
p_{1}(t) & p_{2}(t)
\end{array}\right]=\left[\begin{array}{cc}
1 & 1 \\
p_{1}(t) & p_{2}(t)
\end{array}\right]\left[\begin{array}{cc}
p_{1}(t)-p_{2}(t) & 0 \\
0 & 0
\end{array}\right]
$$

Consider the BVP

$$
\varepsilon \frac{d x}{d t}=A(t) x, \quad t \in[-1,1]
$$

with the boundary values $x_{2}(-1)$ and $x_{2}(1)$ given.
The corresponding Riccati DE , fitting to the BC at $t=-1$, is given by

$$
\left\{\begin{array}{l}
\varepsilon \frac{d r}{d t}=\left(p_{1}(t)-r\right)\left(r-p_{2}(t)\right), \quad t \geq-1  \tag{64}\\
r(-1)=0
\end{array}\right.
$$

Assume that $p_{1}(t)>p_{2}(t)$, for $t \epsilon[-1,0)$, and $p_{1}(t)<p_{2}(t)$, for $t \epsilon(0,1]$. At $t=0$ we have that $\lambda=0$ is a defective eigenvalue of $A(t)$ ([20], p.196). This is, however, not essential. For $\varepsilon$ sufficiently small, we shall have

$$
\mathcal{S}_{1}(t)=\mathcal{R}\left(\left[\begin{array}{c}
1 \\
s_{1}(t)
\end{array}\right]\right), \quad \text { with } s_{1}(t) \approx\left\{\begin{array}{ll}
p_{1}(t), & t<0 \\
p_{2}(t), & t>0
\end{array},\right.
$$

and

$$
\mathcal{S}_{2}(t)=\mathcal{R}\left(\left[\begin{array}{c}
1 \\
s_{2}(t)
\end{array}\right]\right), \quad \text { with } s_{2}(t) \approx\left\{\begin{array}{ll}
p_{2}(t), & t<0 \\
p_{1}(t), & t>0
\end{array} .\right.
$$

Solutions in $\mathcal{S}_{1}$ are fast increasing for $t<0$ and slowly varying for $t>0$. On the other hand, solutions in $\mathcal{S}_{2}$ are slowly varying for $t<0$ and fast decaying for $t>0$. Hence, we have a turning point at $t=0$. Moreover, turning points exist at those points where $p_{1}-p_{2}$ changes drastically.
Both types of turning points are examplified by the following choices for $p_{1}$ and $p_{2}$ :

$$
\begin{align*}
& p_{1}(t)=\left(1+e^{\left(t+\frac{1}{2}\right) / \varepsilon}\right)^{-1}  \tag{65a}\\
& p_{2}(t)=(t+1)^{2}-1 \tag{65~b}
\end{align*}
$$

In Figure 5.7 we have sketched $p_{1}$ and $p_{2}$ and have indicated upward (downward) directions of the trajectories of the corresponding Riccati DE (64) by
plus (minus) signs as before.
At $t=-\frac{1}{2}$ we have a turning point both in direction and in growth. However, there does not exist a smooth function switching from $s_{1}$ to $s_{2}$. Therefore, the integration routine will detect the activity of $s_{1}$ at $t=-\frac{1}{2}$ and reduce its stepsize before $t=-\frac{1}{2}$ has been reached. Hence, the computed Riccati function stays close to $p_{1}$ (and $s_{1}$ ). This kind of turning points can therefore be handled adequately in general.

At $t=0$, however, a smooth function switching from $s_{1}$ to $s_{2}$ does exist, namely $p_{1}$. By the smoothness of $s_{1}$ on $\left(-\frac{1}{2}+\varepsilon, 0\right)$ the integration routine will use large stepsizes near $t=0$. Consequently it will step over easily from $s_{1}$ to $s_{2}$, without noticing the instability.
This effect is illustrated in Figure 5.8, where for $\varepsilon=10^{-5}$ and a required tolerance of $10^{-6}$ the stepsizes found by LSODA and the difference $\left|r-p_{1}\right|$ are shown. We see that $\left|r-p_{1}\right|$ is small, except for the initial layer at $t=-1$ and the 'high activity'-region of $p_{1}$ around $t=-\frac{1}{2}$.

## Remark 5.28

With the functions $p_{1}$ and $p_{2}$ given in ( $65 \mathrm{a}, \mathrm{b}$ ) we cannot obtain (in $\infty$-norm) a uniformly well-conditioned BVP. This results from the observation that both $s_{1}(0)$ and $s_{2}(0)$ go to 0 , when $\varepsilon \rightarrow 0$. Hence, $\operatorname{GAP}\left(\mathcal{S}_{1}^{\varepsilon}(0), \mathcal{S}_{2}^{\varepsilon}(0)\right) \rightarrow 0$ and therefore the stability constant $\alpha \rightarrow \infty$, when $\varepsilon \rightarrow 0$ (cf. Lemma 2.12).
This is not the only reason for a switch to the dominated subspace. In Example 5.22, for instance, the gap between $\mathcal{S}_{1}^{\epsilon}(t)$ and $\mathcal{S}_{2}^{\epsilon}(t)$ is bounded away from zero, uniformly in $t$ and $\varepsilon$. However, as soon as $\sqrt{\varepsilon}$ becomes smaller than the permitted tolerance, then we again obtain the switch from $\mathcal{S}_{1}^{\epsilon}$ to $\mathcal{S}_{2}^{\epsilon}$ ( $\mathcal{S}_{1}^{\epsilon}(-t)=\mathcal{S}_{2}^{\epsilon}(t) \approx 0$, for $t$ not too small).

In Example 5.27 not only one eigenvalue changes sign at $t=0$, but at the same time one of the invariant subspaces degenerates. This is a quite common situation in 2-dimensional problems, as is shown in the next, less contrived, example.

Example 5.29
Consider a well-conditioned BVP of the form

$$
\begin{equation*}
\varepsilon^{2} \frac{d^{2} u}{d t^{2}}=a(t) \frac{d u}{d t}+u, \quad t \epsilon[-1,1] \tag{66}
\end{equation*}
$$



Figure 5.7: Direction field of DE (64).


Figure 5.8: Stepsizes taken by LSODA and $\left|r-p_{1}\right|$.
subject to $u(-1)=b_{2}$ and $u(1)=b_{1}$.
Let $x_{1}=\varepsilon \frac{d u}{d t}$ and $x_{2}=u$. Then

$$
\varepsilon \frac{d}{d t}\binom{x_{1}}{x_{2}}=\left[\begin{array}{cc}
a(t) / \varepsilon & 1  \tag{67}\\
1 & 0
\end{array}\right]\binom{x_{1}}{x_{2}}=A(t) x, \quad t \epsilon[-1,1]
$$

subject to $x_{2}(-1)=b_{2}$ and $x_{2}(1)=b_{1}$.
Well-conditioning of (67) (but not necessarily of (66)!) implies that $a(-1) \geq 0$ and $a(1) \leq 0$.

The corresponding Riccati DE is given by

$$
\left\{\begin{array}{l}
\varepsilon \frac{d r}{d t}=1-\frac{a(t)}{\varepsilon} r-r^{2}, \quad t \geq-1  \tag{68}\\
r(-1)=0
\end{array}\right.
$$

Let the function $p$ be such that $0=1-\frac{a(t)}{\varepsilon} p-p^{2}, t \geq-1$. Then $\mathcal{R}\left(\binom{1}{p}\right)$ is an invariant subspace of $A$, corresponding to the eigenvalue $1 / p$. One easily verifies that $p=p_{+}$or $p=p_{-}$, where $p_{ \pm}=\frac{1}{2 \varepsilon}\left(-a \pm \sqrt{a^{2}+4 \varepsilon^{2}}\right)$. Hence, if $\left|\frac{\varepsilon}{a(t)}\right| \ll 1$, then

$$
p_{+}(t) \approx \begin{cases}\frac{\varepsilon}{a(t)} & \text { if } a(t)>0 \\ -\frac{a(t)}{\varepsilon}-\frac{\varepsilon}{a(t)} & , \text { if } a(t)<0\end{cases}
$$

and

$$
p_{-}(t) \approx \begin{cases}-\frac{a(t)}{\varepsilon}-\frac{\varepsilon}{a(t)} & , \text { if } a(t)>0 \\ \frac{\varepsilon}{a(t)} & \text { if } a(t)<0\end{cases}
$$

Now the $\mathrm{DE}(68)$ can be written as $\varepsilon \frac{d r}{d t}=\left(p_{+}(t)-r\right)\left(r-p_{-}(t)\right)$. Therefore, $\mathcal{S}_{1}(t)=\mathcal{R}\left(\binom{1}{s_{1}(t)}\right.$, with $s_{1}(t) \approx p_{+}(t)$, and $\mathcal{S}_{2}(t)=\mathcal{R}\left(\binom{1}{s_{2}(t)}\right.$, with $s_{2}(t) \approx$ $p_{-}(t)$. Hence, turning points are found at those places where $a$ changes sign.
If we take $a(t)=t / 2-t^{3}$ ([30]), then we have turning points at $t=0$ and $t= \pm \frac{1}{2} \sqrt{2}$. The direction field for the trajectories of the corresponding Riccati DE (68) is sketched in Figure 5.9.


Figure 5.9: Direction field for (68), with $a(t)=t / 2-t^{3}$.
For $\varepsilon=10^{-3}$ and $A T O L=R T O L=10^{-6}$ the turning points are all noticed by LSODA and handled correctly (i.e., steprefinement). However, for $\varepsilon=10^{-6}$ (and the same tolerances) only the first turning point is noticed, whereafter the numerical solution stays in the neighbourhood of $-a(t) / \varepsilon$. Hence, the last two turning points are missed.

From the foregoing we may conclude that an integration routine based on implicit methods will detect a non-switchable turning point. The detection of a switchable turning point, however, depends on the stepsize $h$. Using large stepsizes the routine may pass the turning point without noticing the rotational activity.

If the position of a turning point is known beforehand, then one can force the integration routine to reduce its stepsize, for instance by requiring an output point just before the turning point is reached. We shall return to this and other aspects in the next section.

### 5.3.5 The Riccati method

So far we have tested the integration routine LSODA separately for the Riccati DE and for the linear part. However, in the Riccati algorithm all DEs are written in one system, as is described in the Algorithms 4.22 and 4.25. This
means that a turning point undetected by the integration of the quadratic part of this system (direction), may be detected by the integration of the linear part (growth).

As we have seen in Section 5.3.4 a switch into the wrong subspace can occur only when the integration routine is using (relatively) large stepsizes. In some applications the stepsize is not restricted by the quadratic part of the system (the Riccati DE ), but by the linear part. This is shown in the next example.

## Example 5.30

Consider a general BVP of the form

$$
\begin{equation*}
\varepsilon^{2} \frac{d^{2} u}{d t^{2}}=a(t) \frac{d u}{d t}+b(t) u, \quad t \epsilon[-1,1] \tag{69}
\end{equation*}
$$

subject to $u(-1)=1$ and $u(1)=2$.
With $x_{1}=\varepsilon \frac{d u}{d t}$ and $x_{2}=u$ the DE (69) is transformed into the first order system

$$
\varepsilon \frac{d}{d t}\binom{x_{1}}{x_{2}}=\left[\begin{array}{cc}
a(t) / \varepsilon & b(t)  \tag{70}\\
1 & 0
\end{array}\right]\binom{x_{1}}{x_{2}}, \quad t \epsilon[-1,1]
$$

subject to $x_{2}(-1)=1$ and $x_{2}(1)=2$.
(i) Let $a(t)=t / 2-t^{3}$ and $b(t)=1$ (see Example 5.29).

The corresponding direction field can again be found in Figure 5.9.
The dominant subspace $\mathcal{S}_{1}$ contains modes that are fast increasing when $a(t)>$ 0 and smooth when $a(t)<0$. By the BC at $t=1$ this implies that these solutions can influence the solution of the BVP on the interval $\left[\frac{1}{2} \sqrt{2}, 1\right]$ only. On the other hand, the dominated subspace $\mathcal{S}_{2}$ contains modes that are smooth when $a(t)>0$ and fast decaying when $a(t)<0$. As a consequence, these modes can influence the solution on $\left[-1, \frac{1}{2} \sqrt{2}\right]$ only.
Hence, for $\varepsilon$ small, the solution $x_{2}(=u)$ must have the shape as sketched in Figure 5.10. Since $x_{1}=\varepsilon \frac{d u}{d t}$, it will be small almost everywhere.

We have solved the problem with the code from the RICCATI-package, that is suited for separated BCs (Algorithm 4.22). The tolerance for integration (absolute or relative, depending on the size of the solution) was $10^{-6}$ in all cases and for all components. A restart was made as soon as the Riccati function became larger than 1 in absolute value.

For $\varepsilon=10^{-4}$ (so $\varepsilon^{2}=10^{-8}$ ) and without asking for intermediate output points,


Figure 5.10: Solution of (69), with $a(t)=t / 2-t^{3}$ and $b(t)=1$.
the integration restarted at $-0.70705,0.0127$ and 0.70716 , which is indeed quite close to the turning points $\left\{0, \pm \frac{1}{2} \sqrt{2}\right\}$. For $\varepsilon=10^{-6}$ these restarting points were, respectively, $-0.707106,7.4910^{-5}$ and 0.707107 .

That in these cases the super-stability phenomenon does not prevent the detection of a turning point can (partly) be explained as follows.
On the first subinterval $\left[-1,-\frac{1}{2} \sqrt{2}-\varepsilon\right)$ we have that both the Riccati function $r(t)$ and $x_{1}(t)$ are $\mathrm{O}(\varepsilon)$. So, $y_{2}(t)=-r(t) x_{1}(t)+x_{2}(t) \approx x_{2}(t)$, which is a slowly varying function. Hence, the stepsize on this subinterval will be controled by the $y_{2}$-part of the system.
On the second subinterval $\left(-\frac{1}{2} \sqrt{2}, 0\right)$ the dominant modes are smooth. Hence, in contrast to the other (vanishing) parts of the system of DEs, the corresponding fundamental solution and its inverse ( $R_{11}$ ) are moderately varying. Hence, on this subinterval the stepsize will not be increased significantly. Moreover, as soon as $t$ becomes positive, $R_{11}$ will change drastically, whether the direction of the Riccati transformation is correct or not. Therefore the stepsize will be decreased around $t=0$.
On the third subinterval ( $0, \frac{1}{2} \sqrt{2}$ ), it might be the activity of the Riccati function which provokes the stepsize to go down at the turning point, since all the other parts of the system are extremely small. This is similar to the situation in Example 5.29, where the activity of the Riccati function was able to detect one turning point too. There it was the first one; here it is the last one.

We also ran the program to compute the solution with specific output at the points $-1.0,-0.9,-0.8,-0.7,0.7,0.8,0.9$ and 1.0 . The results for $\varepsilon=10^{-6}$ are summarized in Table 5.11. Observe that $\varepsilon^{2}=10^{-12}$, which is smaller than the machine-precision of the Burroughs B7900 $\left(=\frac{1}{2} 8^{-13}\right)$, on which the computations were performed.

The last column of Table 5.11 contains the absolute value of the upper left element of the orthogonal transformation $Q^{i}(i=0, \ldots, 10)$. It illustrates nicely the direction of the dominant subspace at $t=t_{i}(i=1, \ldots, 10)$, which indeed corresponds to the expected directions from Figure 5.9: $Q^{i} \approx I_{2}$ when $t_{i} \epsilon\left(-1,-\frac{1}{2} \sqrt{2}\right)$ or $t_{i} \epsilon\left(0, \frac{1}{2} \sqrt{2}\right)$ and $Q^{i} \approx\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$, when $t_{i} \epsilon\left(-\frac{1}{2} \sqrt{2}, 0\right)$ or $t_{i} \in\left(\frac{1}{2} \sqrt{2}, 1\right]$.

Similar results were obtained for other values of $\varepsilon$.
(ii) Let $a(t)=-\sin ^{2}(\pi t)$ and $b(t)=1-t([30])$.

Similarly to what has been done in Example 5.29 one can derive that, for

| $t_{i}$ | $u\left(t_{i}\right)$ | $\frac{d u}{d t}\left(t_{i}\right)$ | $r^{i-1}\left(t_{i}\right)$ | $R_{11}{ }^{i-1}\left(t_{i}\right)$ | $\#$ <br> steps | $\#$ <br> funcs. | $\left\|Q_{11^{i}}{ }^{i}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | 1.00 | -2.00 | - | - | - | - | 1 |
| -0.9 | $7.6510^{-1}$ | -2.74 | $3.5810^{-6}$ | $6.2310^{-39}$ | 94 | 174 | 1 |
| -0.8 | $4.3810^{-1}$ | -3.91 | $5.3410^{-6}$ | $3.7710^{-36}$ | 95 | 164 | 1 |
| $\approx-\frac{1}{2} \sqrt{2}$ | $2.0310^{-9}$ | -1.64 | 1.04 | 0 | 219 | 514 | 0.69 |
| -0.7 | 0 | 0 | 0.965 | $1.4510^{-04}$ | 320 | 665 | $210^{-4}$ |
| $\approx 0$ | 0 | 0 | 1.04 | $3.1910^{-14}$ | 363 | 705 | 0.72 |
| 0.7 | 0 | 0 | 0.965 | 0 | 379 | 764 | 1 |
| $\approx \frac{1}{2} \sqrt{2}$ | $3.2510^{-5}$ | 25.3 | 1.01 | 0 | 212 | 480 | 0.70 |
| 0.8 | $8.7510^{-1}$ | 7.81 | 0.990 | $4.1210^{-05}$ | 354 | 741 | $910^{-6}$ |
| 0.9 | 1.53 | 5.49 | $5.3410^{-6}$ | 0.572 | 71 | 101 | $410^{-6}$ |
| 1.0 | 2.00 | 4.00 | $1.5910^{-6}$ | 0.765 | 63 | 89 | $210^{-6}$ |

Table 5.11: Solution of (70) with $a(t)=t / 2-t^{3}, b(t)=1$ and $\varepsilon=10^{-6}$.
$t \neq 0, \pm 1$,

$$
\mathcal{S}_{1}(t)=\mathcal{R}\left(\left[\begin{array}{c}
1 \\
s_{1}(t)
\end{array}\right]\right), \quad \text { with } s_{1}(t) \approx-\frac{a(t)}{\varepsilon b(t)}=\frac{\sin ^{2}(\pi t)}{\varepsilon(1-t)}
$$

and

$$
\mathcal{S}_{2}(t)=\mathcal{R}\left(\left[\begin{array}{c}
1 \\
s_{2}(t)
\end{array}\right]\right), \quad \text { with } s_{2}(t) \approx \frac{\varepsilon}{a(t)}=\frac{\varepsilon}{\sin ^{2}(\pi t)} .
$$

This situation is sketched in Figure 5.12 .
Clearly, the gap between $\mathcal{S}_{1}(t)$ and $\mathcal{S}_{2}(t)$ is large, for all $t$. Moreover, the rotational activity of $\mathcal{S}_{1}$ at time $t$ is approximated by $\left|\frac{d s_{1}}{d t}(t)\right| /\left(1+s_{1}{ }^{2}(t)\right) \approx$ $\frac{\varepsilon \pi \sin (2 \pi t)}{\varepsilon^{2}+\sin ^{4}(\pi t)}$, which is $\mathrm{O}(\varepsilon)$ almost everywhere. For values of $t$ such that $\sin (\pi t) \approx \sqrt{\varepsilon}$, the above approximations are not valid anymore, but we may expect (from the differentiability of $\mathcal{S}_{1}$ ) a large rotational activity $(O(1 / \sqrt{\varepsilon}))$.
Running our code with $\varepsilon=10^{-5}$, an integration tolerance of $10^{-6}$ and without requiring intermediate output points we found one immediate restart at $t=$ -0.99896 , whereafter $t=1$ could be reached with a Riccati function in absolute value not greater than 1 .
Observe that in this example we do not have to be afraid for the super-stability


Figure 5.12: Direction field for $a(t)=-\sin ^{2}(\pi t)$ and $b(t)=1-t$
phenomenon, since after the initial rotation $\left(\approx\left[\begin{array}{cc}\frac{1}{2} \sqrt{2} & -\frac{1}{2} \sqrt{2} \\ \frac{1}{2} \sqrt{2} & \frac{1}{2} \sqrt{2}\end{array}\right]\right.$ ) there is no smooth function switching from the corresponding $\mathcal{S}_{1}$ to $\mathcal{S}_{2}$.
As in Example 5.29 we expect solutions in $\mathcal{S}_{1}$ to grow like $e^{-\int_{-1}^{t} 1 / s_{1}(\tau) d \tau}$. Hence, these solutions are fast increasing near $t=-1,0,1$ and smooth elsewhere. Similarly, solutions in $\mathcal{S}_{2}$ are smooth near $t=-1,0,1$ and fast decaying elsewhere. Hence, the solution of the BVP is extremely small, at least on $(-1+\varepsilon, 0)$. On $(0,1)$ we have to be cautious, since $b(1)=0$, which makes that the boundary layer at $t=1$ has less influence on the final solution. This is seen also in Table 5.13. There the results are shown for $\varepsilon=10^{-5}$, intermediate output points $-1,0,0.1,0.2, \ldots, 0.9,1$ and additional output points as soon as $|r(t)|>1$. If we had chosen $b \equiv 1$, then for instance the last two rows of Table 5.13 would have read:

| $t_{i}$ | $u\left(t_{i}\right)$ | $\frac{d u}{d t}\left(t_{i}\right)$ | $r^{i-1}\left(t_{i}\right)$ | $R_{11}{ }^{i-1}\left(t_{i}\right)$ | $\#$ <br> steps | $\#$ <br> funcs. | $\left\|Q_{11}{ }^{i}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | 1.000 | $-1.4110^{+06}$ | - | - | - | - | 1 |
| -0.999 | $8.710^{-10}$ | $-1.7910^{-04}$ | 1.02 | $3.8710^{-11}$ | 97 | 182 | 0.699 |
| 0.0 | $1.510^{-26}$ | $1.5010^{-26}$ | $1.0510^{-2}$ | $4.3210^{-40}$ | 435 | 910 | 0.707 |
| 0.1 | 0.378 | 3.56 | $1.0010^{-0}$ | $5.6010^{-26}$ | 240 | 480 | $910^{-5}$ |
| 0.2 | 0.602 | 1.39 | $7.1110^{-5}$ | 0.627 | 82 | 128 | $210^{-5}$ |
| 0.3 | 0.704 | 0.753 | $1.2510^{-5}$ | 0.855 | 57 | 88 | $110^{-5}$ |
| 0.4 | 0.765 | 0.508 | $4.0610^{-6}$ | 0.920 | 54 | 80 | $710^{-6}$ |
| 0.5 | 0.810 | 0.405 | $1.6310^{-6}$ | 0.945 | 52 | 69 | $510^{-6}$ |
| 0.6 | 0.849 | 0.375 | $5.7810^{-7}$ | 0.955 | 51 | 73 | $410^{-6}$ |
| 0.7 | 0.887 | 0.407 | $1.6110^{-7}$ | 0.957 | 50 | 74 | $510^{-6}$ |
| 0.8 | 0.933 | 0.540 | $1.2110^{-6}$ | 0.951 | 50 | 72 | $610^{-6}$ |
| 0.9 | 1.007 | 1.05 | $4.6810^{-6}$ | 0.927 | 53 | 74 | $110^{-5}$ |
| 1.0 | 2.000 | $8.1010^{+02}$ | $4.0410^{-3}$ | 0.503 | 134 | 223 | $410^{-3}$ |

Table 5.13: Results for $a(t)=-\sin ^{2}(\pi t), b(t)=1-t$ and $\varepsilon=10^{-5}$.

| $t_{i}$ | $u\left(t_{i}\right)$ | $\frac{d u}{d t}\left(t_{i}\right)$ | $r^{i-1}\left(t_{i}\right)$ | $R_{11}{ }^{i-1}\left(t_{i}\right)$ | \# steps | \# funcs. | $\left\|Q_{11}{ }^{i}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9 | $1.8510^{-25}$ | $1.9310^{-24}$ | $7.5810^{-5}$ | 0.582 | 61 | 91 | $110^{-4}$ |
| 1.0 | 2.00 | $2.0010^{+05}$ | 1.00 | $6.5410^{-26}$ | 234 | 399 | 0.707 |

The number of steps in the subinterval $[-0.999,0]$ is twice as large as for the subinterval $[0,0.1]$, since we have to pass two layers. First the Riccati function $r^{1}$ will at $t=-0.999$ move rapidly from 0 to 1 . Hereafter its value will stay just below 1 , until $t=0$ is reached. There it changes rapidly back to 0 . On [ $0,0.1$ ] we have a similar intial layer, but the end layer is missing.

### 5.3.6 Conclusion

In the foregoing sections we have investigated the effect of turning points on the accuracy of the Riccati method of Chapter 4. To this end we mainly have restricted the discussion to two-dimensional problems. We conjecture that the conclusions we draw from them are valid for larger systems also.
We have categorized four kind of turning points, namely

I: turning points in growth
A: a slow mode changing into a fast mode
B: a fast mode changing into a slow mode
II: directional turning points
A: non-switchable
B: switchable.
A turning point of the form I:A or II:A will be detected by the integration routine and the stepsize will generally have been decreased before the turning point is reached.

For a turning point of the form I:B it turns out that without any modification steprefinement may be performed too late. This can be circumvented by evaluating a new Jacobian at each BDF-step. After this, such turning points will generally be handled correctly.

The remaining category, the switchable turning points, is the most troublesome. The super-stability property of BDF-methods may cause an incorrect approximation of the dominant subspace. This can happen only if (relatively) large stepsizes are used. By writing all the IVPs in one system the stepsize strategy will be rather conservative. Moreover, as soon as one of the components of this system detects the turning point, then it will be handled correctly, in general. The examples indicate that for two-dimensional problems switchable turning points will generally be noticed too.
If not, however, we have the possibility to check whether the direction of the Riccati transformation is correct or not. As we have seen in Chapter 4 the matrix $\tilde{A}_{11}=A_{11}+A_{12} R_{21}$ governs the growth of the dominant solutions. Similarly the growth of the dominated solutions is governed by $\tilde{A}_{22}=A_{22}-R_{21} A_{12}$. For two-dimensional problems both matrix functions are scalar, say $\tilde{a}_{11}$ and $\tilde{a}_{22}$, respectively. Since we have a dichotomic solution space we may expect that $\binom{1}{r(t)}$ will represent the direction of a dominant mode and therefore $\tilde{a}_{11}(t)$ will not be much smaller than $\tilde{a}_{22}(t)$, for all $t \epsilon[-1,1]$. If, however, $\binom{1}{r(t)}$ happens to be the direction of the dominated subspace, then generally $\tilde{a}_{11}(t) \ll \tilde{a}_{22}(t)$. Hence, by checking the values of $\tilde{a}_{11}(t)$ and $\tilde{a}_{22}(t)$ an incorrect switch may be noticed.

With this safety checking, the extra Jacobian evaluations and the conservative stepsize strategy the Riccati method is able to detect and to handle correctly all kind of turning points in case of a two-dimensional problem.

## Remark 5.31

Checking the values of $\tilde{a}_{11}(t)$ and $\tilde{a}_{22}(t)$ can be generalized to a checking condition for larger problems. In that case the best we can do is comparing $\lambda\left(\tilde{A}_{11}(t)\right)$ with $\lambda\left(\tilde{A}_{22}(t)\right)$. Observe that for such a check the main part of the determination has already been done. In (4.71) it is indicated that for the determination of the correction term in a BDF-step we have to solve a Sylvester equation of the form

$$
\left(I_{n-k}-\mu h \tilde{A}_{22}\right) \Delta X_{21}+\Delta X_{21} \mu h \tilde{A}_{11}=h D_{21}
$$

Therefore $\tilde{A}_{11}$ has already been transformed to quasi-triangular form and $\tilde{A}_{22}$ to Hessenberg form.

## Chapter 6

## Singular Boundary Value Problems

### 6.1 Introduction

The last kind of problems for which we shall investigate the properties of a continuous decoupling transformation are BVPs with a singularity of the first kind ([24], p.114). In this chapter we shall often use the concept of analytic functions, which is defined in

## Definition 6.1

A real (matrix/vector) function $\phi$, defined on $[0,1]$, is called analytic at $t=0$ if there exists a power series $\sum_{k=0}^{\infty} t^{k} \phi^{k}$ with positive radius of convergence $\delta$, such that $\phi(t)=\sum_{k=0}^{\infty} t^{k} \phi^{k}$, for $0 \leq t<\min (1, \delta)$.

Consider the DE

$$
\begin{equation*}
t \frac{d x}{d t}=A(t) x+f(t), \quad t \epsilon(0,1] \tag{1}
\end{equation*}
$$

subject to the BCs

$$
\begin{equation*}
x(0)=\lim _{t \downarrow 0} x(t) \text { exists (and finite) } \tag{2a}
\end{equation*}
$$

and

$$
\begin{equation*}
B^{0} x(0)+B^{1} x(1)=b \tag{2b}
\end{equation*}
$$

where $B^{0}, B^{1} \epsilon \mathbb{R}^{s \times n}$ are such that $\operatorname{rank}\left(\left[B^{0} \mid B^{1}\right]\right)=s$ and $b \in \mathbb{R}^{s}(s$ will be specified later such that the BVP has a unique solution).

## Assumption 6.2

The matrix function $A$ and the vector function $f$ are continuous on $[0,1]$ and analytic at $t=0$.
For $t$ sufficiently small they have the power series expansions

$$
\begin{equation*}
A(t)=\sum_{k=0}^{\infty} t^{k} A^{k} \quad \text { and } \quad f(t)=\sum_{k=0}^{\infty} t^{k} f^{k} \tag{3}
\end{equation*}
$$

(Remark: $A^{k}$ is not the $k$-th power of $A$.)

In Section 6.2 we shall show that the solution space $\mathcal{S}$ of the homogeneous DE corresponding to (1) generally is the sum of a subspace $\mathcal{S}_{1}$ of solutions $x$ having a finite limit at $t=0$ (the dominant subspace) and a subspace $\mathcal{S}_{2}$ of solutions $x$ for which $\lim _{t \downarrow 0} x(t)$ does not exist. The solutions in $\mathcal{S}_{2}$ are fast decaying for ascending $t$. Moreover, if $A(0)$ has purely imaginary eigenvalues then $\mathcal{S}_{2}$ may contain solutions that behave like $\cos (\ln t)$ and $\sin (\ln t)$. Together these solutions constitute the dominated subspace.
As has been done in [34] we shall use a decoupling transformation to decouple $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$. As a result the existence condition (2a) is replaced by a linear boundary condition at $t=\delta$, for some $\delta>0$ (cf. Remark 4.19). Next, the invariant imbedding technique of Section 3.3 will be used to find a relation between the undetermined parts of $x(0)$ and $x(\delta)$. By a combination of these two techniques the singular BVP (1), (2a,b) is replaced by a regular BVP on $[\delta, 1]$. This regular problem can be solved by any of the methods discussed in the foregoing chapters.

The resulting IVPs on $(0, \delta]$ for the decoupling transformation $T$ and parts of the fundamental solution $Y$ (cf. (3.12) and (3.13)) have nice stability properties: at $t=0$ the spectra of the corresponding Jacobians lie in the closed left halfplane $\overline{\mathbb{C}^{-}}$. As we shall see in Theorem 6.17 this implies that all these DEs have solutions that are analytic at $t=0$. This is surprising, since we do not assume that the solution $x$ is itself analytic; a fundamental solution corresponding to (1) and (2a) generally has singularities at $t=0$, involving non-integral powers of $t$ and integral powers of $\log (t)([24], \S 9.5)$.

By the computation of a number of terms of the corresponding power series expansions we can obtain an accurate approximation at $t=\delta$ of the decoupling transformation $T$ and parts of the fundamental solution $Y$. It is this property that gives us the oppurtunity to move away from the singularity at $t=0$.

## Remark 6.3

An approximation at $t=\delta$ of the solution subspace $\mathcal{S}_{1}$ could also be obtained in a more straightforward way. Integrating away from the singular point rapidly gives a good approximation, for almost any initial condition. However, the performance of most numerical integration methods is strongly influenced by the regularity of the solution. Hence, such an integration might be costly. Theorem 6.17 implies that the span of the solutions that satisfy (2a) $\left(\mathcal{S}_{1}\right)$ can be described by analytic functions that may be obtained more easily than the solutions itself. Moreover, if $x(0)$ is not completely determined by the condition (2a) (cf. Theorem 6.5), then, in some way or another, we have to take care for the influence of some solutions that start at $t=0$.

In the case of a homogeneous singular BVP with separated BCs, i.e., $B^{0} \equiv 0$, these nice properties of a continuous decoupling transformation have been noticed before. In the sixties continuous orthonormalization has been quite popular in the Russian literature ([1]), whereas benefits of the Riccati transformation are, for instance, discussed in [47] and [5].

Of course, a singular BVP can also be solved by other techniques, like finite differences ([27]). However, the performance of such a method depends on the smoothness of the solution $x$ (which in some, but by no means all, interesting applications is analytic too), whereas the efficiency of continuous decoupling and invariant imbedding is mainly influenced by the rotational activity of $\mathcal{S}_{1}$ and the output requirements.

### 6.2 Preliminaries

In this section we shall derive and state some elementary results for DEs with a singularity of the first kind. To this end we use the power series expansions given in (3) and, without loss of generality,

## Assumption 6.4

The $n \times n$ matrix $A^{0}$ has the block-diagonal structure

$$
A^{0}=\left[\begin{array}{cccc}
A_{k k}^{0} & 0 & 0 & 0  \tag{4a}\\
0 & 0 & A_{p q}^{0} & 0 \\
0 & 0 & A_{q q}^{0} & 0 \\
0 & 0 & 0 & \underset{p}{\leftrightarrows} \\
\underset{q}{\leftrightarrows} & \underset{m}{A_{m m}^{0}}
\end{array}\right] \begin{aligned}
& I_{k} \\
& I_{p} \\
& I_{q} \\
& I_{m}
\end{aligned},
$$

where the dimensions $k, p, q$ and $m$ are determined by the conditions

$$
\begin{equation*}
\lambda\left(A_{k k}^{0}\right) \subset \mathbb{C}^{+}, \lambda\left(A_{m m}^{0}\right) \subset \mathbb{C}^{-}, \lambda\left(A_{q q}^{0}\right) \subset i \mathbb{R} \text { and } p=\operatorname{dim}\left(\operatorname{ker}\left(A^{0}\right)\right) \tag{4b}
\end{equation*}
$$

Observe that 0 may or may not belong to $\lambda\left(A_{q q}^{0}\right)$. However, the conditions (4b) imply that

$$
\operatorname{rank}\left(\left[\begin{array}{c}
A_{p q}^{0}  \tag{5}\\
A_{q q}^{0}
\end{array}\right]\right)=q
$$

For $x \in \mathbb{R}^{n}$ we shall use two kind of partitions:

Correspondingly to this last partition the matrix function $A$ is partitioned in

With Assumption 6.4 we obtain that $\lambda\left(A_{11}^{0}\right) \subset\left(\mathbb{C}^{+} \cup\{0\}\right), \lambda\left(A_{22}^{0}\right) \subset \overline{\mathbb{C}^{-}}$ and $A_{21}^{0}=0$.
By the condition of existence of $x(0)$, parts of $x(0)$ are determined directly, as is shown in

## Theorem 6.5

Let $x$ satisfy (1) and (2a). Then

$$
\begin{equation*}
A^{0} x(0)+f^{0}=0 \tag{8}
\end{equation*}
$$

where $A^{0}$ and $f^{0}$ are defined in (3).

## Proof:

Assume $A^{0} x(0)+f^{0} \neq 0$. From the $\mathrm{DE}(1)$ and the continuity of the solution
we obtain, for $t$ sufficiently small,

$$
\begin{equation*}
t \frac{d x}{d t}=A^{0} x(0)+f^{0}+\varepsilon(t), \quad \text { where } \varepsilon(t) \rightarrow 0 \text { as } t \rightarrow 0 \tag{9}
\end{equation*}
$$

Choose $t_{0}>0$. Then integration of (9) leads to

$$
x(t)-x\left(t_{0}\right)=\log \left(\frac{t}{t_{0}}\right)\left(A^{0} x(0)+f^{0}\right)+\int_{t_{0}}^{t} \frac{\varepsilon(\tau)}{\tau} d \tau
$$

For $t$ and $t_{0}$ sufficiently small we have, since $\varepsilon(t) \rightarrow 0$ as $t \rightarrow 0$,

$$
\left\|x(t)-x\left(t_{0}\right)\right\| \geq \frac{1}{2}\left\|A^{0} x(0)+f^{0}\right\|\left|\log \left(\frac{t}{t_{0}}\right)\right|
$$

Hence, $\lim _{t \rightarrow 0}\left\|x(t)-x\left(t_{0}\right)\right\|$ does not exist, which contradicts (2a).

## Assumption 6.6

The matrix $A^{0}$ and the vector $f^{0}$ are such that

$$
\binom{f_{p}{ }^{0}}{f_{q}{ }^{0}} \epsilon \mathcal{R}\left(\left[\begin{array}{c}
A_{p q}^{0}  \tag{10}\\
A_{q q}^{0}
\end{array}\right]\right) .
$$

## Corollary 6.7

Assumption 6.6 is a necessary condition for the existence of solutions of (1) subject to (2a).

Observe that (8) can be written as

$$
\left\{\begin{array}{l}
A_{k k}^{0} x_{k}(0)+f_{k}{ }^{0}=0  \tag{11}\\
{\left[\begin{array}{c}
A_{p q}^{0} \\
A_{q q}^{0}
\end{array}\right] x_{q}(0)+\binom{f_{p}{ }^{0}}{f_{q}{ }^{0}}=0} \\
A_{m m}^{0} x_{m}(0)+f_{m}{ }^{0}=0
\end{array}\right.
$$

Hence, using (5) and Corollary $6.7, x_{k}(0), x_{q}(0)$ and $x_{m}(0)$ are uniquely defined by the existence condition (2a). This implies, for instance, that if the DE (1) is homogeneous, then only $x_{p}(0)$ may be non-zero. However, this does not mean that we have $p$ degrees of freedom left, as is seen in

## Theorem 6.8

With the Assumptions 6.2 and 6.4 the $D E$ (1) has solutions $x$, subject to (2a), if and only if (10) is satisfied. In that case these solutions form a $(k+p)$ dimensional linear manifold.

Proof: (sketch)
The necessity of (10) for the existence of a solution $x$ has already been given in Corollary 6.7.
Assume (10) is satisfied. Then $x_{k}(0)$ and $x_{2}(0)$ are uniquely defined by (11). Define $\bar{x}_{0}=\left(\begin{array}{c}x_{k}(0) \\ 0 \\ x_{2}(0)\end{array}\right) \epsilon \mathbb{R}^{n}$ and $g(t)=A(t) \bar{x}_{0}+f(t)$. Then $g$ is analytic at $t=0$ and $g(0)=0$. Now consider the DE

$$
\begin{equation*}
t \frac{d \phi}{d t}=A(t) \phi+g(t), \quad t \epsilon(0,1] \tag{12}
\end{equation*}
$$

If (12) has a solution $\phi$ such that $\phi(0)$ exists, then $x(t)=\phi(t)+\bar{x}_{0}$ is a solution of (1), subject to (2a).

By Theorem 6.5 we know that $\phi_{2}(0)=0$. Let $t_{0}>0$ be given. With the variation of constants formula ([24], p.99) we find that $\phi$ has to satisfy

$$
\begin{align*}
\phi_{1}(t)= & \left(\frac{t}{t_{0}}\right)^{A_{11}^{0}} \xi_{1}+  \tag{13a}\\
& \int_{t_{0}}^{t}\left(\frac{t}{\tau}\right)^{A_{11}^{0}}\left(\frac{A_{12}^{0} \phi_{2}(\tau)+\left[A_{11}^{*}(\tau) A_{12}^{*}(\tau)\right] \phi(\tau)+g_{1}(\tau)}{\tau}\right) d \tau \\
\phi_{2}(t)= & \int_{0}^{t}\left(\frac{t}{\tau}\right)^{A_{22}^{0}}\left(\frac{\left[A_{21}^{*}(\tau) A_{22}^{*}(\tau)\right] \phi(\tau)+g_{2}(\tau)}{\tau}\right) d \tau \tag{13a}
\end{align*}
$$

where $A^{*}(t)=A(t)-A^{0}$ and $\xi_{1} \in \mathbb{R}^{k+p}$.
Existence of a solution $\phi$ of $(13 \mathrm{a}, \mathrm{b})$ for $t \epsilon\left(0, t_{0}\right]$ and any $\xi_{1} \in \mathbb{R}^{k+p}$ can, for sufficiently small $t_{0}$, be proved by the method of successive approximations, starting with $\phi^{(0)} \equiv 0$. At the same time, using that $\lambda\left(A_{11}{ }^{0}\right) \subset\left(\mathbb{C}^{+} \cup\{0\}\right)$ ( 0 being a non-defective eigenvalue ([20], p.196)) and $\lambda\left(A_{22}{ }^{0}\right) \subset \overline{\mathbb{C}^{-}}$, we obtain that there exist constants $c_{1}, c_{2}>0$ such that, for $t$ sufficiently small,

$$
\left\|\phi_{1}(t)\right\| \leq c_{1} \quad \text { and } \quad\left\|\phi_{2}(t)\right\| \leq c_{2} t
$$

For other values of $t$ the boundedness of $\phi$ is obvious, which implies that $\phi$ satisfies (12) and $\phi(0)$ exists.

Moreover, $\phi$ depends linearly on $\xi_{1}$. This proves that the solution manifold of $(13 \mathrm{a}, \mathrm{b})$ is $(k+p)$-dimensional.

## Corollary 6.9 (cf. [27])

In order to obtain a unique solution of (1), subject to (2a,b), the number s of independent BCs (2b) must be equal to $k+p$.

## Proof:

By Theorem 6.8 we see that the existence condition (2a) imposes $q+m$ linear restrictions on the solution. Hence, the solution is uniquely determined by another $k+p$ independent linear restrictions.

The solution method we propose is based on continuous decoupling transformations. Then a non-linear IVP has to be solved (cf. Section 3.2). In the next section we shall prove that this non-linear IVP has a solution which is analytic at $t=0$. To this end we investigate the behaviour of a solution of a special class of non-linear singular IVPs in the complex plane. This complexification is needed, since the space of analytic functions at $t=0$, defined on $(0,1]$, is not complete.

## Theorem 6.10

Let $\delta_{1}, \delta_{2}>0$ be given. Define the set $\mathcal{A}$ by

$$
\mathcal{A}=\left\{(z, x) \epsilon \mathbb{C} \times \mathbb{C}^{n}| | z \mid \leq \delta_{1} \wedge\|x\| \leq \delta_{2}\right\}
$$

Let $F: \mathbb{C} \times \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be a given function, being analytic in both arguments on $\mathcal{A}$, i.e., the formal power series

$$
F(z, x)=\sum_{i, j_{1}, \ldots, j_{n}=0}^{\infty} f_{i j_{2} \cdots j_{n}} z^{i} x_{1}^{j_{1}} x_{2}^{j_{2}} \cdots x_{n}^{j_{n}}
$$

where $f_{i j_{1} \cdots j_{n}} \in \mathbb{C}^{n}$, converges for all $(z, x) \epsilon \mathcal{A}$. Define

$$
F_{1}=\frac{\partial F}{\partial x}(0,0)
$$

Suppose that
(i) $F(0,0)=0$
(ii) $\lambda\left(F_{1}\right) \subset \overline{\mathbb{C}^{-}}$.

Then there exists a $\delta_{0}>0$ such that the IVP

$$
\begin{equation*}
z \frac{d x}{d z}=F(z, x) \tag{14a}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\lim _{\substack{t \not 0 \\ t \in \mathbb{R}^{+}}} x(t)=0 \tag{14b}
\end{equation*}
$$

has exactly one analytic solution for $|z| \leq \delta_{0}$.

## Proof: (sketch)

By the variation of constants formula we obtain that for analytic functions $x$ $(14 a, b)$ is equivalent to the integral equation

$$
\begin{equation*}
x(z)=\int_{0}^{1} \tau^{-F_{1}} \bar{F}(\tau z, x(\tau z)) \frac{d \tau}{\tau} \tag{15}
\end{equation*}
$$

where $\bar{F}(z, x)=F(z, x)-F_{1} x$.
On $\left\{z \in \mathbb{C}||z| \leq \delta\}\right.$ define the sequence of functions $\left\{x^{i}\right\}$ by

$$
\left\{\begin{array}{l}
x^{0} \equiv 0 \\
x^{i+1}(z)=\int_{0}^{1} \tau^{-F_{1}} \bar{F}\left(\tau z, x^{i}(\tau z)\right) \frac{d \tau}{\tau}
\end{array}\right.
$$

In [34] it is shown that there exists a $\delta$, with $0<\delta \leq \delta_{1}$, such that for all $|z| \leq \delta$ and $i=0,1,2, \cdots$
(i) $x^{i}(z)$ is well-defined and analytic at $z=0$
(ii) $\exists_{c \in \mathbb{R}^{+}}$such that $\left\|x^{i}(z)\right\| \leq c|z|$
(iii) on $\left\{z \in \mathbb{C}||z| \leq \delta\}\right.$ the sequence $\left\{x^{i}\right\}$ converges uniformly.

This proves the existence of an analytic solution of (14a,b).
Let $y$ be another analytic solution of (14a, b) and define $e(z)=x(z)-y(z)$. Then $e$ is an analytic function at $z=0$, satisfying the integral equation

$$
\begin{equation*}
e(z)=\int_{0}^{1} \tau^{-F_{1}}(\bar{F}(\tau z, x(\tau z))-\bar{F}(\tau z, y(\tau z))) \frac{d \tau}{\tau} \tag{16}
\end{equation*}
$$

It can be shown ([61], p.93) that there exists a constant $c_{1}$, such that

$$
\left\|\tau^{-F_{1}}\right\| \leq c_{1}\left(|\ln (\tau)|^{\nu-1}+1\right), \quad 0<\tau \leq 1
$$

where $\nu$ is the size of the largest Jordan-block corresponding to an eigenvalue $\lambda$ of $F_{1}$ with $\operatorname{Re}(\lambda)=0$. Moreover, since $\frac{\partial \bar{F}}{\partial x}(0,0)=0$, there exists a constant
$c_{2}$ such that

$$
\left\|\frac{\partial \bar{F}}{\partial x}(z, x)\right\| \leq c_{2}(|z|+\|x\|)
$$

Therefore, using (16) and the analyticity of $x$ and $y$, we obtain that

$$
\|e(z)\| \leq c_{3}|z| \max _{0 \leq \tau \leq 1}\|e(\tau z)\|
$$

for some positive constant $c_{3}$. This implies that $e(z)=0$, for $|z|$ sufficiently small. By uniqueness of the power series expansion of an analytic function we obtain that $x(z)=y(z)$, for $|z| \leq \delta$.

## Remark 6.11

Under the assumptions of Theorem 6.10 (14a,b) does not necessarily have a unique solution. For example, let $F(z, x)=x^{2}$. Then ( $14 \mathrm{a}, \mathrm{b}$ ) has infinitely many solutions, namely $x(z)=0 \vee x(z)=(c-\log z)^{-1}(c \in \mathbb{C})$. Of course, only the first one of these solutions is analytic at $z=0$.
However, one can show that each of the following restrictions makes the solution unique:

- restrictions to the DE:
(a) $\lambda\left(F_{1}\right) \subset \mathbb{C}^{-} \quad$ or
(b) $F$ linear in $x$,
- restrictions to the solution:
(c) $\|x(z)\|=\mathrm{O}\left(|z|^{\varepsilon}\right) \quad(\varepsilon>0)$.

Clearly we have the following result:

## Property 6.12

If all coefficients of $F$ in Theorem 6.10 are real, i.e., $f_{i j_{1} \cdots j_{n}} \in \mathbb{R}^{n}$, then the analytic solution of $(14 \mathrm{a}, \mathrm{b})$, restricted to the interval $\left[0, \delta_{0}\right]$, is real.

## Example 6.13

Consider the linear IVP

$$
\left\{\begin{align*}
t \frac{d x}{d t} & =A(t) x(t)+f(t), \quad t \epsilon(0,1]  \tag{17a}\\
x(0) & =x_{0}
\end{align*}\right.
$$

where $A$ and $f$ are analytic at $t=0$ and $\lambda(A(0)) \subset \overline{\mathbb{C}^{-}}$. By Theorem 6.5 we have to assume that $A(0) x_{0}+f(0)=0$.
Define, for $t \epsilon[0,1], \phi(t)=x(t)-x_{0}$. Then $\phi$ is a solution of

$$
\left\{\begin{align*}
t \frac{d \phi}{d t} & =A(t) \phi+g(t), \quad t \epsilon(0,1]  \tag{17b}\\
\phi(0) & =0
\end{align*}\right.
$$

where $g(t)=A(t) x_{0}+f(t)$. Hence, $g(0)=0$.
The linearity of (17b) implies that $\phi$ is unique and analytic (cf. Remark 6.11) and as a consequence this holds for the solution $x$ of (17a) as well.

### 6.3 The Riccati method

In Section 6.2 we have seen that the existence condition of $x(0)$ implies that $x_{k}(0)$ and $x_{2}(0)$ can be computed directly (cf. (11)). Write

$$
B^{0}=\left[\begin{array}{ccc}
B^{0 k} & B^{0 p} & B^{02} \\
\overleftrightarrow{~} & \stackrel{\leftrightarrow}{\leftrightarrows} & \overleftrightarrow{q+m}
\end{array}\right]
$$

Then the $\mathrm{BC}(2 \mathrm{~b})$ reduces to the $k+p$ conditions

$$
B^{0 p} x_{p}(0)+B^{1} x(1)=b-B^{0}\left(\begin{array}{c}
x_{k}(0)  \tag{18}\\
0 \\
x_{2}(0)
\end{array}\right)
$$

where $x_{k}(0)$ and $x_{2}(0)$ are given.
This seems to be too many restrictions, but is not; the fact that $x_{k}(0)$ is known does not impose extra restrictions to the solution, as may be derived from (13a).

### 6.3.1 The Riccati transformation

Now we want to use a decoupling transformation to separate between the solution subspace $\mathcal{S}_{1}$, consisting of all homogeneous modes of (1) existing at $t=0$, and $\mathcal{S}_{2}$, the subspace of fast decaying solutions. To this end we shall use a Riccati transformation, although similar results can be derived for continuous orthonormalization methods.

From Theorem 6.8 we observe that the size of the Riccati matrix function $R_{21}$
must be $(q+m) \times(k+p)$. From the Lyapunov equation (3.13) (and (4.5)) we obtain that $R_{21}$ has to satisfy the DE

$$
\begin{equation*}
t \frac{d}{d t} R_{21}=A_{21}(t)+A_{22}(t) R_{21}-R_{21} A_{11}(t)-R_{21} A_{12}(t) R_{21} \tag{19}
\end{equation*}
$$

Observe that by Assumption 6.4 the matrix $A(0)=A^{0}$ has already a nice form: block upper triangular and correctly ordered (cf. Assumption 4.12). By the definition of $\mathcal{S}_{1}$ the choice $R_{21}(0)=0$ leads to a consistent fundamental solution (cf. Section 4.4.1). Moreover, the boundedness of $R_{21}$ is mainly determined by the rotational activity of $\mathcal{S}_{1}$ and the difference in growth between solutions in $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ (cf. Section 4.2). This difference grows unboundedly when $t \downarrow 0$. Therefore we may expect the Riccati matrix to be a rather smooth function, at least for $t$ sufficiently small. Indeed, we have

## Theorem 6.14

There exists a $\xi>0$ such that (19), subject to $R_{21}(0)=0$, has exactly one solution on $[0, \xi)$ that is analytic at $t=0$.

Proof:
Consider the entries of a matrix function $U(t) \in \mathbb{R}^{(q+m) \times(k+p)}$ as entries of a vector function $u(t) \epsilon \mathbb{R}^{(q+m)(k+p)}$. Let $F(t, U)=A_{21}(t)+A_{22}(t) U-U A_{11}(t)-$ $U A_{12}(t) U$ and let $\tilde{F}(t, u)$ be the associated vector function. Now it is evident that $\tilde{F}(t, u)$ satisfies the conditions (i) and (ii) of Theorem 6.10 and the condition of Property 6.12. Moreover, for $F_{1}=\frac{\partial \tilde{F}}{\partial u}(0,0)$ we have

$$
F_{1} u=\left(A_{22}^{0} \oplus\left(-A_{11}^{0}\right)\right) u
$$

where $\oplus$ denotes the Kronecker sum. So
$\lambda\left(F_{1}\right)=\lambda\left(A_{22}{ }^{0}\right)+\lambda\left(-{A_{11}}^{0}\right)=\left\{\gamma \epsilon \mathbb{C} \mid \gamma=\beta-\alpha, \beta \epsilon \lambda\left(A_{22}{ }^{0}\right), \alpha \epsilon \lambda\left({A_{11}}^{0}\right)\right\}$.
The partition has been chosen such that $\lambda\left(F_{1}\right) \subset \overline{\mathbb{C}^{-}}$. So, with $R_{21}(0)=0$, all conditions are satisfied to guarantee on $[0, \xi)(\xi>0)$ the existence of exactly one solution of (19) that is analytic at $t=0$.

From now on we shall mean by $R_{21}$ this unique analytic solution of (19), starting with $R_{21}(0)=0$.

## Remark 6.15

Write, for t sufficiently small, $R_{21}(t)=\sum_{k=1}^{\infty} t^{k} C^{k}$. Using the power series expansion of $A$ we obtain by formal differentiation and multiplication the following relation for $C^{k}(k=1,2, \cdots)$ :

$$
\begin{align*}
& \left(k I_{q+m}-A_{22}{ }^{0}\right) C^{k}+C^{k} A_{11}^{0}=  \tag{20}\\
& \quad A_{21}^{k}+\sum_{m=1}^{k-1}\left(A_{22}^{m} C^{k-m}-C^{k-m} A_{11}^{m}-C^{m} \sum_{n=0}^{k-m-1} A_{12}^{n} C^{k-m-n}\right)
\end{align*}
$$

By Lemma 1.4 this Sylvester equation has a unique solution, for all $k \geq 1$. Hence, $C^{1}, C^{2}, \cdots$ can be calculated consecutively.

To show the close relationship with the Riccati matrix in the regular case we formulate the following result (cf. Property 4.1):

## Theorem 6.16

Let $\xi>0$ be such that the Riccati matrix $R_{21}$ exists on $[0, \xi)$. Then there exists a fundamental solution $X=\underset{\text { k+p }}{\left[\begin{array}{ll}X_{1} & X_{2} \\ \rightleftarrows+m\end{array}\right.}$, satisfying the homogeneous $D E$

$$
t \frac{d}{d t} X=A(t) X, \quad t \epsilon(0,1]
$$

such that, for all $t \epsilon(0, \xi)$, we have the relation

$$
R_{21}(t)=X_{21}(t) X_{11}^{-1}(t) .
$$

## Proof:

If $X$ is a fundamental solution with $X_{11}(t)$ non-singular, for all $t \epsilon(0, \xi)$, then it follows by simple manipulation that $X_{21} X_{11}^{-1}$ satisfies the same DE as $R_{21}$. In that case, using Theorem 6.10, it suffices to show that $X_{21} X_{11}{ }^{-1}$ is analytic at $t=0$ and $\lim _{t \rightarrow 0} X_{21}(t) X_{11}^{-1}(t)=0$.
If $A^{0}$ has no eigenvalues that differ by a positive integer, then there exists a fundamental solution X of the form

$$
X(t)=P(t) t^{A^{0}}, \quad t \in(0,1]
$$

where $P$ is analytic at $t=0$ and $P(0)=I_{n}$ ([24], Theorem 9.5.c). This matrix $X$ already has the desired property, since $X_{21}(t) X_{11}^{-1}(t)=P_{21}(t) P_{11}{ }^{-1}(t)$. If $A^{0}$ does have eigenvalues that differ by a positive integer, then the proof
becomes rather technical and therefore we refer to ([34]).

Note that the initial value $R_{21}(0)=0$ exactly corresponds to the BC ' $x_{2}(0)$ given' (see (4.29)). This implies that we may use the technique for separated BCs, as described in Section 4.3 and summarized in Property 4.18. This results in

## Theorem 6.17

Let $\xi>0$ be such that the analytic solution $R_{21}$ of (19) exists on $[0, \xi)$. Then any solution of the incomplete singular IVP

$$
\begin{equation*}
t \frac{d x}{d t}=A(t) x+f(t) \tag{21a}
\end{equation*}
$$

subject to (cf. (11))

$$
\left[\begin{array}{cc}
A_{p q}^{0} & 0  \tag{21b}\\
A_{q q}^{0} & 0 \\
0 & A_{m m}^{0}
\end{array}\right] x_{2}(0)+\left(\begin{array}{c}
f_{p}{ }^{0} \\
f_{q}{ }^{0} \\
f_{m}{ }^{0}
\end{array}\right)=0
$$

satisfies the relation

$$
\left[\begin{array}{ll}
-R_{21}(t) & I_{q+m} \tag{22}
\end{array}\right] x(t)=y_{2}(t), \quad t \in[0, \xi)
$$

where $y_{2}$ is the unique and analytic solution of the singular IVP

$$
\begin{equation*}
t \frac{d y_{2}}{d t}=\left(A_{22}(t)-R_{21}(t) A_{12}(t)\right) y_{2}-R_{21}(t) f_{1}(t)+f_{2}(t), \quad t \epsilon(0, \xi),(2 \tag{23}
\end{equation*}
$$

subject to $y_{2}(0)=x_{2}(0)$.

## Proof:

Observe that the DE (23) can be obtained from the relation (22) by formal differentiation. By the definition of $q$ and Assumption 6.6 the system (21b) has a unique solution. So, (22) is satisfied for $t=0$. This implies that (22) is valid, for all $t$.
Define $\tilde{A}_{22}(t)=A_{22}(t)-R_{21}(t) A_{12}(t)$ and $\tilde{f}_{2}(t)=-R_{21}(t) f_{1}(t)+f_{2}(t)$. Then (23) can be written as

$$
t \frac{d y_{2}}{d t}=\tilde{A}_{22}(t) y_{2}+\tilde{f}_{2}(t), \quad t \epsilon(0, \xi)
$$

Note that $\tilde{A}_{22}$ and $\tilde{f}_{2}$ are analytic functions at $t=0$. Moreover, $\lambda\left(\tilde{A}_{22}(0)\right)=$ $\lambda\left(A_{22}{ }^{0}\right) \subset \overline{\mathbb{C}^{-}}$and, by Theorem 6.5, $\tilde{A}_{22}(0) y_{2}(0)+\tilde{f}_{2}(0)=0$. Hence, by

Theorem 6.10 , (23) has exactly one solution which is analytic at $t=0$. Since the DE is linear this solution is the unique solution of (23) (cf. Remark 6.11).

So, we have derived that the BC ' $x_{2}(0)$ given' can be transferred to $q+m$ independent linear BCs at a position, say $\delta$, inside the interval ( 0,1 ], away from the singularity. To this end we need to compute the Riccati matrix $R_{21}$, satisfying (19) with $R_{21}(0)=0$, and a vector function $y_{2}$, satisfying (23) with $y_{2}(0)=x_{2}(0)$. Both these functions are analytic at $t=0$. Hence, we may use the first terms of their power series expansions to move away from the singularity.

### 6.3.2 Invariant imbedding

By the Riccati transformation of Section 6.3.1 the BC ' $x_{2}(0)$ given' has been transferred to a BC at $t=\delta$. In this section we shall use the invariant imbedding technique of Section 3.3 to transfer the remaining $k+p$ BCs (cf. (18))

$$
B^{0 p} x_{p}(0)+B^{1} x(1)=b-B^{0}\left(\begin{array}{c}
x_{k}(0)  \tag{24}\\
0 \\
x_{2}(0)
\end{array}\right)
$$

into BCs of the form

$$
\begin{equation*}
B^{\delta} x(\delta)+B^{1} x(1)=\tilde{b} \tag{25}
\end{equation*}
$$

where $B^{\delta} \epsilon \mathbb{R}^{(k+p) \times n}$ and $\tilde{b} \in \mathbb{R}^{k+p}$. To this end we have to express $x_{p}(0)$ in terms of $x_{1}(\delta)$.
Since $y_{2}(0)$ is known and, by the special form of the Riccati transformation, $y_{1} \equiv x_{1}$, the recovery transformation (3.50) can be reduced to the simpler form (cf. (4.35))

$$
x_{1}(0)=R_{11}(t) x_{1}(t)+g_{1}(t), \quad t \geq 0
$$

However, in our situation $x_{k}(0)$ is known also. Hence, we can restrict ourselves to the relation

$$
\begin{equation*}
x_{p}(0)=R_{p 1}(t) x_{1}(t)+g_{p}(t), \quad t \geq 0 \tag{26}
\end{equation*}
$$

where $R_{p 1}(t) \epsilon \mathbb{R}^{p \times(k+p)}$ and $g_{p}(t) \in \mathbb{R}^{p}$.
As in Sections 3.5 and 4.3 we obtain that $R_{p 1}$ and $g_{p}$ have to satisfy the IVPs

$$
\begin{align*}
& t \frac{d}{d t} R_{p 1}=-R_{p 1}\left(A_{11}(t)+A_{12}(t) R_{21}(t)\right), t>0, \quad R_{p 1}(0)=\left[\begin{array}{ll}
0 & \left.I_{p}\right]
\end{array}\right](27 \mathrm{a}) \\
& t \frac{d}{d t} g_{p}=-R_{p 1}(t)\left(A_{12}(t) y_{2}(t)+f_{1}(t)\right), t>0, \quad g_{p}(0)=0 \tag{27b}
\end{align*}
$$

Define $\tilde{A}_{11}(t)=A_{11}(t)+A_{12}(t) R_{21}(t)$. Observe that $\tilde{A}_{11}$ is analytic at $t=0$. Moreover, since $R_{21}(0)=0, \lambda\left(-\tilde{A}_{11}(0)\right)=\lambda\left(-A_{11}{ }^{0}\right) \subset \overline{\mathbb{C}^{-}}$. Hence, by Theorem 6.10, $R_{p 1}$ is analytic at $t=0$. Since $A_{12}, y_{2}$ and $f_{1}$ are analytic at $t=0$ and $A_{12}(0) y_{2}(0)+f_{1}(0)=A_{12}(0) x_{2}(0)+f_{1}(0)=0$, the vector function $g_{p}$ is analytic at $t=0$ as well.
If $R_{p 1}$ and $g_{p}$ have been computed until $t=\delta$, then the BCs (24) are transferred into the BCs

$$
B^{0 p} R_{p 1}(\delta) x_{1}(\delta)+B^{1} x(1)=b-B^{0}\left(\begin{array}{c}
x_{k}(0)  \tag{28}\\
g_{p}(\delta) \\
x_{2}(0)
\end{array}\right)
$$

## Remark 6.18

In [34] it is shown that $R_{p 1}$ is the matrix consisting of the last $p$ rows of $X_{11}{ }^{-1}$, where $X_{11}$ is the $k \times k$ upper diagonal block of the fundamental solution $X$, defined in Theorem 6.16.

### 6.3.3 The regular BVP on $[\delta, 1]$

Together with the condition (22) the BCs (28) give a complete set of BCs on $[\delta, 1]$ :

$$
\left[\begin{array}{cc}
B^{0 p} R_{p 1}(\delta) & 0  \tag{29}\\
-R_{21}(\delta) & I_{q+m}
\end{array}\right] x(\delta)+\left[\begin{array}{c}
B^{1} \\
0
\end{array}\right] x(1)=\binom{b-B^{0}\left(\begin{array}{c}
x_{k}(0) \\
g_{p}(\delta) \\
x_{2}(0)
\end{array}\right)}{y_{2}(\delta)}
$$

where $x_{k}(0)$ and $x_{2}(0)$ are given vectors, determined by (11).
Hence, a solution of the singular BVP (1), subject to (2a,b), is on $[\delta, 1]$ also a solution of the regular BVP (1), subject to (29). Finally we show that this solution is unique.

## Theorem 6.19

The regular BVP (1), (29) has a unique solution if and only if the singular $B V P(1),(2 \mathrm{a}, \mathrm{b})$ has a unique solution.

## Proof:

Let $\bar{x}$ be a particular solution of (1), with

$$
\bar{x}(0)=\left(\begin{array}{c}
x_{k}(0) \\
0 \\
x_{2}(0)
\end{array}\right)
$$

where $x_{k}(0)$ and $x_{2}(0)$ being determined by (11).
Let $X=\left[\begin{array}{ll}X_{1} & X_{2}\end{array}\right]$ be a fundamental solution such that $\mathcal{R}\left(X_{1}\right)$ contains all homogeneous modes of (1), satisfying (2a). Hence, $R_{21}=X_{21} X_{11}^{-1}$ (cf. Theorem 6.16) and for any solution of (1), subject to (2a), there exists a vector $c_{1} \in \mathbb{R}^{k+p}$ such that

$$
x(t)=X_{1}(t) c_{1}+\bar{x}(t)
$$

By the special choice of $X_{1}$ and $\bar{x}(0)$ we have that (11) is indeed satisfied. Moreover, from the BCs (2b) we obtain that $c_{1}$ has to satisfy

$$
\left(\left[\begin{array}{lll}
0 & B^{0 p} & 0
\end{array}\right] X_{1}(0)+B^{1} X_{1}(1)\right) c_{1}=b-B^{0} \bar{x}(0)-B^{1} \bar{x}(1) .
$$

So the singular BVP has a unique solution if and only if the $(k+p) \times(k+p)$ matrix

$$
\left[\begin{array}{lll}
0 & B^{0 p} & 0
\end{array}\right] X_{1}(0)+B^{1} X_{1}(1)=\left[\begin{array}{ll}
0 & B^{0 p} \tag{30}
\end{array}\right]+B^{1} X_{1}(1)
$$

is non-singular (cf. Theorem 2.1).
Now define (cf. (29) )

$$
B^{\delta}=\left[\begin{array}{cc}
B^{0 p} R_{p 1}(\delta) & 0 \\
-R_{21}(\delta) & I_{q+m}
\end{array}\right]
$$

Then the regular BVP has a unique solution if and only if the $n \times n$ matrix

$$
\mathcal{B}(X)=B^{\delta} X(\delta)+\left[\begin{array}{c}
B^{1} \\
0
\end{array}\right] X(1)
$$

is non-singular. Since $R_{21}=X_{21} X_{11}{ }^{-1}$ we observe that $\mathcal{B}(X)_{21}=0$. Moreover, (see (30))

$$
\mathcal{B}(X)_{11}=\left[\begin{array}{ll}
0 & B^{0 p}
\end{array}\right]+B^{1} X_{1}(1)
$$

which is non-singular if and only if the singular BVP has a unique solution. Hence, it suffices to show that $\mathcal{B}(X)_{22}$ is non-singular.
Note that, since $X(\delta)$ and $X_{11}(\delta)$ are non-singular,

$$
\begin{aligned}
\mathcal{B}(X)_{22} & =R_{21}(\delta) X_{12}(\delta)+X_{22}(\delta) \\
& =-X_{21}(\delta) X_{11}-1(\delta) X_{12}(\delta)+X_{22}(\delta) \\
& =\left(\left(X^{-1}(\delta)\right)_{22}\right)^{-1}
\end{aligned}
$$

Therefore $\mathcal{B}(X)$ is non-singular.

To solve the regular BVP any of the techniques discussed in the foregoing chapters may be used. However, for a continuous decoupling method, like the Riccati transformation, one probably has to choose another partition. If $q \neq 0$ then the original partition used on $(0, \delta]$ will generally not correspond to an (exponential) dichotomy on $[\delta, 1]$. Therefore, on $[\delta, 1]$ it might be better to use a Riccati matrix which is of order $(n-k) \times k$ or $m \times(n-m)$. For example: let $A(t) \approx \operatorname{diag}\left(\lambda(t),\left[\begin{array}{ll}t & 1 \\ 0 & t\end{array}\right],-\lambda(t)\right)$, where $\lambda(t) \gg 1$, for all $t$. Then we shall have one fast increasing mode, one fast decaying mode and two slowly varying modes. Hence, on [ $\delta, 1$ ] difference in growth behaviour is more pronounced if we take $\operatorname{dim}\left(\mathcal{S}_{1}\right)=1$ or 3 .

Remark 6.20
As in the regular case it is not necessary to store and interpolate intermediate results. All the required functions can be computed by solving just one ( $n-$ $k) \times(k+p+1)$ Riccati DE. Write

$$
R=\left[\begin{array}{c|c}
R_{p 1} & g_{p} \\
R_{21} & y_{2}
\end{array}\right]
$$

Then, for $t \geq 0$, we have

$$
\begin{aligned}
t \frac{d R}{d t}= & {\left[\begin{array}{c|c}
0 & 0 \\
A_{21}(t) & f_{2}(t)
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
0 & A_{22}(t)
\end{array}\right] R-} \\
& R\left[\begin{array}{c|c}
A_{11}(t) & f_{1}(t) \\
\hline 0 & 0
\end{array}\right]-R\left[\begin{array}{cc}
0 & A_{12}(t) \\
\hline 0 & 0
\end{array}\right] R
\end{aligned}
$$

subject to

$$
R(0)=\left[\begin{array}{cc|c}
0 & I_{p} & 0 \\
0 & 0 & x_{2}(0)
\end{array}\right]
$$

By Theorem 6.10 this IVP has exactly one solution which is analytic at $t=0$.
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## Remark 6.21

If the existence condition (2a) is replaced by the boundedness condition

$$
\begin{equation*}
\sup _{t \in(0,1]}\|x(t)\|<\infty \tag{31}
\end{equation*}
$$

then still a reduction to a regular BVP on [ $\delta, 1$ ] can be obtained. In that case we have to transform $A^{0}$ such that the purely imaginary eigenvalues and the corresponding invariant subspaces of $A^{0}$ have been isolated too. Hereafter, a technique similar to the one derived above may be used. For details we refer to [34].
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exponential trichotomy 120
factorization method 45
fast modes 118
flow 20
forward sweep 60, 91
fundamental solution 16
gap 8
glb 3
Godunov-Conte 44
Green's function 17, 41
incremental matrix 35,58
inner solution 119
invariant imbedding 55, 60, 187
invariant subspace 4
(pseudo)-inverse 4

## kernel 1

layer 118,150
internal 119
LSODA 106
lub 3
Lyapunov equation 46
matrix product 5
measure 7
(Euclidean/matrix) norm 2
nullspace 1
(column/row) orthogonal 2
outer solution 119
quasi-triangular 5
QR-decomposition 2
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