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S.A. van de Geer
Preface

In this book, I consider least squares estimation of a regression function. The study was initiated by a statistical consultation where I was confronted with a two-phase regression problem with a halfspace as unknown parameter. Richard Gill pointed out to me that halfspaces form a Vapnik-Chervonenkis class. When I looked up the concept of a Vapnik-Chervonenkis class, I encountered the recent empirical process theory, and this immediately led to the formulation of a consistency theorem for a general regression model. Further research consisted partly in refining this result, hoping that eventually it could be applied directly to two-phase regression. However, I did not succeed in avoiding ad hoc arguments for this model.

The Centre for Mathematics and Computer Science provided me the opportunity to carry out the research. I am indebted to Richard Gill for his many good suggestions concerning all aspects of preparing the manuscript. I received much help from Wim van Zwet, who spent a great amount of time on converting my 'impressionistic' ideas into precise mathematics. I want to express my thanks to Wilbert Kallenberg for his suggestions that led to the proof of Theorem 7.2.6, to Michel Voors for carrying out the computations and to Jossi Kustina for her excellent typing. I am most grateful for the support of my friends and especially want to mention the assistance of Leen Stougie and Sjoerd Verduyn Lunel during the last months when time was running out.
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Chapter 1

Introduction

1.1. Goal and Itinerary of this Study

The problem we investigate is least squares estimation of a regression function. We have $n$ observations $(x_k, y_k)$, $k = 1, \ldots, n$, which are assumed to satisfy

$$y_k = g(x_k) + \epsilon_k, \quad k = 1, \ldots, n,$$

where the disturbances $\epsilon_k$ are independent and all have expectation zero and finite variance, and where the $x_k$ are vectors in some Euclidean space. The function $g(\cdot)$ is in part unknown. The least squares method for estimating $g$ is: find a $\hat{g}$, such that

$$\frac{1}{n} \sum_{k=1}^{n} (y_k - g(x_k))^2$$

is minimized, where the minimization is over the class $\mathcal{g}$ of the regression functions that one considers feasible. The properties of the least squares estimator $\hat{g}$, depend on to which extent $g$ is unknown, i.e. on $\mathcal{g}$. If it is known that the regression is linear, then $\mathcal{g} = \{g(x) = x \theta: \theta \in \Theta\}$ is the class of linear functions and we are in a classical situation. Linear regression has been studied extensively. More recent work in this field focuses e.g. on necessary conditions for consistency (LAI, ROBBINS and WEI (1978)).

Linear regression is a special case of the situation where $g$ is known up to a finite-dimensional parameter. This more general case is called nonlinear regression. The class $\mathcal{g}$ is $\mathcal{g} = \{g = g(\cdot; \theta): \theta \in \Theta\}$, with $\Theta \subset \mathbb{R}^r$. Because of the possible nonlinearity, the approach to the study of the least squares estimator is mostly asymptotic. HARTLEY and BAKER (1965) prove asymptotic normality under the assumption of normally distributed errors. As in JENNICH (1969),
we shall not specify the distribution of the \( \epsilon_k \). Jennrich obtains consistency and asymptotic normality under regularity conditions on the \( g(\cdot, \theta) \). Later, these conditions have been refined (Wu (1981)). However, there still remain nonlinear models that have only been investigated on an ad hoc basis. As an example we present a two-phase regression model in its simplest form.

**Example 1.1.**

\[
y_k = \begin{cases} 
\alpha^{(1)} + \epsilon_k, & \text{if } x_k \leq \gamma \\
\alpha^{(2)} + \epsilon_k, & \text{if } x_k > \gamma 
\end{cases}
\]

Both the \( \alpha^{(i)}, i = 1, 2 \), and \( \gamma \) are unknown parameters. The class \( \mathcal{G} \) is

\[
\mathcal{G} = \{ g = \alpha^{(1)}(1 - \omega, \eta) + \alpha^{(2)}(\omega, \eta); \, \alpha^{(1)}, \alpha^{(2)}, \eta \in \mathbb{R} \}.
\]

Nonlinear regression, in turn, is a special case of a even more general class of models which includes non- and semiparametric regression. In the latter cases the regression functions can no longer be indexed by a finite-dimensional parameter.

**Example 1.2.**

\[
y_k = g(x_k) + \epsilon_k,
\]

\[
g \in \mathcal{G} = \{ g : \mathbb{R} \rightarrow \mathbb{R}, g \text{ has } m \text{ derivatives, } \int |g^{(m)}|^2 \leq K \},
\]

with \( K \) a known constant.

Another example of nonparametric regression is e.g. the situation where only monotonicity of the regression function is assumed.

We shall take a unified approach in investigating the asymptotic properties of the least squares estimator. We regard the function \( g \) itself as unknown parameter and we shall study how well \( g \) can be estimated by the least squares method, given that \( g \) is a member of a class \( \mathcal{G} \) of regression functions. It is to be expected that the asymptotic behaviour of \( \hat{g}_n \) is primarily determined by the properties of \( \mathcal{G} \), the parameter space. In particular, the larger or richer \( \mathcal{G} \) is, the harder it will be to estimate \( g \). Using concepts of empirical process theory, we shall give a precise description of the link between the 'size' of \( \mathcal{G} \) and the behaviour of \( \hat{g}_n \). Empirical process theory is the theory of uniform laws of large numbers and uniform central limit theorems. Its topics are limit theorems for processes indexed by sets or functions. For instance, let \( H_\mathbb{R} \) be the empirical distribution based on \( n \) independent observations \( x_k \) from \( H \). \( H_\mathbb{R} \) puts mass \( 1/n \) on each of the \( x_k, k = 1, \ldots, n \). The theory supplies us with sufficient and - modulo measurability - also necessary conditions such that for a class \( \mathcal{G} \) of \( H \)-square integrable functions \( g \)

\[
\sup_{g \in \mathcal{G}} 0 \int |g|^2 d(H_\mathbb{R} - H) \rightarrow 0 \text{ almost surely,} \tag{1.1}
\]

as \( n \) tends to infinity (Vapnik and Chervonenkis (1971,1981), Pollard...
(1984), DUDLEY (1984)). A result like (1.1) is very helpful for proving consistency of \( \hat{g}_n \).

We shall now present one more two-phase regression model. This model drew our attention to empirical processes indexed by sets because it has sets as unknown parameters.

**Example 1.3.**

\[ y_k = \min(\alpha^{(1)} + x_{k,1}\beta^{(1)} + x_{k,2}\beta^{(2)}, \alpha^{(2)} + x_{k,1}\beta^{(2)} + x_{k,2}\beta^{(2)}) + \epsilon_k. \quad (1.2) \]

Here, the measurements \( y_k, k = 1, \ldots, n \) are the log-lifetimes of plastic pipes for the transportation of fluids. The \( x_k = (x_{k,1}, x_{k,2}) \) are (stress)/(absolute temperature) and (absolute temperature)\(^{-1}\). The idea is that at high stress and temperature the pipes become brittle and break due to a mechanism different from the one at low stress and temperature.

Related to (1.2) is the model

\[ y_k = \begin{cases} 
\alpha^{(1)} + x_{k,1}\beta^{(1)} + x_{k,2}\beta^{(2)} + \epsilon_k & \text{if } x_k \in A \\
\alpha^{(2)} + x_{k,1}\beta^{(2)} + x_{k,2}\beta^{(2)} + \epsilon_k & \text{if } x_k \notin A 
\end{cases}, \quad (1.2) \]

where \( A = \{ x_k : x_{k,1} \gamma_1 + x_{k,2} \gamma_2 \leq 1 \} \). The class of regression functions is now

\[ g(x_1, x_2) = (\alpha^{(1)} + x_1\beta^{(1)} + x_2\beta^{(2)})I_A(x_1, x_2) + (\alpha^{(2)} + x_1\beta^{(2)} + x_2\beta^{(2)})I_{A^c}(x_1, x_2) \quad (1.3) \]

with \( \mathcal{A} \) the collection of halfspaces in \( \mathbb{R}^2 \). The only difference between this model and (1.2) is that in the latter one imposes the restriction \( \gamma_i = (\beta^{(1)} - \beta^{(2)}) / (\alpha^{(2)} - \alpha^{(1)}), i = 1, 2 \). In both models, the halfspace \( A \) is an unknown parameter. In (1.2) the the set \( A \) is a function of the other unknown parameters \( \alpha^{(i)}, \beta^{(i)} \) and in (1.3) it is a function of the Euclidean parameter \( \gamma \).

However, in the general two-phase regression model, the class \( \mathcal{A} \) in (1.3) need not be indexed by a finite-dimensional parameter. An example is the case where \( \mathcal{A} \) is the collection of all monotone sets, i.e. the class of sets \( A \) such that if \((x_1, x_2) \in A\) also \((\tilde{x}_1, \tilde{x}_2) \in A\) for all \((\tilde{x}_1, \tilde{x}_2)\) with \( \tilde{x}_1 \leq x_1 \) and \( \tilde{x}_2 \leq x_2 \).

We shall take two-phase regression models of the form presented in Example 1.3 as the major illustration of the theory we develop for general regression models. In this way, we hope to provide some insight into the significance of our results. Examples concerning other (nonparametric) models occur throughout the manuscript and are sometimes not explored in full detail.

The presentation is organized as follows. Chapter 2 sets the background for proving consistency. We give an overview of the history that led to the uniform law of large numbers (1.1), which goes from sets via bounded functions to integrable functions. We extend the uniform law of large numbers to the case of non-identically distributed variables and allow virtually everything to depend on the number of observations (i.e. on the \( n \)-th experiment). With these
tools, we prove in Chapter 3 a general consistency theorem, followed by some applications to nonlinear and nonparametric regression. We must stress however that the general theorem should be regarded rather as expressing a general viewpoint on regression than as a recipe for checking consistency. One of its conditions often does not hold for the original $\mathfrak{g}$, but only for a subclass of $\mathfrak{g}$, c.f. the assumption in parametric maximum likelihood that the parameter space is compact. In specific situations one faces the problem of proving that eventually $g_\epsilon$ lies in this subset, which can be just as difficult as showing consistency directly. We elaborate on this in Section 3.4, where we apply the general theorem to the models of Example 1.3.

Chapter 4 summarizes some results from the literature on uniform central limit theorems. We use these in Chapter 5 to prove asymptotic normality of the least squares estimator of the $\theta^{(0)}$ and $\beta^{(0)}$ of Example 1.3. In Chapter 6 we return to the more general case. We exploit the techniques for proving uniform central limit theorems to obtain rates of convergence for $g_\epsilon$. Here, we make the distinction between finite-dimensional models and infinite-dimensional models more explicit. We show to what extent the speed of estimation, i.e. the rate at which the estimation error goes to zero, can be deduced from the entropy of $\mathfrak{g}$. In Section 6.4 the theory is applied to two-phase regression and the results are compared with those of Chapter 5.

Because two-phase regression is closely related to change-point models, we devote a separate chapter to the latter: Chapter 7 concentrates on tests for a change-point. Finally, in Chapter 8 we compute the least squares estimators for the model of Example 1.3, using simulated and real data.

Throughout, we make extensive use of Chapters II and VII from Pollard (1984). In fact, this present study is very much in the spirit of this book.

We now mention some of our notational conventions:

- $P$ is the probability measure underlying either the whole sequence of random variables, or the random variables involved in the $n$-th experiment,
- boldface symbols will always represent random quantities but not vice versa: some random quantities are not boldface because of the limited possibilities of a word processor,
- $\epsilon$ (in boldface) is always the disturbance term. Unfortunately, this typographic distinction is hard to see (c.f. $\epsilon$),
- for small numbers we mostly use the greek letter $\eta$,
- $\theta$ is a finite-dimensional parameter that possibly indexes $g$,
- $\delta$ is usually employed for defining $\delta$-entropy, but it can also be a small number such as $\eta$, or the point mass $\delta(.)$,
- $x$ or $x$ is always a row-vector,
- $L^2$ is a Hilbert space of real functions on some Euclidean space, but with functions not identified with equivalence classes,
- $\|\cdot\|$ is the norm of a Euclidean vector or of a function in $L^2$ (in that case it is a pseudo-norm).

Theorems, lemmas and corollaries will be numbered according to the section they are part of whereas examples and equations are numbered throughout the chapter they are in.
Although many other models also fit into the theory, we mainly consider two-phase regression as an application. For this reason, we shall present a brief overview of the literature on this subject in the next section.

1.2. Multi-phase regression and change-point models
Quandt (1958) is one of the earlier workers on two-phase regression. He considers the model

\[
y_k = \begin{cases} 
\alpha^{(1)} + x_k \beta^{(1)} + \epsilon_k & \text{if } x_k \leq \gamma \\
\alpha^{(1)} + \gamma \beta^{(1)} + (x_k - \gamma) \beta^{(2)} + \epsilon_k & \text{if } x_k > \gamma 
\end{cases}
\]

(1.4)

with \( \alpha^{(1)}, \beta^{(1)}, \beta^{(2)} \) and the change-point \( \gamma \) unknown parameters. The model arises in many fields. A famous example (Bacon and Watts (1971)) is the relation between stagnant surface layer height and flow rate in an inclined channel. The model also describes the influence of warfarin concentration on blood factor VII, of nitrogen concentration on the intake of protein, of after-tax income on the expenditure on luxury goods, etc.. Recently, IPPEL and BEE (1986) fitted the model to reaction times as function of some measure of discrepancy between stimuli.

Methods for finding the exact solution for the least squares minimization problem are discussed in Hudson (1966) and Williams (1970) extended these techniques to the case of linear three-phase regression. Smooth approximations to the non-differentiable model are given by Bacon and Watts (1971) and Tishler and Zang (1981). Hinkley (1969, 1971) studies the asymptotic properties of parameter estimators and procedures for obtaining approximate confidence intervals. Feder (1975) establishes asymptotic theory for a continuous model of the form

\[
y_k = \begin{cases} 
g^{(1)}(x_k, \theta^{(1)}) + \epsilon_k & \text{if } x_k \leq \gamma \\
g^{(2)}(x_k, \theta^{(2)}) + \epsilon_k & \text{if } x_k > \gamma 
\end{cases}
\]

He provides conditions for consistency, and - for the situation with \( g^{(i)}(x, \theta^{(i)}) \) linear in \( \theta^{(i)} \), \( i = 1, 2 \) - asymptotic normality, assuming that the model is identified at the underlying true state of nature.

A more general model does not impose continuity in the parameters, e.g.

\[
y_k = \begin{cases} 
\alpha^{(1)} + x_k \beta^{(1)} + \epsilon_k & \text{if } x_k \leq \gamma \\
\alpha^{(2)} + x_k \beta^{(2)} + \epsilon_k & \text{if } x_k > \gamma 
\end{cases}
\]

An example is the model for eruptions of the Old Faithful Geyser in Yellowstone National Park (Cook and Weissberg (1982)). I am not aware of any asymptotic theory for this model.

An identification problem comes up if for instance in (1.4) \( \beta^{(1)} = \beta^{(2)} \). For testing the constancy of the regression relationship, Brown, Durbin and Evans (1975) propose a cusum and cusum of squares test. They assume normality of the errors, so that their tests can be compared with the likelihood ratio test. Asymptotic comparison in the large deviations sense is carried out by Deshayes and Picard (1982). Many other tests have been developed (e.g.
FERREIRA (1975) and MOEN and BROEMELING (1984) propose Bayesian test procedures. In Chapter 7 we shall give our contribution to this discussion.

Example 1.3 of the previous section deals with another extension of (1.4). Here, the regressors are in higher-dimensional Euclidean space \( \mathbb{R}^d \), and one can no longer speak of a change-point. The general linear two-phase regression model - with obvious extension to \( p \)-phase regression - assumes functions of the form

\[
g(x) = \begin{cases} g^{(1)}(x, \theta^{(1)}) & \text{if } x \in A \\ g^{(2)}(x, \theta^{(2)}) & \text{if } x \not\in A \end{cases},
\]

where \( g^{(i)}: \mathbb{R}^d \times \Theta \rightarrow \mathbb{R} \) is linear in the parameter, \( i = 1, 2, \Theta \subset \mathbb{R}^r \) and where \( A \) varies in a class \( \mathcal{A} \) of subsets of \( \mathbb{R}^d \). In Section 3.4 we shall formulate conditions on \( \mathcal{A} \) that can lead to consistency of the least squares estimators of \( \theta^{(i)} \), \( i = 1, 2 \) and \( A \) and Chapter 5 presents conditions for asymptotic normality of the estimators of the Euclidean parameters. In cluster analysis (see e.g. POLLARD (1981)) and two-lines least squares (LENSTRA et al. (1982)) \( \mathcal{A} \) is the collection of all subsets of \( \mathbb{R}^d \). In that case the least squares estimator of \( g \) will generally be inconsistent. However, the aim in cluster analysis and two-lines least squares is not to estimate the regression but some other quantity of interest.

Let us return for a moment to the model in Example (1.1). It is widely used, e.g. in ROYSTON and ABRAMS (1980) it describes the shift in basal body temperature of a woman. It can be written in the more conventional form

\[
y_{ik} = \begin{cases} a^{(1)} + \epsilon_k, k = 1, \ldots, \tau \\ a^{(2)} + \epsilon_k, k = \tau + 1, \ldots, n \end{cases}.
\]  

(1.4)

In a general change-point model, one has observations \( y_1, \ldots, y_n \) from distribution \( F^{(1)} \) and \( y_{\tau+1}, \ldots, y_n \) from \( F^{(2)} \), where \( \tau \) as well as \( F^{(1)} \) and \( F^{(2)} \) are in whole or in part unknown. In HINKLEY (1970) and HINKLEY and HINKLEY (1970), this model is considered for the normal and the binomial distribution respectively. WORSLEY (1985) studies the model for a one-parameter exponential family. Of special interest is testing \( F^{(1)} = F^{(2)} \). Worsley considers the exact distribution of the likelihood ratio test and confidence intervals for the change-point \( \tau \). The asymptotic null-distribution is given in HACCOU et al. (1985) in the case of exponential distributions, and in Chapter 7 in the case of normal errors. In Chapter 7 also Bahadur efficiency in the situation of a one-parameter exponential family is obtained and contrasted with efficiency at local alternatives.

WOLFE and SCHECTMAN (1984) establish nonparametric confidence intervals for \( \tau \). PETITT (1979) investigates a nonparametric procedure for testing \( F^{(1)} = F^{(2)} \). His statistic is an extension of the Mann-Whitney test for the two-sample problem. DESHAYES and PICARD (1983) propose a Kolmogorov-Smirnov type of test. In PRAAGMAN (1986), the asymptotic efficiencies of a broad class of linear rank statistics are compared.

Change-points can occur anywhere, for instance in hazard rates (see e.g. NGUYEN, ROGERS and WALKER (1984)) and in time-series (PICARD (1983)). We
shall only investigate changes in parameters in a sequence of independent random variables, i.e. two-phase regression type of models. We also point out that in the literature mentioned above, the sample size is nonrandom. The problem is to be distinguished from what one could call 'alarm detection', where a process is followed in time and the aim is to react as quickly as possible when it is likely enough that a change has occurred (see e.g. Shiryaev (1963)).
Chapter 2
Empirical Process Theory I

2.1. VAPNIK AND CHERVONENKIS’ THEORY

Let us reconsider the multi-dimensional two-phase regression model of Example 1.3:

\[ y_k = \begin{cases} 
\alpha^{(1)} + x_k \beta^{(1)} + \epsilon_k & \text{if } x_k \gamma \leq 1 \\
\alpha^{(2)} + x_k \beta^{(2)} + \epsilon_k & \text{if } x_k \gamma > 1
\end{cases} \]

with \( x_1, \ldots, x_n \) i.i.d. (row-)vectors in \( \mathbb{R}^d \) with distribution \( H \), and \( \theta^{(i)} = (\alpha^{(i)}, \beta^{(i)})^T \gamma \) and \( \gamma \) unknown (column-)vectors. Example 1.3 is about the case \( d = 2 \). In the more simple situation with \( d = 1 \), the subsets \( A = \{ x : x \gamma \leq 1 \} \) are half-lines, and the model can be written as

\[ y_{(k)} = \begin{cases} 
\alpha^{(1)} + x_{(k)} \beta^{(1)} + \epsilon_{(k)} & \text{if } k \leq \tau \\
\alpha^{(2)} + x_{(k)} \beta^{(2)} + \epsilon_{(k)} & \text{if } k > \tau
\end{cases} \]

with \( x_{(1)} \leq \cdots \leq x_{(n)} \) the order statistics, and \( y_{(k)} \) and \( \epsilon_{(k)} \) the regressor and disturbance term corresponding to \( x_{(k)} \), respectively. The least squares estimators are obtained in the following way. For each \( l \), compute (if possible) ordinary least squares estimators \( \theta^{(i)} \), \( i = 1, 2 \) of \( \theta^{(i)} \), \( i = 1, 2 \), and the residual sum of squares \( (S_i^{(i)})^2 \), \( i = 1, 2 \), given that the change-point is at \( l \). Let \( \hat{\tau} \) be the value of \( l \) where \( (S_1^{(1)})^2 + (S_2^{(2)})^2 \) has its minimum. Then \( \theta_i = \theta_i^{(i)} \), \( i = 1, 2 \) is the least squares estimator in the two-phase regression model (without the continuity restriction \( \alpha^{(1)} + \gamma \beta^{(1)} = \alpha^{(2)} + \gamma \beta^{(2)} \)). The subsets of the form \( \{ x \gamma \leq 1 \} \) of the data are

\[ \{ x_{(1)} \}, \{ x_{(1)}, x_{(2)} \}, \ldots, \{ x_{(1)}, \ldots, x_{(n)} \} \]

and complements. Hence, the number of times one has to do ordinary least
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squares is at most $2(n-3)+1$, since it suffices to consider only those partitions where both $\Theta^{(1)}$ and $\Theta^{(2)}$ are identified. If all $x_k$'s are different, $l$ can take the values $(2, 3, \ldots, n-2)$ and $n$.

In the case $d>1$, the $x_k$ can no longer be ordered. Still, it is not difficult to generate all different subsets of the form $\{x: xy \leq 1\}$ of the data (see also Steiner (1826), Schlafli (1901), Cover (1965), Harding (1967) and Watson (1969) for combinatorial results). Let $x_1, \ldots, x_d$ be a $d$-tuple from $\{x_1, \ldots, x_n\}$. Write $X_{x_1, \ldots, x_d}^T = (x_{11}, \ldots, x_{1d})^T$ and let $e$ be the $d$-dimensional vector $(1, \ldots, 1)$. For $X_{x_1, \ldots, x_d}$ non-singular, we can take as the partition corresponding to $X_{x_1, \ldots, x_d}$: $\{A_{x_1, \ldots, x_d} = \{x: x_{y_1, \ldots, y_d} \leq 1\}, \gamma_{x_1, \ldots, x_d}\}$, with $\gamma_{x_1, \ldots, x_d} = X_{x_1, \ldots, x_d}^{-1} e$. Since these are at most $\binom{d}{d}$ 1-tuples for which $X_{x_1, \ldots, x_d}$ is non-singular, the number of times one has to do ordinary least squares is $\Theta(n^d)$. The computation of the least squares estimator can be done in polynomial time.

As we shall see, the fact that the number of different partitions is polynomial in $n$ can also be used to derive some asymptotic properties of the least squares estimator. So-called empirical process theory provides the theoretical background.

Let $\mathcal{A}$ be a class of measurable subsets of $\mathbb{R}^d$, and let $\Delta^\mathcal{A}(x_1, \ldots, x_n)$ be the number of different partitions of $\{x_1, \ldots, x_n\}$ of the form $A \cap \{x_1, \ldots, x_n\}$, $A \in \mathcal{A}$. Then $\Delta^\mathcal{A}(x_1, \ldots, x_n)$ is always at most $2^n$. We have seen that for

$$\mathcal{A} = \{ \{x: xy \leq 1\}: y \in \mathbb{R}^d \}$$

$\Delta^\mathcal{A}(x_1, \ldots, x_n) = \Theta(n^d)$. Let $H_n = \frac{1}{n} \sum_{x=1}^{n} \delta_{x}$ be the empirical measure based on $x_1, \ldots, x_n$. The Glivenko-Cantelli Theorem states that if $\mathcal{A}$ is the collection of lower-orthants $\{(-\infty, x): x \in \mathbb{R}^d\}$, then

$$\lim_{n \to \infty} \sup_{A \in \mathcal{A}} |H_n(A) - H(A)| = 0 \quad \text{almost surely.} \quad (2.1)$$

Vapnik and Chervonenkis (1971) extended this to more general classes of subsets $\mathcal{A}$ than lower orthants. They show that if $\Delta^\mathcal{A}(x_1, \ldots, x_n)$ does not grow exponentially fast, then (2.1) holds for $\mathcal{A}$ - provided some conditions on measurability are fulfilled.

We have to impose measurability conditions, because the supremum of an uncountable set of measurable functions need not be measurable. We shall assume that $\mathcal{A}$ is permissible in the sense of Pollard (1984). The definition of permissibility is given in Section 2.4. At this stage, it is only necessary to know that for a permissible class $\mathcal{A}$, $\sup_{A \in \mathcal{A}} |H_n(A) - H(A)|$ is measurable.

Also, quantities like $\Delta^\mathcal{A}(x_1, \ldots, x_n)$ need not be measurable, even if $\mathcal{A}$ is permissible. However, it turns out that if probability statements about $\Delta^\mathcal{A}(x_1, \ldots, x_n)$ are replaced by statements in terms of outer-probabilities and upper-expectations, the theory goes through. For definiteness, let $(\Omega, \mathcal{F}, \mathbb{P})$ be the underlying probability space, and write $\mathbb{E}(\cdot)$ for taking expectations under $\mathbb{P}$. Define for $A \subseteq \Omega$,
\[ \mathcal{P}^*(A) = \inf(\mathcal{P}(B) : B \supseteq A, B \in \mathcal{B}) \]

and for a real function \( f \) on \( \Omega \) and the Borel \( \sigma \)-algebra \( \mathcal{B} \) on \( \mathbb{R} \),

\[ \mathbb{E}^*(f) = \inf \{ \mathbb{E}(g) : g \geq f, g \in \mathcal{B}_1 \} \]

**Theorem 2.1.1.** For a permissible class \( \mathcal{B} \) the following statements are equivalent

(i) \( \mathbb{E}^*(\frac{1}{n} \log \Delta^u(x_1, \ldots, x_n)) \to 0 \),

(ii) \( \sup_{A \in \mathcal{B}} \mathbb{P}^* |H_n(A) - H(A)| \to 0 \),

(iii) \( \frac{1}{n} \log \Delta^u(x_1, \ldots, x_n) \to 0 \),

(iv) \( \sup_{A \in \mathcal{B}} |H_n(A) - H(A)| \to 0 \) almost surely.

**Proof.** See Vapnik and Chervonenkis (1971), and for measurability issues and (iv) Steele (1978) and Pollard (1981).

Results of this type can be used in two-phase regression to obtain strong consistency. But there are also results available that are even more directly applicable.

Let \( \mathcal{B} \) be a class of measurable real functions on \( \mathbb{R}^d \). Suppose that the functions in \( \mathcal{B} \) are uniformly bounded, i.e.,

\[ \sup_{g \in \mathcal{B}} |g| \leq M \]

for some constant \( M \). Endow \( \mathcal{B} \) with \( L^\infty(\mathbb{R}^d, H_n) \) semi-norm \( \| \cdot \|_{\infty,n} \):

\[ \|g\|_{\infty,n} = \max_{1 \leq k \leq n} |g(x_k)|. \]

For each \( \delta > 0 \), let \( N^\infty(\delta, H_n, \mathcal{B}) \) be the minimum value of \( m \) such that there exist functions \( g_1, \ldots, g_m \), in \( \mathcal{B} \), such that for each \( g \in \mathcal{B} \)

\[ \min_{j=1,\ldots,m} \|g - g_j\|_{\infty,n} < \delta. \]

For example, if \( \mathcal{B} \) is a class \( \mathcal{B} \) of indicator functions, then (identify sets with their indicators) \( N^\infty(\delta, H_n, \mathcal{B}) = \Delta^u(x_1, \ldots, x_n), \delta < 1 \).

We call \( N^\infty(\delta, H_n, \mathcal{B}) \) the (\( \delta \)-)covering number of \( \mathcal{B} \) with respect to the \( L^\infty(\mathbb{R}^d, H_n) \)-norm. This terminology is also used by Pollard (1984), but he does not require that the covering set \( \{g_j, j = 1, \ldots, m\} \) is a subset of \( \mathcal{B} \). Note that if \( g_1, \ldots, g_m \) form a \( \delta \)-covering set, not necessarily in \( \mathcal{B} \), one can always construct a \( 2\delta \)-covering set \( g_1, \ldots, g_m \) with \( g_j \in \mathcal{B} \).

In the following theorem, we assume *permissibility* of \( \mathcal{B} \). In fact this concept is defined for classes of functions, with a collection of sets as special case. Permissibility of \( \mathcal{B} \) implies measurability of

\[ \sup_{g \in \mathcal{B}} |\int g d(H_n - H)|. \]
Again, permissibility need not result in measurable covering numbers \( N_\infty(\delta, \mathcal{H}_n, \mathcal{G}) \) (see Section 2.4).

**Theorem 2.1.2.** For a permissible class \( \mathcal{G} \) of uniformly bounded functions, the following statements are equivalent

(i) \( \mathbb{E}^\ast \left( \frac{1}{n} \log N_\infty(\delta, \mathcal{H}_n, \mathcal{G}) \right) \rightarrow 0 \) for all \( \delta > 0 \),

(ii) \( \sup_{g \in \mathcal{G}} | \int g d(\mathcal{H}_n - \mathcal{H}) | \rightarrow 0 \),

(iii) \( \frac{1}{n} \log N_\infty(\delta, \mathcal{H}_n, \mathcal{G}) \rightarrow 0 \) for all \( \delta > 0 \),

(iv) \( \sup_{g \in \mathcal{G}} | \int g d(\mathcal{H}_n - \mathcal{H}) | \rightarrow 0 \) almost surely.

**Proof.** Vapnik and Chervonenkis (1981) obtained the uniform weak law of large numbers, and Steele (1978) shows that convergence in probability implies almost sure convergence, by noting that

\[
\sup_{g \in \mathcal{G}} | \int g d(\mathcal{H}_n - \mathcal{H}) |
\]

is a subadditive process. Statement (iv) of Theorem 2.1.1 is a special case of this.

In two-phase regression, least squares estimators can be obtained in polynomial time, if the covering number of the class of feasible partitions does not grow exponentially fast. This property also leads to a uniform law of large numbers, as Theorems 2.1.1 and 2.1.2 assert. We shall briefly indicate why.

For bounded random variables (such as \( 1_A(x) \) or \( g(x) \), \( g \) bounded), one has exponential probability inequalities (see e.g. Bernstein (1924, 1927), Hoeffding (1963)). For instance, for \( |g| \leq M \), Bernstein’s inequality says that

\[
P(| \int g d(\mathcal{H}_n - \mathcal{H}) | > t) \leq 2 \exp \left( \frac{-m^2}{2\sigma^2 + \frac{2}{3} M t} \right),
\]

where \( \sigma^2 = \mathbb{E}(g(x) - \mathbb{E}g(x))^2 \). Now if the covering number of \( \mathcal{G} \) does not grow exponentially fast, there are only \( m = \exp(o(n)) \) essentially different \( g \)'s in \( \mathcal{G} \). Moreover, if card \( (\mathcal{G}) = m \)

\[
P(\sup_{g \in \mathcal{G}} | \int g d(\mathcal{H}_n - \mathcal{H}) | > t) \leq m \max_{g \in \mathcal{G}} P(| \int g d(\mathcal{H}_n - \mathcal{H}) | > t).
\]

These observations, and a randomization device (which is necessary because \( N_\infty(\delta, \mathcal{H}_n, \mathcal{G}) \) is random) are the major ingredients of the proof of the sufficiency part of Theorem 2.1.2 (2.1.1).
2.2. Pollard's Law of Large Numbers

For $1 \leq s < \infty$ and for $Q$ some probability measure on $\mathbb{R}^d$, we denote by $L^s(\mathbb{R}^d, Q)$ the space of measurable real functions $g$ on $\mathbb{R}^d$ with $(\int |g|^s dQ)^{1/s} < \infty$. In most of what follows, $Q$ will be the empirical measure $H_n$ or the (theoretical) measure $H$. We denote the $L^s(\mathbb{R}^d, H_n)$-(pseudo)norm by

$$\| \cdot \|_{l,n} = (\int | \cdot |^s dH_n)^{1/s}$$

and we sometimes call this the empirical norm. The theoretical counterpart is

$$\| \cdot \| = (\int | \cdot |^s dH)^{1/s}.$$

For $\mathcal{S}$ a class of functions, the envelope $G$ of $\mathcal{S}$ is defined as

$$G = \sup_{g \in \mathcal{S}} |g|.$$

Moreover, for $\mathcal{S} \subset L^s(\mathbb{R}^d, Q)$, we define the covering number $N_s(\delta, Q, \mathcal{S})$ as the smallest value of $m$ such that there exist $g_1, \ldots, g_m$ in $\mathcal{S}$ such that for all $g \in \mathcal{S}$

$$\min_{j=1, \ldots, m} (\int |g - g_j|^s dQ)^{1/s} < \delta.$$

The logarithm of $N_s(\delta, Q, \mathcal{S})$ is called the $\delta$-entropy of $\mathcal{S}$ for the metric $(\int | \cdot |^s dQ)^{1/s}$.

In the previous subsection, we considered a class of uniformly bounded functions, i.e. $G \in L^\infty(\mathbb{R}^d, Q)$ for all $Q$. In that case $L^\infty(\mathbb{R}^d, H_n)$-covering numbers are useful. For a class of possibly unbounded functions, with $G \in L^s(\mathbb{R}^d, H)$, $1 \leq s < \infty$, it is more appropriate to work with the $N_s(\delta, H_n, \mathcal{S})$-covering number of $\mathcal{S}$ equipped with $\| \cdot \|_{l,n}$-norm. We shall first treat the case $s = 1$ and afterwards extend this to arbitrary $s \geq 1$.

Theorem 2.2.1. Suppose $\mathcal{S}$ is a permissible class with envelope $G$. Then

$$\sup_{g \in \mathcal{S}} | \int g d(H_n - H) | \to 0$$

almost surely if and only if both $G \in L^1(\mathbb{R}^d, H)$ and

$$\frac{1}{n} \log N_1(\delta, H_n, \mathcal{S}) \to 0$$

for all $\delta > 0$.

Proof. Pollard (1981) shows that if $G \in L^1(\mathbb{R}^d, H)$, (2.3) implies (2.2), and Giné and Zinn (1984) prove necessity of (2.3) and of the envelope condition $G \in L^1(\mathbb{R}^d, H)$. □

Remember that for bounded random variables, exponential probability inequalities are available, whereas this need not be the case for unbounded random variables. Therefore, one might have expected that in the unbounded case a more stringent condition than (2.3) on the covering numbers is needed, in order to arrive at the uniform law of large numbers (2.2). The following
Theorem 2.2.2. Suppose $\mathcal{G}$ is a permissible class with envelope $G \in L^1(\mathbb{R}^d, H)$. Then
\[ \frac{1}{n} \log N_1(\delta, H_n, \mathcal{G}) \to 0 \tag{2.4} \]
for all $\delta > 0$ implies that the theoretical covering number $N_1(\delta, H, \mathcal{G})$ is finite, i.e.
\[ T_1(\delta) = N_1(\delta, H, \mathcal{G}) \]
is a finite function of $\delta > 0$. Furthermore
\[ \mathbf{P}^*(\limsup_{n \to \infty} N_1(\delta, H_n, \mathcal{G}) > T_1(\delta - \eta)) = 0, \quad 0 < \eta < \delta, \quad \delta > 0. \tag{2.5} \]

Proof. Consider the class $\mathcal{G}' = \{ |g - \tilde{g}| : g, \tilde{g} \in \mathcal{G} \}$. This class has envelope $2G \in L^1(\mathbb{R}^d, H)$, and moreover (2.4) implies that also
\[ \frac{1}{n} \log N_1(\delta, H_n, \mathcal{G}') \to 0 \quad \text{for all} \quad \delta > 0. \]
Hence, we can apply Theorem 2.2.1 to $\mathcal{G}'$, provided it is permissible. Indeed, this follows easily from the permissibility of $\mathcal{G}$, as we show in Section 2.4. It follows that
\[ \sup_{g, \tilde{g} \in \mathcal{G}} |\int |g - \tilde{g}| \, d(H_n - H)| \tag{2.6} \]
is measurable, and that
\[ \sup_{g, \tilde{g} \in \mathcal{G}'} |\int |g - \tilde{g}| \, d(H_n - H)| \to 0 \quad \text{almost surely.} \]
Or, using the notation in $L^1(\mathbb{R}^d, \cdot)$-norms
\[ \sup_{g, \tilde{g} \in \mathcal{G}} \|g - \tilde{g}\|_{1,n} - \|g - \tilde{g}\|_1 \to 0 \quad \text{almost surely.} \tag{2.7} \]
Let
\[ A_n = \{ \omega \in \Omega : \sup_{g, \tilde{g} \in \mathcal{G}} \|g - \tilde{g}\|_{1,n} - \|g - \tilde{g}\|_1 |(\omega) \leq \frac{\delta}{2} \}. \]
Note that $A_n \in \mathcal{G}$, i.e. $A_n$ is measurable. Moreover, the almost sure convergence (2.7) implies convergence in probability. So, for $n \geq n_0'(=n_0'(\delta))$, $n_0'$ sufficiently large
\[ \mathbf{P}(A_n) \to 1 - \delta. \]
Let $\{g_1, \cdots, g_m\}$ be a $\delta/2$-covering set of $\mathcal{G}$ endowed with $\|\cdot\|_{1,n}$-norm. On the set $A_n$, we have
\[ \min_{j=1, \ldots, m} \| g_j - g_j \|_1 \leq \min_{j=1, \ldots, m} \| g_j - g_j \|_{1,n} + \frac{\delta}{2} < \delta. \]

Hence, for \( \omega \in A_n \), \( N_1(\delta, H, \emptyset) \leq N_1(\delta/2, H_n, \emptyset)(\omega) \).

Condition (2.4) means by definition that there exists a \( B_n \in \mathcal{B} \) such that \( \mathbb{P}(B_n) > 1 - \delta \), and \( 1/n \log N_1(\delta/2, H_n, \emptyset)(\omega) \leq \delta \) for \( \omega \in B_n \) and for all \( n > n_0'' (= n_0'(\delta)) \). It follows that for \( n_0'' = \max(n_0', n_0'') \)

\[ \mathbb{P}(A_{n_0} \cap B_{n_0}) > 1 - 2\delta. \]

But for \( \omega \in A_{n_0} \cap B_{n_0} \),

\[ N_1(\delta, H, \emptyset) \leq \exp(n_0\delta). \tag{2.8} \]

Since (2.8) does not depend on \( \omega \in \Omega \), this proves that \( N_1(\delta, H, \emptyset) \) is finite for all \( \delta > 0 \).

The almost sure convergence (2.7) means that for some \( A \in \mathcal{B} \) with \( \mathbb{P}(A) = 1 \), and all \( 0 < \eta < \delta \)

\[ \sup_{\emptyset \in \mathcal{B}} \| g - \hat{g} \|_{1,n} - \| g - \hat{g} \|_1(\omega) \leq \eta \]

for all \( n > n_0(\omega)(= n_0(\delta, \eta, \omega)) \) and all \( \omega \in A \). Thus

\[ N_1(\delta, H_n, \emptyset)(\omega) \leq N_1(\delta - \eta, H, \emptyset) = T_1(\delta - \eta). \]

for all \( n > n_0(\omega), \omega \in A \). This shows that

\[ \mathbb{P}^*(\limsup_{n \to \infty} N_1(\delta, H_n, \emptyset) > T_1(\delta - \eta)) = 0. \]

VAPNIK and CHERVONENKIS (1981) proved that for a uniformly bounded class \( \emptyset \),

\[ \frac{1}{n} \log N_1(\delta, H_n, \emptyset) \to 0 \quad \text{for all} \quad \delta > 0 \]

implies that \( N_1(\delta, H, \emptyset) \) is finite, for all \( \delta > 0 \), and that this in turn implies that \( N_1(\delta, H_n, \emptyset) \) remains finite in probability, for all \( \delta > 0 \). They do not concern themselves with measurability problems.

The situation with unbounded functions is treated in GINÉ and ZINN (1984). Their approach to measurability issues differs somewhat from ours. Modulo measurability, their Remark 8.9 asserts that for a class \( \emptyset \) with \( G \in L^1(\mathbb{R}^d, H) \) and for \( \emptyset_c = \{ g \in C_c : g \in \emptyset \} \), \( C > 0 \),

\[ \frac{1}{n} \log N_1(\delta, H_n, \emptyset_c) \to 0 \quad \text{for all} \quad \delta > 0, \quad C > 0 \tag{2.9} \]

implies that there exists a finite function \( T(\delta) \) such that

\[ \lim_{n \to \infty} \mathbb{P}^*(N_1(\delta, H_n, \emptyset) > T(\delta)) = 0, \quad \text{for all} \quad \delta > 0. \]

It is easy to see that if \( G \in L^1(\mathbb{R}^d, H) \), than (2.9) and (2.4) are equivalent.

We call a class \( \emptyset \) equipped with some metric totally bounded if for all \( \delta > 0 \), the number of elements of a minimal \( \delta \)-covering set is finite. Since (2.4) is a
necessary condition for the uniform law of large numbers over a permissible $\mathcal{G}$, a reformulation of one of the results of Theorem 2.2.2 says that a necessary condition for the uniform law of large numbers, is that $\mathcal{G}$ is totally bounded for $\|\cdot\|_1$. In other words, the closure of $\mathcal{G}$ should be compact.

We shall now investigate the relation between $L^\infty(\mathbb{R}^d, H_n)$, $L^1(\mathbb{R}^d, H_n)$- and other $L^s(\mathbb{R}^d, H_n)$-covering numbers, and what consequences conditions like (2.3) on these covering numbers have if $G \in L^s(\mathbb{R}^d, H)$. Note first of all, that combination of Theorems 2.1.2 and 2.2.1 yields that for a permissible class $\mathcal{G}$ of uniformly bounded functions

$$\frac{1}{n} \log N_1(\delta, H_n, \mathcal{G}) \rightarrow 0$$

iff

$$\frac{1}{n} \log N_\infty(\delta, H_n, \mathcal{G}) \rightarrow 0.$$

For classes of unbounded functions, it is often easier to employ a truncation device. Gine and Zinn (1984) use truncation at $\{G > C\}$ and work with $\mathcal{G}_C = \{g \mid \inf_c g \leq C\}, C > 0$. For reasons that will become clear in Section 2.3, we introduce another way of truncation. Define for all $C > 0$

$$(g)_C = \begin{cases} 
C & \text{if} \quad g > C \\
\inf_c g & \text{if} \quad -C \leq g \leq C \\
-C & \text{if} \quad g < -C 
\end{cases}$$

Let $\mathcal{G}_C = \{(g)_C : g \in \mathcal{G}\}$.

**Lemma 2.2.3.** If $G \in L^s(\mathbb{R}^d, H), 1 \leq s < \infty$, then for all $\delta > 0$ there exists a $C > 0$ such that

$$N_s(\delta, H, \mathcal{G}) \leq N_s(\delta \frac{s}{2}, H, (\mathcal{G})_C),$$

and with probability 1 for $n$ sufficiently large

$$N_s(\delta, H_n, \mathcal{G}) \leq N_s(\delta \frac{s}{3}, H_n, (\mathcal{G})_C).$$

Moreover, for $1 \leq s < \infty$ and arbitrary probability measure $Q, \delta > 0, C > 0$

$$N_s(\delta, Q, (\mathcal{G})_C) \leq N_s(\delta, Q, \mathcal{G})$$

$$N_1(\delta, Q, (\mathcal{G})_C) \leq N_1(\delta, Q, (\mathcal{G})_C) \leq N_1(\frac{\delta}{(2C)^{s-1}}, Q, (\mathcal{G})_C)$$

and, if we denote by $\mathcal{G}'$

$$\mathcal{G}' = \{ |g|^s : g \in \mathcal{G}\}$$

$$N_1(\delta, Q, (\mathcal{G}')_C) \leq N_1(\frac{\delta}{(2C)^{s-1}}, Q, (\mathcal{G}')_C).$$
PROOF. Let \( g, \tilde{g} \in \mathcal{G} \) be arbitrary. If \( G \in L^s(\mathbb{R}^d, H) \), then

\[
\lim_{C \to \infty} \|G - (G)_C\|_s = 0
\]
as well as

\[
\lim_{C \to \infty} \limsup_{n \to \infty} \|G - (G)_C\|_{s,n} = 0 \quad \text{almost surely.}
\]

Since for arbitrary \( Q \)

\[
\left( \int |g - \tilde{g}|^s dQ \right)^{1/s} \leq \left( \int |(g)_C - (\tilde{g})_C|^s dQ \right)^{1/s} + 2\left( \int |G - (G)_C|^s dQ \right)^{1/s},
\]

this implies (2.10) and (2.11).

Of course, \(|(g)_C - (\tilde{g})_C| \leq |g - \tilde{g}|\), so (2.12) follows easily. Furthermore, for arbitrary \( Q \),

\[
\int |(g)_C - (\tilde{g})_C| dQ \leq \left( \int |(g)_C - (\tilde{g})_C|^s dQ \right)^{1/s}
\]

\[
\leq \left( 2C \right)^{s-1} \int |(g)_C - (\tilde{g})_C|^s dQ^{1/s},
\]

which yields (2.13).

Finally, (2.14) follows from

\[
\int |(|g|^s)^{1/s} - (|\tilde{g}|^{1/s})_C| dQ \leq \left( 2C \right)^{s-1} \int \left| (|g|)_C^{1/s} - (|\tilde{g}|)_C^{1/s} \right| dQ
\]

\[
\leq \left( 2C \right)^{s-1} \int \left| (g)_C^{1/s} - (\tilde{g})_C^{1/s} \right| dQ \quad \Box
\]

The following theorem is the analogue of Theorem 2.2.1, albeit that we do not present necessary conditions.

**Theorem 2.2.4.** Suppose \( \mathcal{G} \) is a permissible class with envelope \( G \in L^s(\mathbb{R}^d, H) \), \( 1 \leq s < \infty \). Then

\[
\frac{1}{n} \log N_2(\delta, \mathbf{H}_n, \mathcal{G}) \to 0 \quad \text{for all} \quad \delta > 0
\]

implies

\[
\sup_{g \in \mathcal{G}} \|g\|_{s,n} - \|g\|_s \to 0 \quad \text{almost surely.}
\]

**Proof.** We show in Section 2.4 that also \( \mathcal{G}' \) is permissible. Thus, the theorem is proved if (2.15) implies

\[
\frac{1}{n} \log N_1(\delta, \mathbf{H}_n, \mathcal{G}') \to 0 \quad \text{for all} \quad \delta > 0,
\]

because then, we can apply Theorem 2.2.1 to \( \mathcal{G}' \). But application of (2.11) and (2.12) with \( s = 1 \) to \( \mathcal{G}' \), shows that it suffices to prove that (2.16) holds for the truncated class, i.e. that

\[
\frac{1}{n} \log N_1(\delta, \mathbf{H}_n, (\mathcal{G}')_C) \to 0 \quad \text{for all} \quad \delta > 0, \ C > 0.
\]
And this follows immediately from (2.13) and (2.14):

\[
N_1(\delta, H_n, (\mathcal{G})_C) \leq N_1\left(\frac{\delta}{2(C)^{\gamma - 1}}, H_n, (\mathcal{G})_{C^{\mu(n)}}\right) \\
\leq N_1\left(\frac{\delta}{2(C)^{\gamma - 1}}, H_n, (\mathcal{G})_{C^{\mu(n)}}\right). \quad \square
\]

Of course, it also follows from Lemma 2.2.3 that it doesn’t really matter which covering numbers are used. This is made explicit in Lemma 2.2.5 below, where we show the analogue of Theorem 2.2.2.

**Lemma 2.2.5.** Suppose that \( \mathcal{G} \) is a permissible class with envelope \( G \in L^1(\mathbb{R}^d, H) \), \( 1 \leq \gamma < \infty \). Then

\[
\frac{1}{n} \log N_1(\delta, H_n, \mathcal{G}) \to 0 \quad \text{for all} \quad \delta > 0 \quad \text{(2.17)}
\]

implies that \( \mathcal{G} \) is totally bounded for \( \| \cdot \|_{L^1} \), i.e.

\[
T_n(\delta) = N_1(\delta, H, \mathcal{G})
\]

is a finite function of \( \delta > 0 \). Furthermore

\[
\mathbf{P}^\ast \left( \limsup_{n \to \infty} N_1(\delta, H_n, \mathcal{G}) > T_n(\delta - \eta) \right) = 0, \quad 0 < \eta < \delta, \quad \delta > 0. \quad (2.18)
\]

**Proof.** We have seen in Theorem 2.2.2 that (2.17) implies that \( T_n(\delta) = N_1(\delta, H, \mathcal{G}) \) is a finite function of \( \delta \). In view of (2.12) and (2.13), for all \( C > 0 \)

\[
N_1(\delta, H, (\mathcal{G})_C) \leq N_1\left(\frac{\delta}{(2C)^{\gamma - 1}}, H_n, (\mathcal{G})_{C^{\mu(n)}}\right) \leq T_1\left(\frac{\delta}{(2C)^{\gamma - 1}}\right)
\]

and moreover, by (2.10)

\[
N_1(\delta, H, \mathcal{G}) \leq N_1\left(\frac{\delta}{2}, H_n, (\mathcal{G})_C\right)
\]

for \( C \) sufficiently large. This gives that \( T_n(\delta) = N_1(\delta, H, \mathcal{G}) \) is a finite function of \( \delta \).

Using again (2.12), (2.13), we see that (2.17) also implies that for all \( C > 0, \delta > 0 \)

\[
\frac{1}{n} \log N_1(\delta, H_n, (\mathcal{G})_C) \to 0
\]

and from (2.11), for all \( \delta > 0 \)

\[
\frac{1}{n} \log N_1(\delta, H_n, \mathcal{G}) \to 0.
\]
Hence, in view of Theorem 2.2.4

\[ \sup_{g \in \mathcal{B}} |\|g\|_{L^s} - \|g\|_\infty | \to 0 \] almost surely.

But this means that for \( 0 < \eta < \delta \), a \((\delta - \eta)\)-covering set of \( \mathcal{B} \) for \( \| \cdot \|_s \) is for \( n \) sufficiently large a \( \delta \)-covering set of \( \mathcal{B} \) for \( \| \cdot \|_{L^s} \), almost surely. Thus, by the same argument as in the proof of Theorem 2.2.2

\[ \mathbb{P}^*(\limsup_{n \to \infty} N_s(\delta, H_n, \mathcal{B}) > T_s(\delta - \eta)) = 0. \]

We conclude that if (2.17) holds and \( G \in L^s(\mathbb{R}^d, H) \), \( 1 \leq s < \infty \) then \( \mathcal{B} \) is totally bounded for \( \| \cdot \|_s \). If \( s = \infty \), (2.17) is equivalent to

\[ \frac{1}{n} \log \mathcal{N}_\infty(\delta, H_n, \mathcal{B}) \to 0, \quad \text{for all} \quad \delta > 0, \]

in particular, if \( G \in L^s(\mathbb{R}^d, H) \), (2.17) is equivalent to

\[ \frac{1}{n} \log \mathcal{N}_\infty(\delta, H_n, (\mathcal{B})^c) \to 0, \quad \text{for all} \quad \delta > 0, \quad C > 0. \]

This observation is useful because \( L^\infty(\mathbb{R}^d, H_n) \)-covering numbers are often easier to compute.

We shall illustrate the results of this subsection with an example. In a substantial number of applications the conditions on the covering numbers can be checked without imposing distributional assumptions, apart from a moment condition on the envelope \( G \). An important special case occurs when a collection \( \mathcal{B} \) of sets satisfies

\[ \sup_{\{x_1, \ldots, x_n\}} \Delta^d(x_1, \ldots, x_n) \leq n^r, \quad (2.19) \]

for some \( r \) and all \( n \), \( \Delta^d(x_1, \ldots, x_n) \) being defined in Section 2.1. Recall for instance that if \( \mathcal{B} = \{ \{x : x \gamma \leq 1\} : \gamma \in \mathbb{R}^d \} \)

\[ \sup_{\{x_1, \ldots, x_n\}} \Delta^d(x_1, \ldots, x_n) \leq (n^d)^{n^d}. \]

An \( \mathcal{B} \) satisfying (2.19) is called a VC-class (Vapnik and Chervonenkis (1971)).

For classes of functions, Pollard (1984) introduces the related concept of VC-graph classes. Let \( g: \mathbb{R}^d \to \mathbb{R} \) be some function and define the graph of \( g \) as the subset

\[ \{(x, t) : 0 \leq t \leq g(x) \quad \text{or} \quad g(x) \leq t \leq 0 \} \]

of \( \mathbb{R}^{d+1} \). A class \( \mathcal{B} \) is a VC-graph class if the collection of graphs of functions in \( \mathcal{B} \) form a VC-class.
THEOREM 2.2.6. Let $Q$ be some probability measure on $\mathbb{R}^d$, and let $\mathcal{G}$ be a VC-graph class with envelope $\int G dQ = C_Q$ say. Then

$$N_1(\delta, Q, \mathcal{G}) \leq A_1 C'_2 \delta^{-r'} \quad \text{for all} \quad \delta > 0,$$

where $A_1$ and $r'$ are constants independent of $Q$.


It is easy to see that if $\mathcal{G}$ is a VC-graph class, then so is $(\mathcal{G})_C$. Thus, then

$$N_1(\delta, Q, (\mathcal{G})_C) \leq A_1 C'_1 \delta^{-r'} \quad \text{for all} \quad \delta > 0, \quad C > 0$$

and from Lemma 2.2.3, $1 \leq \delta < \infty$

$$N_1(\delta, Q, (\mathcal{G})_C) \leq A_1 C'_1 \left(\frac{\delta^r}{(2C_y)^{-r'}}\right) = A_1 C'_1 \delta^{-r'}, \quad \delta > 0, \quad C > 0.$$ 

Note that if $\mathcal{G}$ is a VC-class, then $\{1_A: A \in \mathcal{G}\}$ is a VC-graph class. Since the envelope of a collection of indicator functions is bounded by 1, this gives for $\mathcal{G}$ a VC-class

$$N_1(\delta, Q, \mathcal{G}) \leq A_1 \delta^{-r'} \quad \text{for all} \quad \delta > 0, \quad 1 \leq \delta < \infty$$

for some $A_1$ and $r'$, and by (2.19)

$$N_\infty(\delta, Q, \mathcal{G}) \leq n^r$$

for some $r$.

EXAMPLE 1.3 continued. In this two-phase regression model, $\mathcal{G}$ is a class of regression functions of the form

$$\mathcal{G} = \{g(x) = (a^{(1)} + x \beta^{(1)})(1_{(x_1 < 1)}(x) + (a^{(2)} + x \beta^{(2)}))(1_{(x_1 > 1)}(x); \ a^{(i)} \in \mathbb{R}, \ \beta^{(i)} \in \mathbb{R}^d, \ i = 1, 2, \ \gamma \in \mathbb{R}^d\}. $$

The graph of a $g \in \mathcal{G}$ is the union of two intersections of three halfspaces. Now, the class of halfspaces forms a VC-class. And it is easy to see that the VC-property is preserved under taking finite unions and intersections. Hence, $\mathcal{G}$ is a VC-graph class.

2.3. EXTENSIONS

In many regression models, the class of feasible regression functions is allowed to vary with the number of observations. Also, the independent variables and disturbances are often not identically distributed, and their distributions might vary with $n$ too. To handle these situations, we generalize some of the results of the previous sections.

Let for each $n = 1, 2, \cdots, x_{n,1}, \cdots, x_{n,n}$ be independent random vectors in $\mathbb{R}^d$, $x_{n,k}$ having distribution $H_{n,k}$. Furthermore, let for each $n \in \mathbb{N}$, $\mathcal{G}_n$ be a class of functions on $\mathbb{R}^d$ with envelope $G_n = \sup_{g \in \mathcal{G}_n} |g|$. Define
$H^{(n)} = \frac{1}{n} \sum_{k=1}^{n} H_{n,k}$

and let $H_n$ be the empirical measure generated by $x_{1,n}, \ldots, x_{n,n}$.

To establish a uniform law of large numbers, we make use of Hoeffding’s inequality.

**Lemma 2.3.1 (Hoeffding’s Inequality).** Let $y_1, \ldots, y_n$ be independent random variables with zero means and bounded ranges: $a_k \leq y_k \leq b_k$. Then for each $\eta > 0$

$$\mathbb{P}\left(\frac{1}{n} \sum_{k=1}^{n} y_k \geq \eta\right) \leq \exp\left(-2n\eta^2 / \frac{1}{n} \sum_{k=1}^{n} (b_k - a_k)^2\right).$$

**Proof.** Hoeffding (1963). \qed

We have seen that in the i.i.d. case with $\delta_n = \emptyset$ (Section 2.2), necessary conditions for the uniform law of large numbers are that the covering numbers $N_1(\delta, H_n, \delta)$ remain bounded in probability, and that the envelope of $\delta$ is in $L^1(\mathbb{R}^d, H)$. In general however, the covering numbers are allowed to grow with $n$. Furthermore, the $L^1(\mathbb{R}^d, H^{(n)})$-norm of the envelope of $\delta_n$ is allowed to grow with $n$ too, but the faster $N_1(\delta, H_n, \delta_n)$ grows, the more stringent the envelope conditions become. This result is stated in Theorem 2.3.2 below. We shall also show that for the case of i.i.d. random variables and $\delta_n$ not depending on $n$, the conditions of Theorem 2.3.2 reduce to those of Theorem 2.2.1.

In the general set up, with triangular arrays, it is not possible to obtain a strong uniform law of large numbers: all results only concern convergence in probability. The assumption of permissibility is needed again to guard against measurability difficulties (see Section 2.4). We shall prove the uniform law of large numbers exactly according to the recipe Pollard supplies for the i.i.d. case (Pollard (1984), Ch. II). This illustrates the power of the techniques Pollard proposes.

**Theorem 2.3.2.** Let $\{\delta_n\}$ be a sequence of permissible classes with envelopes $G_n = \sup_{g \in \delta_n} |g|$. Suppose that for some sequence $c_n \geq 1$, $c_n = o(n)$

$$\lim_{n \to \infty} \sup_{G_n \geq c_n} \int_{G_n} G_n dH^{(n)} = 0,$$  \hspace{1cm} (2.20)

$$\lim_{n \to \infty} \frac{1}{c_n} \int_{G_n \leq c_n} G_n^2 dH^{(n)} = 0,$$  \hspace{1cm} (2.21)

and that $(c_n/n) \log N_1(\delta, H_n, \delta_n)$ remains bounded in probability, i.e.

$$\lim_{T \to \infty} \limsup_{n \to \infty} \mathbb{P}\left(\frac{c_n}{n} \log N_1(\delta, H_n, \delta_n) > T\right) = 0$$  \hspace{1cm} (2.22)

for all $\delta > 0$. Then

$$\sup_{g \in \delta_n} |\int g d(H_n - H^{(n)})| \to 0.$$  \hspace{1cm} (2.23)
PROOF. First, we shall show that it suffices to prove a uniform law of large numbers for the truncated class \( \{ g \mid g \leq c_n : g \in \Theta_n \} \). Let \( 0 < \delta \leq 1 \) be arbitrary. In view of (2.20)

\[
\int_{G_n \leq c_n} G_n dH^{(n)} < \frac{\delta^2}{4}
\]

for all \( n \) sufficiently large. Apply Chebyshev's inequality to see that

\[
P(\int_{G_n \leq c_n} G_n dH^{(n)} > \frac{\delta}{4}) \leq \frac{\int_{G_n \leq c_n} G_n dH^{(n)}}{\delta/4} < \delta.
\]

Hence

\[
P(\sup_{g \in \Theta_n} |\int g d(H_n - H^{(n)})| > \delta) \leq P(\sup_{g \in \Theta_n} \int g d(H_n - H^{(n)}) > \frac{\delta}{2}) + P(\int_{G_n \leq c_n} G_n dH^{(n)} > \frac{\delta}{4})
\]

\[
\leq \mathbb{P}(\sup_{g \in \Theta_n} |\int g d(H_n - H^{(n)})| > \frac{\delta}{2}) + \delta.
\]

Next, we symmetrize the process. For this purpose, we use that for arbitrary \( \eta > 0 \), and for all \( n \) sufficiently large

\[
\frac{1}{c_n} \int_{G_n \leq c_n} G_n^2 dH^{(n)} < \eta
\]

by assumption (2.21). Application of Chebyshev's inequality gives that for each \( g \in \Theta_n \)

\[
P(\int_{G_n \leq c_n} G_n^2 dH^{(n)} > \frac{\delta}{4}) \leq \frac{1}{n_{G_n \leq c_n}} \int_{G_n \leq c_n} G_n^2 dH^{(n)} < \frac{\eta}{(\delta/4)^2}
\]

\[
\frac{1}{c_n} \int_{G_n \leq c_n} G_n^2 dH^{(n)} \leq \frac{c_n \eta}{n (\delta/4)^2} \leq \frac{1}{2},
\]

for \( \eta \) sufficiently small, and all \( n \) sufficiently large. For the symmetrization, we introduce an independent copy \( \{ x'_{n,1}, \ldots, x'_{n,n} \} \) of \( \{ x_{n,1}, \ldots, x_{n,n} \} \), i.e. \( x_{n,1}, \ldots, x_{n,n}, x'_{n,1}, \ldots, x'_{n,n} \) are independent and \( x'_{n,k} \) has distribution \( H_{n,k} \). Let \( H'_n \) be the empirical distribution, based on \( x'_{n,1}, \ldots, x'_{n,n} \). Since (2.25) holds, we have for all \( g \in \Theta_n \)

\[
P(\int_{G_n \leq c_n} g d(H_n - H^{(n)}) > \frac{\delta}{4}) \geq \frac{1}{2}.
\]

The assumption of permissibility of \( \Theta_n \) ensures that for some random \( g^* \in \Theta_n \), independent of \( H'_n \).
on the set
\[
\{ \sup_{g \in H} | \int_{G, \leq c} g^*(d(H_n - H^{(n)})) | > \delta \over 2 \}
\]
(see Section 2.4). Because (2.26) holds for \( g^* \) too,
\[
{1 \over 2} \mathbb{P}(\sup_{g \in H} | \int_{G, \leq c} g d(H_n - H^{(n)}) | > \delta \over 2) 
\leq \mathbb{P}(\sup_{g \in H} | \int_{G, \leq c} g^* d(H_n - H^{(n)}) | > \delta \over 2)
\leq \mathbb{P}(\sup_{g \in H} | \int_{G, \leq c} g^* d(H_n - H_n') | > \delta \over 4)
\leq \mathbb{P}(\sup_{g \in H} | \int_{G, \leq c} g d(H_n - H_n') | > \delta \over 4).
\]
We shall now describe the randomization device. Let \( \sigma_1, \ldots, \sigma_n \) be independent random variables, independent of \( \{x_{n,1}, \ldots, x_{n,n}, x_{n,1}', \ldots, x_{n,n}' \} \), with
\[
\mathbb{P}(\sigma_k = 1) = \mathbb{P}(\sigma_k = -1) = {1 \over 2}.
\]
Write \( H_n^0 \) for the signed measure that puts mass \( 1/n \sigma_k \) at \( x_{n,k} \), e.g.
\[
\int_{G, \leq c} g dH_n^0 = {1 \over n} \sum_{k=1}^n \sigma_k g(x_{n,k}) 1_{(G, \leq c)}(x_{n,k}).
\]
Then
\[
\mathbb{P}(\sup_{g \in H} | \int_{G, \leq c} g d(H_n - H_n') | > \delta \over 4)
= \mathbb{P}(\sup_{g \in H} | {1 \over n} \sum_{k=1}^n (g(x_{n,k}) 1_{(G, \leq c)}(x_{n,k}) - g(x_{n,k}') 1_{(G, \leq c)}(x_{n,k}')) | > \delta \over 4)
= \mathbb{P}(\sup_{g \in H} | {1 \over n} \sum_{k=1}^n (g(x_{n,k}) 1_{(G, \leq c)}(x_{n,k}) - g(x_{n,k}') 1_{(G, \leq c)}(x_{n,k}')) | > \delta \over 4)
\leq \mathbb{P}(\sup_{g \in H} | {1 \over n} \sum_{k=1}^n \sigma_k g(x_{n,k}) 1_{(G, \leq c)}(x_{n,k}) | > \delta \over 8)
+ \mathbb{P}(\sup_{g \in H} | {1 \over n} \sum_{k=1}^n \sigma_k g(x_{n,k}') 1_{(G, \leq c)}(x_{n,k}') | > \delta \over 8)
= 2\mathbb{P}(\sup_{g \in H} | \int_{G, \leq c} g dH_n^0 | > \delta \over 8) .
\]
Let \( g_1, \ldots, g_n, m = N_i(\delta \over 16, H_n, \delta_n) \) be a minimal \( \delta/16 \)-covering set of \( \delta_n \).
Observe that if
\[
\int |g - g_j| dH_n < \delta \over 16 ,
\]
also

\[ \left| \int_{G_n \leq c_n} |g - g_j| dH_n^0 \right| < \frac{\delta}{16}. \]

Now, given \((x_{n,1}, \ldots, x_{n,n}) = (x_{n,1}, \ldots, x_{n,n})\), with \(x_{n,1}, \ldots, x_{n,n}\) satisfying

\[ \frac{1}{nc_n} \sum_{k=1}^{n} G_n^2(x_{n,k}) I_{\{G_n \leq c_n\}}(x_{n,k}) \leq \frac{\delta^2}{T}, \]

we have by Hoeffding's inequality

\[ \mathbb{P}(\sup_{g \in \mathcal{K}} |\int_{G_n \leq c_n} g dH_n^0| > \frac{\delta}{8} | x_{n,1}, \ldots, x_{n,n}) \]

\[ \leq N_1(\frac{\delta}{16}, H_n, \theta_n) 2\exp\left(-\frac{n(\frac{\delta}{16})^2}{2c_n \delta^2 / T}\right) \]

\[ = 2N_1(\frac{\delta}{16}, H_n, \theta_n) 2\exp\left(-\frac{nT}{512 c_n}\right). \]

Therefore, by Fubini's theorem

\[ \mathbb{P}(\sup_{g \in \mathcal{K}} |\int_{G_n \leq c_n} g dH_n^0| > \frac{\delta}{8}) \leq 2 \exp\left(-\frac{nT}{1024 c_n}\right) + \mathbb{P}(A_n) + \mathbb{P}^*(B_n) \quad (2.29) \]

with

\[ A_n = \left\{ \frac{1}{c_n G_n \leq c_n} \int G_n^2 dH_n > \frac{\delta^2}{T} \right\} \]

and

\[ B_n = \left\{ \frac{c_n}{n} \log N_1(\frac{\delta}{16}, H_n, \theta_n) > T / 1024 \right\}. \]

We shall now show that \(\mathbb{P}(A_n)\) and \(\mathbb{P}(B_n)\) can be made arbitrarily small. Using (2.21), we see that

\[ \frac{1}{c_n G_n \leq c_n} \int G_n^2 dH_n(n) < \frac{\delta^3}{T} \]

for all \(n\) sufficiently large. Again by Chebyshev's inequality, this implies

\[ \mathbb{P}(A_n) < \frac{\delta^3 / T}{\delta^2 / T} = \delta. \]

Moreover

\[ \mathbb{P}^*(B_n) < \delta \]

for \(T\) large enough and all \(n\) large enough, because of assumption (2.22).

Returning to (2.29), we see that
\[
\mathbb{P}(\sup_{g \in G_{\gamma} \leq c_{\gamma}} \int g d H_{n}^{m} > \delta) < 2 \exp\left[-\frac{nT}{1024 c_{n}}\right] + 2\delta \leq 3\delta
\]
for \(T\) sufficiently large and all \(n\) sufficiently large. In view of the truncation, symmetrization and randomization inequalities \((2.24), (2.27)\) and \((2.28)\) respectively, this completes the proof. 

We present a weaker version of Theorem 2.3.2 for two reasons. First, this clarifies that Theorem 2.3.2 is a generalization of the sufficiency part of Theorem 2.2.1 and secondly, the weaker version will be used in Chapter 3 to prove consistency of the least squares estimators.

**Lemma 2.3.3.** Suppose \(\{\theta_{n}\}\) is a sequence of permissible classes with envelopes \(G_{n}\). Assume that for some sequence \(b_{n} \geq 1\), \(b_{n} = o(n^{1/2})\)

\[
\lim_{n \to \infty} \sup_{G_{\gamma} \geq b_{n}} \int G_{\gamma} d H^{(n)} = 0
\]

and

\[
\frac{b_{n}^{2}}{n} \log N_{1}(\delta, H_{n}, \theta_{n}) \to^{p} \text{ for all } \delta > 0.
\]

Then

\[
\sup_{g \in G_{\gamma}} | \int g d (H_{n} - H^{(n)}) | \to^{p} 0.
\]

**Proof.** Since

\[
Z_{n}(\delta) = \frac{b_{n}^{2}}{n} \log N_{1}(\delta, H_{n}, \theta_{n})
\]

is nondecreasing in \(\delta\), \((2.31)\) ensures the existence of sequences \(\eta_{n} \downarrow 0\) and \(\delta_{n} \downarrow 0\) such that

\[
\mathbb{P}^{\sup_{\delta \geq \delta_{n}} Z_{n}(\delta) > \eta_{n}} = \mathbb{P}^{\sup_{\delta \geq \delta_{n}} Z_{n}(\delta) > \eta_{n}} \to 0.
\]

This implies that there exists a sequence \(\tilde{b}_{n} \geq 1\) with \(\tilde{b}_{n} / b_{n} \to \infty\), \(\tilde{b}_{n} = o(n^{1/2})\), such that

\[
\frac{\tilde{b}_{n}^{2}}{n} \log N_{1}(\delta, H_{n}, \theta_{n}) \to^{p} 0 \text{ for all } \delta > 0.
\]

By \((2.30)\) we have

\[
\int_{G_{\gamma} \geq \tilde{b}_{n}} G_{\gamma} d H^{(n)} \leq \int_{G_{\gamma} \geq b_{n}} G_{\gamma} d H^{(n)} \to 0.
\]

Moreover, also
$$\frac{1}{b_n^2} \int_{b_n < a < b_n} G_n^2 dH^{(n)} = \frac{1}{b_n^2} \int_{b_n < a < b_n} G_n^2 dH + \frac{1}{b_n^2} \int_{b_n < a < b_n} G_n^2 dH^{(n)}$$

$$\leq \frac{b_n^2}{b_n^2} + \int_{b_n < a < b_n} G_n dH^{(n)} \to 0.$$

Together, (2.32), (2.33) and (2.34) ensure that the conditions of Theorem 2.3.2 are fulfilled with $c_n = b_n^2$. \(\square\)

Recall that in the i.i.d. case with $\mathcal{G}_n = \emptyset$, a necessary condition for the uniform law of large numbers is that the envelope $G$ is integrable. This corresponds to imposing (2.30) with $\{b_n\}$ any sequence tending to infinity. Letting $b_n$ grow slowly enough, we see that (2.31) reduces to condition (2.3) of Theorem 2.2.1:

$$\frac{1}{n} \log N_1(\delta, H_n, \emptyset) \to 0.$$

Moreover, we showed in Theorem 2.2.2 that under the conditions of Theorem 2.2.1 the covering numbers in fact remain bounded. Obviously, if $\mathcal{G}_n$ varies with $n$ the uniform law of large numbers no longer implies that $N_1(\delta, H_n, \emptyset)$ does not grow with $n$.

**Example 2.1.** Let $\emptyset$ be a permissible VC-graph class with envelope not necessarily in $L^1(\mathbb{R}^d, H^{(n)})$. As in Section 2.2 we define $(\emptyset)_C$ as the class of functions truncated at $C$:

$$(\emptyset)_C = \{ \text{sign}(g) \cdot |g| \wedge C; \ g \in \emptyset \}.$$

The class $(\emptyset)_C$ is still a VC-graph class (with envelope the constant function $C$). Application of Theorem 2.2.6 yields that for all $\delta > 0$

$$N_1(\delta, H_n, (\emptyset)_C) \leq AC\delta^{-r}$$

for some constants $A$ and $r$. Also, if $\emptyset$ is permissible, then so is $(\emptyset)_C$ for all $C > 0$.

Let $\eta > 0$ be arbitrary and take $c_n = n(\log n)^{-1}$, then (2.20) and (2.21) hold for $(\emptyset)_n \text{\ast} (\log n)^{-1}$,

$$\sup_{g \in \emptyset} |(g)_{\eta \ast (\log n)^{-1}}| \leq n^{1/2} (\log n)^{-1/2 - \eta} \leq c_n \text{ for } n \text{ sufficiently large}$$

$$\sup_{g \in \emptyset} |(g)_{\eta \ast (\log n)^{-1}}|^2 \leq n (\log n)^{-1 - 2\eta} = o(c_n).$$

Also, (2.23) is met for $(\emptyset)_n \text{\ast} (\log n)^{-1}$:

$$\frac{c_n}{n} \log N_1(\delta, H_n, (\emptyset)_n \ast (\log n)^{-1}) = \frac{1}{\log n} o(\log n) = o(1).$$

Hence, for a permissible VC-graph class

$$\sup_{g \in \emptyset} |\int (g)_{\eta \ast (\log n)^{-1}} d(H_n - H^{(n)})| \to 0.$$
The remainder of this section is devoted to the situation where higher order moments of the envelopes exist:

\[ G_n \in L^1(\mathbb{R}^d, H^{(n)}), \quad 1 \leq s < \infty. \]

As before, we write

\[ \| g \|_{s,n} = \left( \int |g|^s dH_n \right)^{1/s} \]

for the empirical norm of \( g \). The theoretical norm now also depends on \( n \), and is denoted by

\[ \| g \|_{s,(n)} = \left( \int |g|^s dH^{(n)} \right)^{1/s}. \]

Define

\[ \mathcal{G}_n^s = \{ |g|^s : g \in \mathcal{G}_n \}. \]

Because in general the \( L^1(\mathbb{R}^d, H^{(n)}) \) norm will be allowed to grow with \( n \), it is no longer possible to replace conditions on \( L^1(\mathbb{R}^d, H_n) \)-covering numbers by conditions on \( L^1(\mathbb{R}^d, H_n) \)-covering numbers. We present a lemma to clarify this.

**Lemma 2.3.4.** For \( 1 \leq s < \infty \) and all \( \delta > 0 \)

\[ N_1(\delta, H_n, \mathcal{G}_n^s) \leq N_s(\delta / (s(2\sup_{g \in \mathcal{G}_n} \| g \|_{s,n})^{-1}), H_n, \mathcal{G}_n^s). \] (2.35)

**Proof.** For \( a \geq b \geq 0 \), \( a^s - b^s \leq s(a - b)a^{s-1} \) for all \( 1 \leq s < \infty \). Using this and Hölder’s inequality, we obtain that for all \( g, \tilde{g} \in \mathcal{G}_n \)

\[ \int |g|^s - |\tilde{g}|^s |dH_n| \leq s \int |g| |\tilde{g}| |\max(|g|, |\tilde{g}|)|^{-1} dH_n \]

\[ \leq s \int |g - \tilde{g}| |g| + |\tilde{g}| |^{-1} dH_n \leq s \sup_{g \in \mathcal{G}_n} \| g \|_{s,n} \| g | + |\tilde{g}| |^{-1} |g - \tilde{g}| \| \|_{s,n}^{-1} \]

\[ \leq s \| g - \tilde{g} \|_{s,n} (2\sup_{g \in \mathcal{G}_n} \| g \|_{s,n})^{-1}. \]

Hence, if \( \sup_{g \in \mathcal{G}_n} \| g \|_{s,n} \) remains bounded, say

\[ \sup_{g \in \mathcal{G}_n} \| g \|_{s,n} \leq K \] (2.36)

with arbitrary large probability for all \( n \) sufficiently large, then \( N_1(\delta, H_n, \mathcal{G}_n^s) \) and \( N_s(\delta / (s(2\sup_{g \in \mathcal{G}_n} \| g \|_{s,n})^{-1}), H_n, \mathcal{G}_n^s) \) are of the same order of magnitude.

**Theorem 2.3.5.** Let \( \{ \mathcal{G}_n \} \) be a sequence of permissible classes with envelopes \( G_n \) satisfying

\[ \lim_{n \to \infty} \sup_{s \geq 1} \| G_n \|_{s,(n)} < \infty, \quad 1 \leq s < \infty \] (2.37)

Suppose that for some sequence \( c_n \geq 1, c_n = o(n^{-1}) \),

\[ \frac{1}{c_n} \]
\[
\limsup_{n \to \infty} \int_{G > c} G_n^d dH^{(n)} = 0 
\]
\[
\limsup_{n \to \infty} \frac{1}{c_n} \int_{G_n \leq c} G_n^d dH^{(n)} = 0
\]
and
\[
\frac{c_n}{n} \log N_1(\delta, H_n, \delta_n)^{p^*} \to 0, \quad \text{for all} \quad \delta > 0
\]

Then
\[
\sup_{g \in B} \|g\|_{L^p} - \|g\|_{L^p(n)} \to 0.
\]

**Proof.** Conditions (2.38) and (2.39) imply that
\[
\sup_{g \in B} \|g\|_{L^p} - \|g\|_{L^p(n)} \to 0.
\]
It now follows from (2.37) that for some \(K < \infty\)
\[
\sup_{g \in B} \|g\|_{L^p} \leq \|G_n\|_{L^p(n)} \leq K
\]
with arbitrary large probability for all \(n\) sufficiently large. Apply Lemma 2.3.4 to see that (2.40) implies
\[
\frac{c_n}{n} \log N_1(\delta, H_n, \delta_n)^{p^*} \to 0 \quad \text{for all} \quad \delta > 0.
\]

The conclusion of the theorem now follows easily from Theorem 2.3.2. \(\square\)

If (2.37) is not fulfilled, one can check uniform convergence of \(\|g\|_{L^p} \) to \(\|g\|_{L^p(n)}\) by verifying (2.42) directly.

### 2.4. Measurability I

Let \(x_1, x_2, \ldots\) be independent, identically distributed random variables, with distribution \(H\) on \(\mathbb{R}^d\). As underlying probability space, we take the product space
\[
(\Omega, \mathcal{F}, P) = ((\mathbb{R}^d)^\infty, \mathcal{B}^\infty, H^\infty) \otimes (M, \mathcal{M}, Q)
\]
where \((M, \mathcal{M}, Q)\) is some probability space on which some auxiliary random variables live (we need some additional space for randomization). Without loss of generality, \((\Omega, \mathcal{F}, P)\) is assumed to be complete. We observed that
\[
\omega \mapsto \sup_{g \in B} \int g(H_n - H)(\omega)
\]
need not be measurable. Of course if \(\mathcal{G}\) is a countable class of measurable functions, there are no problems. Suppose now that there exists a countable \(\mathcal{G}\)
such that
\[
P \left( \sup_{g \in \mathcal{G}} |\int g d(H_n - H)| \neq \sup_{g \in \mathcal{G}} |\int g d(H_n - H)| \right) = 0, \quad n \geq 1. \tag{2.43}
\]

Then application of Theorem 2.2.1 to \(0_\delta\) yields
\[
\sup_{g \in \mathcal{G}} |\int g d(H_n - H)| \to 0 \quad \text{almost surely} \tag{2.44}
\]

iff both
\[
\sup_{g \in \mathcal{G}} |g| \in L^1(\mathbb{R}^d, H) \quad \text{and}
\]
\[
\frac{1}{n} \log N_1(\delta, H_n, 0_\delta) \to 0 \quad \text{for all} \quad \delta > 0.
\]

Now, suppose \(\mathcal{G}\) is separable. The process \(g \mapsto \int g d(H_n - H)\) is called stochastically separable if there exists a countable \(0_\delta \subset \mathcal{G}\) such that for all closed \(\bar{\mathcal{G}} \subset \mathcal{G}\), and open \(B \subset \mathbb{R}\)
\[
\int g d(H_n - H) \in B \quad \text{for all} \quad g \in \bar{\mathcal{G}} \cap 0_\delta
\]

implies
\[
\int g d(H_n - H) \in B \quad \text{for all} \quad g \in \mathcal{G}
\]

with probability one (GIHMAN and SKOROHOD (1974)). If \(g \mapsto \int g d(H_n - H)\) is stochastically separable, (2.43) holds.

Stochastic separability suffices for most practical purposes (DUDLEY (1984), Section 11.3). Note that it implies measurability of
\[
\sup_{g \in \mathcal{G}} |\int g d(H_n - H)|. \tag{2.45}
\]

However, the proof of a uniform law of large numbers needs measurability of other quantities too. If one assumes that \(\mathcal{G}\) is nearly linearly supremum measurable (ALEXANDER (1984), GINÉ and ZINN (1984)), measurability difficulties are overcome without the assumption of stochastic separability.

POLLARD (1984) introduces the concept of permissibility. A permissible class \(\mathcal{G}\) is also nearly linearly supremum measurable, but need not result in stochastic separability of the process. We shall now copy the definition of permissibility - of a class of functions on \(\mathbb{R}^d\) - from Pollard’s book (POLLARD (1984), Appendix C). We say that \(\mathcal{G}\) can be indexed by \(T\) if \(\mathcal{G} = \{g(\cdot, t) : t \in T\}\).

**Definition:** \(\mathcal{G}\) is permissible if \(\mathcal{G}\) can be indexed by a separable metric space \(T\) such that

(i) \(g(\cdot, \cdot)\) is \(\mathcal{B} \otimes H(T)\) - measurable on \(\mathcal{B} \otimes T \to \mathbb{R}\) \((\mathcal{B}\) is the Borel \(\sigma\)-algebra on \(\mathbb{R}^d\), \(H(T)\) is the Borel \(\sigma\)-algebra on \(T\)),

(ii) \(T\) is an analytic subset of a compact metric space \(\overline{T}\) (from which it inherits its metric and Borel \(\sigma\)-field).
POLLARD (1984) elaborates on the merits of assuming permissibility. He shows that (among other things) permissibility of $\mathfrak{g}$ implies measurability of (2.45).

Note that if $\mathfrak{g}$ is permissible, then so is $\{|g - \bar{g}|: g, \bar{g} \in \mathfrak{g}\}$ (see (2.6)) and

$$\mathfrak{g}^c = \{|g|: g \in \mathfrak{g}\}, \quad 1 \leq s < \infty,$$

and also the class of truncated functions

$$(\mathfrak{g})_C = \{\text{sign}(g)(|g|/C): g \in \mathfrak{g}\}, \quad C > 0.$$

The quantities $N(\mathfrak{g}, \mathcal{H}, \mathfrak{g})$ still need not be measurable even if $\mathfrak{g}$ is permissible. However, the use of outer-probabilities for statements about the possibly non-measurable covering numbers does not interfere with proving laws of large numbers.

Suppose now that $x_{n,1}, \ldots, x_{n,n}$ are independent random variables, $x_{n,k}$ having distribution $\mu_{n,k}$, $k = 1, \ldots, n$, $n \geq 1$. For each $n$, we denote the underlying probability space by $(\Omega_n, \mathcal{F}_n, \mathbb{P}_n)$, and we shall assume that it is complete. Let $\{\mathfrak{g}_n\}$ be a sequence of classes of measurable functions on $\mathbb{R}^d$. In order to handle measurability for the non i.i.d. case and triangular arrays, it suffices to assume permissibility of each $\mathfrak{g}_n$. To see this, recall the proof of Theorem 2.3.2. Note that all probability statements are for fixed (sufficiently large, but nonrandom) $n$. For each $n$,

$$\sup_{g \in \mathfrak{g}_n} |\int g d(H_n - H^{(n)})|$$

is measurable, provided $\sup_{g \in \mathfrak{g}_n} \|g\|_{1/(n)} < \infty$. POLLARD (1984) shows that for fixed $n$, the symmetrization device

$$\int g d(H_n - H^{(n)}) \to \int g d(H_n - H'_n)$$

is valid. Of course, if $\mathfrak{g}_n$ is permissible, then $\{g(x)\sigma: g \in \mathfrak{g}_n\}$ is a permissible class of functions on $\mathbb{R}^{d+1}$. This makes it possible to randomize the process. The use of Fubini's Theorem in (2.30) is thus legitimate.
Chapter 3

Consistent Least Squares Estimation

3.1. $L^2$-CONSISTENCY
Consider the regression model

$$y = g(x) + \epsilon$$

where $x$ is a $\mathbb{R}^d$-valued random vector with distribution $H$, $\epsilon$ is independent of $x$ and has expectation zero and finite variance, and $g$ is a member of a class $\mathcal{G}$ of regression functions on $\mathbb{R}^d$. For an estimator of the unknown $g$ to be statistically meaningful, it should at least be consistent in some sense. In the least squares context the most natural requirement is $L^2$-consistency. In this chapter we show that entropy conditions on a (rescaled and truncated version of) $\mathcal{G}$ imply this type of consistency. The results from Chapter 2 are used to prove this.

Let $L^2(\mathbb{R}^d, H)$ be the Hilbert space of $H$-square integrable functions on $\mathbb{R}^d$. Writing $K$ for the distribution of $\epsilon$, let $L^2(\mathbb{R}^d \times \mathbb{R}, P)$ be the Hilbert space of measurable $P = H \times K$-square integrable functions on $\mathbb{R}^d \times \mathbb{R}$ with norm $\| \cdot \|_2$. For convenience, we omit the subscript 2, i.e. we write $\| \cdot \|$. Confusion is not likely, because from now on $L^2$-norms with $s \neq 2$ will only appear sporadically and then we shall use our old notation.

Denote by $x$ and $\epsilon$ the first and second coordinate projections into $\mathbb{R}^d$ and $\mathbb{R}$ respectively, and write $g = g(x), g_0 = g_0(x), y = g_0 + \epsilon$, where we assume that $g_0$, the true state of nature, is in $L^2(\mathbb{R}^d, H)$. We have for $g \in L^2(\mathbb{R}^d, H)$

$$\|y - g\|^2 = \mathbb{E}(y - g(x))^2 = \|\epsilon\|^2 + \|g - g_0\|^2,$$

since $x$ and $\epsilon$ independent.

Let $(x_1, \epsilon_1), (x_2, \epsilon_2), \ldots$ be independent copies of $(x, \epsilon)$ with $y_k = g_0(x_k) + \epsilon_k$. Write $P_n$ for the empirical distribution based on $(x_1, \epsilon_1), \ldots, (x_n, \epsilon_n)$ and $H_n$ for the marginal empirical distribution generated
by \( x_1, \ldots, x_n \). Suppressing the subscript 2, we write \( \| \cdot \|_n \) for the corresponding \( L^2(\mathbb{R}^d \times \mathbb{R}, P_n) \)-norm:
\[
\| g \|_n^2 = \frac{1}{n} \sum_{k=1}^{n} g(x_k)^2,
\]
\[
\| y - g \|_n^2 = \frac{1}{n} \sum_{k=1}^{n} (y_k - g(x_k))^2 = \| e - (g - g_0) \|_n^2.
\]

The least squares estimator \( \hat{g}_n \) is not necessarily uniquely defined by
\[
\| y - \hat{g}_n \|_n^2 = \inf_{g \in \mathcal{G}} \| y - g \|_n^2.
\]

The estimator \( \hat{g}_n \) is strongly \( L^2(\mathbb{R}^d, H) \)-consistent if
\[
\| \hat{g}_n - g_0 \| \rightarrow 0 \quad \text{almost surely.} \tag{3.1}
\]

Strong \( L^2(\mathbb{R}^d, H_n) \)-consistency is defined in a similar manner. We concentrate on convergence with respect to these metrics because the information on the regression function is determined by the distribution of the data. The additional knowledge that \( \hat{g}_n \) is in a class of regression functions \( \mathcal{G} \) can sometimes be used to prove consistency in, for instance, the sup-norm.

Observe that \( g_0 \) is the essentially unique minimizer of \( \| y - g \| \), whereas \( \hat{g}_n \) minimizes the empirical counter part \( \| y - g \|_n \). By the strong law, \( \| y - g \|_n \) converges for each fixed \( g \in L^2(\mathbb{R}^d, H) \) to \( \| y - g \| \) almost surely, and if this convergence is uniform, consistency in both \( \| \cdot \| \) and \( \| \cdot \|_n \)-norm follows almost immediately. The almost sure convergence, uniformly over a class of functions \( \mathcal{G} \), was studied in the previous chapter. Recall Theorem 2.2.4. For the case \( s = 2 \), it states that, for \( \mathcal{G} \) a permissible class with envelope \( G \),
\[
\sup_{g \in \mathcal{G}} \| g \|_n^2 - \| g \| 
\rightarrow 0 \quad \text{almost surely} \tag{3.2}
\]

if the envelope condition
\[
\int G^2 \, dH < \infty \tag{3.3}
\]
and the entropy condition
\[
\frac{1}{n} \log N_2(\mathcal{G}, H_n, \mathcal{G}) \rightarrow 0 \quad \text{for all } \delta > 0 \tag{3.4}
\]
are fulfilled. Remember that \( \log N_2(\mathcal{G}, H_n, \mathcal{G}) \) is called the entropy of \( \mathcal{G} \) for \( \| \cdot \|_n \).

**Proposition 3.1.1.** Suppose that \( \mathcal{G} \) is a permissible class with \( g_0 \in \mathcal{G} \) and that (3.3) and (3.4) are fulfilled, then
\[
\| \hat{g}_n - g_0 \| \rightarrow 0 \quad \text{almost surely},
\]
as well as
\[
\| \hat{g}_n - g_0 \|_n \rightarrow 0 \quad \text{almost surely.}
PROOF. Obviously, conditions (3.3) and (3.4) ensure that we can apply Theorem 2.2.4 to the class \( \{y - g: g \in \theta \} \), so

\[
\sup_{g \in \theta} \|y - g\|_n - \|y - g\| \to 0
\]

almost surely.

Now, \( \|y - g\|^2 = \|\epsilon\|^2 + \|g - g_0\|^2 \), and since \( g_0 \in \theta \), \( \|y - \hat{g}_n\|^2 \leq \|\epsilon\|^2 + \eta \leq \|\epsilon\|^2 + 2\eta \). Hence, for arbitrary \( \eta > 0 \), and for all \( n \) sufficiently large

\[
\|\epsilon\|^2 + \|\hat{g}_n - g_0\|^2 \leq \|y - \hat{g}_n\|_n^2 + \eta \leq \|\epsilon\|_n^2 + \eta \leq \|\epsilon\|^2 + 2\eta
\]

almost surely. Or

\[
\|\hat{g}_n - g_0\|^2 \leq 2\eta
\]

almost surely.

Thus \( \|\hat{g}_n - g_0\| \to 0 \) almost surely, and since \( \|g - g_0\|_n \to \|g - g_0\| \) almost surely, uniformly in \( g \in \theta \), this implies that also \( \|\hat{g}_n - g_0\|_n \to 0 \) almost surely. □

The uniform convergence (3.2) is certainly not necessary for consistency and it is clear that condition (3.3) and (3.4) from empirical process theory will hardly ever be satisfied for a class of regression functions \( \theta \). For example, for \( \theta = (g(x, \theta) = \theta_1 x_1 + \cdots + \theta_d x_d: \theta \in \mathbb{R}^d) \), (3.3) and (3.4) do not hold. This is partly due to the fact that \( \theta \) is a cone (i.e. if \( g \in \theta \) also \( ag \in \theta \) for all \( a > 0 \)). Therefore, we consider a class scaled functions

\[
\bar{\theta} = \{f = \frac{g}{1 + \|g\|^2} : g \in \theta\}.
\]

Then \( \|f\| \leq 1 \) for all \( f \in \bar{\theta} \), and \( \bar{\theta} \) is often essentially smaller than \( \theta \), e.g. if \( \theta \) is a cone. In smooth enough models, (3.3) and (3.4) will hold for \( \bar{\theta} \). This is for instance the case in linear regression. However, the envelope condition on \( \bar{\theta} \) still seems to rule out many interesting models. Therefore, we propose to weaken (3.3) to uniform square integrability of \( \bar{\theta} \) and to impose the entropy condition on a class of truncated functions.

A class \( \bar{\theta} \) is uniformly square integrable if

\[
\lim_{C \to \infty} \sup_{f \in \bar{\theta}} \int_{|f| > C} f^2 dH = 0. \tag{3.5}
\]

The class of truncated versions of functions in \( \bar{\theta} \) is defined as before: i.e. let \( C \) be a positive number and denote

\[
(f)_C = \begin{cases} 
C & \text{if } f > C \\
f & \text{if } |f| \leq C, \\
-C & \text{if } f < -C
\end{cases}
\]

and \( \bar{\theta}_C = \{(f)_C: f \in \bar{\theta}\} \).
Theorem 3.1.2. Suppose that $\mathcal{G}$ is a permissible class with $g_0 \in \mathcal{G}$, that $\mathcal{G}$ is uniformly square integrable and that for each $C > 0$

$$\frac{1}{n} \log N_2(\delta, H_n, (\mathcal{G})_C) \to 0 \quad \text{for all} \quad \delta > 0. \quad (3.6)$$

Then $\hat{g}_n$ is strongly $L^2(\mathbb{R}^d, H)$-consistent.

Proof. We shall first construct a covering set of the class

$$\mathcal{K}_C = \left\{ \frac{\epsilon + g_0}{1 + \|g\|}_C - \frac{g}{1 + \|g\|}_C : g \in \mathcal{G} \right\}.$$

Let $f_j, j = 1, 2, \ldots, N_2(\delta, H_n, (\mathcal{G})_C)$ be a covering set of $(\mathcal{G})_C$, i.e. for each $f = g/(1 + \|g\|) \in \mathcal{G}$ there exists an $f_j$ such that

$$\|f - f_j\|_n < \delta. \quad (3.7)$$

For all $j = 1, \ldots, N_2(\delta, H_n, (\mathcal{G})_C)$, define

$$h_{j,k} = (k\delta(\epsilon + g_0))_C - f_j, \quad k = 0, 1, \ldots, [1/\delta].$$

Then for all $n$ sufficiently large, $\{h_{j,k} : j = 1, \ldots, N_2(\delta, H_n, (\mathcal{G})_C)$, $k = 0, 1, \ldots, [1/\delta]\}$ is a covering set of $\mathcal{K}_C$. To see this, choose $f = g/(1 + \|g\|)$, $f_j$ as in (3.7) and $k = [1/(\delta(1 + \|g\|))]$. Then

$$\| \left( \frac{\epsilon + g_0}{1 + \|g\|}_C - \frac{g}{1 + \|g\|}_C \right) - h_{j,k} \|_n$$

$$\leq \| \left( \frac{1}{1 + \|g\|} - k\delta \right)(\epsilon + g_0)\|_n + \| \frac{g}{1 + \|g\|}_C \|_n - f_j\|_n$$

$$< \delta\|\epsilon + g_0\|_n + \delta \leq \epsilon - g_0\| + 2\delta$$

almost surely, for $n$ sufficiently large. Thus, we can apply Theorem 2.2.4 to $\mathcal{K}_C$, which yields that

$$\sup_{g \in \mathcal{G}} \left\| \left( \frac{\epsilon + g_0}{1 + \|g\|}_C - \frac{g}{1 + \|g\|}_C \right) \right\|_n \to 0 \quad (3.8)$$

almost surely, for all $C > 0$.

Let $\eta > 0$ be arbitrary. Then from (3.8) we have that for all $g \in \mathcal{G}$, $C > 0$ and $n$ sufficiently large

$$\left\| \left( \frac{\epsilon + g_0}{1 + \|g\|}_C - \frac{g}{1 + \|g\|}_C \right) \right\|^2 \to 0 \quad (3.9)$$
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\[ \leq \left\| \frac{\epsilon + g_0}{1 + \|g\|} \right\|_c^2 - \left(\frac{g}{1 + \|g\|}\right)_c \leq \eta \text{ almost surely.} \]

To get rid of the truncation in (3.9), we argue as follows. Obviously,

\[ \left\| \frac{\epsilon + g_0}{1 + \|g\|} \right\|_c^2 \right\|_c^2 \leq \left\| \frac{\epsilon + g_0 - g}{1 + \|g\|} \right\|_c^2. \]

For the left-hand side of (3.9), we have

\[ \left\| \frac{\epsilon + g_0}{1 + \|g\|} \right\|_c - \left(\frac{g}{1 + \|g\|}\right)_c \geq \left\| \frac{\epsilon + g_0 - g}{1 + \|g\|} \right\|_c - \left(\frac{\epsilon + g_0}{1 + \|g\|}\right)_c = (3.10) \]

Because of the assumed uniform square integrability, \( \|g/(1+\|g\|)\|_c \leq g/(1+\|g\|) \|_c \) can be made arbitrary small by taking \( C \) sufficiently large. Moreover, \( \|\epsilon + g_0\| \) is finite, so \( \{\|\epsilon + g_0\|/(1+\|g\|): g \in \mathcal{G}\} \) is also uniformly square integrable. Hence, for \( C \) large enough

\[ \left\| \frac{\epsilon + g_0}{1 + \|g\|} \right\|_c - \left(\frac{g}{1 + \|g\|}\right)_c \leq \left\| \frac{\epsilon + g_0 - g}{1 + \|g\|} \right\|_c^2 \leq \eta. \]

Thus, (3.9) implies that for \( n \) sufficiently large

\[ \left\| \frac{\epsilon + g_0 - g}{1 + \|g\|} \right\|_c^2 \leq \left\| \frac{\epsilon + g_0 - g}{1 + \|g\|} \right\|_c^2 + \eta \text{ almost surely.} \]

Since \( \epsilon \) and \( x \) are independent, this can be written as

\[ \|\epsilon\|^2 + \|g - g_0\|^2 \]
\[ \leq \|\epsilon + g_0 - g\|^2_n + 2\eta(1 + \|g\|)^2 \text{ almost surely,} \]

for all \( g \in \mathcal{G} \).

For \( \hat{g}_n \), we have

\[ \|\epsilon + g_0 - \hat{g}_n\|^2 \leq \|\epsilon\|_c^2, \]

because \( g_0 \in \mathcal{G} \). Hence (3.11) implies that for all \( n \) sufficiently large

\[ \|\epsilon\|^2 + \|\hat{g}_n - g_0\|^2 \leq \|\epsilon\|_c^2 + 2\eta(1 + \|\hat{g}_n\|)^2 \]
\[ \leq \|\epsilon\|^2 + 2\eta(1 + \|\hat{g}_n\|)^2 \text{ almost surely,} \]

or

\[ \|\hat{g}_n - g_0\|^2 \leq \eta \text{ almost surely.} \]
Since $\eta$ was arbitrary we can take $3\eta<1$. But then
\[
(\|g_0 - \hat{g}_n\|)/(1 + \|\hat{g}_n\|)^2 < 1
\]
for all $n$ sufficiently large implies that for some constant $K < \infty$
\[
\|\hat{g}_n\| < K
\]
for all $n$ sufficiently large.
This yields
\[
\|g_0 - \hat{g}_n\|^2 \leq 3\eta(1 + K)^2 \quad \text{almost surely},
\]
which completes the proof. \qed

It is easy to see that the conditions of Theorem 3.1.2 are implied by those of Proposition 3.1.1, but that in general they do not imply $L^2(\mathbb{R}^d, H_n)$-consistency. Consistency properties of regression estimators for more specific models have been studied by other authors. In nonlinear regression, $\Theta$ is a class of functions of the form $\{g(x, \theta) : \theta \in \Theta\}$ with $\Theta$ some metric space and $g(x, \theta)$ continuous is $\theta$ for $H$-almost all $x$. It is shown in Section 3.2 that condition (3.6) is fulfilled for this $\Theta$ if $\Theta$ is compact. JENNERICH (1969) proves consistency under the assumption that $\Theta$ is compact and that the envelope condition on $\Theta$ holds:
\[
\int \sup_{\theta \in \Theta} |g(x, \theta)|^2 dH(x) < \infty.
\]

HUBER (1967) imposes an envelope condition on a rescaled version of $\Theta$. He allows for more general scale transformations, but there appears to be not much loss of generality if we restrict ourselves to the choice of $\Theta$. If the envelope $F$ of $\Theta$ belongs to $L^2(\mathbb{R}^d, H)$, then it can be shown that if (3.6) holds, $\hat{g}_n$ is also strongly $L^2(\mathbb{R}^d, H_n)$-consistent. Moreover, the truncation device becomes redundant.

In nonparametric regression, there is usually no parametrization such that the regression functions are continuous in the parameter for $H$-almost all $x$. In Theorem 3.2, this continuity assumption is not required. The relation with the assumption of compactness of parameter space is made clear in the following lemma. Remember that a class $\mathcal{F}$ is called totally bounded for $\|\cdot\|$ if for all $\delta > 0$ the $\delta$-entropy $\log N_2(\delta, H, \mathcal{F})$ with respect to the $L^2(\mathbb{R}^d, H)$-norm, is finite. The closure of a totally bounded $\mathcal{F}$ is compact.

**Lemma 3.1.3** The conditions of Theorem 3.1.2 imply that $\mathcal{F}$ is totally bounded for $\|\cdot\|$. Moreover, if $\mathcal{F}$ is totally bounded for $\|\cdot\|$, then $\mathcal{F}$ is uniformly square integrable.

**Proof.** In view of condition (3.6), application of Lemma 2.2.5 to $(\mathcal{F}) C$ yields that $(\mathcal{F}) C$ is totally bounded for $\|\cdot\|$. The uniform square integrability now gives that $\mathcal{F}$ is also totally bounded. This proves the first assertion.

Suppose now that $\mathcal{F}$ is totally bounded for $\|\cdot\|$. Let $\delta$ be arbitrary and let $f_1, \ldots, f_m$, $m = 1, \ldots, N_2(\delta, H, \mathcal{F})$, be a $\delta$-covering set of $\mathcal{F}$. Then for $C$
sufficiently large
\[
\max_{j=1, \ldots, m} \| (f_j)_C - f_j \| \leq \delta.
\]
Furthermore, for \( f \in \mathcal{F} \), \( \| f - f_j \| \leq \delta 
\]
\[
\| (f)_C - f \| \leq \| (f)_C - (f)_C \| + \| (f)_C - f_j \|
\]
\[
+ \| f_j - f \| \leq 2 \| f - f_j \| + \| (f)_C - f_j \| \leq 3 \delta.
\]
It follows that
\[
\lim_{C \to \infty} \sup_{f \in \mathcal{F}} \| (f)_C - f \| = 0.
\]
This is equivalent to uniform square integrability. □

So far we did not consider classes of regression functions depending on \( n, \mathcal{S}_n \) say. Such a situation arises for instance in spline regression, nearest neighbour regression and some other nonparametric regression models. The situation with \( \mathcal{S}_n \) depending on \( n \) will be treated in detail in Section 3.3. Here, we maintain the assumption of i.i.d. random variables, but because of the practical importance we consider a simple application of Lemma 2.3.3. Suppose \( \{ \mathcal{S}_n \} \) is a permissible sequence, then Lemma 2.3.3 asserts that
\[
\frac{1}{n} \log N_2(\delta, \mathbf{H}_n, (\mathcal{S}_n)_C) \to 0 \quad \text{for all} \quad \delta > 0
\]  
(3.12)

implies
\[
\sup_{g \in \mathcal{S}_n} \| (g)_C - (g)_C - (g)_C \| \to 0.
\]
Note that the convergence is now in probability (almost sure results can only be obtained if the entropy remains small). It is now not difficult to adjust Theorem 3.1.2 to this situation, assuming uniform square integrability of \( \bigcup \mathcal{S}_n, \mathcal{S}_n = \{ g / (1 + \| g \|) : g \in \mathcal{S}_n \} \), together with (3.12) for \( (\mathcal{S}_n)_C, C > 0 \).

3.2. APPLICATIONS
In this section we shall concentrate on conditions for the entropy condition (3.6) on \( (\mathcal{S})_C \) to hold. The technique to prove the lemmas is construction of a covering set and some combinatorics to count the number of elements. The uniform square integrability of \( \mathcal{S} \) imposes requirements on the (unknown) \( H \). Often, it has to be shown by separate means that \( \mathcal{S}_n / (1 + \| \mathcal{S}_n \|) \) is eventually in a totally bounded subset of \( \mathcal{F} \) (see e.g. HUBER (1967)). To avoid digressions, we shall not elaborate on the uniform square integrability condition for specific situations, but only highlight that (3.6) is a common feature of regression models.

An important special class of functions, that appears in several applications, is the collection of indicator functions of \( VC \)-classes of sets. A minor modification of Theorem 2.2.6 says that for a \( VC \)-class of sets, and more
generally, for a VC-graph class $\mathcal{F}$ of functions

$$N_2(\delta, Q, (\mathcal{F})_C) \leq AC'\delta^{-r} \quad \text{for all} \quad \delta > 0$$

where $A$ and $r$ are constants not depending on $Q$. Examples of VC-graph classes will be given below.

3.2.1. Nonlinear regression

If the functions in $\mathcal{F}$ form a (subset of a )finite-dimensional vector space, then both $\mathcal{F}$ and $\mathcal{G}$ are VC-graph classes (see Pollard (1984, Ch. II, Lemma 28), Dudley (1984)). This is a consequence of the fact that the collection of half-spaces is a VC-class. Here is one more example where the regression functions form a VC-graph class.

**Example.** A model considered in Bard (1974) is

$$y = \exp(-\theta_1 x_1 e^{-\theta_2 x_1}) + \epsilon, \quad \theta_i \geq 0, \quad x_i \geq 0, \quad i = 1, 2.$$ 

The graphs are of the form

$$(x_1, x_2, t): 0 \leq t \leq \exp(\theta_1 x_1 e^{-\theta_2 x_1}), \quad \theta_i \geq 0, \quad x_i \geq 0, \quad i = 1, 2$$

$$= \{(x_1, x_2, t): \log \log \frac{1}{t} \geq \log \theta_1 + \log \theta_1 - \theta_2 x_2, \quad \theta_i \geq 0, \quad x_i \geq 0, \quad i = 1, 2\}.$$ 

Thus (use Theorem 9.2.2 of Dudley (1984)) $\mathcal{F}$ is a VC-graph class and since $\mathcal{F}$ is uniformly bounded, this implies that $\mathcal{F}$ satisfies (3.6).

**Example.** The $p$-compartment model

$$y = \sum_{i=1}^{p} \alpha_i e^{\lambda_i x} + \epsilon, \quad \alpha_i \geq 0, \quad \lambda_i \geq 0, \quad i = 1, \ldots, p, \quad x \geq 0.$$ 

If $p = 1$, the class of regression functions $\mathcal{F}$ forms a VC-graph class, so then we have for some $A$ and $r$

$$N_2(\delta, H_n, (\mathcal{F})_C) \leq AC'\delta^{-r}, \quad 0 < \delta < 1.$$ 

This yields for the case $p \neq 1$ (apply the triangle inequality)

$$N_2(\delta, H_n, (\mathcal{F})_C) \leq \left[\frac{AC'\delta^{-r}}{p}\right]^p,$$

since $\mathcal{F}$ is a cone, the same holds for the $(\mathcal{F})_C$.

In general, let $\mathcal{G} = \{g(\cdot, \theta); \theta \in \Theta\}$, with $(\Theta, \| \cdot \|)$ some metric space. If $\mathcal{F}$ is a VC-graph class, one can handle the entropy condition by assuming compactness of the parameter space.
**Lemma 3.2.1.** Suppose that \( g(x, \theta) \) is continuous in \( \theta \) for \( H \)-almost all \( x \), and that \((\Theta, \| \cdot \|)\) is compact. Then for all \( C > 0 \), \( \delta > 0 \)

\[
\frac{1}{n} \log N_2(\delta, H_n, (\Theta)_C) \to 0
\]

as well as

\[
\frac{1}{n} \log N_2(\delta, H_n, (\Theta)_C) \to 0.
\]

**Proof.** The proof shows that for all \( \delta > 0 \) there exists a finite \( \delta \)-bracketing set, i.e. a set of functions \( \{ g^{(L)}, g^{(R)} \} \) such that for each \( g \in \mathcal{G} \) there exists a pair \( [g^{(L)}, g^{(R)}] \) with \( g^{(L)} \preceq g \preceq g^{(R)} \) and \( \| g^{(L)} - g^{(R)} \| < \delta \) (see **Dehfy** (1971)).

Define for all \( x \in \mathbb{R}^d, \theta \in \Theta \)

\[
w(x, \theta, \rho) = \sup_{(\theta', \rho') \in \Theta, \rho' \leq \rho} \| (g(x, \theta'))_C - (g(x, \theta))_C \|.
\]

Then

\[
\lim_{\rho \to 0} w(x, \theta, \rho) = 0
\]

for every \( \theta \) and \( H \)-almost all \( x \). Since \( (g(x, \theta))_C \preceq C \) for all \( x \), dominated convergence implies that also

\[
\lim_{\rho \to 0} \| w(\cdot, \theta, \rho) \| = 0.
\]

Hence for arbitrary \( \delta > 0 \) there exists a finite covering set of \( \Theta \) by balls with radius \( \rho \), and centres \( \theta_i \), such that

\[
\| w(\cdot, \theta_i, \rho_i) \|^2 < \frac{1}{2} \delta^2.
\]

For all \( n \) sufficiently large, also

\[
\| w(\cdot, \theta_i, \rho_i) \|^2_\infty < \delta^2.
\]

But then \( \{(g(\cdot, \theta_i))_C : \delta \} \) is a finite covering set of \((\Theta)_C\) with \( L^2(\mathbb{R}^d, H_n)\)-norm:

\[
\| (g(\cdot, \theta_i))_C - (g(\cdot, \theta))_C \|_n < \| w(\cdot, \theta_i, \rho_i) \|_n < \delta,
\]

for all \( \| \theta - \theta_i \| < \rho_i \).

In the same way, one can construct a finite covering set of \( \mathcal{G} \), since the class \( \{ a g : a \in [0,1], g \in \mathcal{G} \} \) also satisfies the assumptions of Lemma 3.2.1.

If the regression functions are not continuous in \( \theta \), one can often split them up into continuous parts. An example is **multi-phase** regression, which is treated in detail in Section 3.4.

In the next three applications \( \mathcal{G} \) is always a cone. Thus, to check the entropy condition for the \((\Theta)_C\) it certainly suffices to verify the entropy condition for the \((\mathcal{G})_C\). In the proofs, the order symbol \( \mathcal{O}(\cdot) \) holds for \( n \to \infty \).
3.2.2. Monotone functions (isotonic regression)

**Lemma 3.2.2.** Let \( \mathcal{G} = \{ g : \mathbb{R} \to \mathbb{R}, \ g \ \text{is increasing} \} \), then for all \( \delta > 0, \ C > 0 \)

\[
\frac{1}{n} \log N_2(\delta, \mathcal{H}_n(\mathcal{G})) \to 0.
\]

**Proof.** For \( g \in \mathcal{G} \), define \( k = \lfloor C/\delta \rfloor \) and \( A^{(i)} = \{ x : i\delta \leq g(x) < (i + 1)\delta \} \), for \( i = -(k+1), -k, \ldots, k \). Take \( g^{(i)} = i\delta \) and approximate \( (g)_C \) by \( \sum_i g^{(i)}1_{A^{(i)}} \).

The \( A^{(i)} \) form a partition of \( \mathbb{R} \) with \( T = 2(k+1) \) elements. As \( g \) varies, the \( A^{(i)} \) are in a class \( \mathcal{D}_C \) of intervals, for which

\[
\Delta^{(i)}(x_1, \ldots, x_n) = \Theta(n^2).
\]

Thus, we have \( \Theta(n^{2T}) \) functions of the type \( \sum_i g^{(i)}1_{A^{(i)}} \). Also,

\[
\sup_{x}(g(x)_C - \sum_i g^{(i)}(x)_C1_{A^{(i)}}) < \delta.
\]

Thus,

\[
N_\infty(\delta, \mathcal{H}_n(\mathcal{G})) = \Theta(n^{2T}). \quad \square
\]

The result can be extended to functions of bounded variation and unimodal functions. If \( d > 1 \), further conditions are in general necessary to make sure that the entropy condition is fulfilled, e.g. assumptions on \( H \) or the condition that \( \mathcal{G} \) is a class of distribution functions of bounded Stieltjes-Lebesgue measures.

3.2.3. Smooth functions

Let \( \mathcal{G}_n, n \geq 1 \), be a sequence of classes such that the elements of \( \bigcup \mathcal{G}_n \) have all partial derivatives of order \( s \leq m, m \geq 0 \).

**Lemma 3.2.3.** For \( x \in \mathbb{R}^d \), let \( \| x \| \) denote the Euclidean norm of \( x \). Suppose there exists an \( a \leq 1 \) and

\[
L_n = \alpha(n^{\frac{m+a}{d}})
\]

such that

\[
|g^{(m)}(x) - g^{(m)}(\tilde{x})| \leq L_n \| x - \tilde{x} \|^a
\]

for all \( x, \tilde{x}, g \in \mathcal{G}_n \). There for all \( \delta > 0, \ C > 0 \)

\[
\frac{1}{n} \log N_2(\delta, \mathcal{H}_n(\mathcal{G})) \to 0.
\]

**Proof.** Without loss of generality we can assume that \( H \) has compact support \( K \). If this is not the case, take a \( K \) with \( H(K) > 1 - \delta^2/C^2 \). Then for any \( g \)
\[(g_{1})_{C} - (g)_{C} \leq C(1 - H_{n}(K))^{1/2} \rightarrow C(1 - H(K))^{1/2} < \delta,\]

almost surely. Let \(\{B^{(i)}\}\) be a covering of \(K\) by balls with centres \(x^{(i)}\) and radius \(m!(\delta/L_{n})^{1/m+\alpha}\). The number of balls needed is \(\Theta(L_{n}/\delta)^{d/m + \alpha}\).

Construct from the \(\{B^{(i)}\}\) a partition \(\{A^{(i)}\}\) of \(K\), e.g. take \(A^{(i)} = \{x \in B^{(i)}, x \notin B^{(j)}, j < i\}\).

Let \(g \in \mathcal{S}_{n}\) be arbitrary, and expand \(g(x)\) for \(x \in A^{(i)}\) in a Taylor series around \(x^{(i)}\),

\[g(x) = g^{(i)}(x) + R^{(i)}(x), \quad x \in A^{(i)},\]

where \(g^{(i)}(x)\) is the \(m\)-th order Taylor expansion. The Lipschitz condition tells us that

\[|R^{(i)}(x)| \leq L_{n}/m! \|x - x^{(i)}\|^{m+\alpha} < \delta.\]

Thus we have that

\[\sup_{x}(g(x))_{C} - \left(\sum_{i}(g^{(i)}(x))_{C}1_{A^{(i)}}(x)\right) < \delta.\]

As \(g\) varies in \(\mathcal{S}_{n}\), the \(g^{(i)}\) form a class of polynomials of fixed degree, \(\mathcal{S}\) say. This class is a finite-dimensional vector space, so there exist constants \(A\) and \(r\) such the for arbitrary measure \(Q\)

\[N_{2}(\delta, Q, (\mathcal{S})_{C}) \leq AC^{r}\delta^{-r}.\]

For each \(i\) with \(H_{n}(A^{(i)}) \neq 0\) we make the following choice for \(Q\)

\[Q = Q_{n}^{(i)} = \frac{H_{n}}{H_{n}(A^{(i)})}, \quad \text{on } A^{(i)}.\]

This shows that there is a covering set \(\{g_{j}^{(i)}\}\) of \((\mathcal{S})_{C}\) with at most \(AC^{r}\delta^{-r}\) elements, such that for arbitrary \(g^{(i)} \in \mathcal{S}\) there is a \(g_{j}^{(i)}\) with

\[\|g^{(i)}(x)_{C}1_{A^{(i)}} - g_{j}^{(i)}(x)_{C}1_{A^{(i)}}\|_{n}^{2} = \int_{A^{(i)}} |(g^{(i)}(x)_{C} - g_{j}^{(i)}(x))^{2}dH_{n}|
\]

\[= H_{n}(A^{(i)}) \int |(g^{(i)}(x)_{C} - g_{j}^{(i)}(x))^{2}dQ_{n}^{(i)} < H_{n}(A^{(i)})\delta^{2}, \quad H_{n}(A^{(i)}) \neq 0.\]

But then

\[\|\sum_{i}(g^{(i)}(x)_{C}1_{A^{(i)}} - g_{j}^{(i)}(x)_{C}1_{A^{(i)}}\|_{n}^{2} = \sum_{i: H_{n}(A^{(i)}) \neq 0} H_{n}(A^{(i)}) \int |(g^{(i)}(x)_{C} - g_{j}^{(i)}(x))^{2}dQ_{n}^{(i)} < \delta^{2}\]

and

\[\|g(x) - \sum_{i}g_{j}^{(i)}(x)_{C}1_{A^{(i)}}\|_{n} < 2\delta.\]

Hence, the functions \(\sum_{i}g_{j}^{(i)}(x)_{C}1_{A^{(i)}}\) form a \(2\delta\)-covering set of \((\mathcal{S})_{C}\). The number of different functions in this covering set is

\[\Theta \left(\frac{L_{n}}{\delta}^{d/m + \alpha}\right).\]
\[ \frac{1}{n} \log N_2(\delta, H_n, (\Theta_n)_C) = \delta \left( \frac{1}{n} L_n^{\alpha + \alpha} \right) = o(1). \] 

If the functions in \( \Theta_n \) are uniformly bounded and \( H \) has compact support, then \( \Theta_n \) is totally bounded with respect to the sup-norm (see KOLMOGOROV and TIKHOMIROV (1959)). In our situation, \( \Theta_n \) need not be uniformly bounded. The functions in \( (\Theta_n)_C \) no longer have \( m \) derivatives, except in the case \( m = 0 \).

The result of Lemma 3.2.3 can be applied in penalized least squares. Let \( d = 1 \) and let the penalized least squares estimator \( \hat{g}_n \) be obtained by minimizing

\[ \|y - g\|_2^2 + \lambda_n^2 J(g), \]

where \( J(g) \) is the penalty

\[ J(g) = \int (g^{(m+1)}(x))^2 dx, \quad m \geq 0 \]

(see e.g. WAHBA (1984)). We use Lemma 3.2.3 with \( d = 1 \) and \( \alpha = 1 \) to establish the following.

**Lemma 3.2.4.** Suppose \( J(g_0) < \infty \) and \( n^{m+1} \lambda_n \to \infty \), then there exists a sequence \( \Theta_n \) such that \( \hat{g}_n \in \Theta_n \) almost surely for all \( n \) sufficiently large, and such that for all \( \delta > 0, C > 0 \)

\[ \frac{1}{n} \log N_2(\delta, H_n, (\Theta_n)_C) \to 0. \]

**Proof.** The penalized least squares estimator \( \hat{g}_n \) has \( 2m \) continuous derivatives (see WAHBA (1984)). We have

\[ |g^{(m)}(x) - g^{(m)}_n(\tilde{x})| \leq J^{1/2}(g_n) \|x - \tilde{x}\| \]

(see IBRAHIMOV and HAS'MINSKII (1981, page 81)). Also

\[ \|y - \hat{g}_n\|_2^2 + \lambda_n^2 J(\hat{g}_n) \leq \|y\|_2^2 + \lambda_n^2 J(g_0), \]

which implies that for all \( n \) sufficiently large,

\[ J^{1/2}(g_n) \leq 2 \frac{\|y\|}{\lambda_n} + J^{1/2}(g_0), \]

almost surely. Take

\[ \Theta_n = \{g : \sup_{x, \tilde{x}} |g^{(m)}(x) - g^{(m)}(\tilde{x})| \leq L_n \|x - \tilde{x}\| \} \]

with \( L_n = 2\|y\|/\lambda_n + J^{1/2}(g_0) = o(n^{m+1}) \) and apply Lemma 3.2.3 with \( \alpha = 1 \) and \( d = 1 \). \( \square \)
3.2.4. Nearest neighbour regression

We consider the nearest neighbour regression estimator of the form

$$\hat{g}_n = \sum_{i=1}^{p_n} g^{(i)}_n 1_{A^{(i)}_n}$$

where the $g^{(i)}_n$ are polynomials of fixed degree and $A^{(i)}_n$, $i = 1, \ldots, p_n$ forms a random partition of $\mathbb{R}^d$. For instance, one may take the $A^{(i)}_n$ as the set containing the $N = [n/p_n]$ nearest neighbours of some $x_k$. In general, let

$$\mathcal{G}_n = \{ \sum_{i=1}^{p_n} g^{(i)}_n 1_{A^{(i)}_n} : g^{(i)} \in \mathcal{G}, A^{(i)}_n \in \mathcal{A}, A^{(i)}_n \cap A^{(j)}_n = \emptyset, i \neq j, \bigcup_{i=1}^{p_n} A^{(i)}_n = \mathbb{R}^d \}. \tag{3.13}$$

In a sense, this is an extension of a $p$-phase regression model to $p_n$-phase regression.

**Lemma 3.2.5.** Suppose that in (3.13) $\mathcal{G}$ is a VC-graph class and $\mathcal{A}$ a VC-class, and that $p_n = \omega(n/\log n)$, then for all $\delta > 0$, $C > 0$

$$\frac{1}{n} \log N_2(\mathcal{G}, H_n, (\mathcal{G})_C) \rightarrow 0.$$

**Proof.** Since $\mathcal{G}$ is a VC-graph class, we have

$$N_2(\frac{\delta}{p_n}, H_n, (\mathcal{G})_C) \leq AC' \left[ \frac{\delta}{p_n} \right]^{-r}$$

for some constants $A$ and $r$.

Let $\{g_i\}$ be a $(\delta/p_n)$-covering class of $(\mathcal{G})_C$, such that for arbitrary $g^{(i)} \in \mathcal{G}$ there is a $g_i \in \{g_i\}$ such that

$$\| (g^{(i)})_C - g_i \|_n < \frac{\delta}{p_n}.$$

Then

$$\left| \sum_{i=1}^{p_n} (g^{(i)})_C 1_{A^{(i)}_n} - \sum_{i=1}^{p_n} g_i 1_{A^{(i)}_n} \right|_n \leq \sum_{i=1}^{p_n} \| (g^{(i)})_C - g_i \|_n < \delta.$$

For a fixed partition $A^{(1)}, \ldots, A^{(p_n)}$, there are at most $(AC'(\delta/p_n))^{-r} p_n$ different functions of the type $\sum_{i=1}^{p_n} g_i 1_{A^{(i)}}$. Since $\mathcal{G}$ is a VC-class,

$$\Delta^\mathcal{G}(x_1, \ldots, x_n) = \omega(n^r)$$

for some $s \gg 0$. Thus the number of $L^\infty(\mathbb{R}^d, H_n)$-different partitions is $\omega(n^{p_n})$.

The total number of $L^\infty(\mathbb{R}^d, H_n)$-different functions $\sum_{i=1}^{p_n} g_i 1_{A^{(i)}}$ is thus

$$\left[ AC'(\frac{\delta}{p_n}) \right]^{-r} \omega(n^{p_n}).$$

And $1/n \log N_2(\delta, \mathcal{G}, (\mathcal{G})_C) = \omega(1/p_n \log(np_n)) = o(1)$. $\square$
3.3. THE NON-I.I.D. CASE AND TRIANGULAR ARRAYS

In this section, we assume that for each \( n, \), \( x_{n,1}, \ldots, x_{n,n} \) are independent random vectors in \( \mathbb{R}^d \), \( x_{n,k} \) having distribution \( H_{n,k} \). Furthermore, \( \epsilon_{n,1}, \ldots, \epsilon_{n,n} \) are independent random variables with distribution \( K_{n,k} \), \( \mathbb{E} \epsilon_{n,k} = 0, \)

\( k = 1, \ldots, n \), and \( \{\epsilon_{n,1}, \ldots, \epsilon_{n,n}\} \) is independent of \( \{x_{n,1}, \ldots, x_{n,n}\} \). We observe \((x_{n,k}, y_{n,k}), k = 1, \ldots, n, \)

\[ y_{n,k} = g_{0,n}(x_{n,k}) + \epsilon_{n,k}, \quad k = 1, \ldots, n \]

and where \( g_{0,n} \) is a member of a class \( \mathcal{G}_n \) of regression functions. The least squares estimator \( \hat{g}_n \) is defined as a solution of the minimization problem

\[ \inf_{g \in \mathcal{G}_n} \frac{1}{n} \sum_{k=1}^{n} (y_{n,k} - g(x_{n,k}))^2. \]

As in Section 3.1, \( P_n \) denotes the empirical measure based on \((x_{n,1}, \epsilon_{n,1}), \ldots, (x_{n,n}, \epsilon_{n,n})\) and \( H_n \) is the empirical measure generated by \((x_{n,1}, \ldots, x_{n,n})\). Moreover, we write

\[ H^{(n)} = \frac{1}{n} \sum_{k=1}^{n} H_{n,k}, \]

\[ P^{(n)} = \frac{1}{n} \sum_{k=1}^{n} P_{n,k} = \frac{1}{n} \sum_{k=1}^{n} H_{n,k} \times K_{n,k} \]

\[ K^{(n)} = \frac{1}{n} \sum_{k=1}^{n} K_{n,k}. \]

The theoretical norm on \( L^2(\mathbb{R}^d \times \mathbb{R}, P^{(n)}) \) is denoted by \( \| \cdot \| (n) \), i.e. for \( g \in L^2(\mathbb{R}^d, H^{(n)}) \)

\[ \|g\|_n^2 = \int |g|^2 \, dH^{(n)}, \]

and for \( g, \ g_{0,n} \in L^2(\mathbb{R}^d, H^{(n)}) \) and \( \int |\epsilon|^2 \, dK^{(n)}(\epsilon) < \infty \)

\[ \|y - g\|_n^2 = \int |\epsilon + g_{0,n}(x) - g(x)|^2 \, dP^{(n)}(x, \epsilon) \]

\[ = \|\epsilon\|_n^2 + \|g - g_{0,n}\|_n^2, \]

The empirical norm on \( L^2(\mathbb{R}^d \times \mathbb{R}, P_n) \) is denoted again by \( \| \cdot \|_n \), e.g.

\[ \|g\|_n^2 = \int |g|^2 \, dH_n, \]

\[ \|y - g\|_n^2 = \int |\epsilon + g_{0,n}(x) - g(x)|^2 \, dP_n(x, \epsilon) = \|\epsilon + g_{0,n} - g\|_n^2. \]

Finally, the class \( \mathcal{S}_n \) of rescaled functions is defined as

\[ \mathcal{S}_n = \{g/(1 + \|g\|_n); \ g \in \mathcal{G}_n\}. \]

Throughout this section, we assume that \( \|\epsilon\|_n \) as well as \( \|g_{0,n}\|_n \) remain bounded. Moreover, we shall impose conditions that ensure that \( \|\epsilon\|_n - \|\epsilon\|_n \) and \( \|g_{0,n}\|_n - \|g_{0,n}\|_n \) converge to zero in probability. We impose an entropy condition on the class of truncated functions \( (\mathcal{S}_n)_c, \ c_n = \sqrt{b_n}, \ b_n \geq 1, \)
$b_n = o(n^{1/2})$, endowed with $L^2(\mathbb{R}^d, H_n)$-norm, as well as on $(\mathcal{F}_n)_{b_n} = \{ f^2 \wedge C_n^2; f \in \mathcal{F}_n \}$ endowed with $L^1(\mathbb{R}^d, H_n)$-norm. Recall Lemma 2.3.4, where a relation between these covering numbers is presented.

**Theorem 3.3.1.** Suppose that $\{ \mathcal{G}_n \}$ is a sequence of permissible classes with $g_{0,n} \in \mathcal{G}_n$, $n \geq 1$. Assume that for some sequence $\{ b_n \}$, $b_n \geq 1$, $b_n = o(n^{1/2})$

\[
\frac{b_n^2}{n} \log N_2(\delta, H_n, (\mathcal{G}_n)_{b_n}) \to 0 \quad \text{for all} \quad \delta > 0, \tag{3.15}
\]

and

\[
\frac{b_n^2}{n} \log N_1(\delta, H_n, (\mathcal{G}_n)_{b_n}) \to 0 \quad \text{for all} \quad \delta > 0, \tag{3.16}
\]

and

\[
\lim_{n \to \infty} \sup_{f \in \mathcal{G}_n} \int |f|^2 dH^{(n)} = 0. \tag{3.17}
\]

Moreover, assume that

\[
\lim_{n \to \infty} \int |\epsilon|^2 dK^{(n)}(\epsilon) = 0 \tag{3.18}
\]

and

\[
\lim_{n \to \infty} \| \epsilon \|_{(n)} < \infty, \quad \lim_{n \to \infty} \| g_{0,n} \|_{(n)} < \infty. \tag{3.19}
\]

Then $\hat{g}_n$ is $L^2(\mathbb{R}^d, H^{(n)})$-consistent, i.e.

\[
\lim_{n \to \infty} \| \hat{g}_n - g_{0,n} \|_{(n)} = 0. \tag{P}
\]

**Proof.** The proof is very similar to the proof for the i.i.d. case. Define $C_n = \sqrt{b_n}$. We construct a covering set of the class

\[
\mathcal{X}_{C_n} = \left\{ \frac{\epsilon + g_{0,n}}{1 + \| g \|_{(n)}} \right\}_{C_n} \left\{ \frac{g}{1 + \| g \|_{(n)}} \right\}_{C_n}, \quad g \in \mathcal{G}_n.
\]

as before: let $f_j, j = 1, \ldots, N_3(\delta, H_n, (\mathcal{G}_n)_{C_n})$ be a covering set of $(\mathcal{G}_n)_{C_n}$, take for $f = (g/(1 + \| g \|_{(n)})) \in \mathcal{G}_n$, $f_j$ the corresponding neighbour of $(f)_{C_n}$ (as in (3.7)) and take

\[
h_{j,k} = (\epsilon + g_{0,n})_{C_n} - f_j, \quad k = [1/\delta(1 + \| g \|_{(n)})].
\]

Then

\[
\| \frac{\epsilon + g_{0,n}}{1 + \| g \|_{(n)}} \|_{C_n} - \frac{g}{1 + \| g \|_{(n)}} \|_{C_n} - h_{j,k} < \delta \| \epsilon + g_{0,n} \|_{n} + \delta.
\]

Use Lemma 2.3.3 to see that conditions (3.17), (3.18) and (3.19) imply that $\| \epsilon + g_{0,n} \|_{n} = \delta_0(1)$. Thus from (3.15)
\[
\frac{b_n^2}{n} \log N_2(\delta, H_n, \mathcal{Y}_{C_n}) \xrightarrow{p} 0 \quad \text{for all } \delta > 0.
\] (3.20)

If we apply Lemma 2.3.3 to \((\xi_n)_{C_n}\), we obtain that
\[
\sup_{f \in \mathcal{H}_n} \|\xi_n f \|^2 - \|\xi_n f \|_{C_n}^2 \xrightarrow{p} 0.
\]

Therefore
\[
\sup_{h \in \mathcal{H}_n} \|h\|^2 \leq \|\xi_n + g_{0,n}\|^2 + \sup_{f \in \mathcal{H}_n} \|\xi_n f \|_{C_n} = \mathbb{E}_p(1).
\]

Application of Lemma 2.3.4 now gives that (3.20) implies
\[
\frac{b_n^2}{n} \log N(\delta, H_n, \mathcal{Y}_{C_n}) \xrightarrow{p} 0 \quad \text{for all } \delta > 0.
\]

Use Lemma 2.3.3 now for \(\mathcal{Y}_{C_n}\) to get
\[
\sup_{h \in \mathcal{H}_n} \|h\|^2 - \|h\|_{C_n}^2 \xrightarrow{p} 0.
\]

In other words, for arbitrary \(\eta > 0\)
\[
P \left( \sup_{g \in \mathcal{H}_n} \left\{ \frac{\epsilon + g_{0,n}}{1 + \|g\|_{(n)}} \right\}_{C_n} - \left( \frac{\|g\|_{(n)}}{1 + \|g\|_{(n)}} \right)_{C_n} \right) > 1 - \eta \quad (3.21)
\]

for all \(n\) sufficiently large.

Using inequality (3.10) and assumptions (3.17) and (3.18), we get that for all \(n\) sufficiently large
\[
\|\xi_n \|^2 \leq \left( \frac{\epsilon + g_{0,n}}{1 + \|g\|_{(n)}} \right)_{C_n} - \left( \frac{\|g\|_{(n)}}{1 + \|g\|_{(n)}} \right)_{C_n} \|\xi_n\|^2 - \eta,
\] (3.22)

for all \(g \in \mathcal{H}_n\). The fact that \(g_{0,n} \in \mathcal{H}_n\) for all \(n\) gives that
\[
\|\epsilon + g_{0,n} - \hat{g}_n\|^2 \leq \|\epsilon\|^2.
\]

Combine (3.21), (3.22) and (3.23) and use (3.18) and (3.19) for \(\|\xi_n\|^2\), to obtain that for all \(n\) sufficiently large
\[
P \left( \|\hat{g}_n - g_{0,n}\|^2 \leq 3\eta \right) > 1 - 2\eta.
\]
Since \( \|g_{0,n}\|_{(n)} \) is assumed to remain bounded, we can complete the proof as before. 

We can now establish consistency in the empirical metric \( \| \cdot \|_{n} \) using two approaches which depart from apparently different sets of assumptions. The first approach resembles the one for the i.i.d. case: assume that the envelope \( F_{n} \) of \( \mathcal{G}_{n} \) is square integrable. The second approach is to work conditionally on \( x_{n,1}, \ldots, x_{n,n} \). We summarize the result in two lemmas.

**Lemma 3.3.2.** Suppose that \( \{G_{n}\} \) is a sequence of permissible classes, that \( g_{0,n} \in \mathcal{G}_{n} \) for all \( n \) and that for some \( b_{n} \geq 1, b_{n} = o(n^{1/2}) \)
\[
\frac{b_{n}^{2}}{n} \log N_{2}(\delta, H_{n}, \mathcal{G}_{n})^{p'} \to 0, \quad \text{for all } \delta > 0. \tag{3.24}
\]
\[
\frac{b_{n}^{2}}{n} \log N_{1}(\delta, H_{n}, \mathcal{G}_{n})^{p'} \to 0, \quad \text{for all } \delta > 0. \tag{3.25}
\]

and
\[
\limsup_{n \to \infty} \int_{F_{n}^{2} > b_{n}} F_{n}^{2} dH^{(n)} = 0. \tag{3.26}
\]

Moreover, suppose that (3.18) and (3.19) hold for this \( \{b_{n}\} \). Then \( \| \hat{g}_{n} - g_{0,n} \|_{(n)} \), as well as \( \| \hat{g}_{n} - g_{0,n} \|_{n} \), converge to zero in probability.

**Proof.** Of course (3.26) implies (3.17). It is also obvious under (3.26), (3.25) and (3.16) are equivalent, and that (3.24) and (3.15) are equivalent too. So
\[
\| \hat{g}_{n} - g_{0,n} \|_{(n)} \overset{p}{\to} 0
\]

In other words, for all \( \eta > 0 \), \( \| \hat{g}_{n} - g_{0,n} \|_{(n)} < \eta \) with large probability for all \( n \) sufficiently large. It now suffices to show that
\[
\sup_{g \in \mathcal{G}_{n}} \|g - g_{0,n}\|_{n} - \|g - g_{0,n}\|_{(n)} \overset{p}{\to} 0. \tag{3.27}
\]

Now, application of Lemma 2.3.3 to \( \mathcal{G}_{n}^{2} \) yields
\[
\sup_{f \in \mathcal{G}_{n}} \|f\|_{n} - \|f\|_{(n)} \overset{p}{\to} 0,
\]
which easily leads to (3.27). 

Recall that under (3.24)
\[
\limsup_{n \to \infty} \|F_{n}\|_{(n)} < \infty
\]

implies (3.25).

We now discuss the alternative approach. Conditioning on \( x_{n,k} = x_{n,k} \)
\( k = 1, \ldots, n, n = 1, 2, \cdots \) can be seen as assuming nonstochastic regressors. Therefore, we take \( H_{n,k} = \delta_{x_{nk}} \) in the following theorem.

**Lemma 3.3.3.** Suppose \( \{ \Theta_n \} \) is a sequence of permissible classes, \( \Theta_{0,n} \in \Theta_n, n \geq 1 \). Suppose \( H_{n,k} = \delta_{x_{nk}}, k = 1, \ldots, n, n = 1, 2, \cdots \). If for some \( b_n \geq 1, b_n = o(n^{1/2}) \)

\[
\frac{b_n^2}{n} \log N_2(\delta, H_n, \Theta_n) \to 0 \quad \text{for all } \delta > 0
\]

\[
\lim_{n \to \infty} \sup_{f \in \Theta_n} \int_{|f| > b_n} |f|^2 dH_n = 0
\]

and (3.18) and (3.19) are met, then

\[
\| \hat{\Theta}_n - \Theta_{0,n} \|_n \to 0.
\]

**Proof.** Conditions (3.28) and (3.29) correspond to (3.15) and (3.17) respectively, with \( H_{n,k} = \delta_{x_{nk}}, k = 1, \ldots, n \) (under (3.29), truncation becomes redundant). Also (3.16) holds, since Lemma 2.3.4 can be applied:

\[
\sup_{f \in \Theta_n} \| f \|_n = \sup_{g \in \Theta_n} \frac{\| g \|_n}{1 + \| g \|_n} \leq 1.
\]

If the \( x_{nk} \) are actually stochastic, condition (3.29) is to be replaced by

\[
\lim_{n \to \infty} \mathbb{P} \left( \sup_{f \in \Theta_n} \int_{|f| > b_n} |f|^2 dH_n > \eta \right) = 0 \quad \text{for all } \eta > 0.
\]

Then, provided (3.28) holds in \( \mathbb{P}^* \)-probability, consistency in empirical norm follows. Lemma 3.3.3 does not give any clue on consistency in theoretical norm and (3.28) and (3.29) seem to be substantially weaker than the conditions of Lemma 3.3.2. We shall consider the particular case of i.i.d. \( x_k \) and \( \Theta_n = \Theta \), where nevertheless the assumptions of Lemma 3.3.3 imply those of Lemma 3.3.2.

**Lemma 3.3.4.** Suppose that \( x_1, x_2, \ldots \) are i.i.d. with distribution \( H \) and that \( \Theta \) is a permissible class with envelope \( F \). If

\[
\frac{1}{n} \log N_2(\delta, H_n, \Theta) \to 0 \quad \text{for all } \delta > 0
\]

and if for all \( \eta > 0 \)

\[
\lim_{n \to \infty} \mathbb{P} \left( \sup_{f \in \Theta_n} \int_{|f| > b_n} |f|^2 dH_n > \eta \right) = 0,
\]

for all \( b_n \) tending to infinity arbitrarily slowly then

\( F \in L^2(\mathbb{R}^d, H) \).
PROOF. As in the proof of Lemma 2.3.3, we can choose sequences \(\epsilon_n \downarrow 0, \delta_n \downarrow 0\) such that
\[
P^*(\frac{1}{n} \log N_2(\delta_n, H_n, \overline{\overline{y}}) > \epsilon_n) \to 0.
\]
It now follows from application of Lemma 2.3.4 that for some sequences \(b_n \to \infty, b_n = o(n^{1/2})\),
\[
\frac{b_n^2}{n} \log N_1(\delta, H_n, (\overline{\overline{y}}')_n) \to 0 \quad \text{for all} \quad \delta > 0.
\]
(3.31)

Let \(\sigma_1, \sigma_2, \cdots\) be independent random variables with \(P(\sigma_k = 1) = P(\sigma_k = -1) = 1/2\). It follows from (3.31) that
\[
\sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{k=1}^{n} \sigma_k f(x_k) \right| \to 0.
\]
Hence by (3.30)
\[
\sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{k=1}^{n} \sigma_k f^2(x_k) \right| \leq \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{k=1}^{n} \sigma_k f(x_k) \right| + 2 \sup_{f \in \mathcal{F}} \int_{|f| > b_n} |f|^2 dH_n \to 0.
\]
Since
\[
\sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{k=1}^{n} \sigma_k f^2(x_k) \right|
\]
is a reversed submartingale (see e.g. Pollard (1984)) this implies
\[
\sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{k=1}^{n} \sigma_k f^2(x_k) \right| \to 0 \quad \text{almost surely}.
\]
But by the Borel Cantelli Lemma, the strong uniform law of large numbers implies that the envelope is integrable
\[
\int \sup_{f \in \mathcal{F}} f^2 dH < \infty
\]
(see Giné and Zinn (1984)).

It turns out that in case of stochastic \(x_{n,k}\) (i.e. \(H_{n,k}\) does not degenerate at \(x_{n,k} = x_{n,k}\)) it is often difficult to verify whether the entropy condition (3.28) holds in \(P^*\)-probability, unless the envelope condition (3.26) holds. For obtaining consistency in both \(\|\cdot\|_n\) - and \(\|\cdot\|_a\)-norm, our approach indeed needs the envelope condition (3.26).

EXAMPLE 3.1. Suppose (for simplicity) that \((x_1, \epsilon_1), (x_2, \epsilon_2), \cdots\) are i.i.d. and that \(g_0\) is fixed. Suppose that \(\overline{\overline{y}} \subseteq L^2(\mathbb{R}^d, H)\) is a permissible VC-graph class with \(g_0 \in \overline{\overline{y}}\). Let \(b_n \to \infty, b_n = o(n^{1/2}(\log n)^{-1/2})\) and define
\[ \mathcal{G}_n = \{ (g)_\theta : g \in \mathcal{G} \}. \]

Let \( \hat{g}_n \) be the function in \( \mathcal{G}_n \) which minimizes \( \| y - g \|_n \). Then one can prove that

\[ \| \hat{g}_n - g_0 \|_n \xrightarrow{p} 0 \]

as well as

\[ \| \hat{g}_n - g_0 \|_p \xrightarrow{p} 0. \]

To see this, recall Theorem 2.2.6, which says that for all \( C > 0 \), \( \delta > 0 \), \( n \gg 1 \) and for some constants \( A \) and \( r \)

\[ N_1(\delta, H_n, (\mathcal{G})_C) \leq AC^{r} \delta^{-r}. \]

Let \( \mathcal{G}_n = \{ g/(1 + \| g \|) : g \in \mathcal{G}_n \} \). By straightforward computation

\[ N_2(\delta, H_n, \mathcal{G}_n) \leq A b^r \delta^{-1} + \delta^{-2r - 1}, \quad \delta > 0 \]

for some \( A' \), and

\[ N_1(\delta, H_n, \mathcal{G}_n^2) \leq 4A' b^r \delta^{2r - 1}, \quad \delta > 0. \]

Thus, the conditions of Lemma 3.3.2 are met, except that \( g_0 \) need not be \( \mathcal{G}_n \) for all \( n \), i.e. (3.23) need not hold. However, we can replace (3.23) by

\[ \| y - \hat{g}_n \|_n \leq \| \epsilon \|_n + \| (g_0 - (g_0)_\theta) \|_{[\theta]_x^2 > \theta} \|_n \leq \| \epsilon \|_n + \eta \]

almost surely, since \( \| (g_0 - (g_0)_\theta) \|_{[\theta]_x^2 > \theta} \|_n \xrightarrow{a.s.} 0 \) almost surely.

We end this section with the following observation. Since everything may depend on \( n \), one can define a new class \( \mathcal{G}_n^* = \{ a_n g : g \in \mathcal{G}_n \} \), with \( \{ a_n \} \) some sequence converging to infinity, and use the uniform laws of large numbers of the previous chapter to prove that \( \| a_n(\hat{g}_n - g_0) \|_n \) converges to zero. In other words, in this way one obtains a rate of convergence. However, the resulting rate will not always be the best possible. Note that so far, we only assumed existence of second order moments of the \( \epsilon_n \). We shall show in Chapter 6 how the existence of higher order moments of disturbances can lead to optimal rates and laws of large deviations.

Nevertheless, consistency of \( \| a_n(\hat{g}_n - g_0) \|_n \) can be concern in certain parametric models, where

\[ \mathcal{G} = \{ g_\theta : \theta \in \Theta \} \]

with \( \Theta \subset \mathbb{R}^r \).

**Example 3.2.** In linear regression

\[ g_\theta(x) = x \theta \]

with \( x \) a row-vector in \( \mathbb{R}^d \) and \( \theta \) a column vector. Let \( H_n = \delta_{x_n} \) and let
be the design matrix. Denote by $\lambda_{1,n}$ and $\lambda_{2,n}$ the smallest and largest eigenvalue of $X_n'X_n$ respectively. It is easy to see that if

$$\frac{\lambda_{2,n}}{\lambda_{1,n}} = \varepsilon(n^{1/2(1-c)})$$

for some $0 < c \ll 1$, then conditions (3.29) and (3.30) of Lemma 3.3.3. are fulfilled with $b_n = n^{1/2(1-c)}$. It follows that

$$\|\hat{g}_n - g_{0,n}\|_n \to 0,$$

provided that the regularity conditions (3.18) and (3.19) are met. If

$$\liminf_{n \to \infty} \frac{1}{n} \lambda_{1,n} > 0,$$

this in turn implies

$$\|\hat{\theta}_n - \theta_{0,n}\| \to 0,$$

$\hat{g}_n = g_{\hat{\theta}_n} - g_{0,n} = g_{\hat{\theta}_n}$. However, if $X_n'X_n$ is ill-conditioned, i.e. if $n^{-1} \lambda_{1,n}$ goes to zero, consistency of $\hat{g}_n$ in $\|\cdot\|$-norm no longer implies consistency of $\hat{\theta}_n$.

The following lemma presents a direct proof of consistency of the least squares estimator of a finite-dimensional parameter. It is a straightforward application of Theorem 2.3.2. To arrive at the same result as in Wu (1981), we assume compactness of parameter space. By a simple argument, this assumption can be dropped at the cost of strengthening (3.33) (see also Section 6.2). Moreover, we assume nonstochastic $x_{n,k}$.

**Lemma 3.3.5.** Let $\mathfrak{g} = \{g_\theta : \theta \in \Theta\}$, with $\Theta$ a compact subset of $\mathbb{R}^d$, $g_0 = g_{\theta_0}$, $\theta_0 \in \Theta$, and let $H_{n,k} = \delta_{x_{n,k}}, k = 1, \ldots, n, n = 1, 2, \ldots$. Suppose

$$\|g_\theta - g_{\theta_0}\|_n \geq K_{1,n} \|\theta - \theta_0\|$$

for all $\theta \in \Theta$, where $K_{1,n} > 0$,

$$\|g_\theta(x) - g_{\theta'}(x)\| \leq \Lambda_{2,n}(x)\|\theta - \theta'\|$$

for all $\theta, \theta' \in \Theta$, and where $\|\Lambda_{2,n}\|_n = K_{2,n} = o(1)$ and

$$\frac{K_{1,n}^{1+c}}{K_{2,n}^{1+c}} = \varepsilon(n^{1/2(1-c)})$$

(3.33)

for some $0 < c \ll 1$. Moreover, impose the regularity conditions

$$\limsup_{n \to \infty} \|\varepsilon\|_n < \infty, \|\varepsilon\|_n - \|\varepsilon\|_{(0)} \to 0.$$
Then
\[ \| \hat{\theta}_n - \theta_0 \| \xrightarrow{p} 0. \]

**Proof.** Since
\[ \| y - \hat{g}_n \|_n \leq \| \epsilon \|_n, \text{ or} \]
\[ \frac{1}{n} \sum_{k=1}^n \epsilon_{n,k}(\hat{g}_n(x_{n,k}) - g_0(x_{n,k})) \geq \| \hat{g}_n - g_0 \|_2^2, \]
it suffices to show that for all \( \eta > 0 \)
\[ \sup_{\| \theta - \theta_0 \| \geq \eta} \frac{1}{n} \sum_{k=1}^n \epsilon_{n,k}(\theta(x_{n,k}) - g_0(x_{n,k})) \xrightarrow{p} 0, \]
\[ \frac{\| \theta - \theta_0 \|_n^2}{\| g_0 - g_{\theta_0} \|_n^2} \]

Define
\[ \mathcal{C}_n = \{ h(\epsilon, x) = \frac{\epsilon(\theta(x) - g_0(x))}{\| g_0 - g_{\theta_0} \|_n^2} : \| \theta - \theta_0 \|_n \geq \eta, \theta \in \Theta \} \]
and \( c_n = n^{1-\epsilon/2}. \) It is now easy to see that Theorem 2.3.2 can be applied to \( \mathcal{C}_n. \)
Thus
\[ \sup_{h \in \mathcal{C}_n} \left\| \frac{1}{n} \sum_{k=1}^n h(\epsilon_{n,k}, x_{n,k}) \right\|_n \xrightarrow{p} 0, \]
and the proof is complete. \( \square \)

### 3.4. Two-Phase Regression in Detail: Identified Case

We noted already in Example 1.3 that the class \( \mathfrak{g} \) of functions of the form
\[
g(x) = \begin{cases} 
\alpha^{(1)} + x\beta^{(1)} & \text{if } x < 1 \leq 1 \\
\alpha^{(2)} + x\beta^{(2)} & \text{if } x > 1
\end{cases}
\]
is a VC-graph class. Thus there exist constants \( A \) and \( r \) such that for arbitrary probability measure \( Q \)
\[ N_1(\mathfrak{g}, Q_C, (\delta)_{\mathfrak{g}}) \leq A \delta^{-r} C^r, \text{ for all } C > 0, \delta > 0. \]

Since, \( \mathfrak{g} \) is a cone, the same holds for any rescaled version of \( \mathfrak{g} \), e.g.
\[ \mathfrak{g} = \{ g/(1 + \| g \|_{\infty}) : g \in \mathfrak{g} \}. \] In other words, no distributional assumptions are needed to verify the entropy conditions (3.6) (or (3.15) and (3.16)) of the previous sections. To investigate consistency, we now have to check some uniform square integrability condition. Here, we do need to specify the distributional assumptions.

By making use of the results of Section 3.3, one can study the general setup
with possibly non-i.i.d. random variables. However, to simplify the exposition we mainly restrict ourselves to the i.i.d. case and only briefly address the non-i.i.d. case at the end of this section. We assume that \( x_1, x_2, \ldots \) are i.i.d. with distribution \( H \), and \( \epsilon_1, \epsilon_2, \ldots \) are i.i.d. with expectation zero and finite variance and independent of the \( x_k, k = 1, 2, \ldots \). Also \( g_0 \) is assumed to be fixed. We consider the class of regression functions

\[
\mathcal{G} = \{ g(x) = \sum_{i=1}^{2} (a^{(i)} + x \beta^{(i)}) \lambda^{(i)}(x) : \theta^{(i)} = \begin{bmatrix} a^{(i)} \\ \beta^{(i)} \end{bmatrix} \in \mathbb{R}^{d+1}, \ A^{(i)} \subset \mathbb{R}^d, \ i = 1, 2, \ \\
A^{(1)} \cup A^{(2)} = \mathbb{R}^d, \ A^{(1)} \cap A^{(2)} = \emptyset, \ A = A^{(1)} \cap \mathbb{R} \}
\]

where \( \emptyset \) is a permissible class of subsets of \( \mathbb{R}^d \). For convenience, we often write \( \mathcal{G}^{(1)} = \emptyset \) and \( \mathcal{G}^{(2)} = \{ A^c : A \in \mathcal{G} \} \). We do not restrict \( \mathcal{G} \) to be the class of halfspaces \( \{ \{ x : x \gamma \leq 1 \}, \ \gamma \in \mathbb{R}^d \} \). Moreover, the regression functions are allowed to be discontinuous. The least squares estimator is defined by

\[
\| y - \hat{g}_n \|_n = \inf_{g \in \mathcal{G}} \| y - g \|_n,
\]

where \( \mathcal{G} \) is given in (3.36).

Theorem 3.1.2 asserts that \( \hat{g}_n \) is \( L^2(\mathbb{R}^d, H) \)-consistent if both

\[
\frac{1}{n} \log N_2(\delta, \mathcal{H}_n, \mathcal{G}) \rightarrow 0
\]

and \( \mathcal{G} = \{ g/(1 + \| g \|) : g \in \mathcal{G} \} \) uniformly \((H)-square integrable. However, it turns out that even if the regression functions are of the form (3.34), \( \mathcal{G} \) is in general not uniformly square integrable. Here are three examples.

**Example 3.3.** Take \( d = 1 \) and consider the class \( \mathcal{G}_1 \) defined by

\[
\mathcal{G}_1 = \{ a 1_{(\infty, \gamma]} : a \in \mathbb{R}, \ \gamma \in \mathbb{R} \}.
\]

Note that \( \mathcal{G}_1 \) is a subclass of \( \mathcal{G} \) in case \( \mathcal{G} \) is the collection of halfspaces. Define \( H(\gamma) = H(-\infty, \gamma] \). Suppose there exists a sequence \( \{ \gamma_m \}_{m=1}^\infty \) with \( H(\gamma_m) > 0 \), \( m = 1, 2, \ldots \) and

\[
\lim_{m \to \infty} H(\gamma_m) = 0.
\]

Let \( g_m = a_m 1_{(\infty, \gamma_m]}, \ a_m = H(\gamma_m)^{-1/2}, \ m = 1, 2, \ldots \). Then \( \| g_m \| = 1 \) and

\[
\int_{\| g_m \| > C} \left( \frac{g_m}{1 + \| g_m \|} \right)^2 dH = \frac{1}{4} \int_{\| g_m \| > 2C} (g_m)^2 dH \to 0, \ m \to \infty,
\]

since \( |g_m| > 2C \) for \( m \) sufficiently large.

\[
\begin{array}{c}
\vdots \\
g_m \\
\vdots \\
\gamma_m \\
\end{array}
\]

**Figure 3.1.** \( H \) is the uniform distribution on \((0, 1)\).
EXAMPLE 3.4. Let $d = 1$ and
\[ \mathcal{S}_\beta = \{ g_\beta(x) = \min(\beta^3 + \beta x, 0): \beta > 0 \}. \]
Let $H(x) = -\frac{1}{x}$, $-\infty < x \leq 1$. Then $\|g_\beta\| = 1$, $g_\beta \in \mathcal{S}_\beta$ and
\[ \lim_{\beta \to \infty} \int_{\mathbb{R}} \left( \frac{g_\beta}{1 + \|g_\beta\|} \right)^2 dH = \frac{1}{4}. \]

\[ \text{Figure 3.2. } \beta_1 < \beta_2 \]

EXAMPLE 3.5. Let $d = 1$ and
\[ \mathcal{S}_\gamma = \{ g_\gamma(x) = \sqrt{\frac{6}{\gamma^3}} I_{(-\infty, \infty)}(x): \gamma > 0 \}. \]
Let $H(x) = \frac{1}{2} x + \frac{1}{2}$, $0 \leq x < 1$, $H(\{0\}) = \frac{1}{2}$. Then $\|g_\gamma\| = 1$ for all $g_\gamma \in \mathcal{S}_\gamma$ and
\[ \lim_{\gamma \to \infty} \int_{\mathbb{R}} \left( \frac{g_\gamma}{1 + \|g_\gamma\|} \right)^2 = \frac{1}{4}. \]

\[ \text{Figure 3.3. } \gamma_1 < \gamma_2 \]
Our conclusion is that Theorem 3.1.2 cannot be applied under fairly general conditions on $H$. We shall now take the following approach. We first show that for a subclass $\mathcal{S}_R$ of $\mathcal{S}$, $\mathcal{S}_R = \{g/(1+\|g\|): g \in \mathcal{S}_R\}$ is uniformly square integrable, provided of course that
\[ \mathbb{E}x^T x < \infty. \] (3.37)
In the sequel, we assume throughout that (3.37) is fulfilled. Next, we show that under certain conditions on $g_0$ and $H$, $\hat{g}_n$ automatically belongs to this subclass $\mathcal{S}_R$ for all $n$ sufficiently large (see Lemma 3.4.2).

As before, write $\|\theta(i)\|$ for the norm of the Euclidean vector $\theta(i)$. Define
\[ g_{\theta^i}(x) = \alpha^{(i)} + x^T \beta^{(i)} = (1, x)^T \theta^{(i)}, \theta^{(i)} = \begin{pmatrix} \alpha^{(i)} \\ \beta^{(i)} \end{pmatrix}, \ i = 1, 2. \] (3.38)
Define for $A \subset \mathbb{R}^d$
\[ \Sigma(A) = \frac{1}{2} \int \begin{vmatrix} x & x^T \end{vmatrix} dH(x). \]
If $H(A)\neq 0$ we denote by $\lambda_A$ the smallest non-zero eigenvalue of $\Sigma(A)$, and otherwise we take $\lambda_A = 1$. Note that in all three examples 3.3, 3.4 and 3.5, we constructed a sequence of functions $g = g_{\theta^i} 1_A$ with $\lambda_A \to 0$. The following lemma asserts that if one prevents $\lambda_A$ from becoming arbitrarily small this results in uniform square integrability.

**LEMMA 3.4.1.** For $\eta > 0$, consider the restricted class of regression functions
\[ \mathcal{S}_R = \{g = \sum_{i=1,2} g_{\theta^i} 1_{\lambda^i} \colon g \in \mathcal{S}, \lambda^i > \eta, \ i = 1, 2\}. \] (3.39)

The class
\[ \mathcal{S}_R = \{g/(1+\|g\|): g \in \mathcal{S}_R\} \]
is uniformly square integrable.

**PROOF.** Take $g = \sum_{i=1,2} g_{\theta^i} 1_{\lambda^i} \in \mathcal{S}_R$ and $C > 0$. We have
\[ \int_{\|g/(1+\|g\|)\| > C} \left( \frac{g}{1+\|g\|} \right)^2 dH \leq \sum_{i=1,2} \int_{\|g_{\theta^i}\| > C} \left( \frac{g_{\theta^i}}{1+\|g_{\theta^i}\|} \right)^2 dH. \]
For $A \subset \mathbb{R}^d, H(A)\neq 0$, let $\Lambda_A$ be the diagonal matrix of eigenvalues of $\Sigma(A)$, and $P_A$ the matrix of eigenvectors:
\[ \Sigma(A) = P_A \Lambda_A P_A^T, \quad P_A \Lambda_A P_A^T = \Lambda_A P_A. \]
The diagonal matrix of non-zero eigenvalues is denoted by $\Lambda_A$, and the corresponding matrix of eigenvectors by $P_A$:
\[ \Sigma(A) = P_A \Lambda_A P_A^T. \]
So \( \hat{P}_A = (P_A, P_{0,A}) \), with \( P_{0,A} \) the eigenvectors corresponding to the eigenvalues equal to zero.

We have

\[
\int_A (1,x)P_{0,A}P_A^T(1,x)^TdH(x) = 0.
\]

Hence

\[
\left( \frac{g^{\theta^i}}{1 + \|g^{\theta^i}1_A\|} \right)^2 \leq C \left( \frac{(1,x)P_A P_A^T \theta^{(i)}}{1 + \|g^{\theta^i}1_A\|} \right)^2 dH(x)
\]

\[
\leq C \left( \frac{(1,x)P_A P_A^T \theta^{(i)}}{1 + \|g^{\theta^i}1_A\|} \right)^2 dH(x).
\]

If \( \lambda_i > \eta \), then

\[
\|g^{\theta^i}1_A\| = (\theta^{(i)T} \Sigma(A) \theta^{(i)})^{1/2} > \eta^{2} \|P_A P_A^T \theta^{(i)}\|.
\]

Therefore

\[
\sup_{\lambda_i > \eta} \sup_{\theta^i} \left( \frac{(1,x)P_A P_A^T \theta^{(i)}}{1 + \|g^{\theta^i}1_A\|} \right)^2 dH(x)
\]

\[
\leq \sup_{\lambda_i > \eta} \sup_{\theta^i} \left( \frac{(1,x)\mu^{(i)}}{1 + \|\mu^{(i)}\|} \right)^2 dH(x)
\]

\[
\leq \sup \int_{\|g^{\theta^i}/(1 + \eta^i \|\mu^{(i)}\|): \mu^{(i)} \in \mathbb{R}^{d+1}} \left( \frac{(1,x)\mu^{(i)}}{1 + \|\mu^{(i)}\|} \right)^2 dH(x).
\]

But the class

\[
\{g^{\theta^i}/(1 + \eta^i \|\mu^{(i)}\|): \mu^{(i)} \in \mathbb{R}^{d+1}\}
\]

is uniformly square integrable. \( \Box \)

Write

\[
g_0 = \sum_{i=1,2} g_{\theta^i} 1_{A^i_0}
\]

and

\[
\hat{g}_n = \sum_{i=1,2} g_{\theta^i} 1_{\hat{\Lambda}^i_0}.
\]
Moreover, let for \( A \subset \mathbb{R}^d \),
\[
A \setminus \hat{A} = A \cap \hat{A}^c, \quad A \Delta \hat{A} = (A \setminus \hat{A}) \cup (\hat{A} \setminus A).
\]

To show that eventually \( \hat{g}_t \in \mathcal{G} \), with \( \mathcal{G} \) the restricted class defined in (3.39), we first of all need an entropy condition on \( \mathcal{G} \). Secondly, we require that \( g_0 \) is actually a two-phase regression function, not a one-phase regression function. This can be seen as an identifiability condition, since if \( g_0 \) consists of only one phase one cannot identify the \( A_0^{(j)} \) or equivalently, one of the \( \theta_0^{(j)} \). However, this type of identifiability is not a necessary condition for \( \| \cdot \| \)-consistency, as we shall see in Chapter 6.

Thirdly, we impose a regularity condition on \( H \). For this purpose, we introduce the class \( \mathcal{C} \) of all hyperplanes in \( \mathbb{R}^d \), i.e.
\[
\mathcal{C} = \{ C = \{ x : (1,x)^T = PP^T(1,x)^T \} : P \in \mathcal{G} \}
\]
were \( \mathcal{G} \) is the class of \( (d+1) \times 1 \) matrices \( P \), \( 1 \leq s \leq d + 1 \), \( P^TP = I \). As in the proof of the previous lemma, let \( P_\mathcal{A} \) denote the eigenvectors corresponding to non-zero eigenvalues of \( \Sigma(\mathcal{A}) \), \( \mathcal{A} \subset \mathbb{R}^d \), \( H(\mathcal{A}) \neq 0 \). Then \( \mathcal{C}_\mathcal{A} = \{ x : x = P_\mathcal{A} P_\mathcal{A}^T x \} \) is an element of \( \mathcal{C} \) with positive mass. Such hyperplanes will play an important role in Lemma 3.4.2 below. We shall assume that the probability in Hausdorff-neighbourhoods of each \( C \in \mathcal{C} \) - neighbourhoods not including \( C \) itself - is uniformly small (see (3.42)). This assumption is e.g. fulfilled if \( H \) has a uniformly bounded density with respect to Lebesgue measure at all \( x \) in such neighbourhoods. The Hausdorff-distance is denoted by
\[
d(x,C) = \inf_{\tilde{x} \in C} \| x - \tilde{x} \|, \quad C \subset \mathbb{R}^d,
\]
where \( \| x - \tilde{x} \| \) is the Euclidean distance between \( x \) and \( \tilde{x} \).

**Lemma 3.4.2.** Suppose that the entropy condition:
\[
\frac{1}{n} \log N_\mathcal{C}(\delta, \mathcal{H}_n, \mathcal{G}) \to 0 \quad \text{for all} \quad \delta > 0,
\]
(3.40)
the identifiability condition:
\[
\| g_0 - g_k \| \to 0 \quad \text{for some sequence} \quad g_k = \sum_{i=1,2} g_{e_0}^i 1_{A_i^{(j)}} \in \mathcal{G}
\]
(3.41)
implies \( \lambda_{A_i^{(j)}} \to 0 \), \( i = 1,2 \),
and the regularity condition:
\[
\limsup_{\eta \to 0} H((x : 0 \leq d(x,C) \leq \eta)) = 0
\]
(3.42)
are fulfilled. Then there exists an \( \eta > 0 \) such that eventually \( \lambda_{A}^{(j)} > \eta \) almost surely.

**Proof.** Define
\[
\Sigma_n(A) = \int_A \left[ x^T x \right] \ d\mathcal{H}_n(x), \quad A \subset \mathbb{R}^d.
\]
We have
\[ \|y - \hat{g}_n\|_n^2 \leq \|e\|_n^2, \]
which implies
\[ \|\hat{g}_n\|_n \leq 2\|e\|_n + \|g_0\|_n. \]
Hence for some constant \( K < \infty \)
\[ \|\hat{g}_n\|_n^2 \leq K \]
for all sufficiently large \( n \). Write this as
\[ \sum_{i=1,2} \hat{\theta}_n^{(i)T} \Sigma_n (\hat{A}_n^{(i)}) \hat{\theta}_n^{(i)} \leq K. \]  
(3.43)

Now, let \( \lambda_{n,1}^{(i)} \geq \cdots \geq \lambda_{n,n}^{(i)} \) be the eigenvalues of \( \Sigma_n (\hat{A}_n^{(i)}) \) in decreasing order, and define \( \lambda_{n,1}^{(i)} = 1 \) and \( \lambda_{n,n}^{(i)} = 0 \), \( i = 1,2 \). In other words, \( \lambda_{n,1}^{(i)} = \lambda_{n,1}^{(i)} \) for some \( 0 < s_i < d + 1 \) and \( \lambda_{s_i}^{(i)} = 0 \) for \( s > s_i \). For each infinite subsequence \( \{ n^{(*)} \} \subset \{ n \} \) one can construct a further infinite subsequence \( \{ n^{(*)} \} \subset \{ n^{(*)} \} \) such that for some \( 0 < s_i < d + 2 \) and some \( \eta_i > 0 \), \( \lambda_{n^{(*)},i}^{(i)} \to 0 \) and \( \lambda_{n^{(*)},d+1}^{(i)} \to \eta_i, \) \( i = 1,2 \). In view of assumption (3.40), \( \Sigma_n (A^{(i)}) \to \Sigma (A^{(i)}) \) almost surely, uniformly in \( A^{(i)} \in \mathcal{G}^{(i)} \), \( i = 1,2 \).

If we denote by \( \mu_{n,1}^{(i)} \geq \cdots \geq \mu_{n,n}^{(i)} \) the eigenvalues of \( \Sigma_n (\hat{A}_n^{(i)}) \) and define \( \lambda_{n,1}^{(i)} = 1 \) and \( \lambda_{n,d+2}^{(i)} = 0 \), it follows that \( \mu_{n,i}^{(i)} \to 0 \) and for \( n^{(*)} \) sufficiently large, \( \lambda_{n^{(*)},d+1}^{(i)} \to \frac{\eta_i}{2}, i = 1,2 \).

Let \( P_n^{(i)} \) be the matrix of eigenvectors corresponding to the eigenvalues of \( \Sigma_n (\hat{A}_n^{(i)}) \) that are larger than \( \frac{1}{2} \eta_i \), with the convention \( P^{(i)}_n = 0 \) if all eigenvalues are smaller than \( \frac{1}{2} \eta_i \). Then (3.43) implies
\[ \|\mu_n^{(i)}\| \leq \frac{2}{\eta_i} K, \]
where \( \mu_n^{(i)} = P_n^{(i)T} \theta_n^{(i)}, i = 1,2 \). Define
\[ C_n^{(i)} = \{x : (1,x)^T = P_n^{(i)} (1,x)^T\}, \quad i = 1,2. \]
Because for the subsequence, \( \lambda_{n,i}^{(i)} \to 0 \), we have that for each \( \eta > 0 \)
\[ H(\hat{A}_n^{(i)} \cap (x:d(x_1,C_n^{(i)}) > \eta)) \to 0. \]
But then from (3.43)
\[ H(\hat{A}_n^{(i)} \setminus C_n^{(i)}) \leq H(\hat{A}_n^{(i)} \cap (x:d(x_1,C_n^{(i)}) > \eta)) \]
\[ + H((x:0<d(x,C_n^{(i)}) \leq \eta)) \to 0 \quad \text{as} \quad \eta \to 0, \]
or equivalently
\[ H(\hat{A}_n^{(i)} \setminus B_n^{(i)}) \to 0, \]  
(3.44)
where \( B_n^{(i)} = \hat{A}_n^{(i)} \cap C_n^{(i)}, i = 1,2. \)
The class
\[ \mathcal{G}^i = \{ g^{(i)}, 1_{B^{(i)}} : \| g^{(i)} \| \leq \frac{2}{\eta_i} K, B^{(i)} = A^{(i)} \cap C, A^{(i)} \in \mathcal{G}^{(i)}, C \in \mathcal{G} \} \]
satisfies
\[ \frac{1}{n} \log N_2(\delta, \mathcal{H}_n, \mathcal{G}^{(i)}) \xrightarrow{p^*} 0 \quad \text{for all} \quad \delta > 0, \]
because (3.40) holds. Moreover, the envelope of \( \mathcal{G}^{(i)} \) is in \( L^2(\mathbb{R}^d, H) \). Thus
\[ \left\| \sum_{i=1,2} \left[ \| (\epsilon + g_0 - g_{\mathcal{G}^{(i)}}) 1_{B_i^w} \|_2^2 - \| (\epsilon + g_0 - g_{\mathcal{G}^{(i)}}) 1_{B_i^w} \|_2^2 \right] \right\| \rightarrow 0 \quad \text{almost surely.} \]
Furthermore
\[ \sum_{i=1,2} \| (\epsilon + g_0 - g_{\mathcal{G}^{(i)}}) 1_{B_i^w} \|_2^2 = \sum_{i=1,2} \| (\epsilon + g_0 - g_{\mathcal{G}^{(i)}}) 1_{A_i^w} \|_2^2 \]
\[ \leq \sum_{i=1,2} \| (\epsilon + g_0 - g_{\mathcal{G}^{(i)}}) 1_{A_i^w} \|_2^2 = \| \epsilon + g_0 - g_{\mathcal{G}^{(i)}} \|_2^2 \ll \| \epsilon \|_2^2. \]
This yields that
\[ \limsup_{n \to \infty} \left( \sum_{i=1,2} \| (g_0 - g_{\mathcal{G}^{(i)}}) 1_{A_i^w} \|_2^2 - \sum_{i=1,2} \| (\epsilon 1_{A_i^w \setminus B_i^w} ) \|_2^2 \right) \leq 0 \quad \text{almost surely.} \]
From (3.44) it now follows that
\[ \sum_{i=1,2} \| (g_0 - g_{\mathcal{G}^{(i)}}) 1_{A_i^w} \|_2^2 \rightarrow 0 \quad \text{almost surely,} \]
or
\[ \| g_0 - \sum_{i=1,2} g_{\mathcal{G}^{(i)}} 1_{A_i^w} \|_2^2 \rightarrow 0 \quad \text{almost surely.} \]
But then by (3.41), \( \lambda_{A_i^w} \rightarrow 0, i = 1,2. \)

Summarizing, we have that for each infinite subsequence \( \langle n' \rangle \subset \langle n \rangle \) there exists a further infinite subsequence \( \langle n'' \rangle \subset \langle n' \rangle \) such that \( \lambda_{A_i^{w_{n''}}} \) does not converge to 0, \( i = 1,2. \) This shows that there exists an \( \eta > 0 \) such that \( \lambda_{A_i^{w_{n}}} > \eta \) for all \( n \) sufficiently large. \( \square \)

It requires virtually no additional effort to conclude from the proof of Lemma 3.4.2 that under assumptions (3.40), (3.41) and (3.42), \( \hat{g}_n \) is \( \| \cdot \|_2 \)-consistent. However, we alternatively use Theorem 3.12 to show this.

**Proposition 3.4.3.** Suppose (3.40), (3.41) and (3.42) are met, then
\[ \| \hat{g}_n - g_0 \| \rightarrow 0 \quad \text{almost surely.} \]

**Proof.** By Lemma 3.4.2 there exists an \( \eta > 0 \) such that \( \lambda_{A_i^{w_{n}}} > \eta, i = 1,2, \) almost surely for all \( n \) sufficiently large. Thus it suffices to show that the conditions of Theorem 3.1.2 are fulfilled for the restricted class
\[ \mathcal{R}_R = \{ g = \sum_{i=1,2} g^{(i)} 1_{A^{(i)}}, \, \theta^{(i)} \in \mathbb{R}^{d+1}, \, A^{(i)} \in \mathcal{B}^{(i)}, \, \lambda^{(i)} > \eta, \, i = 1,2 \}. \]

The entropy condition follows from (3.40):

\[
\frac{1}{n} \log N_2(\delta, H_n(\mathcal{R}_R)_C) \rightarrow_P 0 \quad \text{for all} \quad C > 0, \, \delta > 0.
\]

Furthermore, we have shown in Lemma 3.4.1 that \( \mathcal{R}_R \) is uniformly square integrable. \( \square \)

For consistency of the estimators of the parameters \( \theta^{(i)} \) and \( A^{(i)} \), \( i = 1,2 \), we of course need a further identifiability condition. If \( A_0 \) is known, \( \theta^{(i)} \) is identified if \( \Sigma(A^{(i)}) \) is of full rank. In the situation with \( A_0 \) unknown, this is no longer true, even when \( \| \theta^{(i)} - \theta_0^{(i)} \| \neq 0 \).

**Example 3.6.** Let \( d = 2 \) and suppose \( H \) puts all its mass on 8 points \( x^{(1)}, \ldots, x^{(8)} \), \( x^{(2)}, \ldots, x^{(8)} \), \( H(x^{(i)}) > 0 \), \( i = 1, \ldots, 4 \), \( i = 1,2 \). Let \( A^{(1)} = \{ x^{(1)}, x^{(2)}, x^{(3)}, x^{(4)} \} \) and \( A^{(2)} = \{ x^{(5)}, x^{(6)}, x^{(7)}, x^{(8)} \} \) (see Figure 3.4).

Then there exists a \( \theta_0 \) such that \( \| \theta^{(1)} - \theta_0^{(1)} \| \neq 0 \), and a \( \theta \) such that \( \| \theta - \theta_0 \| \neq 0 \), with

\[
\| \sum_{i=1,2} g^{(i)} 1_{A^{(i)}} - g_0 \| = 0.
\]

![Figure 3.4](image)

Obviously, the roles of \( (\theta^{(1)}, A^{(1)}) \) and \( (\theta^{(2)}, A^{(2)}) \) can often be interchanged. Identifiability should be understood in the wide sense, i.e. modulo a possible re-indexing of the \( ((\theta^{(i)}, A^{(i)}): i = 1,2) \). A sufficient condition for identifiability that can easily be verified, is given in Lemma 3.4.4. Let

\[
T = \left\{ \tilde{x} : H(\{x : \| x - \tilde{x} \| < \eta \}) > 0 \quad \text{for all} \quad \eta > 0 \right\}
\]
be the support of \( H \). We assume below that there are sufficiently many points in \( T \cap A_i^{(0)} \), \( i = 1, 2 \), in order to identify \( \theta \).

**Lemma 3.4.4.** Suppose that \( ||\theta_0^{(1)} - \theta_0^{(2)}|| \neq 0 \) and that there are \( 2(d + 1) - 1 \) points \( \{ x_t^{(i)} : t = 1, \cdots , 2(d + 1) - 1 \} \subset A_i^{(0)} \cap T \), with no \( d + 1 \) \( x_t^{(i)} \) on a \( (d - 1) \)-dimensional hyperplane, \( i = 1, 2 \). Suppose furthermore that (3.40) and (3.42) are met. Then \( \| \theta_n - \theta_0 \| \rightarrow 0 \) almost surely. If moreover

\[
H(\{ x : g_\theta^{(i)}(x) = g_\theta^{(i)}(x) \}) = 0, \tag{3.45}
\]

then also \( H(\hat{\Lambda}_n \Delta A_0) \rightarrow 0 \) almost surely. (These convergence results should be understood modulo replacement of \((\theta_n^{(1)}, A_n^{(1)})\) by \((\theta_n^{(i)}, \hat{A}_n^{(i)})\), \( i \neq j \)).

**Proof.** We shall first show that the identifiability condition (3.41) is fulfilled. Let \( g_k = \sum_{i=1,2} g_{\theta_i^{(i)}} 1_{A_i^{(0)}} \epsilon \theta \) be some sequence with \( ||g_k - g_0|| \rightarrow 0 \). Either \( A_1^{(0)} \) or \( A_2^{(0)} \) contains at least \( 2(d + 1) - 1 \) points from \( \{ x_t^{(i)} : t = 1, \cdots , 2(d + 1) - 1, i = 1, 2 \} \). Therefore, at least \( (d + 1) \) of the \( x_t^{(i)} \) in one of the \( A_i^{(0)} \), say \( A_i^{(0)} \), must all be \( x_1^{(1)} \)'s or \( x_2^{(2)} \)'s. Without loss of generality, we can therefore assume that at least \( (d + 1) x_1^{(1)} \)'s are in \( A_1^{(0)} \) for all \( k \). This implies that \( \lambda_k^{(1)} \) stays away from zero. Moreover, it implies that \( \theta_k^{(1)} \rightarrow \theta_0^{(1)} \).

This in turn yields that \( A_1^{(0)} \) cannot contain more than \( d \) \( x_1^{(2)} \)'s, since \( ||\theta_0^{(1)} - \theta_0^{(2)}|| \neq 0 \). So \( A_2^{(0)} \) must contain more than \( (d + 1) \) \( x_2^{(2)} \)'s and thus \( \lambda_k^{(2)} \) stays away from zero and \( \theta_k^{(2)} \rightarrow \theta_0^{(2)} \). In other words (3.41) holds.

Conditions (3.40) and (3.42) yield consistency of \( \hat{\theta}_n \), and obviously this now results in consistency of \( \hat{\theta}_n \).

Since

\[
\| \hat{g}_n - g_0 \|^2 = \sum_{i \neq j = 1,2} \left[ (\hat{\theta}_n^{(i)} - \theta_0^{(i)})^T \Sigma(\hat{A}_n^{(i)} \cap A_n^{(0)}) (\hat{\theta}_n^{(i)} - \theta_0^{(i)}) \\ + (\hat{\theta}_n^{(i)} - \theta_0^{(i)})^T \Sigma(\hat{A}_n^{(i)} \setminus A_n^{(i)}) (\hat{\theta}_n^{(i)} - \theta_0^{(i)}) \right].
\]

the consistency of \( \hat{\theta}_n \) and \( \hat{\theta}_n \) implies that

\[
(\theta_0^{(1)} - \theta_0^{(2)})^T \Sigma(\hat{A}_n \Delta A_0)(\theta_0^{(1)} - \theta_0^{(2)}) \rightarrow 0. \tag{3.46}
\]

Now, let \( \lambda_{\hat{\Lambda}_n,1} \geq \cdots \geq \lambda_{\hat{\Lambda}_n,d+1} \) be the eigenvalues of \( \Sigma(\hat{A}_n \Delta A_0) \), and take \( \lambda_{\hat{\Lambda}_n,1} = 1 \) and \( \lambda_{\hat{\Lambda}_n,d+2} = 0 \). Construct an infinite subsequence \( (n^*) \subset (n) \) such that for some \( 0 < n^* < d + 2 \) and some \( \eta_0 > 0 \), \( \lambda_{\hat{\Lambda}_n,1} \rightarrow 0 \) and \( \lambda_{\hat{\Lambda}_n,d+1} \rightarrow \eta_0 \). Let \( P_{\hat{\Lambda}_n,A_n} \) be the matrix of eigenvectors corresponding to the eigenvalues larger than \( \eta_0 \), with \( P_{\hat{\Lambda}_n,A_n} = 0 \) if all eigenvalues are smaller than \( \eta_0 \). Define

\[
B_{\hat{\Lambda}_n} = \{ x : (1,x)^T = P_{\hat{\Lambda}_n,A_n} P_{\hat{\Lambda}_n,A_n} (1,x)^T \}
\]

and
\[ C_0 = \{ x : g_{\theta^i}(x) = g_{\theta^o}(x) \}. \]

It follows from (3.46) that
\[
(\theta^{(1)} - \theta^{(2)})^TP \lambda_{\Delta_{+}} P^T \lambda_{\Delta_{+}} (\theta^{(1)} - \theta^{(2)}) \to 0.
\]
Therefore for each \( \eta > 0 \)
\[
H(B_{\lambda_{\Delta_{+}}} \cap \{ x : d(x, C_0) \geq \eta \}) \to 0.
\]
Assumptions (3.42) and (3.45) now yield
\[
H(B_{\lambda_{\Delta_{+}}} ) \leq H(\{ x : d(x, C_0) = 0 \}) + H(\{ x : 0 < d(x, C_0) \leq \eta \})
+ H(B_{\lambda_{\Delta_{+}}} \cap \{ x : d(x, C_0) > \eta \}) \to 0.
\]
Again by (3.42) this implies that also \( H(\hat{\lambda}_{\Delta} A_0) \to 0. \]

Here is an example where (3.45) is not fulfilled.

**Example 3.7.** Take \( d = 1 \) and \( g_0(x) = \min(\alpha_0 + x, \beta_0, 0) \). Suppose that \( \beta_0 = 0 \)
and that there is positive mass \( m \) concentrated at the change point \(-a_0/\beta_0\).
Let \( \lambda^{(1)} = (-\infty, -a_0/\beta_0) \) and \( \lambda^{(2)} = (-\infty, -a_n/\beta_n) \) with \( a_n/\beta_n \) some sequence converging from above to \( a_0/\beta_0 \). Then

\[
\Sigma(A_n \Delta A_0) = \int_{-\alpha_0/\beta_0}^{\alpha_0/\beta_0} \begin{pmatrix} x \\ x^2 \end{pmatrix} dH(x) \to m \begin{pmatrix} 1 & -a_0 \\ -\alpha_0/\beta_0 & (a_0/\beta_0)^2 \end{pmatrix}.
\]

Thus the limiting matrix is singular and has \( \begin{pmatrix} \alpha_0 \\ \beta_0 \end{pmatrix} \) in its null-space.

In the non-i.i.d. case, consistency of \( \hat{\theta}_n \) and of the parameter estimates can be proved using e.g. Theorem 3.3.1. We shall not do this, but only investigate one particular case for later reference (Examples 6.6 and 6.7). We take \( \epsilon_1, \cdots, \epsilon_n \) i.i.d. and \( x_{n,1}, \cdots, x_{n,n} \) fixed points on a uniform lattice in the \( d \)-dimensional unit cube. Furthermore, we let \( A = \{ x : x \gamma = 1 \}, \gamma \in \mathbb{R}^d \) be the class of half-spaces. Finally, we take \( g_0 = \Sigma_{i=1,2} g_{\theta^i} 1_{A^i} \) fixed. Define \( H_n = 1/n \Sigma_{k=1}^n \delta_{x_{nk}} \) and

\[
\Sigma_n(A) = \int \begin{pmatrix} x \\ x^T \end{pmatrix} dH_n(x).
\]

The conditions of Proposition 3.4.3 and of the lemma following it all have their counterpart for the non-i.i.d. case. In the particular situation we have now, we have introduced so much regularity that the only additional
assumption we need is some kind identifiability.

**Proposition 3.4.5.** Suppose that the $A_i^{(1)}$, $i = 1,2$, have positive Lebesgue measure and that $\|\hat{\theta}_1^{(1)} - \theta_0^{(2)}\| \neq 0$, then

$$\|\hat{\theta}_n - \theta_0\| \xrightarrow{P} 0 \quad \text{and} \quad H_n(\hat{A}_n, \Delta A_0) \xrightarrow{P} 0.$$

**Proof.** We have as before that for some constant $K$

$$\sum_{i=1,2} \hat{\theta}_n^{(i)T} \Sigma_n(\hat{A}_n^{(i)}) \hat{\theta}_n^{(i)} \leq K.$$

We can without loss of generality assume that for all $n$ the eigenvalues of one of the $\Sigma_n(\hat{A}_n^{(i)})$, say of $\Sigma_n(\hat{A}_n^{(2)})$, are all bounded away from zero. This implies that $\hat{\theta}_n^{(2)}$ remains bounded. But then by Theorem 2.3.5

$$\|((\epsilon + g_0 - \hat{g}_0)1 \lambda_n^{(1)} \|_n^2 - \|((\epsilon + g_0 - \hat{g}_0)1 \lambda_n^{(2)} \|_n^2 - \|\epsilon 1 \lambda_n^{(2)} \|_{(n)}^{2} \xrightarrow{P} 0,$$

which yields

$$\limsup_{n \to \infty} \|((g_0 - \hat{g}_0)1 \lambda_n^{(1)} \|_n^2 - \|\epsilon 1 \lambda_n^{(2)} \|_{(n)}^{2} \xrightarrow{P} 0.$$

The identifiability at $g_0$ now implies that $H(\hat{A}_n^{(1)})$ is bounded away from zero. But then also $\hat{\theta}_n^{(1)}$ remains bounded. Application of Theorem 2.3.5 gives

$$\|g_0 - \hat{g}_n\|_{(n)} \xrightarrow{P} 0.$$

The consistency of $\hat{\theta}_n^{(i)}$, $i = 1,2$, and $\hat{A}_n$ now follows easily. \qed
Chapter 4

Empirical Process Theory II

4.1. INTRODUCTION

Just as a uniform law of large numbers can be a tool to prove consistency of the least squares estimator, a uniform central limit theorem can be applied to obtain rates of convergence and asymptotic distributions. First, we briefly discuss the idea which led to Proposition 3.1.1 of the previous chapter. Let $\mathcal{G}$ be a class of measurable functions in $L^2(\mathbb{R}^d, H)$, let $y = g(x) + \epsilon, \ g \in \mathcal{G}$ be a regression model, where it is assumed that $\mathbb{E}[\epsilon] = 0, \ \mathbb{E}[\epsilon^2] < \infty$ and that $x$ and $\epsilon$ are independent, and let $(x_1, \epsilon_1), (x_2, \epsilon_2), \ldots$ be independent copies of $(x, \epsilon)$.

If we define $\langle \epsilon, g \rangle_n$ as
\[
\langle \epsilon, g \rangle_n = \int \epsilon g dP_n
\]
then we can write
\[
\|y - g\|_n^2 = \|\epsilon\|_n^2 - 2 \langle \epsilon, g - g_0 \rangle_n + \|g - g_0\|_n^2.
\]

Since $\|y - \hat{g}_n\|_n^2 \leq \|\epsilon\|_n^2,$
\[
\|\hat{g}_n - g_0\|_n^2 \leq 2 \langle \epsilon, \hat{g}_n - g_0 \rangle_n.
\]

(4.1)
The uniform law of large numbers says that if $\mathcal{G}$ is a permissible class satisfying some entropy condition and with envelope $G \in L^2(\mathbb{R}^d, H)$, then
\[
\sup_{g \in \mathcal{G}} |\langle \epsilon, g - g_0 \rangle_n| \to 0 \ \text{almost surely}.
\]

This implies by (4.1) that $\|\hat{g}_n - g_0\|_n \to 0$ almost surely (see Proposition 3.1.1).

By the central limit theorem, we have that for each $g \in \mathcal{G}$ with $\|g - g_0\|_n \neq 0$
\[
\frac{\sqrt{n} \langle \epsilon, g - g_0 \rangle_n}{\|g - g_0\|_n} \xrightarrow{d} \mathcal{N}(0, \|\epsilon\|_n^2).
\]

(4.2)
Thus
\[ \frac{\langle \epsilon, g - g_0 \rangle_n}{\|g - g_0\|_n} = c_p(n^{-1/2}). \] (4.3)

Suppose now that (4.3) also holds for \( \hat{g}_n \), then (4.1) shows that
\( \|\hat{g}_n - g_0\|_n = o_p(n^{-1/2}) \). Indeed under entropy conditions on \( \delta \), (4.3) holds for \( \hat{g}_n \). We shall establish this in Chapters 5 and 6. The present chapter provides the theoretical background. Uniform central limit theorems will be used directly in Chapter 5. The techniques for proving uniform central limit theorems are adjusted for proving rates of convergence in Chapter 6.

Let us return to (4.1) for a moment. Obviously, for each \( g \in \mathbb{F} \)
\[ \sqrt{n} \langle \epsilon, g - g_0 \rangle_n \to \mathcal{N}(0, \|\epsilon\|^2 \|g - g_0\|^2). \] (4.4)

Now, think of \( \sqrt{n} \langle \epsilon, g - g_0 \rangle_n \) as a process indexed by functions \( g \in \mathbb{F} \), and suppose this process converges to some limiting process with uniformly continuous sample paths for \( \|\cdot\| \) (we shall make this more precise in the next section). In view of the \( \|\cdot\| \) consistency of \( \hat{g}_n \), this would imply
\[ \langle \epsilon, \hat{g}_n - g_0 \rangle_n = o_p(n^{-1/2}) \]
and by (4.1), one obtains
\[ \|\hat{g}_n - g_0\|_n = o_p(n^{-1/4}). \]

In Chapter 6, we shall also encounter this rate, and in fact all rates ranging from \( c_p(n^{-1/2}) \) to \( o_p(n^{-1/4}) \).

4.2. Uniform Central Limit Theorems

Define \( \mathcal{X} = \{ \epsilon(g(x) - g_0(x)) : g \in \mathbb{F} \} \) and
\[ \nu_n(h) = \sqrt{n} \int h dP_n, \quad h \in \mathcal{X}. \]

The process \( \nu_n(\cdot) \) is an element of some space \( \mathcal{X} \) of real valued functions on \( \mathcal{X} \), \( \mathcal{X} \) being equipped with supremum norm. A function \( y \in \mathcal{X} \) is continuous if \( \|h - h^0\| \to 0 \) implies \( |y(h) - y(h^0)| \to 0 \). We introduce a Gaussian process \( G_p \) on \( \mathcal{X} \) with mean zero and covariance structure
\[ \text{cov}(G_p(h), G_p(h^0)) = \int h \tilde{h} dP, \]
where we assume that \( \mathcal{X} \) is \( G_p \text{BUC} \) (or \( P \text{-pregaussian} \)), i.e. \( \mathcal{X} \) is such that \( G_p \) admits a version with bounded and uniformly continuous sample paths. A sufficient condition for \( \mathcal{X} \) to be \( G_p \text{BUC} \) is the entropy-integrability condition
\[ \frac{1}{\delta} \int_0^1 \left( \log N_{\epsilon} (x, \mathcal{P}, \delta) \right)^{1/2} dx < \infty \] (4.5)
(see Dudley (1967)).

We first present the definition of a functional Donsker class. The word functional refers to the fact that convergence in law is strengthened to convergence
in probability. This makes it possible to postpone some measurability considerations.

**Definition.** \( \mathcal{C} \) is called a functional Donsker class if

(i) \( \mathcal{C} \) is \( G_p \) \textit{BUC},

(ii) there exist independent copies \( Y_k(h, \omega) \) of \( G_p \) such that \( h \mapsto Y_k(h, \omega) \) is bounded and uniformly continuous on \( \mathcal{C} \) for all \( k \), and such that for all \( \eta > 0 \)

\[
P^*(n^{-1/2} \max_{m \leq n} \sup_{h \in \mathcal{C}} \sum_{k=1}^{m} (h(e_k, x_k) - Y_k(h)) > \eta) \to 0.
\]

Here is a characterization of a functional Donsker class.

**Theorem 4.2.1.** \( \mathcal{C} \) is a functional Donsker class iff \( \mathcal{C} \) is totally bounded for \( \| \cdot \| \) and for all \( \eta > 0 \) there exists a \( \delta > 0 \) such that

\[
P^* \left( \sup_{h, h' \in \mathcal{C}, \|h - h'\| < \delta} |\nu_n(h) - \nu_n(h')| > \eta \right) < \eta
\]

for all \( n \) sufficiently large.

**Proof.** See Dudley (1984). \( \square \)

Condition (4.6) is called the asymptotic equicontinuity criterion.

In the literature on empirical processes, there are several results available which make it feasible to check whether a particular \( \mathcal{C} \) is a Donsker class. We present one of these results. Let \( S \) be a finite collection of points in \( \mathbb{R}^{d+1} \) and denote by \( P_S \) the empirical distribution based on \( S \). Write \( \| \cdot \|_S = \int (\cdot)^2 dP_S \). Define for \( H = \sup_{h \in \mathcal{C}} \quad D_2(\delta, \mathcal{C}) = \sup_S N_2(\delta \| H \|_S, P_S, \mathcal{C}). \)

**Theorem 4.2.2.** Suppose that \( H \in L^2(\mathbb{R}^{d+1}, P) \), that \( \mathcal{C} \) is permissible, and that the entropy integrability condition

\[
\int_0^{1/2} (\log D_2(x, \mathcal{C}))^{1/2} dx < \infty
\]

holds. Then \( \mathcal{C} \) is a functional Donsker class.

**Proof.** Pollard (1982). \( \square \)

Recall that \( \mathcal{C} = \{ \epsilon(g(x) - g_0(x)) : g \in \mathcal{G} \} \). We use Theorem 4.2.2 to show that under entropy conditions on \( \mathcal{G} \), \( \mathcal{C} \) is a functional Donsker class, provided a higher order moment of \( \epsilon \) exists. Observe that (4.8) is met if
\[
\log D_2(\delta, \mathcal{B}) \leq M\delta^{-r} \tag{4.9}
\]
for some constants \(M\) and \(0 < r < 2\) and for all \(\delta\). In the following theorem, we impose (4.9) on \(\delta\).

**Theorem 4.2.3.** Suppose that \(\mathcal{B}\) is a permissible class with envelope \(G \in L^2(\mathbb{R}^d, H)\), and with
\[
\log D_2(\delta, \mathcal{B}) \leq M\delta^{-r} \tag{4.10}
\]
for some constants \(M\) and \(0 < r < 2\) and for all \(\delta > 0\). Moreover, suppose that \(\mathbb{E}|\eta|^p < \infty\) for some \(p > 2/(2-r)\). Then \(\mathcal{X} = \{\epsilon(g(x) - g_0(x)) : g \in \mathcal{B}\}\) is a functional Donsker class.

**Proof.** If \(D_2(\delta, \mathcal{B}) < \infty\) for all \(\delta > 0\), then \(\mathcal{B}\) is totally bounded for \(\| \cdot \|\) (see Dudley (1984)). Since \(\epsilon\) and \(x\) are independent, this yields that \(\mathcal{X}\) is totally bounded for \(\| \cdot \|\) too. Thus, the theorem is proved if we show that the asymptotic equicontinuity criterion (4.6) holds. In fact, the envelope and entropy condition on \(\mathcal{B}\) imply that \(\| \cdot \|_{\infty} \to \| \cdot \|\) almost surely uniformly on \(\mathcal{B}\), so it is also sufficient to show that for all \(\eta > 0\) there exists a \(\delta > 0\) such that
\[
P \left( \sup_{\|g - \tilde{g}\|_{\infty} < \delta, g, \tilde{g} \in \mathcal{B}} |n^{1/2} \langle \epsilon, g - \tilde{g} \rangle | > \eta \right) < 5\eta \tag{4.11}
\]
Without loss of generality, we may assume that \(\epsilon\) is symmetric about zero (see the symmetrization device in Section 2.3). Let \(\sigma_1, \cdots, \sigma_n\) be independent random variables, independent of \((x_1, \epsilon_1), \cdots, (x_n, \epsilon_n)\), with \(P(\sigma_k = 1) = P(\sigma_k = -1) = 1/2\). Write
\[
\langle \epsilon, g - \tilde{g} \rangle = 1/n \sum_{k=1}^n \sigma_k \epsilon_k (g(x_k) - \tilde{g}(x_k)).
\]
For each \(j \in \mathbb{N}\), let \(\mathcal{B}(j)\) be a minimal \((2^{-j/2}, \frac{1}{2})\)-covering of \(\mathcal{B}\) endowed with \(L^2(\mathbb{R}^d, H_\eta)\)-norm. Then
\[
\text{Card}(\mathcal{B}(j)) \leq \exp(M\delta^{-r}2^{j/2}\|G\|_2^2)
\]
for all \(j \in \mathbb{N}\) and \(\delta > 0\). Define \(g(j) = g(0)^1_{\|x\| < 2^{-j/2}}, g(j) \in \mathcal{B}(j)\). We have
\[
P \left( \sup_{\|g - \tilde{g}\|_{\infty} < \delta, g, \tilde{g} \in \mathcal{B}} |n^{1/2} \langle \epsilon, g - \tilde{g} \rangle | > \eta \right) \leq 2P(\sup_{\tilde{g} \in \mathcal{B}} |n^{1/2} \langle \epsilon, \tilde{g} \rangle | > \eta)
\]
\[
+ P(\sup_{l \leq n, l < 3\delta} |n^{1/2} \langle \epsilon, g(l) - g(0) \rangle | > \eta) = 2P^{(1)} + P^{(2)},
\]
where \(g(0) = g(0)^1_{\|x\| < 4\delta}, g(0) \in \mathcal{B}(0), \|g(0) - g\|_\eta < \delta\).

Let \(r = r(n)\) be the smallest integer such that \(2^r \geq n\) and write
\[
\langle \epsilon, g - g(0) \rangle = \langle \epsilon, g - g(r) \rangle + \sum_{j=0}^{r-1} \langle \epsilon, g(j+1) - g(j) \rangle,
\]
\[ g^{(j)} = g^{(j)}(0) \leq 2^{2^j} \delta^{-1}, \quad g^{(j)} = g^{(j)}(g) \in A(j), \quad j = 0, 1, \ldots, r. \]  
Now, 
\[ \|g^{(j + 1)} - g^{(j)}\|_n \leq \|g^{(j + 1)} - g^{(j)}\|_n \leq 2^{2^j} \delta^{-1} \|g\|_n + \|G^{(j)}\|_n \leq 2^{2^j} \delta^{-1} \|g\|_n, \]
and
\[ P(\|G^{(j)}\|_n \leq 2^{2^j} \delta^{-1} \|g\|_n) \leq \frac{(j + 1)^2 2^{-jp} \delta^2 \log \frac{1}{\delta} \|G\|_n^2 E[|e|^p]}{(j + 1)^2 2^{-jp} \delta^2 \log \frac{1}{\delta} \|G\|_n^2 E[|e|^p]} \leq \frac{1}{(j + 1)^2 \log \frac{1}{\delta}}. \]
Thus,
\[ P \left( \|G^{(j)}\|_n \leq 2^{2^j} \delta^{-1} \|g\|_n \right) \leq \sum_{j=0}^{\infty} \frac{1}{(j + 1)^2 \log \frac{1}{\delta} < \frac{1}{2} \eta,} \]
for \( \delta \) sufficiently small. Hence, with probability \( > 1 - \frac{1}{2} \eta \)
\[ \|g^{(j + 1)} - g^{(j)}\|_n \leq 2 \cdot 2^{-jp/2} \delta^{(j + 1)} 2^{-jp} \delta^2 \log \frac{1}{\delta} \|G\|_n (E[|e|^p])^{1/2}} \]
\[ \leq C_0 (j + 1)^2 \delta^{-p/2} 2^{-jp} \delta^2 \log \frac{1}{\delta} \]
for some constant \( C_0 \).

Take \( E = \sum_{j=0}^{r-1} \frac{1}{(j + 1)^2} \) and \( \eta_j = \frac{\eta}{2E(j + 1)^2} \). Then \( \sum_{j=0}^{r-1} \eta_j = \frac{\eta}{2} \) and by (4.13)
\[ P \left( \sup_{g^{(j)} \in A} \left| \sum_{j=0}^{r-1} n^{1/2} \angle \angle 0 \right| > \frac{1}{2} \eta \right) \]
\[ \leq \sum_{j=0}^{r-1} P \left( \sup_{g^{(j)} \in A} \left| n^{1/2} \angle \angle 0 \right| > \frac{1}{2} \eta \right) \]
By Hoeffding's inequality (Lemma 2.3.1), for
\[ \|g^{(j + 1)} - g^{(j)}\|_n \leq C_0 (j + 1)^2 \delta^{-p/2} 2^{-jp} \delta^2 \log \frac{1}{\delta} \]

\[ P\left( n^{1/2} < \epsilon, g(j+1) - g(j) >_n > 0 \right) > \eta \right) \leq 2 \exp\left( -C_1 \eta^2 2^{p/2} \delta^{-p} \right), \]

for some constant \( C_1 \) and with \( p < \beta < 2p - 2 \). Thus, on the set with \( \|G\|_n \leq 2\|G\|_n \),

\[ P\left( \sup_{\|g_0\|_n = 2\cdot 2^p \delta^{1/2} \log \frac{1}{\delta}} n^{1/2} < \epsilon, g(j+1) - g(j) >_n > 0 \right) > \eta \rightarrow (x_1, \epsilon_1), \ldots, (x_n, \epsilon_n) \]

\[ \leq N^2 \left( 2^{j+1} \delta, H_n, \delta \right) 2 \exp\left( -C_1 \eta^2 2^{1/2} \delta^{1/2} \right) \]

\[ \leq \exp(4M \delta^{-2} 2^{p/2} \|G\|_n) 2 \exp\left( -C_1 \eta^2 2^{1/2} \delta^{1/2} \right) \leq 2 \exp\left( -C_3 \eta^2 2^{p/2} \delta^{-p} \right), \]

for some \( C_2, C_3 \) and all \( \delta > 0 \) sufficiently small. Insert this in (4.14) to see that for \( n \) sufficiently large

\[ P\left( \sum_{j=0}^{r-1} n^{1/2} < \epsilon, g(j+1) - g(j) >_n > \frac{1}{2} \eta \right) \leq \sum_{j=0}^{r-1} 2 \exp\left( -C_3 \eta^2 2^{p/2} \delta^{-p} \right) + \frac{1}{2} \eta < \eta, \]

for \( \delta \) sufficiently small.

Representation (4.12) now shows that

\[ P^{(1)} \leq P(\sup_{g} n^{1/2} < \epsilon, g - g_0(g) >_n > 0) > \frac{1}{2} \eta. \]  

But

\[ n^{1/2} < \epsilon, g - g_0(g) >_n > 0 \leq n^{1/2} \|\epsilon\|_n \|g - g_0(g)\|_n \]

\[ + n^{1/2} < |\epsilon| |g| > 2^{p} \delta^{-p}, G >_n > 0. \]

Since \( 2^p > n \) and \( \|g - g_0(g)\|_n \leq 2^{-p/2} \delta \),

\[ n^{1/2} \|\epsilon\|_n \|g - g_0(g)\|_n \leq 2^{p/2} 2^{-p/2} \delta \|\epsilon\|_n \leq \frac{1}{4} \eta, \]

for \( \delta < \frac{1}{8} \eta \) and all \( n \) sufficiently large. Also,

\[ n^{1/2} E[|\epsilon| |g| > 2^{p} \delta^{-p}, E(G(x)) \leq n^{1/2} 2^p \delta^{-p} \delta^{2} E[|\epsilon|^2] \delta^2 E(G(x)) \leq \frac{1}{8} \eta, \]

for \( \delta \) small. Thus for the second term on the right hand side of (4.16) we have
\[ P\left(n^{1/2} \left< |\epsilon| \right|_{l^p} \geq 2^{1-p}g - g, G > 0\right| > \frac{1}{4} \eta \right) \leq \left( \frac{4}{\eta} \right)^2 2^{(1 - p)\delta^2 - 2/p} E|\epsilon|^2 P|G|^2 < \eta, \]

for \( \delta \) small enough. Combination of (4.16), (4.17) and (4.18) gives

\[ P(\sup_g n^{1/2} \left< |\epsilon| g - g^{(\delta)}(g) \right| > \frac{1}{2} \eta ) < \eta, \]

and it follows from (4.15) that \( P^{(1)} < 2\eta. \)

It remains to show that \( P^{(2)} \leq \eta, \) where

\[ P^{(2)} = P\left( \sup_{|g| < \delta, \eta \leq |g|} n^{1/2} \left< |\epsilon| g - g^{(\delta)}(g) \right| > \frac{1}{\eta} \right). \]

Again by Hoeffding's inequality, we have that on the set \( ||G||_{\eta} \leq 2||G||, \)

\[ P\left( \sup_{|g| < \delta, \eta \leq |g|} n^{1/2} \left< |\epsilon| g - g^{(\delta)}(g) \right| > \frac{1}{\eta} \right) \leq 2\exp\left( \frac{-\eta^2}{28 - 2/p g^2} \right) \]

\[ \leq \exp(4M \delta^{-p}||G||^p) \exp\left( \frac{-\eta^2}{18e^2 - 2/p} \right) \leq 2\exp(-C_4 \delta^{-r}) \leq \eta, \]

with \( C_4 \) some constant and with \( \delta \) sufficiently small. \( \square \)

4.3. MEASURABILITY

We have specified \( \nu_n(\cdot) \) as an element of some space \( K \) of functions on \( K \). The problem is that the supremum metric generally makes \( K \) into a nonseparable space. As a consequence, \( \nu_n(\cdot) \) is not Borel measurable. Now, denote by \( \mathcal{B} \) the \( \sigma \)-algebra on \( K \) that makes all finite-dimensional projections measurable and that contains all closed balls with centres \( y \in K \) that are uniformly continuous. E.g., in \( D([0,1]) \), the space of functions on \([0,1]\) that are right-continuous and have left hand limits, the \( \sigma \)-algebra generated by closed balls coincides with the smallest \( \sigma \)-algebra that makes all coordinate projections measurable. Denote by \( (\Omega, \mathcal{G}, P) \) the underlying probability space. If \( K \) is permissible and separable for \( || \cdot || \), then \( \nu(\cdot) \) is \( \mathcal{G} / \mathcal{B} \)-measurable (Pollard (1984)). Then by definition the random process \( \nu_n \) converges in law to some limiting process \( \nu(\cdot) \) if

\[ P(\nu_n(\cdot)) \to P(\nu(\cdot)) \]

for all real continuous measurable functions \( g \) on \( K \).

If the limiting process \( \nu(\cdot) \) concentrates on a separable set, then some important theorems for the Euclidean case (the Continuous mapping theorem and the Almost sure representation theorem) go through for the situation with more general \( K \). A separable set in \( K \) is for instance the set of bounded continuous functions. Now, the limiting distribution of \( \nu_n(\cdot) \), if it exists, must be some Gaussian process on \( K \). If \( K \) is \( G, BUC \), then the limiting distribution of \( \nu_n(\cdot) \) concentrates on a separable set.
DEFINITION. A permissible class $\mathcal{C}$ is a Donsker class if
(i) $\mathcal{C}$ is $G_p \text{BUC}$
(ii) $\nu_n(\cdot) \overset{p}{\rightarrow} G_\cdot(\cdot)$.

In Theorem 4.2.2 we have presented sufficient conditions for $\mathcal{C}$ to be a functional Donsker class. Pollard (1982) assumed stochastic separability of the process $\nu_n(\cdot)$ (see Section 2.4) and only proved the Donsker property (not the functional Donsker property). Using the results of Pollard (1984) and Dudley and Philipp (1983), one sees that stochastic separability of $\nu_n(\cdot)$ can be replaced by permissibility of $\mathcal{C}$, and that the word functional can be added.
5.1. *Introduction*

In this chapter, we study the model

\[ y = g(x) + \epsilon \]  \hspace{1cm} (5.1)

with

\[ g = \sum_{i=1,2} g^{(i)} 1_{A_i} \]

where \( g^{(i)} \) is in the class of linear functions, i.e. \( g^{(i)}(x) = g^{\theta_i}(x) = \alpha^{(i)} + x\beta^{(i)} \), \( \theta^{(i)} = (\alpha^{(i)}, \beta^{(i)}) \in \mathbb{R}^{d+1}, i = 1, 2 \), and where \( (A^{(i)})_{i=1,2} \) forms a partition of \( \mathbb{R}^d \). We write \( \theta = (\theta^{(1)}, \theta^{(2)}) \) and \( A = A^{(1)} \). The set \( A \) is an unknown parameter and it is assumed to be an element of a class \( \mathcal{A} \) of subsets of \( \mathbb{R}^d \). As in Section 3.4, we sometimes write \( \mathcal{A}^{(1)} = \mathcal{A} \) and \( \mathcal{A}^{(2)} = \{ A^c : A \in \mathcal{A} \} \).

We are interested in conditions for asymptotic normality of the least squares estimator of \( \theta \), based on \( n \) copies of \( (x,y) \). First, the continuous model is investigated. In this model,

\[ \mathcal{A} = \{ A(\gamma) = \{ x : x\gamma \leq 1 \} : \gamma \in \mathbb{R}^d \} \]

and the class of regression functions is

\[ \mathcal{G} = \{ g_{\theta,\gamma}(x) = \min(\alpha^{(1)} + x\beta^{(1)}, \alpha^{(2)} + x\beta^{(2)}) : \theta^{(i)} = (\alpha^{(i)}, \beta^{(i)}) \in \mathbb{R}^{d+1}, i = 1, 2 \}. \]  \hspace{1cm} (5.2)

Thus, in this model the least squares estimator of \( A(\gamma) \) is a function of the estimator of \( \theta \). Also, a discontinuous model is considered, where
\[ g = \{ g_{\theta, \Lambda}(x) = \sum_{i=1,2} (\alpha^{(i)} + x\beta^{(i)})1_{\Lambda^{(i)}}(x), \theta^{(i)} = \begin{bmatrix} \alpha^{(i)} \\ \beta^{(i)} \end{bmatrix} \in \mathbb{R}^{d+1} \} \]

\[ \Lambda^{(i)} \in \mathcal{A}^{(i)}, \ i = 1,2 \]

and where \( \mathcal{A} \) is e.g. \( \{ A(\gamma) = \{ x: x\gamma \leq 1 \}: \gamma \in \mathbb{R}^d \} \), but also more general classes are allowed. Note that in this model, the sets \( \Lambda \) are actually unknown parameters. We also derive the asymptotic distribution of the estimator of \( \Lambda \).

Let

\[ g_0 = \sum_{i=1,2} g_{\theta, \Lambda} \]

be the true underlying regression function. Throughout, the identifiability condition \( \| \theta^{(1)}_0 - \theta^{(2)}_0 \| \neq 0 \) is imposed. Moreover, for model (5.3) it is assumed that \( g_0 \) is discontinuous in some sense. Chapter 6 treats the situation where \( d = 1 \), \( \| \theta^{(1)}_0 - \theta^{(2)}_0 \| = 0 \) and also the case where \( d = 1 \) and \( g_0 \) continuous, but the continuity is not taken into account in the estimation procedure.

5.2. THE CONTINUOUS MODEL

The regression function is assumed to be of the form

\[ g_{\theta, \Lambda}(x) = \min(\alpha^{(1)} + x\beta^{(1)}, \alpha^{(2)} + x\beta^{(2)}) \]

Define

\[ \Lambda_\theta = \Lambda^{(1)} = \{ x: \alpha^{(1)} + x\beta^{(1)} \leq \alpha^{(2)} + x\beta^{(2)} \} \]

and \( \Lambda^{(2)}_\theta = \Lambda_\theta \). Write \( \Lambda^{(i)}_0 = \Lambda^{(i)}_\theta \) and \( \Lambda^{(i)}_n = \Lambda^{(i)}_\hat{\theta} \), \( i = 1,2 \).

Theorem 5.2.1 below asserts that the asymptotic distribution of \( \hat{\theta}_n \) does not differ from the asymptotic distribution of the least squares estimator for the case \( \Lambda^{(i)}_0 \) known but without continuity restriction. In the latter situation the the regression functions are of the form

\[ \sum_{i=1,2} (\alpha^{(i)} + x\beta^{(i)})1_{\Lambda^{(i)}}(x) \]

with \( (\alpha^{(i)})_i = 1,2 \) unknown parameters, i.e., the regression functions are not necessarily continuous. The conditions of Theorem 5.2.1 are those of Lemma 3.4.4 plus the assumption that an arbitrary higher order moment of \( |\varepsilon|^2 \) exists.

**Theorem 5.2.1.** Suppose that the conditions of Lemma 3.4.4 are met:

(i) \[ \lim_{n \to 0} \sup_{C \in \mathcal{C}} H(\{ x: 0 < d(x, C) \leq 0 \}) = 0 \]

where \( \mathcal{C} \) is the class of hyperplanes in \( \mathbb{R}^d \) and \( d(\cdot, \cdot) \) is the Hausdorff distance,

(ii) \[ \text{there exist} \]
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\[ \{x^{(i)}_t: t = 1, \cdots, 2(d+1)-1\} \subset A^{(i)} \cap T, \quad (5.6) \]

where T is the support of H, such that no \( d+1 \) \( x^{(i)}_t \) lie on a \( (d-1) \)-dimensional hyperplane, \( i = 1,2 \).

(iii) \( H(\{x: g^{(i)}_t(x) = g^{(i)}_0\}) = 0 \) \( (5.7) \)

and

(iv) \( \|\hat{\theta}^{(i)} - \theta^{(i)}\| \neq 0. \) \( (5.8) \)

Assume that \( E|\epsilon|^p < \infty \) for some \( p > 1 \). Then \( \hat{\theta}^{(i)}_n \) and \( \hat{\theta}^{(2)}_n \) are asymptotically independent, with limiting distribution

\[ \sqrt{n}(\hat{\theta}^{(i)}_n - \theta^{(i)}_0) \xrightarrow{d} N(0, \|\epsilon\|^2 \Sigma^{-1}(A^{(i)})), \quad i = 1,2. \] \( (5.9) \)

**Proof.** The functions \( g_{\theta,c}(x) = \min(g^{(i)}_t(x), g^{(i)}_0(x)) \) are Lipschitz continuous in \( \theta \) for every \( x \), i.e. at \( \theta_0 \)

\[ |g_{\theta,c}(x) - g_{\theta,c}(x)| \leq J(x)\|\theta - \theta_0\|, \]

where \( J(x) = 1 + |z_1| + \cdots + |z_d| \), with \( z_1, \cdots, z_d \) the coordinates of \( x \in \mathbb{R}^d \).

Consider the functions

\[ j_{\theta}(x) = \begin{cases} \frac{g_{\theta,c}(x) - g_{\theta,c}(x)}{\|\theta - \theta_0\|} & \text{if } \|\theta - \theta_0\| \neq 0 \\ 1 & \text{otherwise.} \end{cases} \]

These functions form a VC-graph class \( \mathcal{J} = \{ j_{\theta}: \theta \in \mathbb{R}^{2d+1} \} \) with envelope \( J \in L^2(\mathbb{R}^d, H) \). Thus (Theorem 2.2.4)

\[ \sup_{\theta}\|j_{\theta}\|_n - \|j_{\theta}\| \to 0 \quad \text{almost surely.} \] \( (5.10) \)

But

\[ \|j_{\theta}\|_n^2 = \frac{\|g_{\theta,c} - g_{\theta,c}\|_n^2}{\|\hat{\theta}_n - \theta_0\|_n^2} \geq \sum_{i=1,2} \frac{\langle \hat{\theta}^{(i)}_n - \theta^{(i)}_0, \Sigma(A^{(i)}_n \cap A^{(i)}) (\hat{\theta}^{(i)}_n - \theta^{(i)}_0) \rangle}{\|\hat{\theta}_n - \theta_0\|_n^2}, \]

and since \( \Sigma(A^{(i)}_n \cap A^{(i)}) \to \Sigma(A^{(i)}) \) and \( \Sigma(A^{(i)}) \) is of full rank, this implies that

\[ \|j_{\theta}\|_n \geq K_1 \]

for some constant \( K_1 > 0 \).

Write

\[ 0 \geq \|y - \hat{g}_n\|_n^2 - \|\epsilon\|_n^2 = -2 \langle \epsilon, \hat{g}_n - g_0 \rangle_n + \|\hat{g}_n - g_0\|_n^2 \]

\[ = -2 \langle \hat{\theta}_n - \theta_0, \epsilon \rangle_n + \|\hat{\theta}_n - \theta_0\|_n^2 \|j_{\theta}\|_n^2. \]

Because \( \mathcal{J} \) is a VC-graph class.
\begin{align*}
D_2(\delta; \xi) = \sup_{\delta} N_2(\delta \| f \|_s, H, \xi) \leq \exp(M \delta^{-r})
\end{align*}

\text{for all } \nu > 0 \text{ and some } M \text{ (see Theorem 2.2.6). Take } \nu = 2 - 2/p \text{ and conclude from Theorem 4.2.3 (take } \mathcal{G} = \xi \text{ and } g_0 \equiv 0 \text{ in this theorem) that }
\{ \epsilon_{f \theta} (x) : \theta \in \mathbb{R}^{d+1} \} \text{ is a (functional) Donsker class, which implies}
\begin{align*}
\langle \epsilon, j_{\hat{\theta}} \rangle_n = o_p(n^{-k}).
\end{align*}

\text{Insert (5.13) in (5.12) to obtain that}
\begin{align*}
-2\| \hat{\theta}_n - \theta_0 \| \epsilon_p(n^{-k}) + \| \hat{\theta}_n - \theta_0 \|^2 \| j_{\hat{\theta}} \|^2_n \ll 0,
\end{align*}
or
\begin{align*}
\| \hat{\theta}_n - \theta_0 \|^2 \| j_{\hat{\theta}} \|^2_n = o_p(n^{-k}).
\end{align*}

\text{Hence by (5.11)}
\begin{align*}
\| \hat{\theta}_n - \theta_0 \| = o_p(n^{-k}).
\end{align*}

\text{Let } \tilde{\theta}_n \text{ be a } \sqrt{n} \text{-consistent estimator and define } \tilde{A}_n^{(i)} = A_n^{(i)} \text{, } i = 1, 2. \text{ By (7.7),}
\text{we have } H(\tilde{A}_n \Delta A_0) \to 0. \text{ Thus, again because of the } V_C \text{-graph property of all classes of functions involved}
\begin{align*}
\| (\tilde{g}_{\tilde{\theta}, x} - g_0) \xi_n^{(i)} \|^2_n
= \langle \tilde{\theta}^{(i)} - \theta_0^{(i)} \rangle \sum_{A} \left( A^{(i)} \cap A_0^{(i)} \right) \langle \tilde{\theta}^{(i)} - \theta_0^{(i)} \rangle + \| \tilde{\theta}_n - \theta_0 \|^2 \| j_{\hat{\theta}} \|^2_n \xi_n^{(i)} \subseteq \mathbb{R}^{d+1} \|^2_n
\end{align*}
\begin{align*}
= \langle \tilde{\theta}^{(i)} - \theta_0^{(i)} \rangle \sum_{A} (A^{(i)} \cap A_0^{(i)}) \langle \tilde{\theta}^{(i)} - \theta_0^{(i)} \rangle + o_p(1), \quad i = 1, 2.
\end{align*}

\text{Similarly, since the Donsker property implies asymptotic equicontinuity}
\begin{align*}
\langle \epsilon, (g_{\tilde{\theta}, x} - g_0) \xi_n^{(i)} \rangle_n
= \left[ \frac{1}{n} \sum_{x_k \in A_0^{(i)} \cap A_n^{(i)}} \epsilon_k(1, x_k) \right] \langle \tilde{\theta}^{(i)} - \theta_0^{(i)} \rangle + \| \tilde{\theta}_n - \theta_0 \| \left[ \frac{1}{n} \sum_{x_k \in A_0^{(i)} \cap A_n^{(i)}} \epsilon_k(1, x_k) \right]
\end{align*}
\begin{align*}
= \left[ \frac{1}{n} \sum_{x_k \in A_0^{(i)}} \epsilon_k(1, x_k) \right] \langle \tilde{\theta}^{(i)} - \theta_0^{(i)} \rangle + o_p(1), \quad i = 1, 2.
\end{align*}

\text{Thus, if we write } \| \Sigma^{(i)}(A^{(i)} \cap A_0^{(i)}) a \|^2 = a^T \Sigma(A^{(i)} \cap A_0^{(i)}) a, \quad a \in \mathbb{R}^{d+1}, \text{ and}
\begin{align*}
\left[ \frac{1}{n} \sum_{x_k \in A_0^{(i)}} \epsilon_k(1, x_k) \right]^T = N_n^{(i)} \in \mathbb{R}^{d+1}, \quad i = 1, 2,
\end{align*}
\begin{align*}
\| y - g_{\tilde{\theta}, x} \|^2_n - \| \epsilon_k \|^2_n
= \sum_{i = 1, 2} \left( -2N_n^{(i)} \langle \tilde{\theta}^{(i)} - \theta_0^{(i)} \rangle + \| \Sigma^{(i)}(A^{(i)} \cap A_0^{(i)}) \langle \tilde{\theta}^{(i)} - \theta_0^{(i)} \rangle \| + o_p(1) \right).
\end{align*}

(5.14)
In particular (5.14) holds for \( \hat{\theta}_n = \hat{\theta}_n \), so that

\[
0 \geq \| y - \hat{g}_{\hat{\theta}_n} \|_n - \| \epsilon \|_n^2
= \sum_{i=1,2} \left\{ \| \Sigma^{2i}(A^{(i)})\hat{\theta}_n^{(i)} - \theta^{(i)}_0 \|_n^2 - \| \Sigma^{2i}(A^{(i)})N_n^{(i)} \|_n^2 \right\}
- \| \Sigma^{2i}(A^{(i)})N_n^{(i)} \|_n^2 + \alpha_p \left( \frac{1}{n} \right).
\]

(5.15)

If we take \( \hat{\theta}_n^{(i)} = \theta^{(i)}_0 + \Sigma^{-1}(A^{(i)})N_n^{(i)} \), \( i = 1,2 \), we get from (5.14)

\[
\| y - \hat{g}_{\hat{\theta}_n} \|_n - \| \epsilon \|_n^2 = \sum_{i=1,2} \| \Sigma^{2i}(A^{(i)}_0)N_n^{(i)} \|_n^2 + \alpha_p \left( \frac{1}{n} \right).
\]

(5.16)

Since \( \| y - \hat{g}_{\hat{\theta}_n} \|_n \leq \| y - \hat{g}_{\hat{\theta}_n} \|_n \) combination of (5.15) and (5.16) yields

\[
\sum_{i=1,2} \left\{ \| \Sigma^{2i}(A^{(i)}_0)(\theta^{(i)}_n - \theta^{(i)}_0) - \Sigma^{2i}(A^{(i)}_0)N_n^{(i)} \|_n^2 \right\} = \alpha_p \left( \frac{1}{n} \right),
\]

or

\[
\Sigma^{2i}(A^{(i)}_0)(\theta^{(i)}_n - \theta^{(i)}_0) = \Sigma^{2i}(A^{(i)}_0)N_n^{(i)} + \alpha_p (n^{-1}), \quad i = 1,2.
\]

Because \( \sqrt{n}N_n^{(i)} \rightarrow \mathcal{O}(0, \| \epsilon \|_n^2 \sum(A^{(i)}_0)) \), \( i = 1,2 \), this proves the required result. □

Condition (5.7) ensures that \( \theta \to \theta_0 \) implies \( H(A \Delta A_0) \to 0 \). If it is not fulfilled, then a large fraction of observations is concentrated at \( \{ x : g_{\theta_0}(x) = g_{\theta_0}(x) \} \), and the \( \hat{\theta}_n^{(i)} \) will no longer be asymptotically independent. This situation can be compared with the case \( A_0 \) known, where because of the continuity restriction, the least squares estimators of \( \theta^{(1)} \) and \( \theta^{(2)} \) are also not independent.

The object of study in Feder (1975) is a continuous model with one-dimensional change-point, i.e. \( d = 1 \) and

\[
y = g_{\theta_0}(x)1_{(-\infty, \gamma]}(x) + g_{\theta_0}(x)1_{[\gamma, \infty)}(x) + \epsilon,
\]

where the \( g_{\theta_0} \) are linear in \( \theta^{(i)} \), \( i = 1,2 \), and satisfy \( g_{\theta_0}(\gamma) = g_{\theta_0}(\gamma) \). Feder obtains asymptotic normality of the least squares estimators, under identifiability conditions. His method of proof makes extensive use of the special structure of the class \( \mathcal{B} = \{ (-\infty, \gamma] : \gamma \in \mathbb{R} \} \) of subsets of \( \mathbb{R} \). Extension of Feder's method to two-phase regression models with sets in higher-dimensional Euclidean space as unknown parameters appears to be cumbersome.

5.3. THE DISCONTINUOUS MODEL

In this section, we deal with two-phase regression functions of the form

\[
g_{\theta, A}(x) = \begin{cases} 
g_{\theta_1}(x) & \text{if } x \in A \\
g_{\theta_2}(x) & \text{if } x \notin A \end{cases}
\]

(5.17)

with \( g_{\theta_1}(x) = \alpha^{(i)} + x\beta^{(i)} \), \( \theta^{(i)} = (\alpha^{(i)} \beta^{(i)}) \) and with \( A \in \mathcal{B} \). The class \( \mathcal{B} \) may be the
class \( A(\gamma) = \{ x : x \gamma \leq 1 \} : \gamma \in \mathbb{R}^d \), but we shall not require this because it turns out that also other classes can be handled without too much increase of complexity.

We assume again that the conditions for consistency of \( \hat{\theta}_n \) and \( \hat{A}_n \) are fulfilled, i.e. \( \epsilon \) is a permissible class satisfying the entropy condition
\[
\frac{1}{n} \log N_2(\delta, H_n, \epsilon) \xrightarrow{\epsilon} 0 \quad \text{for all} \quad \delta > 0,
\]
and moreover
\[
\lim \sup_{\eta \downarrow 0} H(\{ x : 0 < d(x, C) \leq \eta \}) = 0
\]
and there exist
\[
\{ x^{(i)}_t : t = 1, \ldots, 2(d + 1) - 1 \} \subset A^{(i)} \cap T, \quad i = 1, 2,
\]
with no \( d + 1 \) \( x^{(i)}_t \) on a \((d - 1)\)-dimensional hyperplane,
\[
\| \theta^{(i)}_0 - \theta^{(2)}_0 \| \neq 0, \quad H(\{ x : g^{(i)}_n(x) = g^{(2)}_n(x) \}) = 0.
\]
Here is a description of discontinuity at the true parameter value.

**Discontinuity Assumption.** There exists an \( \eta > 0 \) such that
\[
\inf_{A \in \mathbb{E} : 0 < H(A \Delta A_0) < \eta} E(g^{(i)}_n(x) - g^{(2)}_n(x)|x \in A \Delta A_0) > 0.
\]

**Example 5.1.** Take \( d = 1 \) and \( \bar{c} = (\{-\infty, \gamma_0\} : \gamma \in \mathbb{R}) \). If \( \alpha^{(i)}_0 + \gamma_0 \beta^{(i)}_0 \neq \alpha^{(2)}_0 + \gamma_0 \beta^{(2)}_0 \), and if \( H \) puts positive mass on some interval around \( \gamma_0 \), then the discontinuity assumption is satisfied.

In the discontinuous model, with discontinuity assumption, the least squares estimators \( \hat{\theta}^{(i)}_n \) and \( \hat{\theta}^{(2)}_n \) are asymptotically independent and asymptotically equivalent to the least squares estimators of the \( \theta^{(i)}, i = 1, 2 \) in the case \( A_0 \) known. This is asserted in Theorem 5.3.2, and the result is called adaptation: the fact that \( A_0 \) is unknown has asymptotically no influence on the estimators of the \( \theta^{(i)}, i = 1, 2 \).

**Theorem 5.3.2.** Suppose that the conditions (5.19), . . . , (5.21) and the discontinuity assumption are fulfilled, and that (5.18) can be strengthened to
\[
D_2(\delta, \bar{c}) = \sup_{A \in \mathbb{E}} N_2(\delta, H_n, \epsilon) \leq \exp(M \delta^{-\nu})
\]
for some constants \( M \) and \( 0 < \nu < 2 \). Assume that \( x 1_{A \Delta A_0}(x) \) is bounded uniformly in \( A \in \bar{c} \), \( A \) in a neighbourhood of \( A_0 \), i.e. there exists a constant \( K_0 < \infty \) such that for some \( \eta_0 > 0 \)
\[
H(\{ x : A \in \mathbb{E} : H(A \Delta A_0) < \eta_0, |x 1_{A \Delta A_0}(x)| > K_0 \}) = 0.
\]
Finally, assume that \( E||x|^p < \infty \) for some \( p > 2/(2 - \nu) \). Then \( \hat{\theta}^{(1)}_n \) and \( \hat{\theta}^{(2)}_n \) are
asymptotically independent with limiting distribution

\[ \sqrt{n} (\hat{\theta}_n^{(i)} - \theta_0^{(i)}) \overset{D}{\to} \mathcal{N}(0, \|\epsilon\|^{2} \Sigma^{-1}(A^{(i)})), \quad i = 1, 2. \]  

(5.25)

PROOF. We shall first show that \( H(\hat{A}_n \Delta A_0) = \mathcal{C}_p(n^{-1/4}) \). Of course, for \( A = A_0 \) fixed the class

\[ \{ \epsilon(g_{\theta^{(i)}} - g_{\theta^{(i)}}^*)_{\lambda^{(i)}} : \theta^{(i)} \text{ in a neighbourhood of } \theta_0^{(i)} \} \]

is a Donsker class, \( i = 1, 2 \). Since \( \hat{\theta}_n^{(i)} - \theta_0^{(i)} \) this implies that

\[ |<\epsilon, (\hat{g}_{\theta^{(i)}} - g_{\theta^{(i)}}^*)_{\lambda^{(i)}} >_{\lambda^{(i)}} >_{n}| = \mathcal{O}_p(n^{-1/4}), \quad i = 1, 2. \]

By (5.23) and (5.24) and using the assumption that \( \mathbb{E}|\epsilon|^p < \infty \), we see that also the class

\[ \{ \epsilon(g_{\theta^{(i)}} - g_{\theta^{(i)}}^*)_{A \Delta A_0} : \theta^{(i)} \text{ in a neighbourhood of } \theta_0^{(i)}, A \in \Theta, H(A \Delta A_0) < \eta_0 \} \]

is a Donsker class, \( i, j \in \{1, 2\} \). Hence, since \( H(\hat{A}_n \Delta A_0) \to 0 \),

\[ |<\epsilon, (\hat{g}_{\theta^{(i)}} - g_{\theta^{(i)}}^*)_{\lambda^{(i)}} >_{\lambda^{(i)}} >_{n}| = \mathcal{O}_p(n^{-1/4}), \quad i = 1, 2, \]

as well as

\[ |<\epsilon, (\hat{g}_{\theta^{(i)}} - g_{\theta^{(i)}}^*)_{\lambda^{(i)}} \setminus \lambda^{(i)} >_{A_0^{(i)}} >_{n}| = \mathcal{O}_p(n^{-1/4}), \quad i \neq j \in \{1, 2\}. \]

But then also

\[ |<\epsilon, (\hat{\theta}_n - \theta_0) >_{n}| \leq \sum_{i=1,2} |<\epsilon, (\hat{g}_{\theta^{(i)}} - g_{\theta^{(i)}}^*)_{\lambda^{(i)}} >_{n}| \]

\[ + \sum_{i=1,2} |<\epsilon, (\hat{g}_{\theta^{(i)}} - g_{\theta^{(i)}}^*)_{\lambda^{(i)}} \setminus \lambda^{(i)} >_{n}| \]

\[ + \sum_{i \neq j \in \{1, 2\}} |<\epsilon, (\hat{g}_{\theta^{(i)}} - g_{\theta^{(i)}}^*)_{\lambda^{(i)}} \setminus A_0^{(i)} >_{n}| = \mathcal{O}_p(n^{-1/4}). \]

This shows that

\[ \| (\hat{g}_{\theta} - g_{\theta})_{\lambda \Delta A_0} \|_{n}^{2} \leq \mathcal{O}_p(n^{-1/4}) = \mathcal{O}_p(n^{-1/4}). \]

Assumptions (5.23) and (5.24) also imply that the class

\[ \{ (g_{\theta^{(i)}} - g_{\theta^{(i)}}^*)_{\lambda \Delta A_0} : \theta \text{ in a neighbourhood of } \theta_0, A \in \Theta, H(A \Delta A_0) < \eta_0 \}, \quad i, j \in \{1, 2\} \]

is Donsker, so from (5.26)

\[ \| (\hat{g}_{\theta} - g_{\theta})_{\lambda \Delta A_0} \|_{n}^{2} = \mathcal{O}_p(n^{-1/4}) = \mathcal{O}_p(n^{-1/4}). \]

(5.27)

We shall now utilize the discontinuity assumption. In view of (5.24), for all \( n \) sufficiently large,

\[ |\hat{g}_{\theta^{(i)}}(x) - g_{\theta}^{(i)}(x)|_{\lambda \Delta A_0}(x) \leq K_0 \| \hat{\theta}^{(i)} - \theta_0^{(i)} \|^2. \]

Thus, for arbitrary \( \eta_1 > 0 \)
\[ \|\hat{g}_n - g_0\|_{A_{n, d_0}}^2 = \|(g_{\theta_1} - g_{\theta_2})\|_{A_{n, d_0}}^2 - \eta_1 \hat{H}(\hat{A}_n \Delta A_0), \]

for all \( n \) sufficiently large. Combine this with (5.22) to obtain that for some constant \( K_1 > 0 \)

\[ \|(\hat{g}_n - g_0)\|_{A_{n, d_0}}^2 \geq K_1 \hat{H}(\hat{A}_n \Delta A_0) \]

for all \( n \) sufficiently large. In view of (5.27), we thus obtain

\[ \hat{H}(\hat{A}_n \Delta A_0) = \mathcal{O}_p(n^{-\frac{1}{4}}). \]

Since \( \sum_{i=1}^n \hat{g}_n(i) \to \Sigma(A_0^{(i)}) \) almost surely, we see by explicitly writing down the expression for the least squares estimator

\[ (\hat{\theta}_n^{(1)} - \theta_0) = (\Sigma^{-1}(A_0^{(1)}) + o(1)) \left\{ \frac{1}{n} \sum_{x_i \in A_0^{(1)}} \varepsilon_k(1, x_k) \right\}^T \]

\[ - \frac{1}{n} \sum_{x_i \in A_0^{(1)}} \varepsilon_k(1, x_k) \]

\[ \hat{g}_n - g_0 \]

\[ \text{for } i = 1, 2. \] (5.28)

By (5.24) and (5.26)

\[ \frac{1}{n} \sum_{x_i \in A_0^{(1)}} \varepsilon_k(1, x_k) \leq \|\hat{g}_n - g_0\|_{n} K_0 H_0^2(\hat{A}_n \Delta A_0) \]

\[ = \mathcal{O}_p(n^{-\frac{1}{4}})H_0^2(\hat{A}_n \Delta A_0). \]

But the Donsker-property for \( (A \Delta A_0; A \in \Theta) \) and \( H(\hat{A}_n \Delta A_0) = \mathcal{O}_p(n^{-\frac{1}{4}}) \) imply \( H_n(\hat{A}_n \Delta A_0) = \mathcal{O}_p(n^{-\frac{1}{4}}) \). Therefore, we can write (5.28) as

\[ (\hat{\theta}_n - \theta_0) = (\Sigma^{-1}(A_0^{(1)}) + o(1)) \left\{ \frac{1}{n} \sum_{x_i \in A_0^{(1)}} \varepsilon_k(1, x_k) \right\}^T + \mathcal{O}(n^{-\frac{1}{4}}), \]

because \( \varepsilon(1, x)^T 1_{A \Delta A_0}(x): A \in \Theta, H(A \Delta A_0) < \eta_0 \) is also a Donsker class. \( \Box \)

We shall derive an expression for the limiting distribution of \( \hat{A}_n \). This limiting distribution does not depend on \( \theta_0^{(1)}, i = 1, 2. \)

**Lemma 5.3.3.** Under the conditions of Theorem 5.3.2

\[ \hat{A}_n \Delta A_0 = \text{arg sup}_{A \in \Theta} R_n(A) + \mathcal{O}(1), \]

with

\[ R_n(A) = \sum_{i=1}^{1, 2} \left( \sum_{A_i \setminus A_{0i}} 2 \sum_{x_k \in A_i} \varepsilon_k(g_{\theta_1}(x_k) \setminus g_{\theta_2}(x_k)) - \sum_{A_i \setminus A_{0i}} (g_{\theta_1}(x_k) \setminus g_{\theta_2}(x_k))^2 \right) \] (5.29)
PROOF. It is easy to see that for \( \{A_n\} \subset \mathfrak{A} \) some sequence of subsets in \( \mathbb{R}^d \) and 
\( \tau = \left( \tau^{(i)} \right) \)

\[
 n(\|\mathbf{1}_{A_n^i} \cap A_n^i \|^2 - \|y - g(\theta_0 + n^{-1}\gamma, A_n)I_{A_n^i} \cap A_n^i \|^2) \\
= 2 \frac{1}{\sqrt{n}} \sum_{\mathbf{x}_k \in A_n^i \cap A_n^j} \varepsilon_k(1, \mathbf{x}_k)^T \tau^{(i)} - \tau^{(j)}T \Sigma(A_n^i \cap A_n^j) \tau^{(j)}, \quad i = 1, 2.
\]

Thus, using the Donsker-property

\[
 n(\|\mathbf{1}_{A_n^i} \cap A_n^i \|^2 - \|y - g(\theta_0 + n^{-1}\gamma, A_n)I_{A_n^i} \cap A_n^i \|^2) \\
= 2 \frac{1}{\sqrt{n}} \sum_{\mathbf{x}_k \in A_n^i \cap A_n^j} \varepsilon_k(1, \mathbf{x}_k)^T \tau^{(i)} - \tau^{(j)}T \Sigma(A_n^i \cap A_n^j) \tau^{(j)} + o_p(1), \quad i = 1, 2,
\]

uniformly in \( \|\gamma\| \leq L \) and \( \{A_n\} \subset \mathfrak{A} \), \( H(A_n \Delta A_0) \leq \eta_n \to 0 \). Furthermore

\[
 n(\|\mathbf{1}_{A_n^i} \cap A_n^j \|^2 - \|y - g(\theta_0 + n^{-1}\gamma, A_n)I_{A_n^i} \cap A_n^j \|^2) \\
= 2 \frac{1}{\sqrt{n}} \sum_{\mathbf{x}_k \in A_n^i \cap A_n^j} \varepsilon_k(g(\theta_n^i + n^{-1}\gamma)g(\theta_n^j) - g(\theta_n^i)g(\theta_n^j)) \\
= \sum_{\mathbf{x}_k \in A_n^i \cap A_n^j} (g(\theta_n^i g(\theta_n^j)) - g(\theta_n^i)g(\theta_n^j))^2 + o_p(1), \quad i = 1, 2,
\]

\( i \neq j \in \{1, 2\} \), uniformly in \( \|\gamma\| \leq L \), \( \{A_n\} \subset \mathfrak{A} \), \( H(A_n \Delta A) \leq \eta_n \to 0 \). We have seen that with arbitrary large probability, \( \sqrt{n \|\theta_n - \theta_0\| \leq L} \) for \( L \) and \( n \) sufficiently large. Moreover, \( H(A_n \Delta A_0) \to 0 \) implies that there exists a sequence \( \eta_n \) such that with arbitrary large probability \( H(A_n \Delta A_0) \leq \eta_n \) for all \( n \) sufficiently large. Thus with arbitrary large probability

\[
 n(\|\mathbf{1}^2 - \|y - \hat{g}_n\|^2 \|_{A_n}^2) = \sup_{\|\gamma\| \leq L} n(\|\mathbf{1}^2 - \|y - g(\theta_0 + n^{-1}\gamma, A_n)\|^2_{A_n}) \\
= \sup_{\|\gamma\| \leq L} \left\{ \sum_{i=1,2} \frac{1}{\sqrt{n}} \sum_{\mathbf{x}_k \in A_n^i} \varepsilon_k(1, \mathbf{x}_k)^T \tau^{(i)} - \tau^{(j)}T \Sigma(A_n^i \cap A_n^j) \tau^{(j)} + R_n(A) + o_p(1) \right\} \\
= \sup_{\|\gamma\| \leq L} \left\{ \sum_{i=1,2} \frac{1}{\sqrt{n}} \sum_{\mathbf{x}_k \in A_n^i} \varepsilon_k(1, \mathbf{x}_k)^T \tau^{(i)} \right\} + \sup_{A \in \mathfrak{A}} R_n(A) + o_p(1). \quad \square
\]

EXAMPLE 5.2. Take \( d = 1 \), \( \mathfrak{A} = \{(-\infty, \gamma] : \gamma \in \mathbb{R} \} \) and \( g^{\theta} = \alpha^{(i)} \). Then for \( \gamma > \gamma_0 \)

\[
 R_n((-\infty, \gamma]) = 2 \sum_{\gamma < \gamma_n \leq \gamma} \varepsilon_k(\alpha_n^{(1)} - \alpha_n^{(2)}) - (\alpha_n^{(1)} - \alpha_n^{(2)})^2 n H_n(\gamma_0, \gamma).
\]

Apply the law of the iterated logarithm for partial sums to see that conditionally on \( x_1, x_2, \ldots = x_1, x_2 \ldots \)

\[
 \sum_{\gamma < \gamma_n \leq \gamma} \varepsilon_k(\alpha_n^{(1)} - \alpha_n^{(2)}) = o((nH_n(\gamma_0, \gamma))^{1/2} \log \log(nH_n(\gamma_0, \gamma))^{1/4}).
\]
uniformly in \( nH_n((\gamma_0, \gamma]) \to 0 \). Hence
\[
\sup_{\gamma} R_n(( - \infty, \gamma]) = \mathcal{O}_p(1),
\]
and
\[
H_n(( - \infty, \gamma_n)A(( - \infty, \gamma_0)) = \mathcal{O}_p \left( \frac{1}{n} \right).
\]
This result is comparable with HINKLEY (1970), who assumes normality of the \( \varepsilon_k, k = 1, 2, \ldots \).

In Example 5.2, we showed that \( \sup_{A \in R_n} R_n(A) = \mathcal{O}_p(1) \), and this in turn implies that \( n(||\varepsilon||^2_r - ||y - \hat{g}_n||^2_2) = \mathcal{O}_p(1) \) and \( ||\hat{g}_n - g_0||_n = \mathcal{O}_p(n^{-\frac{1}{2}}) \). Here is an example where \( \sup_{A \in R_n} R_n(A) \) does not remain bounded in probability.

**Example 5.3.** Take \( d = 2, \beta = \{(A(\gamma))=(x:xy\leq 1), \gamma \in \mathbb{R}^2\} \) and \( g^{(i)}_\beta = a^{(i)}, \ i = 1, 2 \). Let \( A^{(i)} = \{x=(z_1, z_2): (z_1 + 2)^2 + z_2^2 \leq 1\} \) and let \( H \) be the uniform distribution on \( A^{(1)} \cup A^{(2)} \), where \( A^{(2)} = \{x=(z_1, z_2): (z_1 - 2)^2 + z_2^2 \leq 1\} \). Observe that if \( a^{(1)} \neq a^{(2)} \), the discontinuity assumption is fulfilled. Also all further conditions of Theorem 5.3.2 hold, provided \( \mathbb{E}[\varepsilon^{(p)}] < \infty \) for some \( p > 1 \).

Now, consider the convex hull of the data \( \{x_1, \ldots, x_n\} \) in \( A^{(1)} \) and \( A^{(2)} \) respectively. To every point \( \gamma_n \) on the convex hull, which lies between \( x^{(1)}_{a,n} \) and \( x^{(1)}_{b,n} \), there corresponds an \( A(\gamma_n) = A^{(1)} \setminus \{x_{\gamma_n}\} \).

\[
\text{A}(\gamma_n)
\]

\[
x^{(1)}_{a,n} \quad x^{(1)}_{b,n}
\]

\[
x^{(2)}_{a,n} \quad x^{(2)}_{b,n}
\]

Obviously
\[
\sup_{A \in R} R_n(A) \sup_{\gamma} R_n(A(\gamma_n)) = \max_{\gamma_n} 2\varepsilon_n(a^{(1)}_0 - a^{(2)}_0) - (a^{(1)}_0 - a^{(2)}_0)^2.
\]  
(5.30)

As \( n \) tends to infinity, the number of points \( x_{\gamma_n} \) also tends to infinity, so the maximum in (5.30) will be taken over an increasing number of independent copies of \( \varepsilon_n \). This maximum will not remain bounded.
Chapter 6
Rates of Convergence

6.1. INTRODUCTION
This chapter is inspired by LeCam (1973) and Birgé (1983). We shall first sketch some of their results.

Let $\mathcal{G}$ be an index set and $\{P_\theta : \theta \in \mathcal{G}\}$ a collection of probability measures on a Euclidean space. One can equip $\mathcal{G}$ with the Hellinger-metric, defined as

$$h(g, \tilde{g}) = \left( \frac{1}{2} \int |(dP_\theta)^{\frac{1}{2}} - (dP_{\tilde{\theta}})^{\frac{1}{2}}|^2 \right)^{\frac{1}{2}}.$$

Let $\mathcal{G}_n^{ML}$ be the maximum likelihood estimator of $g$ based on $n$ independent observations from $P_{\theta_n}$. LeCam (1973) shows that if $\mathcal{G}$ satisfies certain dimensionality restrictions

$$h(\mathcal{G}_n^{ML}, g_0) = \Theta(n^{-\frac{1}{4}}).$$

These dimensionality restrictions are entropy conditions on $\mathcal{G}$ endowed with the Hellinger-metric.

Birgé (1983) investigates the minimax risk for estimation. For example, let $P_\theta$ be the probability measure on $\mathbb{R}$ with density $g$ with respect to Lebesgue measure and let $\mathcal{G}$ be a class of densities on $\mathbb{R}$. Define

$$d(g, \tilde{g}) = \int |g(x) - \tilde{g}(x)| dx.$$ The minimax risk is

$$R_n(d) = \inf_{T_n} \sup_{g_0 \in \mathcal{G}} E_{g_0}(d(T_n, g_0)).$$

where $T_n$ is any estimator of $g_0$. Denote by $\log N_d(\delta, \mathcal{G})$ the $\delta$-entropy of $\mathcal{G}$ for $d$. Birgé shows that

$$\log N_d(\delta, \mathcal{G}) \leq M\delta^{-r}$$

for all $\delta > 0$ implies
\[ R_n(d) \leq M'n^{-\frac{1}{2+r}}. \]

In regression theory, least squares estimators coincide with maximum likelihood estimators if the disturbances are i.i.d. and normally distributed. Thus, in that case LeCam's theory can be applied to obtain conditions under which \( \hat{g}_n \) converges with rate \( C_p(n^{-\frac{1}{2}}) \) in the Hellinger metric. We shall prove that if the disturbances are not necessarily normally distributed, but satisfy some moment conditions, and if certain dimensionality restrictions on \( \theta \) endowed with \( \| \cdot \|_n \)-norm are met, then \( \hat{g}_n \) converges with rate \( C_p(n^{-\frac{1}{2}}) \) in \( \| \cdot \|_n \)-norm.

This result is established in Theorem 6.2.2 while Corollary 6.2.6 contains the result as a special case of a partly more general situation, where the parameter space may be infinite-dimensional, but stronger moment conditions are imposed.

The relation with Birgè's work becomes clear from Corollary 6.2.7. Here, it is shown that

\[ \log N_2(\delta, H_n, \theta) \leq M\delta^{-2} \quad \text{for all} \quad \delta > 0, \quad n \geq 1 \]

and \( 0 < \nu < 2 \), implies

\[ \| \hat{g}_n - g_0 \|_n = C_p(n^{-\frac{1}{2+r}}). \]

Because the minimax theorem of Birgè in the situation of density estimation has its obvious counterpart in regression analysis, this means that the least squares estimator is minimax in the sense of rates of convergence in \( \| \cdot \|_n \)-norm.

Theorem 6.2.5 gives the most general result, albeit under fairly strong moment conditions on the disturbances. We allow for classes of regression functions \( \theta_n \) depending on \( n \) and the true underlying \( g_{0,n} \in \theta_n \) may vary with \( n \). In some situations, the rate of convergence can actually depend on \( g_{0,n} \), which generally means that a rate faster than minimax is obtained. We denote by

\[ B_n(\rho, \theta_n, g_{0,n}) = \{ g \in \theta_n : \| g - g_{0,n} \|_n \leq \rho \}, \quad \rho > 0 \]

(6.1)
a ball with radius \( \rho \) around \( g_{0,n} \), intersected with \( \theta_n \). The covering number of this neighbourhood of \( g_{0,n} \) is

\[ N_n(\delta, \rho, \theta_n, g_{0,n}) = N_2(\delta, H_n, B_n(\rho, \theta_n, g_{0,n})), \quad \rho \geq \delta > 0. \]

(6.2)

In the following section, we prove that the behaviour of \( N_n(\delta, \rho, \theta_n, g_{0,n}) \) as function of \( \delta, \rho \) and \( n \) determines the speed of estimation. We call a model finite-dimensional if \( N_n(\delta, \rho, \theta_n, g_{0,n}) \) remains in some sense small (see (6.3)).

In Subsection 6.2.1 we obtain rates under moment conditions depending on the dimension. Subsection 6.2.2 deals with infinite-dimensional models. Here, we impose an entropy-integrability condition on \( N_n(\delta, \rho, \theta_n, g_{0,n}) \), which is similar to condition (4.8) of Theorem 4.2.4 (see (6.21)).

Now, in general \( N_n(\delta, \rho, \theta_n, g_{0,n}) \) is random. However, to simplify the exposition, we assume throughout Section 6.2 that \( H_{n,k} = \delta_{\theta_n}, \quad k = 1, \ldots, n, \quad n \geq 1. \)
If the $x_{n,k}$ are actually stochastic, this is equivalent to working conditionally on $(x_{n,1}, \ldots, x_{n,n}) = (x_{n,1}, \ldots, x_{n,n})$. It is not difficult to adjust the results of the next section for the case of stochastic $x_{n,k}$. One simply imposes the condition that for each $n$ $\mathbb{E}_n$ is permissible (in order that Fubini's theorem can be applied) and assumes that the appropriate entropy-conditions hold in $\mathbb{P}^r$. We elaborate on this in Section 6.3, Corollary 6.3.1, in the situation of i.i.d. $x_{n,k}$. Theorem 6.3.2 presents sufficient conditions such that the rates of convergence in $\| \cdot \|_n$- and $\| \cdot \|_n$-norm are the same.

In Section 6.4 the results are applied to two-phase regression and compared with those of Chapter 5.

### 6.2. The rate of convergence of the least squares estimator

Let

$$y_{n,k} = g(x_{n,k}) + \epsilon_{n,k}, \quad k = 1, \ldots, n, \quad g \in \mathcal{G}_n, \quad n = 1, 2, \ldots,$$

where $x_{n,1}, \ldots, x_{n,n}$ are vectors in $\mathbb{R}^d$ and $\epsilon_{n,1}, \ldots, \epsilon_{n,n}$ are independent random variables with expectation zero and finite variance. The finite-dimensional case and the (possibly) infinite-dimensional case are treated separately, because in the latter we need more stringent moment conditions on the $\epsilon_{n,k}$.

#### 6.2.1. The finite-dimensional case

Call the sequence $\{S_n, \| \cdot \|_n \}$ of finite metric dimension $r$ at $\{g_{0,n} \}$ if there exist constants $n_0, f_0, \delta_0$ such that

$$\sup_{n \geq n_0} \sup_{\| \cdot \|_n} \sup_{0 < t \leq f_0} \frac{N_n(\delta, 2^r, \mathcal{G}_n, \mathcal{G}_{0,n})}{2^r} \leq A < \infty. \quad (6.3)$$

For instance, suppose $S_n$ can be indexed by an $\mathbb{R}^r$-valued parameter:

$$\mathcal{G}_n = \{g_{\theta} : \theta \in \Theta_n\}, \quad \Theta_n \subset \mathbb{R}^r.$$

Then $\{S_n, \| \cdot \|_n \}$ is of finite metric dimension $r$ at $\{g_{0,n} \}$ if for some $0 < K_{1,n} \leq K_{2,n} < \infty$ with

$$\lim_{n \to \infty} \frac{K_{2,n}}{K_{1,n}} < \infty \quad (6.5)$$

the following holds:

$$\| g_{\theta} - g_{\theta_n} \|_n \geq K_{1,n} \| \theta - \theta_{0,n} \| \quad \text{for all } \theta \in \Theta_n, \quad (6.6)$$

where $g_{\theta_n} = g_{0,n}$, and

$$\| g_{\theta} - g_{\bar{\theta}} \|_n \leq K_{2,n} \| \theta - \bar{\theta} \| \quad \text{for all } \theta, \bar{\theta} \in \Theta_n. \quad (6.7)$$

Observe that if $g_{\theta}(x)$ is differentiable with respect to $\theta$ for all $x$, this can be exploited to compute $K_{1,n}$ and $K_{2,n}$. We also remark that it is of course sufficient to consider neighbourhoods of $\theta_{0,n}$ once consistency is already established. We shall see examples of this in Section 6.4.

To establish a rate of convergence for $\hat{g}_n$, we need a probability inequality
for the random variables
\[ \langle \epsilon, g - \tilde{g} \rangle_n = \frac{1}{n} \sum_{k=1}^{n} \epsilon_{n,k} (g(x_{n,k}) - \tilde{g}(x_{n,k})). \]

**Lemma 6.2.1.** If for some \( p \geq 1 \)
\[ \sup_{n} \max_{1 \leq k \leq n} \mathbb{E}[\epsilon_{n,k}] = \gamma < \infty, \]  
then for some \( C \) depending only on \( p \) and \( \gamma \)
\[ \mathbb{P}(\| \langle \epsilon, g - \tilde{g} \rangle_n \| \geq a) \leq C \frac{g - \tilde{g}}{n^p a^{1/p}}, \]
for all \( a > 0 \), all \( g, \tilde{g} \) and all \( n \geq 1 \).

**Proof.** Whittle (1960) shows that for some \( C_p \) depending only on \( p \)
\[ \mathbb{E}[\| \langle \epsilon, g - \tilde{g} \rangle_n \|^p] \leq \frac{C_p}{n^{2p}} \left( \sum_{k=1}^{n} (g(x_{n,k}) - \tilde{g}(x_{n,k}))^2 \mathbb{E}[\epsilon_{n,k}]^{2p} \right)^{1/p}. \]

Application of Chebyshev's inequality now gives the required result. \( \square \)

**Theorem 6.2.2.** If \( \{g_n, \| \cdot \|_n\} \) is of finite metric dimension \( r \) at \( \{g_{0,n}\} \) and (6.8) holds for some \( p > r \), then there exist constants \( A', L' \) and \( n' \) such that for all \( L \geq L' \) and \( n \geq n' \)
\[ \mathbb{P}(\| \hat{g}_n - g_{0,n} \|_n \geq n^{-1/2} L) \leq A' L^{-2(p-r)}. \]  

**Proof.** Define \( \delta_n = n^{-1/2} \). Remember that \( g_{0,n} \in \mathbb{G}_n \) implies
\[ 2\langle \epsilon, \hat{g}_n - g_{0,n} \rangle_n - \| \hat{g}_n - g_{0,n} \|^2 \geq 0. \]
Therefore, replacing \( L \) by \( 2^L \) in (6.9), the theorem is proved if we show that for all \( L \) sufficiently large and \( n \) sufficiently large
\[ \mathbb{P} \left( \sup_{g \in \mathbb{G}_n, \|g - g_{0,n}\|_n \geq 2^L \delta_n} 2\langle \epsilon, g - g_{0,n} \rangle_n - \| g - g_{0,n} \|^2 \geq 0 \right) \leq A' 2^{-2(p-r)}. \]

In particular, we shall take \( L \geq j_0, \) where \( j_0 \) is defined in (6.3).

Clearly,
\[ \mathbb{P} \left( \sup_{g \in \mathbb{G}_n, \|g - g_{0,n}\|_n \geq 2^L \delta_n} 2\langle \epsilon, g - g_{0,n} \rangle_n - \| g - g_{0,n} \|^2 \geq 0 \right) \leq \sum_{j \geq L} \mathbb{P} \left( \sup_{g \in \mathbb{G}_n, \|g - g_{0,n}\|_n \geq 2^j \delta_n} 2\langle \epsilon, g - g_{0,n} \rangle_n - \| g - g_{0,n} \|^2 \geq 0 \right) \]

for the random variables
\[ \langle \epsilon, g - \tilde{g} \rangle_n = \frac{1}{n} \sum_{k=1}^{n} \epsilon_{n,k} (g(x_{n,k}) - \tilde{g}(x_{n,k})). \]
$$\leq \sum_{j \geq L} P \left( g \in B_n(2^{j+1} \delta_n, \xi_n, g_{0,n}) \mid \| g - g(0) \|_n \geq 2^{j+1} \delta_n^2 \right) = \sum_{j \geq L} P_j, \text{ say.}$$

Let \( \{g^{(0)}_n\} \) be a minimal \( \delta_n \)-covering set of \( B_n(2^{j+1} \delta_n, \xi_n, g_{0,n}) \), i.e. for each \( g \in B_n(2^{j+1} \delta_n, \xi_n, g_{0,n}) \) there exists a \( g(0)(g) \in \{g^{(0)}_n\} \) such that

\[
\| g - g(0)(g) \|_n < \delta_n.
\]

Since \( \{\delta_n, \| \cdot \|_n\} \) is of finite metric dimension \( r \) at \( \{g_{0,n}\} \),

\[
\text{card} (\{g^{(0)}_n\}) \leq A 2^{j+1} r
\]

for all \( n \) and \( j \) sufficiently large. We get

\[
P_j = P \left[ g \in B_n(2^{j+1} \delta_n, \xi_n, g_{0,n}) \mid \langle \epsilon, g - g_{0,n} \rangle_n \geq 2^{j} \delta_n^2 \right]
\]

\[
\leq P \left[ \sup_{g^{(0)}} \langle \epsilon, g^{(0)} - g_{0,n} \rangle_n \geq 2^{j} \delta_n^2 \right]
\]

\[
+ P \left[ g \in B_n(2^{j+1} \delta_n, \xi_n, g_{0,n}) \mid \langle \epsilon, g - g^{(0)}(g) \rangle_n \geq 2^{j} \delta_n^2 \right] = P_j^{(1)} + P_j^{(2)}.
\]

Since \( \| g^{(0)} - g_{0,n} \|_n \leq 2^{j+2} \delta_n \), application of Lemma 6.2.1 yields

\[
P_j^{(1)} = P \left[ \sup_{g^{(0)}} \langle \epsilon, g^{(0)} - g_{0,n} \rangle_n \geq 2^{j} \delta_n^2 \right] \leq \text{card} (\{g^{(0)}_n\}) C \frac{(2^{j+2} \delta_n)^2}{n^p(2^{2j+1} \delta_n^2)^2}  \leq A 2^{j+1} r \frac{(2^{j+2} \delta_n)^2}{n^p(2^{2j+1} \delta_n^2)^2}
\]

for all \( n \) sufficiently large. This can tidied up to

\[
P_j^{(1)} \leq AC 2^{j} r \frac{2^{-j(p-r)}}{2^{j+1}}, \quad (6.12)
\]

Next, we shall use the chaining method to show that the \( P_j^{(2)} \) are also small (see e.g. POLLARD (1984), Ch. VII). Let \( k \in \mathbb{N}, \{g^{(k)}_n\} \) be a minimal \( 2^{-k} \delta_n \)-covering set of \( B_n(2^{j+1} \delta_n, \xi_n, g_{0,n}) \). Then for \( g \in B_n(2^{j+1} \delta_n, \xi_n, g_{0,n}) \),

\[
g - g^{(k)}(g) = \sum_{k=1}^{\infty} g^{(k)}(g) - g^{(k-1)}(g)
\]

pointwise on \( x_{n,1}, \ldots, x_{n,n} \). Define

\[
s = 1 - (r/p)
\]

and \( E = \sum_{k=1}^{\infty} k 2^{-k} \), \( \eta_k = k 2^{-k} / E \). Then
\[
P \left[ \sup_{g \in B(\mathcal{C}, \delta_{n}, 2\delta_n)} \left| \langle \epsilon, g - g^{(0)}(g) \rangle \right| \geq 2^{(j-1)} \delta_n^2 \right] \\
\leq \sum_{k=1}^{\infty} P \left[ \sup_{g \in B(\mathcal{C}, \delta_{n}, 2\delta_n)} \left| \langle \epsilon, g^{(k)}(g) - g^{(k-1)}(g) \rangle \right| \geq \eta_k 2^{(j-1)} \delta_n^2 \right].
\]

The number of pairs \( (g^{(k)}(g), g^{(k-1)}(g)) \) is at most
\[
N_n(2^{-k} \delta_n, 2^{-k+1} \delta_n, \theta_n, g_{0,n}) N_n(2^{-(k-1)} \delta_n, 2^{-k} \delta_n, \theta_n, g_{0,n}) \\
\leq N_n(2^{-k} \delta_n, 2^{-k+1} \delta_n, \theta_n, g_{0,n}) \leq 2^{(j+k)} \delta_n^2 \tag{6.14}
\]
for all \( n \) sufficiently large.

Hence, application of Lemma 6.2.1 gives
\[
P_{(2)}^{(j)} \leq \sum_{k=1}^{\infty} (A2^{2j+k+1})^{2p} \left( 2^{-(k-2)} \delta_n \right)^{2p} \\
= A^{2p} C^{2p+2p} E^{2p} 2^{-2j(2p-r)} \sum_{k=1}^{\infty} k^{-2p}. \tag{6.15}
\]

Returning to (6.10), we see that
\[
P \left[ \sup_{g \in B(\mathcal{C}, \delta_n, 2\delta_n)} \left| \langle \epsilon, g - g_{0,n} \rangle \right| - \| g - g_{0,n} \|_2^2 = 0 \right] \leq \sum_{j \geq L} (P_{(1)}^{(j)} + P_{(2)}^{(j)})
\]
\[
\leq \sum_{j \geq L} (A^{2p+2p} + A^{2} C^{2p+2p} E^{2p} \sum_{k=1}^{\infty} k^{-2p}) 2^{-j(2p-r)} \leq A^{2p} 2^{-r(2p-r)}
\]
for \( L \) and \( n \) sufficiently large. Thus the proof is complete. \( \square \)

In (6.3), where we defined finite-dimensionality, we assumed that the constant \( A \) does not depend on \( n \). A weaker version of (6.3) would be
\[
\sup_{n \geq k} \sup_{g \in B(\mathcal{C}, \delta_n, 2\delta_n)} \left| \frac{N_n(\theta_n, g_{0,n})}{A_n} \right| < \infty, \tag{6.16}
\]
where \( \{A_n\} \) is some possibly unbounded sequence. One can easily adjust the proof of Theorem 6.2.2 to show that under (6.16) the rate becomes \( \delta(n^{-\frac{1}{2}} A_n^{1/p}) \) (replace \( \delta_n = n^{-\frac{1}{2}} A_n^{1/p} \) by \( \delta_n = n^{-\frac{1}{2}} A_n^{1/p} \)).

Now, let us reconsider the case
\[
\theta_n = (g_\theta : \theta \in \Theta_n), \quad \Theta_n \subset \mathbb{R}^r, \tag{6.17}
\]
with \( \{g_\theta, \| \cdot \|_n\} \) satisfying (6.6) and (6.7), but not necessarily (6.5). Obviously, then (6.16) is met with \( A_n = (K_{2,n}/K_{1,n})^{1/p} \), and the rate is thus \( \delta(n^{-\frac{1}{2}} A_n^{1/p}) \).

However, careful inspection of the metric structure of Euclidean space reveals that this is not the most refined result: it turns out that it suffices to assume \( p > \frac{1}{2} r \) in (6.8) and that the rate is \( \delta(n^{-\frac{1}{2}} A_n^{1/(2p)}) \). This is shown below.
Lemma 6.2.3. Suppose that \( \theta_n \) is of the form (6.17) and that for some \( 0 < K_{1,n} \leq K_{2,n} < \infty \)

\[
\| g_\theta - g_{\theta_n} \|_n \geq K_{1,n} \| \theta - \theta_{0,n} \| \quad \text{for all } \theta \in \Theta_n,
\]

\[
\| g_\theta - g_{\tilde{\theta}} \|_n \leq K_{2,n} \| \theta - \tilde{\theta} \| \quad \text{for all } \theta, \tilde{\theta} \in \Theta_n.
\]

If (6.8) is met for some \( p > \frac{1}{2} r \), \( p \geq 1 \), and if \( K_{2,n}/K_{1,n} = o(n^{p/r}) \), then there exist constants \( A', L' \) and \( n' \) such that for all \( L \geq L' \) and all \( n \geq n' \)

\[
\mathbb{P}(\| \hat{\theta}_n - \theta_{0,n} \| \geq n^{-\frac{1}{2}} \frac{K_{2,n}^{(2p)}}{K_{1,n}^{(2p)+1}} \cdot L) \leq A'L^{-(2p-r)}
\]

\((\hat{\theta}_n \text{ being defined by } \hat{g}_n = g_{\hat{\theta}})\).

Proof. Take

\[
\delta_n = n^{-\frac{1}{2}} A_n^{1/2p}, \quad A_n = \left( \frac{K_{2,n}}{K_{1,n}} \right)^r,
\]

and consider the set

\[
b_{n,j+1} = \{ \theta = (\theta_1, \ldots, \theta_r) : \max_{1 \leq s \leq r} |\theta_s - \theta_{0,n,s}| \leq 2^{j+1} \frac{\delta_n}{K_{1,n}} \}.
\]

Since for \( \theta \in B_n(2^{j+1} \delta_n, \theta_n, g_{0,n}) \)

\[
\| \theta - \theta_{0,n} \| \leq \frac{1}{K_{1,n}} \| g_\theta - g_{\theta_n} \|_n \leq 2^{j+1} \frac{\delta_n}{K_{1,n}},
\]

we have

\[
B_n(2^{j+1} \delta_n, \theta_n, g_{0,n}) \subseteq \{ g_\theta : \theta \in b_{n,j+1} \}.
\]

The \( r \)-dimensional cube \( b_{n,j+1} \) can be covered by

\[
\left[ \frac{2^{j+k+1} 2\sqrt{r} K_{2,n}}{K_{1,n}} \right]^r + 1
\]

small cubes with side of length \( 2^{-k}(\delta_n/\sqrt{r} K_{2,n}) \). We have

\[
\left[ \frac{2^{j+k+1} 2\sqrt{r} K_{2,n}}{K_{1,n}} \right]^r \leq C_r A_n 2^{j+k+1+r}
\]

for some constant \( C_r \) depending only on \( r \). Write \( N_r(2^{-k} \delta_n, 2^{j+1} \delta_n, \theta_n, g_{0,n}) = C_r A_n 2^{j+k+1+r} \). Let \( \{ c^{(k)} \} \) be the collection of corners with the smallest co-ordinates of the cubes covering \( b_{n,j+1} \). Then card (\( \{ c^{(k)} \} \)) \( \leq N_r(2^{-k} \delta_n, 2^{j+1} \delta_n, \theta_n, g_{0,n}) \). For \( \theta = (\theta_1, \ldots, \theta_r) \in b_{n,j+1} \), write

\[
g_{c^{(k)}}(g_\theta) = g_{\theta^{(k)}} \quad \text{if} \quad \max_{1 \leq s \leq r} |\theta_s - c_s^{(k)}| \leq 2^{-k}((\delta_n/\sqrt{r} K_{2,n}))
\]

Then
\[ \|g - g^{(k)}(\theta)\|_n \leq K_{2,n} \|\theta - c^{(k)}\| < 2^{-k}\delta_n. \]

So \( \{g^{(u)}\} \) forms a \( 2^{-k}\delta_n \)-covering set of \( B_n(2^{1/4}\delta_n, \bar{\Theta}_n, \bar{g}_0, n) \) with
\[ \text{card}(\{g^{(u)}\}) \leq N^1_n(2^{-k}\delta_n, 2^{1/4}\delta_n, \bar{\Theta}_n, \bar{g}_0, n). \]

The covering sets \( \{g^{(u)}\} \) have as special feature that the number of pairs \( \{g^{(u)}(e^{(u)}), g^{(u+1)}(e^{(u)})\}, \) with \( c^{(u)} \neq c^{(u+1)} \), is at most
\[ (2^-k)N^1_n(2^{-k}\delta_n, 2^{1/4}\delta_n, \bar{\Theta}_n, \bar{g}_0, n). \]

Now, in the proof Theorem 6.2.2 one can make the following adjustments. Take \( \delta_n \) as in (6.18), replace \( \{g^{(k)}\} \) by \( \{g^{(u)}\}, \) \( k = 0, 1, 2, \ldots \) and \( N_n(2^{-k}\delta_n, 2^{1/4}\delta_n, \bar{\Theta}_n, \bar{g}_0, n) \) by \( N^1_n(2^{-k}\delta_n, 2^{1/4}\delta_n, \bar{\Theta}_n, \bar{g}_0, n), \) \( k = 1, 2, \ldots, j \in \mathbb{N}. \)

Define in (6.13) \( s = 1 - (r/2p) \) and replace the bound in (6.14) by (6.1) \( N^1_n(2^{-k}\delta_n, 2^{1/4}\delta_n, \bar{\Theta}_n, \bar{g}_0, n). \) The rate \( \mathcal{O}(\delta_n) \) for \( \hat{\theta}_n \) now follows easily and this rate implies the \( \mathcal{O}(\delta_n) \)-rate for \( \hat{\theta}_n \).

**Example 6.1.** In Example 3.2 of Chapter 3, we studied the linear model
\[ g_\theta(x) = x \theta, \quad \theta \in \Theta_n, \]
with \( \Theta_n = \Theta_1, \quad \theta_{0,n} = \theta_0. \) The smallest and largest eigenvalue of \( X_n^T X_n, \)
\( X_n = (x_{n1}, \ldots, x_{nN})^T, \) are denoted by \( \lambda_{1,n} \) and \( \lambda_{2,n} \) respectively. We showed in Lemma 3.3.5 that under regularity conditions on the second moments of the \( \epsilon_{n,k} \)
\[ \|\hat{\theta}_n - \theta_0\| \rightarrow 0 \]
provided that for some \( c > 0 \)
\[ \frac{\lambda_{2,n}^{1/(1+c)}}{\lambda_{1,n}} = o(1) \]
and provided \( \Theta \) is compact.

If (6.8) holds for some \( p > 1, \) then the regularity conditions on the second moments of the \( \epsilon_{n,k} \) are met. Now, obviously (6.6) and (6.7) are fulfilled, with \( K_{i,n} = (1 - \lambda_{i,n})^{1/2}, \) \( i = 1, 2. \) So, if \( p > \frac{1}{2} r = \frac{1}{2} (d + 1), \) then it follows from Lemma 6.2.3 that
\[ \|\hat{\theta}_n - \theta_0\| \rightarrow 0 \]
provided
\[ \frac{\lambda_{2,n}^{1/(1-2p-\frac{r}{2p} + r)}}{\lambda_{1,n}} = o(1). \]

Compactness of \( \Theta \) is not needed.
6.2.2. The infinite-dimensional case

The condition on the $|\epsilon_{n,k}|^2$ we need in finite-dimensional models is the existence of an absolute moment of order larger than the dimension of parameter space. In possibly infinite-dimensional models, we assume existence of the moment generating function of $|\epsilon_{n,k}|^2$. Of course, this assumption also establishes an improvement of the bound in (6.9) (see Corollary 6.2.6). We start off by formulating a pendant of the Chebyshev-type inequality which we presented in Lemma 6.2.1.

**Lemma 6.2.4.** If for some $\beta > 0$

$$\sup_n \max_{1 < k < n} E(\exp(\beta |\epsilon_{n,k}|^2)) \leq \Gamma < \infty, \tag{6.19}$$

then there exists an $\alpha > 0$ depending only on $\beta$ and $\Gamma$ such that

$$P(|<\epsilon, g - \tilde{g}>_n| \geq a) \leq \exp \left[ -\frac{\alpha a^2}{\|g - \tilde{g}\|^2} \right],$$

for all $a > 0$, all $g, \tilde{g}$ and all $n \geq 1$.

**Proof.** For all $h > 0$

$$P(|<\epsilon, g - \tilde{g}>_n| \geq a) \leq \exp(-hna)E[\exp(hn <\epsilon, g - \tilde{g}>_n)]$$

$$\leq \exp(-hna) \prod_{k=1}^{n} E[\exp(h |\epsilon_{n,k}| \|g(x_{n,k}) - \tilde{g}(x_{n,k})|)].$$

Kuelbs (1978) shows that under (6.19) for some $\Lambda$ depending only on $\beta$ and $\Gamma$

$$E[\exp(h |\epsilon_{n,k}| \|g(x_{n,k}) - \tilde{g}(x_{n,k})|)] \leq \exp[h^2 (g(x_{n,k}) - \tilde{g}(x_{n,k}))^2 \Lambda^2].$$

Thus

$$P(|<\epsilon, g - \tilde{g}>_n| \geq a) \leq \exp(-hna)\exp(h^2 n \|g - \tilde{g}\|^2 \Lambda^2).$$

Take $h = (2a) / \|g - \tilde{g}\|^2$, with $\alpha = (4\Lambda^2)^{-1}$. Then

$$P(|<\epsilon, g - \tilde{g}>_n| \geq a) \leq \exp \left[ -\frac{na^2}{2\Lambda^2 \|g - \tilde{g}\|^2} \right] \exp \left[ \frac{a^2 \Lambda^2 n \|g - \tilde{g}\|^2}{4\Lambda^2 \|g - \tilde{g}\|^4} \right]$$

$$= \exp \left[ -\frac{\alpha a^2}{\|g - \tilde{g}\|^2} \right].$$

In Theorem 6.2.5 below, the entropy conditions (6.20) and (6.21) are perhaps at first sight rather unappealing. However, after proving the theorem we shall give several clarifying examples.
THEOREM 6.2.5. Let $\delta_n \to 0$ be some sequence with $\lim inf_{n \to \infty} n^{1/2} \delta_n > 0$ and suppose that
\[
\lim_{j \to \infty} \sup_{n \geq h_n} \frac{\sqrt{\log N_n(\delta_n, 2/\delta_n, \delta_n, g_{0,n})}}{n^{1/2} \delta_n^{2j}} = 0 \tag{6.20}
\]
\[
\lim_{j \to \infty} \sup_{n \geq h_n} \int_0^1 \frac{\sqrt{\log N_n(u \delta_n, 2/\delta_n, \delta_n, g_{0,n})}}{n^{1/2} \delta_n^{2j}} \, du \leq M < \infty. \tag{6.21}
\]
If moreover (6.19) holds for some $\beta > 0$, then $\hat{\theta}_n$ converges with rate $C_{\beta}(\delta_n)$. In fact, there exist constants $M', L'$ and $n'$ such that for all $L > L'$ and all $n \geq n'$
\[
P(\|\hat{\theta}_n - \theta_{0,n} - \theta_n\| > \epsilon L) \leq \exp(-M'L^2 n \delta_n^2).
\]

PROOF. As in the proof of Theorem 6.2.2 we replace $L$ by $2^L$ and write
\[
P\left( \sup_{g \in B_n} 2 < \epsilon, L - g_{0,n} \geq \epsilon - L - g_{0,n} \| = 0 \right)
\leq \sum_{j \geq L} \left[ \sup_{g \in B_n} 2 < \epsilon, L - g_{0,n} \geq \epsilon - L - g_{0,n} \| = 2^{2j} \delta_n^2 \right]
\leq \sum_{j \geq L} P_j.
\]

Let, for each $k \in \{0, 1, 2, \ldots\}$, $\{g^{(k)}\}$ be a minimal $2^{-k} \delta_n$-covering set of $B_n(2^{j+1} \delta_n, \delta_n, g_{0,n})$ and let $g^{(k)}(g)$ be defined by
\[
\|g - g^{(k)}(g)\| = \min_{\{g^{(k)}\}} \|g - g^{(k)}(g)\|.
\]

As before
\[
P_j = P\left( \sup_{g \in B_n} 2 < \epsilon, L - g_{0,n} \geq \epsilon - L - g_{0,n} \| = 2^{2j} \delta_n^2 \right)
\leq P\left( \sup_{\{g^{(k)}\}} |< \epsilon, L - g_{0,n} \geq \epsilon - L - g_{0,n} \| = 2^{2j} \delta_n^2 \right)
+ P\left( \sup_{g \in B_n} |< \epsilon, L - g_{0,n} \geq \epsilon - L - g_{0,n} \| = \epsilon - L - g_{0,n} \| = 2^{2(j+1)} \delta_n^2 \right)
= P_j^{(1)} + P_j^{(2)}.
\]

Application of Lemma 6.2.4 gives
\[
P_j^{(1)} = P\left( \sup_{\{g^{(k)}\}} |< \epsilon, L - g_{0,n} \geq \epsilon - L - g_{0,n} \| = 2^{2j} \delta_n^2 \right)
\leq \exp(\log N_n(\delta_n, 2^{j+1} \delta_n, \delta_n, g_{0,n}) - \alpha 2^{-6} 2^{2j} \delta_n^2).
\]

By (6.20), $\log N_n(\delta_n, 2^{j+1} \delta_n, \delta_n, g_{0,n}) \leq \frac{1}{2} (\alpha 2^{-6} 2^{2j} \delta_n^2)$ for all $j$ and $n$ sufficiently large, so
\[
P_j^{(1)} \leq \exp(-\alpha 2^{-7} 2^{2j} \delta_n^2).
\]

We use the chaining again to bound $P_j^{(2)}$:
\[ P_j^{(2)} = P \left[ \varepsilon, \sup_{\delta_n, \delta_n} \| g - g^{(0)}(g) \|_n \geq 2^{(j-1)} \delta_n^2 \right] \]

\[ \leq \sum_{k=1}^{\infty} P \left[ \varepsilon, \sup_{\delta_n, \delta_n} \| g^{(k)}(g) - g^{(k-1)}(g) \|_n \geq 2^{(j-1)} \delta_n^2 \eta_{j,k} \right] , \]

where \( \{ \eta_{j,k} \}_{k=1}^\infty \) is a sequence satisfying \( \Sigma_{k=1}^\infty \eta_{j,k} \leq 1 \). Define \( E = \Sigma_{k=1}^\infty 2^{-k} k^{1/2} \) and take

\[ \eta_{j,k} = \max \left( \frac{\sqrt{\log N} (2^{-k} \delta_n, 2^{-j} \delta_n, \delta_n, g_{0,n})}{2 M n^{1/2} \delta_n^{2j} \log(2)^{1/2}}, \frac{2^{-k} k^{1/2}}{2E} \right) . \]

Then in view of (6.21)

\[ \sum_{k=1}^{\infty} \eta_{j,k} \leq \sum_{k=1}^{\infty} \left( \frac{\sqrt{\log N} (2^{-k} \delta_n, 2^{-j} \delta_n, \delta_n, g_{0,n})}{2 M n^{1/2} \delta_n^{2j} \log(2)^{1/2}} + \frac{2^{-k} k^{1/2}}{2E} \right) = 1 \]

for all \( j \geq L_0 \) and all \( n \) sufficiently large. Use Lemma 6.2.4 again to establish

\[ P_j^{(2)} \leq \sum_{k=1}^{\infty} \exp \left( 2 \log N (2^{-k} \delta_n, 2^{-j} \delta_n, \delta_n, g_{0,n}) - a 2^{-j} 2^{j/2} n \eta_{j,k} \delta_n^2 \right) \]

\[ \leq \sum_{k=1}^{\infty} \exp \left( 2 (2 M n^{1/2} \delta_n^{2j} \log(2)^{1/2}) - a 2^{-j} 2^{j/2} n \delta_n^2 \eta_{j,k}^2 \right) \]

\[ \leq \sum_{k=1}^{\infty} \exp \left[ -a 2^{-j} 2^{j/2} n \delta_n^2 \eta_{j,k}^2 \right] \]

\[ \leq \sum_{k=1}^{\infty} \exp \left[ -a 2^{-j} 2^{j/2} n \delta_n^2 \left( \frac{2^{-k} k^{1/2}}{2E} \right)^2 \right] \]

\[ \leq \sum_{k=1}^{\infty} \exp \left[ -a 2^{-j} 2^{j/2} n \delta_n^2 \frac{k}{(2E)^2} \right] . \]

Hence for \( L \) sufficiently large, \( n \) sufficiently large

\[ \sum_{j \geq L} \left( P_j^{(1)} + P_j^{(2)} \right) \]

\[ \leq \sum_{j \geq L} \left( \exp(-a 2^{-j} 2^{j/2} n \delta_n^2) + \sum_{k=1}^{\infty} \exp(-a 2^{-j} 2^{j/2} n \delta_n^2 \frac{k}{(2E)^2}) \right) \]

\[ \leq \exp(-M' 2^{2L} n \delta_n^2) . \]

The entropy-integrability condition (6.21) makes the chaining method work. Pollard (1982) uses this method to establish the uniform central limit theorem that was reproduced here as Theorem 4.2.2. We have adopted his technique in the proofs of Theorems 6.2.2 and 6.2.5. We also mention Pollard's chaining lemma (Pollard (1984) Ch. VII), which presents the
relation between entropy-integrability and asymptotic equicontinuity in a more general context.

A first corollary of Theorem 6.2.5 concerns the finite-dimensional case.

**Corollary 6.2.6.** Suppose that (6.16) holds, i.e.

$$
\sup_{n \gg h_n} \sup_{j \gg j_0} \sup_{0 < \delta \leq \delta_0} \frac{N_n(\delta, 2/\delta, \theta_n, g_{0,n})}{A_n \delta^r} < \infty
$$

for some $r$ and some sequence $(A_n)$, $\lim \inf A_n > 0$. Without loss of generality we assume $A_n \geq 2$ for all $n$, so that $\log A_n > 0$. Then for $\delta_n = n^{-1/2}(\log A_n)^{1/2}$, (6.20) and (6.21) are fulfilled:

$$
\frac{\sqrt{\log N_n(\delta_n, 2/\delta_n, \theta_n, g_{0,n})}}{n^{1/2} \delta_n^{2r}} \leq C_r \frac{\sqrt{\log 2/2}}{2^{r}}
$$

and

$$
\int_0^1 \frac{\sqrt{\log N_n(\delta_n, 2/\delta_n, \theta_n, g_{0,n})}}{n^{1/2} \delta_n^{2r}} \frac{du}{\log (1/u)} \leq C'_r \int_0^1 \frac{du}{\log (1/u)}
$$

for all $n \gg h_n$, $j \gg j_0$, $\delta_n \leq \delta_0$, where $C_r$ and $C'_r$ only depend on $r$. Thus provided (6.19) holds for some $\beta > 0$,

$$
\|\hat{g}_n - g_{0,n}\|_n = o_p(n^{-1/2}(\log A_n)^{1/2})
$$

In particular, if $(\theta_n, \|\cdot\|_n)$ is of finite metric dimension i.e. $\lim \sup A_n < \infty$

$$
\frac{1}{n} \log P(\|\hat{g}_n - g_{0,n}\|_n > a) \leq -M'a^2
$$

for all $n \gg n'$ and $a > L' n^{-1/2}$. This is called a law of large deviations for $\hat{g}_n$.

**Example 6.1 continued.** In the linear model, application of Corollary 6.2.6 yields that if (6.19) holds for some $\beta > 0$, then

$$
\|\hat{\theta}_n - \theta_n\| = o_p(\sqrt{\log (\frac{\sqrt{2}}{\lambda_{2,n}/\lambda_{1,n}})}).
$$

The remainder of this section deals with application of Theorem 6.2.5 to (truly) infinite-dimensional models. The first example we give, however, shares a common feature with finite-dimensional models. Consider the global entropy $\log N_2(\delta_n, H_n, \theta_n)$ of the space $\theta_n$. Provided $\|\cdot\|_n$ remains bounded on $\theta_n$, we have that if $(\theta_n, \|\cdot\|_n)$ is of finite metric dimension $r$, then

$$
\sup_{n \gg h_n} \sup_{\delta \in \delta_n} \delta N_2(\delta, H_n, \theta_n) \leq A.
$$

This is also true for $\theta_n$ in Example 6.2.

**Example 6.2.** Let $\theta_n = \theta$ be a VC-graph class with envelope $G$, and let $(\|\cdot\|_n)$ be such that
Rates of convergence

\[
\limsup_{n \to \infty} \|G\|_n < \infty. \quad (6.22)
\]

Then by Theorem 2.2.6

\[
\sup_{n > h_0} \sup_{\delta > 0} \delta^8 N_2(\delta, H_n, \mathcal{G}) \leq A
\]

for some constants \( r \) and \( A \), where \( A \) only depends on \( \{\| \cdot \|_n\} \) via the left-hand side of (6.22). It is straightforward to see that (6.20) and (6.21) hold with

\[
\delta_n = n^{-\frac{1}{2\nu}}(\log n)^\frac{1}{\nu},
\]

using the bound \( N_n(\delta, 2\delta, \theta_n, g_0, n) \leq N_2(\delta, H_n, \mathcal{G}) \). Hence under (6.19), \( \| \hat{\mathcal{G}}_n - g_{0,n} \|_n = o_p(n^{-\frac{1}{2\nu}}(\log n)^\frac{1}{\nu}) \) for all sequences \( \{g_{0,n}\} \subset \mathcal{G} \).

Corollary 6.2.7 below clarifies the relation with Birgé's results (BIRGÉ (1983)).

**Corollary 6.2.7.** Suppose that for some constants \( r > 0 \) and \( M \)

\[
\sup_{n > h_0} \sup_{0 < \delta \leq \delta_n} \delta^r \log N_2(\delta, H_n, \theta_n) \leq M.
\]

Take \( \delta_n = n^{-\frac{1}{2+r}} \). Then (6.20) holds, and if \( \nu < 2 \), (6.21) holds too. It follows that under (6.19)

\[
\| \hat{\mathcal{G}}_n - g_{0,n} \|_n = o_p(n^{-\frac{1}{2+r}})
\]

for \( \nu < 2 \) and for all \( \{g_{0,n}\}, g_{0,n} \in \mathcal{G}_n, n \geq n_0 \).

Here is an application of the previous corollary.

**Example 6.3.** Let

\[
\mathcal{G} = \{g : K \to \mathbb{R}, g \text{ has } m \text{ derivatives}, \}
\]

(6.23)

\[
\sup_{x, \tilde{x} \in K} \frac{|g^{(m)}(x) - g^{(m)}(\tilde{x})|}{\|x - \tilde{x}\|^\alpha} \leq L, \quad \|g\| \leq C,
\]

with \( \alpha > 0 \), \( K \) is a compact subset of \( \mathbb{R}^d \) and where \( \|x - \tilde{x}\| \) is the Euclidean distance between \( x \) and \( \tilde{x} \). KOLMOGOROV and TIEF (1959) show that

\[
\sup_{\delta > 0} \frac{d}{\delta} \delta^{m+\alpha} \log N_\infty(\delta, H_n, \mathcal{G}) \leq M. \quad (6.24)
\]

Thus if \( d/(m + \alpha) < 2 \) and (6.19) holds

\[
\| \hat{\mathcal{G}}_n - g_{0,n} \|_n = o_p(n^{-\frac{m+\alpha}{2(m+\alpha)+d}})
\]

for all \( \{g_{0,n}\} \subset \mathcal{G} \). Similarly, let

\[
\mathcal{G} = \{g : K \to \mathbb{R}, g \text{ has } m \text{ derivatives}, \}
\]

(6.25)

\[
\int |g^{(m)}(x)|^2 dx \leq L, \quad |g| \leq C
\]

where \( K \) is a compact subset of \( \mathbb{R} \). Given the result (6.24) for \( \mathcal{G} \) defined in
(6.23), it is easy to see that the \( \mathcal{g} \) of (6.25) satisfies
\[
\sup_{\delta > 0} \delta^m \log N_2(\delta, H_\alpha, \mathcal{g}) \leq M
\]
so under (6.19), \( \| \mathcal{g}_n - g_{\delta, n} \|_n = \mathcal{g}_0(\delta^{-m/(2m+1)}) \) for all \( \{ g_{\delta, n} \} \subset \mathcal{g} \). Stone (1982) proves that these rates are optimal.

**Example 6.4.** Let
\[
\mathcal{g} = \{ g: \mathbb{R} \to \mathbb{R}, \text{ g increasing, } |g| \leq C \}.
\]
Birgé (1980) shows that the \( L^1 \)-entropy of \( \mathcal{g} \) is of order \( \delta^{-1} \). It is not clear whether the \( L^2 \)-entropy is also of this order. Lemma 6.2.8 below presents a bound for the \( L^2 \)-covering number that by application of Theorem 6.2.5 leads to the rate \( \| \hat{g}_n - g_{\delta, n} \|_n = \delta_\mathcal{g}(n^{-m/(2m+1)}) \) for all \( \{ g_{\delta, n} \} \subset \mathcal{g} \).

**Lemma 6.2.8.** For \( \mathcal{g} \) defined in (6.26)
\[
\log N_2(\delta, Q, \mathcal{g}) \leq M\delta^{-1} \log(\delta^{-1}) \quad \text{for all } \delta > 0,
\]
where \( Q \) is any probability measure on \( \mathbb{R} \) and where \( M \) only depends on \( C \).

**Proof.** Without loss of generality we assume that \( 0 \leq g \leq 1 \) for all \( g \in \mathcal{g} \).
Define \( T = [1/\delta^2] + 1 \) and let \(-\infty = a_0 < a_1 < \cdots < a_{T-1} < a_T = \infty \) be such that \( Q(a_{i-1}, a_i) \leq \delta^2 \) for \( i = 1, \cdots, T \). Define for each \( g \in \mathcal{g} \)
\[
\overline{g}(g) = \frac{\int_{(a_{i-1}, a_i)} g \, dQ}{Q(a_{i-1}, a_i)}
\]
and
\[
k_i(g) = \left[ \frac{\overline{g}(g)}{\delta} \right], \quad i = 1, \cdots, T.
\]
Then
\[
\int_{(a_{i-1}, a_i)} |g - \delta k_i(g)|^2 \, dQ \leq Q(a_{i-1}, a_i) \{ \text{var}_Q(g(x)) \, x \in (a_{i-1}, a_i) \} + \delta^2
\]
\[
\leq Q(a_{i-1}, a_i) \{ g(a_i)^2 - g(a_{i-1})^2 + Q(a_{i-1}, a_i) \delta^2 \}, \quad i = 1, \cdots, T.
\]
Hence
\[
\int |g - \delta \sum_{k=1}^{T} k_i(g) I_{(a_{i-1}, a_i)} |^2 \, dQ \leq \delta^2 \{ g(a_i)^2 - g(a_{i-1})^2 \} + \delta^2 \leq 28\delta^2.
\]
We have that \( 0 \leq k_1(g) \leq \cdots \leq k_T(g) \leq [1/\delta] \) and \( k_i(g) \in \mathbb{Z}, \quad i = 1, \cdots, T \).
The number of functions of the form
\[
\sum_{i=1}^{T} k_i I_{(a_{i-1}, a_i)}, \quad 0 \leq k_1 \leq \cdots \leq k_T \leq [1/\delta], \quad k_i \in \mathbb{Z}, \quad i = 1, \cdots, T,
\]
is equal to
Rates of convergence

\[
\left(\frac{T + 1 + [1/\delta] - 1}{[1/\delta]}\right) = \left(\frac{[1/\delta^2] + [1/\delta] + 1}{[1/\delta]}\right).
\]

(6.31)

Thus

\[
\log N_2(\sqrt{2} \delta, Q, \mathcal{G}) \leq \log \left(\frac{[1/\delta^2] + [1/\delta] + 1}{[1/\delta]}\right) \leq M \frac{1}{\delta} \log(\frac{1}{\delta}). \quad \Box
\]

We end this section with some remarks. First, Theorem 6.2.5 presents a fairly general result, but since the calculation of entropies is often quite difficult, the merit of the theorem is primarily that it shows that the statistical problem can be replaced by a combinatorial one.

It should secondly be noted that if the rate \(\delta_n\) is slower than \(n^{-\frac{1}{4}}\), then the probability inequality of Theorem 6.2.5 implies that for some constant \(L_0\)

\[
P(\|\hat{g}_n - g_{0,n}\|_n \leq L_0 \delta_n) \to 1.
\]

(6.32)

Moreover, if the rate is slow enough e.g. \(\delta_n = n^{-\frac{1}{2 + r}}\), \(r > 0\) then by Borel-Cantelli's theorem \(\|\hat{g}_n - g_{0,n}\|_n \leq L_0 \delta_n\) almost surely, provided of course that the sequence of disturbances all live on the same probability space.

Finally, due to the entropy integrability condition (6.21) Theorem 6.2.5 cannot handle optimal rates slower than \(o_p(n^{-\frac{1}{4}})\). Such slow rates are the consequence of large entropies, meaning that \(\mathcal{G}_n\) has so little metric structure that the process \(\sqrt{n} <\epsilon, g - g_0>\) might not be asymptotically equicontinuous (see also Chapter 4).

6.3. Stochastic Design

Let \(x_1, x_2, \ldots\) be independent random vectors with distribution \(H\), and let \(N_n(\delta, \rho, \mathcal{G}_n, g_{0,n})\) be defined as in (6.2). The randomness of this covering number prohibits direct application of Theorem 6.2.5, but of course by conditioning one can easily adjust this theorem to the case of stochastic design. Before doing this, we make some simplifying assumptions to facilitate the exposition. We assume that also \(\epsilon_1, \epsilon_2, \ldots\) are i.i.d. (of course with expectation zero, finite variance and independent of the \(x_i\)) and that \(\delta_n = \delta\) and \(g_{0,n} = g_0(\epsilon, \mathcal{G})\). This brings us back to the situation of Section 3.1. Finally, we restrict ourselves to \(o_p(n^{-1/(2 + r)})\)-rates, \(0 \leq r < 2\). Then the stochastic counterpart of Theorem 6.2.5 becomes:

**Corollary 6.3.1.** Suppose \(\mathcal{G}\) is a permissible class, satisfying

\[
\lim_{n \to \infty} \mathbf{P}^\ast\left[ \sup_{j \geq 1} \sup_{0 < \delta \leq \delta_0} \frac{\delta^n \log N_n(\delta, 2/\delta, \mathcal{G}_n, g_{0,n})}{\log 2^j} > M \right] = 0, \quad (6.30)
\]

for some \(L > 0\), \(M > 0\) and \(0 \leq r < 2\). If

\[
\mathbf{E} \exp(\beta|\epsilon_1|^2) < \infty \quad \text{for some} \quad \beta > 0,
\]

then

\[
\lim_{n \to \infty} \mathbf{P}^\ast\left[ \sup_{j \geq 1} \sup_{0 < \delta \leq \delta_0} \frac{\delta^n \log N_n(\delta, 2/\delta, \mathcal{G}_n, g_{0,n})}{\log 2^j} > M \right] = 0, \quad (6.31)
\]
\[ \| \hat{g}_n - g_{0,n} \|_a = \mathcal{O}(n^{-\frac{1}{2 + r}}). \] (6.32)

It appears to be difficult to check (6.30). However, we have seen examples (e.g., Examples 6.3 and 6.4) where covering numbers can be computed even when one has virtually no knowledge about the metric used (i.e., \( \| \cdot \|_a \)). Nevertheless, in general one faces the problem of drawing conclusions about the random \( L^2(\mathbb{R}^d, \mathcal{H}_a) \)-covering numbers from the theoretical \( L^2(\mathbb{R}^d, H) \)-covering numbers. In other words, one is asking for the order of magnitude of the ratio \( \| \cdot \|_a / \| \cdot \| \). We address this problem in Lemma 6.3.4.

The main aim of this section is to present sufficient conditions such that a rate of convergence in \( \| \cdot \|_a \)-norm implies the same rate in \( \| \cdot \| \)-norm (see Theorem 6.3.2). A natural question is whether it is possible to prove rates in \( \| \cdot \| \)-norm directly. Recall that the conditions we needed in Section 3.1 for consistency in \( \| \cdot \|_a \)-norm are stronger than those for consistency in \( \| \cdot \| \)-norm: in the latter case an envelope condition could be replaced by a uniform square integrability condition. Indeed, an envelope condition is implicit in (6.30).

This is illustrated by Lemma 3.3.4 and also by for instance Examples 6.3 and 6.4. It is not clear whether anything can be gained on the assumptions if one is only interested in rates in \( \| \cdot \| \)-norm.

A situation where \( \| \cdot \|_a \)- and \( \| \cdot \| \)-norms can in a certain sense be interchanged freely, arises when there exist covering sets with bracketing. A \( \delta \)-bracketing with respect to \( \| \cdot \| \) of a function \( g \in L^2(\mathbb{R}^d, H) \) is a pair \([g_1, g_2]\) such that \( g_1 \leq g \leq g_2 \) and \( \| g_1 - g_2 \| < \delta \). The minimum number of brackets necessary to cover \( \mathcal{G} \) is denoted by \( N_2^1(\delta, H, \mathcal{G}) \). Lemma 6.3.4 will show that under appropriate conditions on \( N_2^1(\delta, H, \mathcal{G}) \) the metrics \( \| \cdot \|_a \) and \( \| \cdot \| \) are asymptotically equivalent.

We already encountered covering sets with bracketing in Application 3.2.1. Here,

\[ \mathcal{G} = \{ g_\theta : \theta \in \Theta \} \]

with \( g_\theta(x) \) continuous in \( \theta \) for all \( x \), \( \Theta \) compact and

\[ \sup_{\theta \in \Theta} |g_\theta| \in L^2(\mathbb{R}^d, H). \]

We asserted in Application 3.2.1 that \( N_2(\delta, H, \mathcal{G}) \) remains bounded almost surely for all \( \delta > 0 \). To prove this, we showed that \( N_2^1(\delta, H, \mathcal{G}) \) is finite.

Another illustration is given by Example 6.4. It is not difficult to see that in this example \( N_2(\delta, Q, \mathcal{G}) \) and \( N_2^1(\delta, Q, \mathcal{G}) \) are of the same order of magnitude (in \( \delta \)) for all probability measures \( Q \).

Now, let \( B(\rho, \mathcal{G}, g_0) \), \( \rho > 0 \), be a ball with radius \( \rho \) for \( \| \cdot \| \) around \( g_0 \) intersected with \( \mathcal{G} \) and let

\[ N^1(\delta, \rho, \mathcal{G}, g_0) = N_2^1(\delta, H, B(\rho, \mathcal{G}, g_0)), \quad 0 < \delta \leq \rho. \]

**THEOREM 6.3.2.** Suppose \( \mathcal{G} \) is a uniformly bounded permissible class with

\[ \sup_{L \geq 1} \sup_{0 < \delta \leq \delta} \frac{\delta^r \log N^1(\delta, L, \mathcal{G}, g_0)}{\log L} \leq M, \quad r \geq 0, \] (6.33)
then \( \| \hat{g}_n - g_0 \|_n = o_p(n^{-1/(2+\tau)}) \) implies \( \| \hat{g}_n - g_0 \| = o_p(n^{-1/(2+\tau)}) \).

**Proof.** This follows from Lemmas 6.3.3 and 6.3.4 below. \( \square \)

We first present the probability inequality we use and then prove that the ratio \( \| g - g_0 \|_n / \| g - g_0 \| \) cannot differ too much from 1 if \( \| g - g_0 \| \) is large enough. Theorem 6.3.2 then follows immediately.

**Lemma 6.3.3.** If \( |g| \leq 1, \ |\hat{g}| \leq 1, \) then

\[
P(\| g - \hat{g} \|^2 - \| g - g_0 \|^2 \geq a) \leq 2 \exp \left[ - \frac{na^2}{8\| g - \hat{g} \|^2 + \frac{8}{3} a} \right], \quad a > 0.
\]

**Proof.** If \( z_k, \ldots, z_n \) are independent random variables with expectation zero, variance \( \mathbb{E} z_k^2 = \sigma_k^2 \) and with \( |z_k| \leq M, k = 1, \ldots, n, \) then Bernstein's inequality (Bernstein (1924, 1927), Bennett (1962)) says that

\[
P(\sum_{k=1}^n z_k \geq a) \leq 2 \exp \left[ - \frac{a^2}{2\sum_{k=1}^n \sigma_k^2 + \frac{2}{3} Ma} \right].
\]

Apply this with \( z_k = (g(x_k) - \hat{g}(x_k))^2 - \| g - \hat{g} \|^2, \ |z_k| \leq 4 \) and \( \mathbb{E}|z_k|^2 \leq 4\| g - g_0 \|^2, \ k = 1, \ldots, n. \) \( \square \)

**Lemma 6.3.4.** Suppose that \( B \) is a uniformly bounded class satisfying (6.33) for some \( \rho > 0 \) and \( M. \) Then for all \( \eta > 0 \) there exists an \( L_\eta > 0 \) and \( \alpha_\eta > 0 \) such that for all \( n \geq n_0 = \delta_0^{-2+\rho}, \) with \( \delta_0 \) defined in (6.33)

\[
P \left( \sup_{g \in B(L\delta_\eta, \delta_\eta, g_0)} \left\| \frac{g-g_0}{g-g_0} \right\|_{L_\eta n^{1/(2+\tau)}} - 1 \geq \eta \right) \leq \frac{8}{\alpha_\eta} \exp \left[ -\alpha_\eta L_\eta^2 n^{1/(2+\tau)} \right].
\]

**Proof.** Define \( \delta_\eta = n^{-1/(2+\tau)}. \) Assume without loss of generality that \( |g| \leq 1 \) for all \( g \in B. \) Let \( \{ g_1, g_2 \} \) be a minimal \( \delta_\eta \)-bracketing set of \( B(L\delta_\eta, \delta_\eta, g_0), \) where \( L \geq L_\eta, L_\eta \) to be specified later. We shall first show that for all \( L \geq L_\eta, n \geq n_0 \)

\[
P_L = \left\{ \sup_{g \in B(L\delta_\eta, \delta_\eta, g_0)} \left\| g - g_0 \right\|_n > (1 + \frac{1}{2} \eta)L\delta_\eta \right\}
\]

(6.35)

\[
\leq 4 \exp \left[ -\alpha_\eta L_\eta^2 n^{\rho/(2+\rho)} \right].
\]

Let \( \{ g_1 \} \) be the set of left brackets from \( \{ g_1, g_2 \}. \) We have
\[ P_L \leq P^* \left[ \sup_{g_1 \in \mathcal{F}_L} \|g_1 - g_0\|_n > (1 + \frac{1}{4} \eta) L \delta_n \right] \]

\[ + P^* \left[ \sup_{(g_1, g_2) : (g_1, g_2) \in \mathcal{F}_L} \|g_1 - g_2\|_n > \frac{1}{4} \eta L \delta_n \right] = P_L^{(1)} + P_L^{(2)}. \]

If we take \( L_n \) sufficiently large, such that \( ((1 + \frac{1}{4} \eta) L)^2 - (L + 1)^2 > \frac{1}{8} \eta L^2 \) for all \( L \gg L_n \), then

\[ P_L^{(1)} = P^* \left[ \sup_{g_1 \in \mathcal{F}_L} \|g_1 - g_0\|_n > (1 + \frac{1}{4} \eta) L \delta_n \right] \]

\[ \leq P^* \left[ \sup_{g_1 \in \mathcal{F}_L} \|g_1 - g_0\|^2_n - \|g_1 - g_0\|^2 \geq ((1 + \frac{1}{4} \eta) L \delta_n)^2 - ((L + 1) \delta_n)^2 \right] \]

\[ \leq P^* \left[ \sup_{g_1 \in \mathcal{F}_L} \|g_1 - g_0\|^2_n - \|g_1 - g_0\|^2 > \frac{1}{8} \eta L^2 \delta_n^2 \right]. \]

From Lemma 6.3.3 we see that for \( \|g_1 - g_0\| \leq (L + 1) \delta_n \)

\[ P \left[ \|g_1 - g_0\|^2_n - \|g_1 - g_0\|^2 > \frac{1}{8} \eta L^2 \delta_n^2 \right] \leq 2 \exp \left[ -n \alpha_n^{(1)} L^2 \delta_n^2 \right], \]

for all \( L \gg L_n \), \( L_n \) sufficiently large and for some constant \( \alpha_n^{(1)} \) depending only on \( \eta \). Moreover, for \( L \gg L_0 \) and \( n \gg n_0 = \delta_n^{-(1+\nu)} \)

\[ \log N^{(1)}(\delta_n, L \delta_n, \emptyset, g_{0,n}) \leq M(\log L)\delta_n^{-\nu}, \]

and \( M(\log \delta_n)^{-\nu} \leq \frac{1}{2} n \alpha_n^{(1)} L^2 \delta_n^2 \) for all \( L \gg L_n \), \( L_n \) sufficiently large. Hence

\[ P_L^{(1)} \leq N^{(1)}(\delta_n, L \delta_n, \emptyset, g_{0,n}) 2 \exp \left[ -n \alpha_n^{(1)} L^2 \delta_n^2 \right] \]

\[ \leq 2 \exp \left[ -\frac{1}{2} n \alpha_n^{(1)} L^2 \delta_n^{(2+\nu)} \right], \quad L \gg L_n, \quad n \gg n_0. \]

As for \( P_L^{(2)} \), we have that for \( L \gg L_n \), \( L_n \) sufficiently large, \( n \gg n_0 \)

\[ P_L^{(2)} = P^* \left[ \sup_{(g_1, g_2) : (g_1, g_2) \in \mathcal{F}_L} \|g_1 - g_2\|_n > \frac{1}{4} \eta L \delta_n \right] \]

\[ \leq P^* \left[ \sup_{(g_1, g_2) : (g_1, g_2) \in \mathcal{F}_L} \|g_1 - g_2\|_n - \|g_1 - g_2\|^2 \geq \left( \frac{1}{4} \eta L \delta_n \right)^2 - \delta_n^2 \right] \]

\[ \leq P^* \left[ \sup_{(g_1, g_2) : (g_1, g_2) \in \mathcal{F}_L} \|g_1 - g_2\|_n - \|g_1 - g_2\|^2 > \frac{1}{32} \eta^2 L^2 \delta_n^2 \right]. \]
for some constant $\alpha_\eta^{(2)}$.
Thus for $\tilde{\alpha}_\eta \leqslant \frac{1}{2} \min(\alpha_\eta^{(1)}, \alpha_\eta^{(2)})$

$$P_L \leqslant P_L^{(1)} + P_L^{(2)} \leqslant 4 \exp \left( -\tilde{\alpha}_\eta L^2 n^{\nu/(2+\nu)} \right),$$

for all $L \geq L_\eta$, $n \geq n_0$. This proves (6.35). Assertion (6.35) in turn implies that if we take $L \geq L_\eta$, $n$ sufficiently large, $n \geq n_0$

$$P^* \left( \sup_{g \in \mathcal{B}(L,\xi,\tilde{\alpha}_\eta)} \frac{\|g - g_0\|_n}{g - g_0} > (1 + \eta)(L - 1)\delta_n \right) \leqslant P^* \left( \sup_{g \in \mathcal{B}(L,\xi,\tilde{\alpha}_\eta)} \|g - g_0\|_n > (1 + \eta)(L - 1)\delta_n \right) = P_L$$

$$\leqslant 4 \exp( -\tilde{\alpha}_\eta L^2 n^{\nu/(2+\nu)}).$$

Similarly,

$$P^* \left( \inf_{g \in \mathcal{B}(L,\xi,\tilde{\alpha}_\eta)} \frac{\|g - g_0\|_n}{g - g_0} < 1 - \eta \right)$$

$$\leqslant P^* \left( \inf_{g \in \mathcal{B}(L,\xi,\tilde{\alpha}_\eta)} \|g - g_0\|_n < (1 - \eta)L\delta_n \right)$$

$$\leqslant P^* \left( \inf_{g \in \mathcal{B}(L,\xi,\tilde{\alpha}_\eta)} \|g_1 - g_0\|_n < (1 - \frac{1}{2} \eta)L\delta_n \right) + P^* \left( \sup_{g \in \mathcal{B}(L,\xi,\tilde{\alpha}_\eta)} \|g_1 - g_2\|_n \geqslant \frac{1}{2} \eta L\delta_n \right)$$

$$\leqslant P^* \left( \sup_{g \in \mathcal{B}(L,\xi,\tilde{\alpha}_\eta)} \|g_1 - g_0\|^2 - L^2 \delta_n^2 \geqslant (L - 2)^2 \delta_n^2 - (1 - \frac{1}{2} \eta)^2 L^2 \delta_n^2 \right) + P^* \left( \sup_{g \in \mathcal{B}(L,\xi,\tilde{\alpha}_\eta)} \|g_1 - g_2\|_n \geqslant \frac{1}{4} \eta L\delta_n \right) = P_L^{(1)} + P_L^{(2)}.$$. 
We already showed that for $L \gg L_n$, $n \gg n_0$

\[ P^{(2)}_L \leq 2 \exp \left[ -\frac{1}{2} \alpha^{(1)}_\eta L^2 \gamma^{(2+\eta)} \right] . \]

If we take $L_n$ sufficiently large then for $L \gg L_n$

\[ P^{(3)}_L = P^* \left( \sup_{g_i \in (\gamma_i, (\gamma_i + 1) \gamma_i]} \| g_1 - g_0 \|^2 - \| g_1 - g_0 \|^2_n > (L - 2)^2 \delta_\eta^2 - \frac{1}{4} \eta (1 - \frac{1}{2} \eta) L^2 \delta_\eta^2 \right) \]

\[ \leq P^* \left( \sup_{g_i \in (\gamma_i, (\gamma_i + 1) \gamma_i]} \| g_1 - g_0 \|^2 - \| g_1 - g_0 \|^2_n > \frac{1}{4} \eta (1 - \frac{1}{2} \eta) L^2 \delta_\eta^2 \right) \]

\[ \leq 2 \exp \left[ -\frac{1}{2} \alpha^{(3)}_\eta L^2 n^{\nu(2+\eta)} \right] \]

for some $\alpha^{(3)}_\eta$, $n \gg n_0$. Hence for $\alpha_\eta \leq \frac{1}{2} \min(\alpha^{(2)}_\eta, \alpha^{(3)}_\eta)$

\[ P^* \left( \inf_{(L-1) \gamma_i \leq \| g \| \leq L \gamma_i} \frac{\| g - g_0 \|}{\| g - g_0 \|_n} > 1 - \eta \right) \]

\[ \leq 4 \exp \left[ -\alpha_\eta L^2 n^{\nu(2+\eta)} \right] . \tag{6.37} \]

Finally, combine (6.36) and (6.37) to obtain that

\[ P^* \left( \inf_{g \in \mathcal{G}} \frac{\| g - g_0 \|}{\| g - g_0 \|_n} > 1 - \eta \right) \leq \sum_{L \gg L_n} 8 \exp \left[ -\alpha_\eta L^2 n^{\nu(2+\eta)} \right] \]

\[ \leq \frac{8}{\alpha_\eta} \exp \left[ -\alpha_\eta L^2 n^{\nu(2+\eta)} \right] . \quad \square \]

6.4. APPLICATION TO TWO-PHASE REGRESSION

We consider the models of Chapter 5 and compare the various sets of assumptions and outcomes with those of Section 6.2. To avoid digressions, we assume throughout that the disturbances $\epsilon_1, \epsilon_2, \ldots$ form an i.i.d. sequence ($\epsilon_1$ having expectation zero and finite variance) and that $g_{0, n} = g_0$ is fixed. We start with the continuous model:

\[ \mathcal{G} = \{ g_{\theta, \epsilon}(x) = \min(\alpha^{(1)} + x \beta^{(1)}, \alpha^{(2)} + x \beta^{(2)}) : \theta = (\theta^{(1)}, \theta^{(2)}), \theta^{(i)} = (\alpha^{(i)}, \beta^{(i)}), i = 1, 2 \} \]

\[ \mathcal{G} = \{ g_{\theta, \epsilon}(x) = \min(\alpha^{(1)} + x \beta^{(1)}, \alpha^{(2)} + x \beta^{(2)}) : \theta = (\theta^{(1)}, \theta^{(2)}), \theta^{(i)} = (\alpha^{(i)}, \beta^{(i)}), i = 1, 2 \} \]

**Lemma 6.4.1.** Let $x_{n,k} = x_k$, $k = 1, \ldots, n$ with $x_1, x_2, \ldots$ a sequence of i.i.d.
Rates of convergence

random vectors with distribution $H$. Let $\mathcal{G}$ be given by (6.38). Then there exists a constant $K_2 < \infty$ such that for all $n$ sufficiently large and for all $g_{\theta,c}, g_{\tilde{\theta},c} \in \mathcal{G}$

$$\|g_{\theta,c} - g_{\tilde{\theta},c}\|_n \leq K_2 \|\theta - \tilde{\theta}\| \quad \text{almost surely.} \quad (6.39)$$

Define for all $\eta > 0$ the restricted class

$$\mathcal{G}_\theta(\eta) = \{g_{\theta,c} \in \mathcal{G} : \|\theta - \theta_0\| < \eta\}.$$

Suppose that there exists a set of points

$$\{x^{(i)}_t : t = 1, \ldots, 2(d + 1) - 1\} \subset A_t^{(i)} \cap T, \quad (6.40)$$

where $T$ is the support of $H$, and no $d + 1$ $x^{(i)}$ lie on a $(d - 1)$-dimensional hyperplane, $i = 1, 2, $ and that

$$\|\theta^{(1)} - \theta^{(2)}\| \neq 0. \quad (6.41)$$

Then there exists an $\eta > 0$ and a constant $K_1 > 0$ such that

$$\|g_{\theta,c} - g_{\tilde{\theta},c}\|_n \geq K_1 \|\theta - \theta_0\| \quad \text{almost surely,} \quad (6.42)$$

for all $n$ sufficiently large and all $g_{\theta,c} \in \mathcal{G}_\theta(\eta)$.

PROOF. Result (6.39) follows from the fact that the functions $g_{\theta,c}(x)$ are Lipschitz continuous in $\theta$ for every $x$:

$$\|g_{\theta,c}(x) - g_{\tilde{\theta},c}(x)\| \leq J(x)\|\theta - \tilde{\theta}\|,$$

where $J(x) = 1 + |z_1| + \cdots + |z_d|$, $x = (z_1, \ldots, z_d)$. Since $\|J\|_n \to \|J\|$ almost surely,

$$\|g_{\theta,c} - g_{\tilde{\theta},c}\|_n \leq 2\|J\|\|\theta - \tilde{\theta}\| \quad \text{almost surely,}$$

for all $n$ sufficiently large.

Inequality (6.42) is of course closely related to (5.11) (see the proof of Theorem 5.2.1) which asserts that (6.42) holds for $\theta = \theta_0$. Condition (6.40) implies that if the $\theta^{(i)}$, $i = 1, 2$, in $\theta$ are appropriately indexed, then there are at least $(d + 1)$ $x^{(i)}$s in $A_t^{(i)}$. This implies that, apart from a possible re-indexing, the smallest eigenvalue of $\Sigma_n(A_t^{(1)} \cap A_t^{(i)})$ is bounded away from zero for all $\theta$ and all $n$ sufficiently large. Hence

$$(\theta^{(1)} - \theta_0^{(1)})^T \Sigma_n(A_t^{(1)} \cap A_t^{(i)}) (\theta^{(1)} - \theta_0^{(1)}) \geq K_{1,1}^2 \|\theta^{(1)} - \theta_0^{(1)}\|^2 \quad (6.43)$$

for some constant $K_{1,1} > 0$, all properly indexed $\theta$ and all $n$ sufficiently large. Moreover, by taking $\eta$ sufficiently small we see that $\|\theta - \theta_0\| < \eta$ and (6.39) imply that $A_t^{(1)}$ cannot contain more than $d$ $x^{(i)}$s, because of assumption (6.41). Thus, for $\eta$ sufficiently small the eigenvalues of $\Sigma_n(A_t^{(2)} \cap A_t^{(i)})$, $\|\theta - \theta_0\| < \eta$, are eventually also bounded away from zero, and so

$$(\theta^{(2)} - \theta_0^{(2)})^T \Sigma_n(A_t^{(2)} \cap A_t^{(i)}) (\theta^{(2)} - \theta_0^{(2)}) \geq K_{2,2} \|\theta^{(2)} - \theta_0^{(2)}\|^2$$

for some constant $K_{2,2} > 0$, all $\|\theta - \theta_0\| < \eta$ and all $n$ sufficiently large. (In fact, if $\eta$ is sufficiently small re-indexing of $\theta$, $\|\theta - \theta_0\| < \eta$, in (6.43) is not needed).
Thus
\[
\| g_{\theta,c} - g_{\theta_0,c} \|_n^2 \geq \sum_{i=1,2} (\theta^{(i)} - \theta_0^{(i)})^T \Sigma_n(A^{(i)} \cap A^{(i)}) (\theta^{(i)} - \theta_0^{(i)})
\]
\[
\geq \left\{ \min_{i=1,2} K_{i,i} \right\} \| \theta - \theta_0 \|_n^2 \text{ almost surely}
\]
for all \( \| \theta - \theta_0 \| < \eta \), \( \eta \) sufficiently small, and all \( n \) sufficiently large. □

In other words, under (6.40) and (6.41) the sequence \( (g_R(\eta), \| \cdot \|_n) \), with \( g_R(\eta) \) defined in Lemma 6.4.1, is for \( \eta \) small enough of finite metric dimension \( 2(d+1) \). We can now apply the results of Section 6.2, because in Lemma 3.4.4 the strong consistency of \( \theta_n \) is established, i.e. for every \( \eta > 0 \), \( \theta_0 \in \mathcal{B}_R(\eta) \) for all \( n \) sufficiently large. The conditions of Lemma 3.4.4 include (6.40) and (6.41). Recall furthermore that in Theorem 5.2.1 we also needed the conditions of Lemma 3.4.4. The following proposition collects previous results and those obtained by application of the theory in Section 6.2.

**Proposition 6.4.2.** Define \( \mathcal{B} \) as in (6.8) and let \( x_{n,k} = x_k \), with \( x_1, x_2, \ldots \) i.i.d. with distribution \( H \). Suppose that the conditions of Lemma 3.4.4 are fulfilled. We have

(i) \( \| \hat{\theta}_n - \theta_0 \| \to 0 \) and \( H(\hat{\lambda}_n \Delta A_0) \to 0 \), almost surely,

(ii) if \( E|\epsilon_1|^p < \infty \) for some \( p > 1 \), then \( \theta_n^{(1)} \) and \( \theta_n^{(2)} \) are asymptotically independent and

\[
n^{1/2}(\hat{\theta}_n^{(i)} - \theta_0^{(i)}) \Rightarrow \mathcal{N}(0, \| \epsilon \|_2^2 \Sigma^{-1}(A^{(i)})), \quad i = 1,2,
\]

(iii) if \( E|\epsilon_1|^p < \infty \) for some \( p > \frac{1}{2}(d+1) \), then for all \( L \gg L' \), \( n \gg n' \)

\[
P(\| \hat{\theta}_n - \theta_0 \| \gg n^{-1/2} L) \leq A'L^{-(2p-r)},
\]

(iv) if \( E \exp(\beta|\epsilon_1|^2) < \infty \) for some \( \beta > 0 \), then for all \( L \gg L' \), \( n \gg n' \)

\[
P(\| \hat{\theta}_n - \theta_0 \| \gg n^{-1/2} L) \leq \exp(-M'L^2).
\]

**Proof.**

(i) This is Lemma 3.4.4.

(ii) This is Theorem 5.2.1.

(iii) Combine Lemma 3.4.4, Lemma 6.2.3 and Lemma 6.4.1.

(iv) Combine Lemma 3.4.4, Theorem 6.2.5 and Lemma 6.4.1. □

Note that the \( \mathcal{B}_R(n^{-1/2}) \)-rate for \( \hat{\theta}_n \) in (iii) and (iv) of Proposition 6.4.2 follows from the \( \mathcal{B}_R(n^{-1}) \)-rate for \( \hat{g}_n \). The situation is somewhat different in the discontinuous model. Here, the class of regression functions is

\[
\mathcal{B} = \{ g_{\theta,A}(x) = \sum_{i=1,2} (\sigma_i + x \beta_i) 1_{A_i}(x) : \theta = \begin{bmatrix} \theta^{(1)} \\ \theta^{(2)} \end{bmatrix} \},
\]  \hspace{1cm} (6.44)
\[
\theta^{(i)} = \begin{bmatrix} \alpha^{(i)} \\ \beta^{(i)} \end{bmatrix}, \quad A^{(i)} \in \Theta^{(i)}, \quad i = 1, 2.
\]

We shall first consider a special case with \( d = 1 \). This will clarify the difficulties in higher dimensions.

**Lemma 6.4.3.** Let \( d = 1, \quad x_{n,k} = x_k, \quad k = 1, \ldots, n \) with \( x_1, x_2, \ldots \) i.i.d. with distribution function \( H: \mathbb{R} \to \mathbb{R} \). Let \( \Theta \) be defined in (6.44), with \( \Theta = (\gamma, \gamma) : \gamma \in \mathbb{R} \). Define for all \( \eta > 0 \)

\[
\Theta_\eta(\eta) = \{ g_{\theta, A} \in \Theta : \| \theta - \theta_0 \| < \eta, H(A, \Delta A_0) < \eta \}.
\]

Suppose there exist \( \{ x^{(i)}_j : i = 1, 2, 3, x^{(i)}_{j_1} \neq x^{(i)}_{j_2}, t_1 \neq t_2 \} \subset A^{(i)} \cap T, \quad i = 1, 2 \). Furthermore, suppose that the discontinuity assumption (5.22) can be strengthened to: for some \( \eta > 0, \quad K > 0 \) we have

\[
H(\gamma_0 - \eta, \gamma_0 + \eta) > 0
\]

and

\[
| g_{\theta_0}(x) - g_{\theta_0}(x) | > K,
\]

for all \( x \in (\gamma_0 - \eta, \gamma_0 + \eta) \). Then for \( \eta \) sufficiently small

\[
N_n(\delta, 2^{\delta}, \Theta_\eta(\eta), g_0) \leq A 2^j, \quad \text{almost surely},
\]

for all \( n \) sufficiently large, where \( r = 2(d + 1) + 2 = 6 \).

**Proof.** Let \( g_{\theta, A} \in B_n(2^{\delta}, \Theta_\eta(\eta), g_0) \):

\[
\| g_{\theta, A} - g_0 \|_n \leq 2^{\delta/\delta}
\]

Since for \( \eta \) sufficiently small \( H(A, \Delta A_0) < \eta \) implies that \( \gamma \in (\gamma_0 - \eta, \gamma_0 + \eta) \), we have

\[
(2^{\delta})^2 \geq \| (g_{\theta, A} - g_0)1_{A, \Delta A_0} \|_n \geq K_n H(A, \Delta A_0).
\]

Also

\[
(2^{\delta}) \geq \| (g_{\theta, A} - g_0)1_{A^{(i)} \cap A^{(i)}_0} \|_n \geq K_i \| \theta^{(i)} - \theta_0^{(i)} \|, \quad \text{almost surely}, \quad i = 1, 2
\]

for some \( K_i > 0, \quad \eta \) sufficiently small and \( n \) sufficiently large. Hence

\[
B_n(2^{\delta}, \Theta_\eta(\eta), g_0) \subset \{ g_{\theta, A} \in \Theta_\eta(\eta) : \| \theta^{(i)} - \theta_0^{(i)} \| \leq 2^{\delta/K_i}, \quad i = 1, 2, \}
\]

\[
H(A, \Delta A_0) \leq (2^{\delta+2}/K).
\]

Since

\[
N_2(\delta, H_n(A, H(A, \Delta A_0) \leq (2^{\delta+2}/K)) \leq A 2^j
\]

for all \( 0 < \delta < 1 \), this implies that for \( \eta \) sufficiently small

\[
N_n(\delta, 2^{\delta}, \Theta_\eta(\eta), g_0) \leq A 2^j, \quad r = 2(d + 1) + 2. \quad \Box
\]
Equality (6.45) in the proof of Lemma 6.4.3 is a special feature of the class of intervals \((-\infty, \gamma] \cap \mathbb{R})\). If \(d = 2\) and \(\mathcal{B} = \{x : x \gamma \leq 1\} \cap \mathbb{R}\), then in general the number of \(x_\epsilon\) in the set
\[
\bigcup \{ A \in \mathcal{B} : H_n(A \Delta A_0) \leq (2/n)^2 \}
\] (6.46)
need not remain bounded (see Example 6.5). It is not clear how to calculate the entropy of neighbourhoods like (6.46) for general \(\mathcal{B}\). An upper bound is of course the global entropy of \(\mathcal{B}\). We use this upper bound in (iv) of Proposition 6.4.4.

**Proposition 6.4.4.** Let \(\mathcal{B}\) be defined in (6.44) and let \(x_{n,k} = x_k, x_{1}, x_{2}, \ldots\) i.i.d. with distribution \(\mathcal{B}\). Suppose that the conditions of Lemma 3.4.4 are fulfilled. We have

(i) \(\|\mathcal{B}_n - \theta_0\| \to 0, \mathcal{H}(A \Delta A_0) \to 0\) almost surely.

Suppose in addition that \(H\) satisfies (5.24).

(ii) If the discontinuity assumption (5.22) holds and if moreover \(D_2(\delta, \mathcal{B}) < \exp(M \delta^{-r})\) and \(\mathbb{E} |\epsilon_1|^{2p} < \infty, p > 2/(2-r), 0 < r < 2\), then \(\mathcal{B}_n\) and \(\theta_n\) are asymptotically independent, and
\[
\sqrt{n} \left( \mathcal{B}_n - \theta_0 \right) \overset{d}{\to} \mathcal{N}(0, \|\epsilon_1\|^2 \Sigma^{-1}(A^{(1)})), \quad i = 1, 2.
\]

(iii) If \(d = 1\) and the conditions of Lemma 6.4.3 hold (i.e. if (5.22) is replaced by the stronger assumption), then \(\mathbb{E} |\epsilon_1|^{2p} < \infty\) for some \(p > 6\) implies that
\[
\|\mathcal{B}_n - g_0\|_n = \mathcal{O}_p(n^{-1/2}).
\]

(iv) If \(D_2(\delta, \mathcal{B}) < A \delta^{-r}, r > 0\), and \(\mathbb{E} \exp(\beta |\epsilon_1|^2) < \infty\) for some \(\beta > 0\), then
\[
\|\mathcal{B}_n - g_0\|_n = \mathcal{O}_p(n^{-1/2} \log n)^{1/4}.
\]

If \(D_2(\delta, \mathcal{B}) < \exp(M \delta^{-r}), 0 < r < 2\) and \(\mathbb{E} \exp(\beta |\epsilon_1|^2) < \infty\) for some \(\beta > 0\), then
\[
\|\mathcal{B}_n - g_0\|_n = \mathcal{O}_p(n^{-1/2 + 1/(2+r)}).
\]

**Proof.**

(i) This is Lemma 3.4.4.

(ii) This is Lemma 5.3.1.

(iii) Combine Lemma 3.4.4, Theorem 6.2.2 and Lemma 6.4.3.

(iv) For \(\eta_0\) defined in (5.24), the class \(\mathcal{G}(\eta_0) = \{g_\mathcal{B} : A \subseteq \mathcal{B} : \mathcal{B}_n \rightarrow \eta_0, H(A \Delta A_0) < \eta_0\}\) satisfies
\[
N_2(\delta, H_n, \mathcal{G}(\eta_0)) \leq A \delta^{-2(d+1)} D_2(\delta, \mathcal{B}).
\]

Insert this in conditions (6.20) and (6.21) of Theorem 6.2.5, with \(\delta_n = n^{-1}(\log n)^{1/2}\), and \(\delta_n = n^{-1/2}(\log n)^{1/2}\) respectively. 

\(\Box\)
EXAMPLE 6.5. Let \( d = 2 \), \( \mathcal{E} = \{ (\gamma) = \{ x \in \mathbb{R}^2 \mid y \subseteq 1 \} \}, \gamma \in \mathbb{R}^2 \) \( g_{\theta^{(i)}} = \alpha^{(i)}, \ i = 1, 2, \alpha^{(1)} \neq \alpha^{(2)} \) (i.e. we assume for simplicity that \( \beta^{(i)} = 0, \ i = 1, 2 \) is known), and let \( H \) be the uniform distribution on \( A^{(1)} \cup A^{(2)} \), where \( A^{(1)} \) and \( A^{(2)} \) are the two disjoint discs defined in Example 5.3. Since \( \mathcal{E} \) is a VC-class, it follows from Proposition 6.4.3 (iii) that if \( \mathbb{E} \exp(\beta \epsilon_i \| \dot{\epsilon} \|) < \infty \), then

\[
\| \hat{\alpha}_n - g_0 \|_n = o_p(\sqrt{n \log n}).
\]

This implies the rate \( o_p(n^{-\eta} \log n) \) for the estimator of \( \alpha^{(i)}, \ i = 1, 2 \), but from (ii) of Proposition 6.4.3 we know that in fact

\[
|\alpha^{(i)} - \alpha^{(i)}| = o_p(n^{-\eta}), \quad i = 1, 2.
\]

The rate for \( \hat{\epsilon}_n \) also implies that \( H_0(\hat{\alpha}_n, \Delta A_0) = o_p(n^{-1} \log n) \), i.e. \( o_p(\log n) \) observations are assigned to the wrong sample. This rate cannot be improved, in the sense that if e.g. \( \epsilon_1, \epsilon_2, \cdots \) are normally distributed, then one can show that for some \( a > 0 \)

\[
\lim \inf_{n \to \infty} \mathbb{P}(H_0(\hat{\alpha}_n, \Delta A_0) > a \frac{\log n}{n}) > 0.
\]

In the following three examples, we again restrict ourselves to the case \( d = 1 \) and \( \mathcal{E} = \{ (-\infty, \gamma) \mid y \in \mathbb{R} \} \). We take nonrandom \( x_n \), with the particular choice \( x_n = k/n \). Speeds of estimation are investigated in the discontinuous model, with the assumption of discontinuity of the underlying true regression function (Example 6.6), the assumption of continuity and identifiability of the underlying regression (Example 6.7) or without identifiability at \( g_0 \) (Example 6.8). The first example treats virtually the same situation as the one in Lemma 6.4.3. We present it to facilitate the comparison with Example 6.7.

EXAMPLE 6.6. Let \( d = 1 \), \( x_n = \frac{k}{n} \), \( k = -[(n-1)/2], \cdots, [n/2] \),

\[
g_{\theta, A^{(i)}}(x) = \sum_{i=1,2} (\alpha^{(i)} + x \beta^{(i)}) 1_{A^{(i)}}(x), \theta \in \mathbb{R}, A^{(i)} = (-\infty, \gamma),
\]

and

\[
g_0(x) = \sum_{i=1,2} (\alpha^{(i)} + x \beta^{(i)}) 1_{A^{(i)}}(x), \alpha^{(1)} \neq \alpha^{(2)}, A^{(1)} = (-\infty, \gamma_0), \gamma_0 = 0.
\]

Application of Proposition 3.4.5 yields that \( \| \hat{\theta}_n - \theta_0 \| \to \mathbb{P} \) and \( |\hat{\gamma}_n - \gamma_0| \to \mathbb{P} \). Moreover, for \( \eta \) sufficiently small the class

\[
\mathcal{E}_\eta(\gamma) = \{ g_{\theta, A} : |\theta - \theta_0| \leq \eta, |\gamma - \gamma_0| < \eta \}
\]

satisfies for some constant \( A \)

\[
\sup_{\mathcal{E}_\eta(\gamma)} \sup_{\| \theta - \theta_0 \|} \sup_{\| \gamma - \gamma_0 \| < \eta} \frac{N_{\mathcal{E}_\eta(\gamma)}(\theta, \gamma, \theta_0, \gamma_0)}{2^i} \leq A
\]

Hence if \( \mathbb{E}|\epsilon_i|^p \leq \infty \) for some \( p > 0 \)

\[
\| \hat{\alpha}_n - g_0 \|_n = o_p(\frac{1}{n})
\]

which implies

\[
\| \hat{\theta}_n - \theta_0 \| = o_p(\frac{1}{n}), \ |\hat{\gamma}_n - \gamma_0| = o_p(\frac{1}{n}).
\]
It is now not difficult to prove that \( \hat{\theta}_n^{(1)}, \hat{\theta}_n^{(2)} \) and \( \hat{\gamma}_n \) are asymptotically independent, with limiting distributions

\[
\sqrt{n} (\hat{\theta}_n^{(1)} - \theta_0^{(1)}) \xrightarrow{d} \mathcal{N}(0, \|\epsilon\|_2^2 \left( \int_{-\frac{1}{2}}^{0} \begin{pmatrix} 1 & x \\ x & x^2 \end{pmatrix} dx \right)^{-1}),
\]

\[
\sqrt{n} (\hat{\theta}_n^{(2)} - \theta_0^{(2)}) \xrightarrow{d} \mathcal{N}(0, \|\epsilon\|_2^2 \left( \int_{0}^{\frac{1}{2}} \begin{pmatrix} 1 & x \\ x & x^2 \end{pmatrix} dx \right)^{-1}),
\]

\[
n^\gamma (\hat{\gamma}_n - \gamma_0) \xrightarrow{p} \arg \sup_{i \geq 0} 2 (\alpha_0^{(1)} - \alpha_0^{(2)}) \sum_{k=0}^{l} \epsilon_k - (\alpha_0^{(1)} - \alpha_0^{(2)})^2 l
\]

(compare with Example 5.2).

**Example 6.7.** Let \( d = 1, x_{n,k} = \frac{k}{n}, k = \left( (n-1)/2 \right), \cdots, \left( n/2 \right) \),

\[
g_{\theta, A, \epsilon}(x) = \sum_{i=1,2} (\alpha_i(0) + x \beta_i(0)) 1_{\lambda_i}(x), \theta \in \mathbb{R}^4, A(1) = (-\infty, \gamma),
\]

and

\[
g_0(x) = \min(0, x \beta_0), \beta_0 > 0 \ (A_0 = (-\infty, \gamma_0), \gamma_0 = 0).
\]

From Proposition 3.4.5 we obtain that \( \|\hat{\theta}_n - \theta_0\| \xrightarrow{p} 0 \) and \( \|\hat{\gamma}_n - \gamma_0\| \xrightarrow{p} 0 \). For \( \eta \) sufficiently small, the class

\[
g_{\epsilon, \eta} = \{ g_{\theta, A, \epsilon} : \|\theta - \theta_0\| \leq \eta, |\eta - \gamma_0| \leq \eta \}
\]

satisfies for some constant \( A \)

\[
\sup_{j \geq 1} \sup_{n \geq n_0} \sup_{\delta \leq R_0} \frac{N_n(\delta, 2^{-\delta}, g_{\epsilon, \eta}, g_0)}{2^{(4+\delta/3)j}} \leq A
\]

Hence if \( E[|\epsilon|]^p < \infty \) for some \( p > 4 + \frac{2}{3} \)

\[
\| \hat{\theta}_n - g_0 \|_n = O_p(n^{-\frac{1}{2}})
\]

which implies

\[
\| \hat{\theta}_n - \theta_0 \| = O_p(n^{-\frac{1}{2}}), \quad |\hat{\gamma}_n - \gamma_0| = O_p(n^{-\frac{1}{2}}).
\]

It can be shown that \( \hat{\gamma}_n^{(2)} \) and \( \hat{\gamma}_n \) are asymptotically independent, with limiting distributions

\[
\sqrt{n} (\hat{\theta}_n^{(1)} - \theta_0^{(1)}) \xrightarrow{d} \mathcal{N}(0, \|\epsilon\|_2^2 \left( \int_{-\frac{1}{2}}^{0} \begin{pmatrix} 1 & x \\ x & x^2 \end{pmatrix} dx \right)^{-1}),
\]

\[
\sqrt{n} (\hat{\theta}_n^{(2)} - \theta_0^{(2)}) \xrightarrow{d} \mathcal{N}(0, \|\epsilon\|_2^2 \left( \int_{0}^{\frac{1}{2}} \begin{pmatrix} 1 & x \\ x & x^2 \end{pmatrix} dx \right)^{-1}),
\]

\[
n^\gamma (\hat{\gamma}_n - \gamma_0) \xrightarrow{p} \arg \sup_{i \geq 0} 2 \beta_0 \|\epsilon\| \int_0^\beta \|W(x) - \beta_0^2 \| 3
\]
where $W(\cdot)$ is standard Brownian motion. So the difference with Example 6.6 lies in the slower rate for $\hat{\gamma}_n$.

**Example 6.8.** Let $d = 1$, $x_{n,k} = k/n$, $k = 1, \ldots, n$,

$$g_{a,\gamma} = a 1_{(-\infty, \gamma]}, \quad a > 0, \ A_{\gamma} = (-\infty, \gamma], \ \gamma \geq 0$$

and

$$g_0 \equiv 0.$$  

Then for $g = (g_{a,\gamma}: a \in \mathbb{R}, \ A_{\gamma} \equiv 0)$

$$\sup_{\|g\|_n} \sup_{n \geq n_0} \sup_{\delta \leq \delta_0} \frac{N_n(\delta, 2/\delta, \delta_0(\eta), g_0)}{2^{3/2} \log n} \leq A < \infty. \quad (6.47)$$

To see this, let $g_{a,\gamma} \in g$ with $|a| \leq 2/\delta H_n^\gamma(\gamma)$. Then

$$\|g_{a,\gamma} - g_0\|_n = |a|^2 H_n(\gamma) \leq 2/\delta.$$  

Define $g_i = a_i 1_{(-\infty, \gamma_i]}$, where

$$\gamma_i = n^{-1}(1 - 2^{-2^i})^{-1}, \quad i = \left\lfloor \frac{\log(n H_n(\gamma))}{\log(1 - 2^{-2^i})^{-1}} \right\rfloor$$

$$a_i = \frac{\delta}{\sqrt{\gamma_i}} k_i$$

and

$$k_i = \left\lceil \frac{\alpha \sqrt{\gamma_i}}{\delta} \right\rceil.$$  

Then $(1 - 2^{-2^i}) \leq \gamma_i / H_n(\gamma) \leq 1$. Furthermore

$$0 \geq a_i - a \geq \left[ \frac{\alpha \sqrt{\gamma_i}}{\delta} - 1 \right] \frac{\delta}{\sqrt{\gamma_i}} - a = - \frac{\delta}{\sqrt{\gamma_i}}.$$  

It follows that

$$\|g_{a,\gamma} - g_i\|_n = (a - a_i)^2 \gamma_i + \alpha^2 (H_n(\gamma) - \gamma_i) \leq \delta^2 + 2^{2^i} \delta^2 (1 - \gamma_i / H_n(\gamma)) \leq 2 \delta^2.$$  

We have

$$0 \leq k_i = \left\lceil \frac{\alpha \sqrt{\gamma_i}}{\delta} \right\rceil \leq \left\lceil \frac{2 \delta}{\delta} \sqrt{\frac{\gamma_i}{H_n(\gamma)}} \right\rceil \leq 2^i.$$  

The number of functions of the form

$$k \frac{\delta}{\sqrt{\gamma_i}} 1_{(-\infty, \gamma_i]}$$

with $k \in \mathbb{Z}$, $0 \leq k \leq 2^i$, and with
\[ \gamma_i = n^{-1}(1-2^{-i})^{-1}, \quad i \in \mathbb{Z}, \quad 0 \leq i \leq \left[ \frac{\log n}{\log(1-2^{-i})} \right] \]

is equal to
\[
(2/1) \left[ \frac{\log n}{\log(1-2^{-i})} \right] \leq c (\log n)^{2/3}.
\]

It follows that if \( \mathbb{E}(\exp(\beta |\varepsilon_1|^\beta)) < \infty \) for some \( \beta > 0 \), then
\[
\| \hat{g}_n - g_0 \|_n = \varepsilon_0 (n^{-\frac{1}{6}}(\log \log n)^{\frac{1}{6}})
\]
(see Corollary 6.2.6). In fact, Darling and Erdős (1956) prove that if \( \mathbb{E}|\varepsilon_1|^2 < \infty \), then
\[
\limsup_{n \to \infty} \frac{\| \hat{g}_n - g_0 \|_n}{n^{-\frac{1}{6}}(\log \log n)^{\frac{1}{6}}} \leq \sqrt{2} \quad \text{almost surely}
\]
and
\[
\lim_{n \to \infty} \mathbb{P} \left( \| \hat{g}_n - g_0 \|_n \leq \frac{a + 2 \log \log n + \frac{1}{2} \log \log \log n - \frac{1}{2} \log \pi}{n^{\frac{1}{6}}(2 \log \log n)^{\frac{1}{6}}} \right)
\]
\[= \exp(-2e^{-a}), \quad -\infty < a < \infty \]
(see also Chapter 7.4 for related results).

**Remark.** In the continuous model without identification at \( g_0 \), the same rates as in Example 6.8 can occur, i.e. the continuity restriction cannot prevent \( n^{-\frac{1}{6}}\| \hat{g}_n - g_0 \|_n \) from exploding.

We conclude that the application of the theory of Section 6.2 to two-phase regression problems can lead to some extent to more refined results than the ones obtained by the direct methods of Chapter 5. It shows that the continuous model - with identification at \( g_0 \) - is of finite metric dimension, whereas for \( d = 1 \) the discontinuous model can be infinite-dimensional. Example 6.5 illustrates this. However, Proposition 6.4.4 reveals a major shortcoming: the rate for \( \hat{g}_n \) does not always determine the rate for the \( \hat{\theta}_n^{(0)} \). Since Section 6.2 concentrates on rates for \( \hat{g}_n \), the techniques there cannot produce possible faster rates for the \( \hat{\theta}_n^{(0)} \).

In Examples 6.6 and 6.7, where \( d = 1 \), the models are again finite-dimensional. These examples only differ as regards the assumptions on \( g_0 \). In Example 6.6 the rate \( \varepsilon_0 (n^{-\frac{1}{6}}) \) for \( \hat{g}_n \) implies that \( |\gamma_n - \gamma_0| = \varepsilon_0 (n^{-1}) \), whereas in Example 6.7 we have that \( \| \hat{g}_n - g_0 \|_n = \varepsilon_0 (n^{-\frac{1}{6}}) \) leads to \( |\gamma_n - \gamma_0| = \varepsilon_0 (n^{-\frac{1}{6}}) \). If in Example 6.7 the continuity of \( g_0 \) were known and a continuity restriction were super imposed on the estimated model, then the rate for \( \gamma_n \) would of course have been \( \varepsilon_0 (n^{-\frac{1}{6}}). \) It is important to note that in Chapter 5 we could not handle the model of Examples 6.6 and 6.7 without restricting \( g_0 \) to satisfy
the discontinuity assumption (5.22). Example 6.7 now treats a situation where (5.22) (or rather its counterpart for the non-i.i.d. case) is violated.

Given the rate of convergence, the asymptotic distributions in Examples 6.6 and 6.7 are relatively easy to find. We remark that in e.g. LeCam (1970), the rate $C_p(n^{-b})$ for the Euclidean parameters indexing a parametric model is taken as a starting point. Then asymptotic normality can be proved without assuming the existence of first and second derivatives almost everywhere: essentially only differentiability in quadratic mean is required. The continuous model of Section 5.2 can be viewed in light of this, since the estimator of $\theta$ indexing $g_{\theta, e}$ converges with $C_p(n^{-\beta})$-rate and can be shown that $g_{\theta, e}$ is differentiable in quadratic mean $\| \cdot \|$ at $\theta_0$. Also for other non-linear regression models, it may be convenient to prove the $C_p(n^{-\beta})$-rate for the Euclidean parameters first, using the results of Section 6.2 (more specifically, Lemma 6.2.3), and then establishing asymptotic normality given this rate.

If the rate for $\hat{g}_n$ is $C_p(n^{-\nu})$ but the rate for some of the Equilibrium parameters indexing $g$ differs from $C_p(n^{-\nu})$, then ad hoc methods are necessary in order to obtain asymptotic distributions. Yet, Examples 6.6 and 6.7 suggest that they can again be found more easily, once the rates have already been established. Observe that the limiting distributions of the $\hat{\theta}_{n+1}^{(i)}$ that we have encountered so far were always of the same kind, i.e. $\hat{\theta}_{n+1}^{(i)}$ and $\hat{\theta}_{n+1}^{(i+1)}$ asymptotically independent and $\sqrt{n}(\hat{\theta}_{n+1}^{(i)} - \theta^{(i)})$ converges to a normal law with covariance matrix $\|\epsilon\|^2 \Sigma^{-1}(A^{(i)})$, $i = 1, 2$.

In Example 6.8, the model is once again as in Examples 6.6 and 6.7, but $g_0$ is now assumed to be a one-phase function. The example shows that the rate for $\hat{g}_n$ can depend on $g_0$. It illustrates the merit of concentrating on $\hat{g}_n$ instead of $\hat{\theta}_n$ and $A_n$: the latter are not identifiable at $g_0$. We already elaborated on this in Section 3.4. However, even though we did not assume identifiability of all $\theta^{(i)}$, we did need condition (3.41), which can be seen as an identifiability condition on $A$. Example 6.8 now suggests that if (3.41) is not imposed, then techniques that $g_0$ beyond uniform laws of large numbers are needed to prove consistency of $\hat{g}_n$. To find the limiting distribution of $\hat{g}_n$ in this example, we used the fact that the expression for $\|\hat{g}_n - g_0\|_n$ coincides with the maximum of the absolute value of weighted partial sums. The question arises whether in general the knowledge of the rate of convergence is possibly slower than $C_p(n^{-\beta})$ for $\hat{g}_n$ can substantially facilitate the investigation of its asymptotic distributional behaviour.
Chapter 7
Tests for a Change-Point

7.1. INTRODUCTION
Example (1.1) deals with the change-point model

\[ y_k = \begin{cases} 
\lambda^{(1)} + \varepsilon_k, & k = 1, \ldots, \tau \\
\lambda^{(0)} + \varepsilon_k, & k = \tau + 1, \ldots, n 
\end{cases}, \quad \lambda^{(i)} \in \mathbb{R}, \quad i = 1, 2. \]

In Section 6.4, Examples 6.6 and 6.8, entropy considerations led to the conclusion that if there is no a priori knowledge about \( \lambda^{(i)}, i = 1, 2 \) or \( \tau \) then

\[ \| \hat{\lambda}_n - \lambda_0 \|_\infty = \mathcal{O}_p(n^{-\frac{1}{6}}), \quad \text{if} \quad \lambda_0^{(1)} \neq \lambda_0^{(2)} \]

whereas

\[ \| \hat{\lambda}_n - \lambda_0 \|_\infty = \mathcal{O}_p(n^{-\frac{1}{6}} \log \log n)^{\frac{1}{6}}, \quad \text{if} \quad \lambda_0^{(1)} = \lambda_0^{(2)}, \]

provided that the proper moment conditions on \( \varepsilon_k \) hold.

In this Chapter, we shall study the model where \( y_1, \ldots, y_n \) are independent random variables, \( y_1, \ldots, y_\tau \) having distribution \( F_{\lambda^{(0)}} \) and \( y_{\tau + 1}, \ldots, y_n \) having distribution \( F_{\lambda^{(1)}} \). \( \{F_{\lambda}; \lambda \in \Lambda\} \) is a set of probability measures, with probability densities \( f_{\lambda} \) with respect to some \( \sigma \)-finite measure \( \mu \). We are interested in the testing problem \( H_0: \lambda^{(1)} = \lambda^{(2)} \) against \( H_1: \lambda^{(1)} \neq \lambda^{(2)} \).

The (log)likelihood ratio test statistic is

\[ T_n = \max_{1 \leq \tau \leq n-1} \overline{T}_n(\frac{\tau}{n}), \]

where

\[ \overline{T}_n(\frac{\tau}{n}) = \inf_{\lambda \in \Lambda} \left[ \sup_{\lambda^{(1)} \in \Lambda} 2\log \left( \frac{\prod_{k=1}^{\tau} f_{\lambda^{(1)}}(y_k)}{\prod_{k=1}^{\tau} f_{\lambda}(y_k)} \right) + \sup_{\lambda^{(2)} \in \Lambda} 2\log \left( \frac{\prod_{k=\tau+1}^{n} f_{\lambda^{(0)}}(y_k)}{\prod_{k=\tau+1}^{n} f_{\lambda}(y_k)} \right) \right]. \]
The rate \( \Theta(n^{-\frac{1}{2}} \log \log n)^{\frac{1}{2}} \) that we encountered in Example 6.8 suggests that under \( H_0 \), \( T_n = \Theta(\log \log n) \). In fact, if \( F_\lambda \) is the normal distribution with variance 1, then this is a straightforward consequence of Example 6.8. In other words, \( T_n \) behaves in a non-standard way.

We shall consider two approaches for investigating the asymptotic efficiency of \( T_n \): efficiency in the sense of Bahadur and efficiency at local alternatives. We show in Section 7.2 that if \( \{ F_\lambda : \lambda \in \Lambda \} \) is e.g. a one-parameter exponential family, then \( T_n \) is optimal in the sense of Bahadur. Section 7.3 compares the Bahadur slope of \( T_n \) with the slopes of some alternative tests. We shall however also give evidence that \( T_n \)'s optimality in Bahadur's sense is for practical purposes not very relevant. In Section 7.4 we show that if \( F_\lambda \) is the normal distribution or the exponential distribution, then at local alternatives \( T_n \) has asymptotic power equal to its asymptotic significance level. Local alternatives will be those alternatives with \( |\lambda^{(1)} - \lambda^{(2)}| = o(n^{-1}) \).

Section 7.5 deals with the testing problem for a regression model with change-point. There is an obvious analogue of \( T_n \) in a regression model with possibly unknown error distribution. However, the theory developed in Sections 7.3 and 7.4 indicates that this analogue has too many unfavourable properties. Therefore, we shall propose several alternative test statistics, also bearing in mind that a more user-friendly test is desirable.

### 7.2. Bahadur Efficiency of Likelihood Ratio Tests

For a description of the concepts of Bahadur slope and efficiency, we refer to Bahadur (1967, 1971) and Groeneboom and Oosterhoff (1977). Bahadur looks at probabilities of large deviations, i.e. probabilities which are exponentially small as \( n \to \infty \). We shall first review some general results.

Let \( \{ P_\theta \in \Theta_0 \cup \Theta_1 \} \) be a set of probability measures dominated by a finite measure \( \mu \). Let \( P_\theta = dP_\theta / d\mu \) and let \( \{ T_n \} \) be a sequence of test statistics, based on \( n \) i.i.d. observations from \( P_\theta \), for testing \( H_0 : \theta \in \Theta_0 \) against \( H_1 : \theta \in \Theta_1 \). Define for all \( t > 0 \)

\[
G_n(t) = P_{H_0}(T_n \geq t) = \sup_{\theta \in \Theta_0} P_\theta(T_n \geq t).
\]

The sequence \( \{ T_n \} \) has (exact) Bahadur slope \( c(\theta) \) at \( \theta \in \Theta_1 \) if

\[
\frac{1}{n} \log G_n(T_n) \to -\frac{1}{2}c(\theta).
\]

The word 'exact' refers to the fact that one uses the exact null-distribution of \( T_n \), as opposed to its asymptotic null-distribution.

For the evaluation of the Bahadur slope, the following theorem is useful.

**Theorem 7.2.1.** Suppose that

\[
\frac{1}{n} T_n \to c(\theta), \quad \theta \in \Theta_1
\]

and that for all \( a > 0 \) in a neighbourhood of \( c(\theta) \)
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\[ \frac{1}{n} \log \mathbb{P}_{\theta} (T_n \geq na) = -l(a), \]

where \( l(a) \) is a nonnegative function, continuous at \( c(\theta) \), then the Bahadur slope of \( \{T_n\} \) is equal to \( 2l(c(\theta)) \).

**Proof.** See Bahadur (1967, 1971). \( \square \)

An upper bound for the Bahadur slope is twice the Kullback-Leibler information \( J(\theta) \), defined as

\[ J(\theta) = \inf_{\theta \in \Theta} K(\theta, \hat{\theta}), \]

with

\[
K(\theta, \hat{\theta}) = \begin{cases} 
\int p_\theta \log(p_\theta / p_{\hat{\theta}}) \, d\mu & \text{if } P_\theta \ll P_{\hat{\theta}} \\
\infty & \text{otherwise}
\end{cases}
\]

**Theorem 7.2.2.** For each \( \theta \)

\[ P_\theta \left( \frac{1}{n} \log G_n(T_n) \leq -J(\theta) - \eta \right) \to 0 \text{ for all } \eta > 0. \]

**Proof.** See Bahadur (1971). \( \square \)

The following lemma is a minor modification of Corollary 5 in Bahadur and Raghavachari (1972).

**Lemma 7.2.3.** Suppose that

\[ \lim_{n \to \infty} P_\theta \left( \frac{1}{n} T_n \leq 2J(\theta) - \eta \right) = 0 \text{ for all } \eta > 0, \]

\[ \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}_{\theta} (T_n \geq na) \leq -\frac{1}{2} a \text{ for all } a > 0, \]

then \( \{T_n\} \) is optimal in the sense of Bahadur, i.e. its Bahadur slope is equal to \( 2J(\theta) \).

**Proof.** Let \( \eta > 0 \) be arbitrary. Then

\[
\limsup_{n \to \infty} P_\theta \left( \frac{1}{n} \log G_n(T_n) \geq -J(\theta) + \eta \right)
\leq \limsup_{n \to \infty} P_\theta \left( \frac{1}{n} \log G_n(T_n) \geq -J(\theta) + \frac{1}{n} T_n \geq 2J(\theta) - \eta \right) \\
+ \limsup_{n \to \infty} P_\theta \left( \frac{1}{n} T_n \leq 2J(\theta) - \eta \right)
= \limsup_{n \to \infty} P_\theta \left( \frac{1}{n} \log G_n(T_n) \geq -J(\theta) + \frac{1}{n} T_n \geq 2J(\theta) - \eta \right).
If \( n^{-1}T_n > 2J(\theta) - \eta \), then
\[
\frac{1}{n} \log G_n(T_n) \leq \frac{1}{n} \log G_n(n(2J(\theta) - \eta)),
\]
and application of (7.2) with \( a = 2J(\theta) - \eta \) gives that for all \( n \) sufficiently large
\[
\frac{1}{n} \log G_n(n(2J(\theta) - \eta)) \leq -J(\theta) + \frac{3}{4}\eta.
\]
Thus
\[
\limsup_{n \to \infty} \frac{1}{n} \log G_n(T_n) \geq -J(\theta) - \eta
\]
\[
\leq \limsup_{n \to \infty} \frac{1}{n} \log G_n(T_n) \geq -J(\theta) + \eta,
\]
\[
\frac{1}{n} \log G_n(T_n) \leq -J(\theta) + \frac{3}{4}\eta
\]
\[
= 0.
\]
Since according to Theorem 7.2.2 we have
\[
\lim_{n \to \infty} \frac{1}{n} \log G_n(T_n) \leq -J(\theta) - \eta = 0,
\]
this completes the proof. \( \square \)

Lemma 7.2.3 is the basic tool for proving optimality in Bahadur’s sense of the statistic

\[
T_n = \max_{1 \leq r \leq n} \tilde{T}_n(T_n) = \frac{T_n}{n}.
\]

We shall first describe the change-point model in an i.i.d. setting to enable us to use the previous results. Let \( \theta = (\lambda(1), \lambda(2), \gamma) \), and let \( (x_k, \tilde{y}_k), i = 1, \cdots, n \), be independent observations from the probability distribution

\[
P_{\theta}(x_i \leq x, \tilde{y}_1 \leq y) = \begin{cases} 
xF_\lambda^\gamma(y) & \text{if } x \leq \gamma \\
 (x - \gamma)F_\lambda^\gamma(y) & \text{if } x > \gamma
\end{cases}
\]

In the sequel, we shall assume that \( y_{r_k} = \tilde{y}_k \), where \( r_k \) is the rank of \( x_k \) in the ordered sequence \( x_{(1)} \leq \cdots \leq x_{(n)} \). Then given \( (x_1, \cdots, x_n) = (x_1, \cdots, x_n) \) we have that \( y_1, \cdots, y_n \) are i.i.d. with distribution function \( F_{\lambda_1} \) and \( y_{r_k+1}, \cdots, y_n \) are i.i.d. with distribution function \( F_{\lambda_2} \), where \( \tau_n = \tau_n(\gamma) = \{ \text{number of } x_k \leq \gamma, 1 \leq k \leq n \} \). We shall regard \( T_n \) as the unconditional likelihood.

The parameter space is

\[
\Theta = \{ \theta = (\lambda(1), \lambda(2), \gamma): \lambda(0) \in \Lambda, i = 1, 2, \gamma \in (0, 1) \}.
\]

For \( J(\theta), \theta = (\lambda(1), \lambda(2), \gamma) \), we find the following expression:

\[
J(\theta) = \inf_{\lambda \in \Lambda} \left\{ \gamma \int f_{\lambda_1} \log(f_{\lambda_1} / f_\lambda) d\mu + (1 - \gamma) \int f_{\lambda_2} \log(f_{\lambda_2} / f_\lambda) d\mu \right\}.
\]
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Lemmas 7.2.4 and 7.2.5 below present sufficient conditions such that the assumptions (7.1) and (7.2) of Lemma 7.2.3 hold for \( \{T_n\} \).

**Lemma 7.2.4.** Suppose that for \( \theta = (\lambda^{(1)}, \lambda^{(2)}, \gamma) \),

\[
\lim_{n \to \infty} P_{\theta} \left( \frac{1}{n} \mathbb{T}_n \left( \frac{\tau_n(\gamma)}{n} \right) \leq 2J(\theta) - \eta \right) = 0 \text{ for all } \eta > 0. \quad (7.3)
\]

Then also

\[
\lim_{n \to \infty} P_{\theta} (T_n \leq 2J(\theta) - \eta) = 0 \text{ for all } \eta > 0.
\]

**Proof.** This follows immediately from the fact that

\[
T_n = \max_{1 \leq k \leq n-1} \frac{\mathbb{T}_n \left( \frac{k}{n} \right) \geq \mathbb{T}_n \left( \frac{\tau_n(\gamma)}{n} \right)}{\mathbb{T}_n \left( \frac{k}{n} \right)}. \quad \Box
\]

If we define

\[
I_n^{(1)}(\lambda, \tau) = \sup_{\lambda' \in \Lambda} 2 \log \left( \frac{\prod_{k=\tau}^{r} f_{\lambda}(y_k)}{\prod_{k=1}^{r} f_{\lambda}(y_k)} \right)
\]

and

\[
I_n^{(2)}(\lambda, \tau) = \sup_{\lambda' \in \Lambda} 2 \log \left( \frac{\prod_{k=\tau+1}^{n} f_{\lambda}(y_k)}{\prod_{k=\tau+1}^{n} f_{\lambda}(y_k)} \right)
\]

then

\[
T_n = \max_{1 \leq k \leq n-1} \inf_{\lambda \in \Lambda} \left[ I_n^{(1)}(\lambda, k) + I_n^{(2)}(\lambda, k) \right].
\]

**Lemma 7.2.5.** Suppose that for every sequence \( \{k_n\} \), \( 1 \leq k_n \leq n-1, n = 1, 2, \ldots \)

\[
\lim_{n \to \infty} \frac{1}{n} \log \left( \sup_{\lambda \in \Lambda} P_{\lambda}(I_n^{(3)}(\lambda, k_n) \geq na) \right) \leq -\frac{1}{2} a, \quad a > 0, \quad i = 1, 2. \quad (7.4)
\]

Then also

\[
\lim_{n \to \infty} \frac{1}{n} \log P_{H_0}(T_n \geq na) \leq -\frac{1}{2} a.
\]

**Proof.** For each \( \lambda_0 \in \Lambda \)

\[
\mathbb{T}_n \left( \frac{k_n}{n} \right) = \inf_{\lambda \in \Lambda} \left[ I_n^{(1)}(\lambda, k_n) + I_n^{(2)}(\lambda, k_n) \right]
\]
\[ \leq I_n^{(1)}(\lambda_0, k_n) + I_n^{(2)}(\lambda_0, k_n). \]

Hence

\[ P_H(n \frac{k_n}{n} \geq na) \leq \sup_{\lambda_0 \in \Lambda} P_{\lambda_0}(I_n^{(1)}(\lambda_0, k_n) + I_n^{(2)}(\lambda_0, k_n) \geq na). \tag{7.5} \]

Let \( \eta > 0 \) be arbitrary. Then for all \( \lambda_0 \in \Lambda \)

\[ P_{\lambda_0}(I_n^{(1)}(\lambda_0, k_n) + I_n^{(2)}(\lambda_0, k_n) \geq na) \]

\[ \leq \left[ \sum_{i=0}^{[\frac{a}{n}]} P_{\lambda_0}(I_n^{(1)}(\lambda_0, k_n) \geq ni\eta, n(i+1)\eta) + I_n^{(2)}(\lambda_0, k_n) \geq na - n(i+1)\eta) \right. \]

\[ + P_{\lambda_0}(I_n^{(2)}(\lambda_0, k_n) \geq na). \]

From (7.4) we know that for arbitrary \( \delta > 0 \) and for \( n \) sufficiently large

\[ \sup_{\lambda_0 \in \Lambda} P_{\lambda_0}(I_n^{(1)}(\lambda_0, k_n) \geq ni\eta) \leq \exp(-n\left(\frac{in}{2} - \delta\right)) \]

and

\[ \sup_{\lambda_0 \in \Lambda} P_{\lambda_0}(I_n^{(2)}(\lambda_0, k_n) \geq na - n(i+1)\eta) \leq \exp(-n\left(\frac{a}{2} - \frac{(i+1)\eta}{2} - \delta\right)), \]

which implies

\[ \sup_{\lambda_0 \in \Lambda} P_{\lambda_0}(I_n^{(1)}(\lambda_0, k_n) + I_n^{(2)}(\lambda_0, k_n) \geq na) \]

\[ \leq \left[ \sum_{i=0}^{[\frac{a}{n}]} \exp(-n(\frac{a}{2} - \frac{\eta}{2} - 2\delta)) + \exp(-n(\frac{a}{2} - \delta)) \right. \]

\[ \leq \left[ (\frac{a}{\eta} + 1)\exp\eta / 2 + 1 \right] \exp(-n(\frac{a}{2} - 2\delta)). \]

Since \( \eta \) and \( \delta \) are arbitrary, this implies

\[ \limsup_{n \to \infty} P_{\lambda_0}(I_n^{(1)}(\lambda_0, k_n) + I_n^{(2)}(\lambda_0, k_n) \geq na) \leq -\frac{1}{2}a. \]

From (7.5) it follows that also

\[ \limsup_{n \to \infty} \log P_H(n \frac{k_n}{n} \geq na) \leq -\frac{1}{2}a. \]

And since this is true for all sequences \( \{k_n\} \), also

\[ \limsup_{n \to \infty} \frac{1}{n} P_H(T_n \geq na) \]
\[
\leq \limsup_{n \to \infty} \frac{1}{n} \log \left\{ \max_{1 \leq k \leq n} P_{\mu}(\frac{k}{n} \geq na) \right\} \\
\leq \limsup_{n \to \infty} \frac{1}{n} \log n - \frac{1}{2} \alpha = -\frac{1}{2} \alpha.
\]

Now, KALLENBERG (1978) shows that (7.3) holds for \( \{F_\lambda : \lambda \in \Lambda\} \) an exponential family in standard representation and \( \lambda^{(i)}, \ i = 1, 2 \), in the interior of parameter space. Moreover, he proves that (7.4) also holds if \( \{F_\lambda : \lambda \in \Lambda\} \) is a one-parameter exponential family. Thus, we arrive at the following theorem.

**THEOREM 7.2.6.** For \( \{F_\lambda : \lambda \in \Lambda\} \) a one-parameter exponential family in standard representation, \( \{T_n\} \) is optimal in the sense of Bahadur at all alternatives \( \theta = (\lambda^{(1)}, \lambda^{(2)}, \gamma), \lambda^{(i)}, \ i = 1, 2 \), in the interior of \( \Lambda \), \( \gamma \in (0, 1) \).

Note that for \( k \)-parameter exponential families \( (k > 1) \), Bahadur-optimality of \( \{T_n\} \) follows if (7.4) holds.

Related results have been obtained by DESHAYES and PICARD (1982). They consider the normal distribution and derive large deviations results both at \( H_0 \) and \( H_1 \).

### 7.3. BAHADUR EFFICIENCY IN THE NORMAL AND EXPONENTIAL CASE

Examples of one-parameter exponential families are the normal distribution with known variance and the exponential distribution. We shall treat these in some more detail. In Subsection 7.3.1 we compute the slopes for \( T_n \) and some alternative tests that are easier to use in practice. Furthermore, the fact that these alternative tests are \( \mathcal{O}(1) \) under \( H_0 \) might also be considered as a theoretical advantage. To explain why, we actually need the results of Section 7.4, which imply that the alternative tests always behave better than \( T_n \) at local alternatives.

Subsection 7.3.2 presents a test statistic which is asymptotically equivalent to \( T_n \) under \( H_0 \), but which has Bahadur slope zero.

#### 7.3.1. The normal case

For \( F_{\lambda} = \Phi(\cdot; -\lambda), \lambda \in \mathbb{R}, \Phi \) the standard normal distribution, we have

\[
T_n = \max_{1 \leq k \leq n-1} \bar{T}_n(\frac{k}{n}),
\]

with \( \bar{T}_n(k/n) = \frac{1}{\sqrt{n}} T_n(\frac{k}{n}), \)

\[
\bar{T}_n(\frac{k}{n}) = \sqrt{\frac{k(n-k)}{n}} \left[ \frac{1}{k} \sum_{i=1}^{k} y_i - \frac{1}{n-k} \sum_{i=k+1}^{n} y_i \right].
\] (7.6)

The exact null-distribution of \( T_n \) is quite cumbersome and it turns out that the limiting null-distribution of the appropriately normalized \( T_n \) is not a good approximation for finite sample sizes.
We propose statistics of the form
\[ T_{n, \psi} = \max_{1 \leq k \leq n-1} \psi(\frac{k}{n}) \big| \frac{\sum_{k=1}^{n-1} \psi(\frac{k}{n})}{n-1} \big|, \]
where \( \psi(.) \) is a function that diminishes the weights in the tails. For practical purposes it is convenient to take \( \psi(\varepsilon) = s(1-s) \), because then the approximate significance level can be found in standard tables: under \( H_0 \)
\[ T_{n, \psi} \rightarrow \sup_{0 < s < 1} B^2(s), \quad \text{for } \psi(\varepsilon) = s(1-s), \]
where \( B(.) \) is a standard Brownian bridge.

Other relatively easy to use tests statistics are
\[ |t_{k, \psi}^S| = |\sum_{k=1}^{n-1} \psi(\frac{k}{n})| \]
and more generally
\[ |t_{k, \psi}^S| = |\sum_{k=1}^{n-1} \psi^2(\frac{k}{n})|, \]
The superscript 'S' refers to sum-statistic, as in PRAAGMAN (1986). Under \( H_0 \)
\[ |t_{k, \psi}^S| \rightarrow |\mathcal{A}(0, \frac{1}{4} \pi^2 - 2)| \]
and
\[ |t_{k, \psi}^S| \rightarrow |\mathcal{A}(0, \frac{1}{12})|, \quad \text{for } \psi(\varepsilon) = s(1-s). \]

Let \( c(T, \theta) \) and \( c(|t_{k, \psi}^S|, \theta) \) denote the Bahadur slope at \( \theta = (\lambda^{(1)} , \lambda^{(2)} , \gamma) \) of \( (T_{n, \psi}) \) and \( \{|t_{k, \psi}^S| \} \) respectively.

**LEMMA 7.3.1.** If \( F_\lambda = \Phi(-\lambda) \),
\[ c(T, \theta) = \gamma(1-\gamma)(\lambda^{(1)} - \lambda^{(2)})^2, \]
\[ c(|t_{k, \psi}^S|, \theta) = \frac{\frac{1}{2} \gamma \sqrt{\gamma(1-\gamma)} - (1-\gamma) \arcsin(\sqrt{1-\gamma} - \gamma \arcsin(\sqrt{\gamma}))^2}{1/4 \pi^2 - 2} (\lambda^{(1)} - \lambda^{(2)})^2 \]
and for \( \psi(\varepsilon) = s(1-s) \)
\[ c(T_{n, \psi}, \theta) = 4\gamma^2(1-\gamma)^2(\lambda^{(1)} - \lambda^{(2)})^2, \]
\[ c(|t_{k, \psi}^S|, \theta) = 3\gamma^2(1-\gamma)^2(\lambda^{(1)} - \lambda^{(2)})^2 \]

**PROOF.** The Kullback-Leibler information number is
\[ J(\theta) = \frac{1}{2} \gamma(1-\gamma)(\lambda^{(1)} - \lambda^{(2)})^2. \]
Hence \( c(T, \theta) = \gamma(1 - \gamma)(\lambda^{(1)} - \lambda^{(2)})^2 \).

We apply Theorem 7.2.1 to calculate the slopes of the other statistics. It is easy to see that for a sequence of normally distributed random variables \( N_n \), with expectation zero and variance \( \sigma^2 \),

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(|N_n| > n^{1/2}a) = -\frac{1}{2} \frac{a^2}{\sigma^2}.
\]

Straightforward calculation now gives

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}_{H_0} (|T_n| > n^{1/2}a) = -\frac{1}{2} \frac{a^2}{\frac{1}{4} \sigma^2 - 2},
\]

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}_{H_0} (T_n > n^{1/2}a) = -\frac{1}{2} \inf_{0 < \gamma < 1} \frac{a^2}{\psi(s)} = -2a^2,
\]

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}_{H_0} (|t_{n, \psi}^2| > n^{1/2}a) = -\frac{1}{2} \frac{a^2}{12} = -6a^2.
\]

Moreover

\[
n^{-1/4} n_{H_0}(\frac{1}{n}) \xrightarrow{P_s} P_s \left\{ \frac{(s - (1-s)\gamma(1-\gamma)\lambda^{(1)} - \lambda^{(2)})}{((1-s)/s)^{1/2} \gamma \lambda^{(1)} - \lambda^{(2)}} \right\}
\]

uniformly in \( s \in (0, 1) \). Thus

\[
n^{-1/4} |t_n^2| \xrightarrow{P_s} \left( 1 - \gamma \right) \frac{\gamma}{0} \sqrt{\frac{s}{1-s}} ds + \frac{\gamma}{0} \sqrt{\frac{1-s}{s}} ds \right] |\lambda^{(1)} - \lambda^{(2)}|.
\]

\[
= \left( \frac{1}{2} \pi - \sqrt{\gamma(1-\gamma) - (1-\gamma) \arcsin \sqrt{1-\gamma} - \gamma \arcsin \sqrt{\gamma}} \right) |\lambda^{(1)} - \lambda^{(2)}|,
\]

\[
n^{-1} T_{n, \psi} \xrightarrow{P_s} \psi(\gamma)(1-\gamma)(\lambda^{(1)} - \lambda^{(2)})^2 = \gamma^2 (1-\gamma)^2 (\lambda^{(1)} - \lambda^{(2)})^2
\]

and

\[
n^{-1/4} |t_{n, \psi}^2| \xrightarrow{P_s} \left( 1 - \gamma \right) \frac{\gamma}{0} sds + \frac{\gamma}{0} (1-s) ds \right] |\lambda^{(1)} - \lambda^{(2)}|.
\]

\[
= \frac{1}{2} \gamma (1-\gamma) |\lambda^{(1)} - \lambda^{(2)}|. \quad \square
\]

As is to be expected, the loss of Bahadur efficiency for the alternative tests is always the most substantial for values of \( \gamma \) near 0 or 1.
7.3.2. The exponential case

Suppose \( F_\lambda(y) = 1 - \exp(-\lambda y) \), \( \lambda > 0 \), \( y \geq 0 \). Then

\[
T_n = \max_{1 \leq k \leq n} \overline{T}_n\left(\frac{k}{n}\right),
\]

with

\[
\overline{T}_n\left(\frac{k}{n}\right) = -2k \log\left(\frac{\beta_n(Y_n,k)}{k/n}\right) - 2(n-k) \log\left(\frac{1 - \beta_n(Y_n,k)}{1-k/n}\right), \tag{7.7}
\]

\[
\beta_n(Y_n,k) = \frac{n - \sum_{i=1}^{k} y_i}{n}, \quad k = 1, \ldots, n.
\]

At \( \theta = (\lambda^{(1)}, \lambda^{(2)}, \gamma) \) we have

\[
J(\theta) = \log\left(\frac{\gamma}{\lambda^{(1)}} + \frac{1 - \gamma}{\lambda^{(2)}}\right) - \gamma \log\left(\frac{1}{\lambda^{(1)}}\right) - (1 - \gamma) \log\left(\frac{1}{\lambda^{(2)}}\right)
\]

and the Bahadur slope of \( \{T_n\} \) is \( 2J(\theta) \).

The second order Taylor expansion of the right-hand side of (7.7) at \( \beta_n(Y_n,k) = k/n \) is equal to

\[
\overline{T}_n^*\left(\frac{k}{n}\right) = \frac{n(\beta_n(Y_n,k) - k/n)^2}{(k/n)(1-k/n)}.
\]

Define

\[
T_n^* = \max_{1 \leq k \leq n-1} \overline{T}_n^*\left(\frac{k}{n}\right).
\]

It is shown in Haccou et al (1985) that after the appropriate normalization, \( T_n \) and \( T_n^* \) have the same limiting null-distribution. Moreover,

\[
T_n^* = \frac{T_n^\Phi}{\left(\frac{1}{n} \sum_{i=1}^{n} y_i\right)^2},
\]

where

\[
T_n^\Phi = \max_{1 \leq k \leq n} \frac{k(n-k)}{n} \left[ \frac{1}{k} \sum_{i=1}^{k} y_i - \frac{1}{n} \sum_{i=k+1}^{n} y_i \right]^2
\]

is the likelihood ratio test for the case of normally distributed random variables (see equation (7.6)).

**Lemma 7.3.2.** If \( F_\lambda(y) = 1 - \exp(-\lambda y) \) then \( T_n^* \) has Bahadur slope zero.

**Proof.** It is easy to prove that \( T_n^* \) converges in \( P_\theta \)-probability for each \( \theta \).
Thus, it remains to show that for all \( a > 0 \)
\[
\lim_{n \to \infty} \frac{1}{n} \log P_{H_0}(T_n^* \geq na) = 0
\]

Now, under \( H_0 \), \( \beta_n(Y_n,k) \) has the same distribution as the \( k \)-th order statistic \( U_n(k) \) from a sample of size \( n-1 \) from the uniform distribution. Hence, if we take \( n \) sufficiently large
\[
P_{H_0}(T_n^* \geq na) \geq P_{H_0}(U_n(\frac{1}{n}) \geq na)
\]

\[
\geq P\left( \frac{U_n(1) - \frac{1}{n}}{((1/n)(1-1/n))^{\frac{1}{2}}} \geq a^{\frac{1}{2}} \right)
\]

\[
\geq P(U_n(1) \geq (\frac{a}{n})^{\frac{1}{2}} + \frac{1}{n}) \geq P(U_n(1) \geq 2(\frac{a}{n})^{\frac{1}{2}})
\]

\[
= \left[ 1 - 2(\frac{a}{n})^{\frac{1}{2}} \right]^{n-1}.
\]

Thus,
\[
\frac{1}{n} \log P_{H_0}(T_n^* \geq na) \geq \frac{n-1}{n} \log \left[ 1 - 2(\frac{a}{n})^{\frac{1}{2}} \right] \rightarrow 0. \quad \Box
\]

In the same way it can be shown that \( T^*_n \) also has Bahadur slope zero. In Section 7.5, we shall introduce the residuals-test, based on the least squares estimators of the parameters in a two-phase regression model. The residuals-test has the same appearance as the likelihood ratio test for normally distributed random variables. The result of this subsection therefore indicates that from the point of view of Bahadur efficiency it is not sensible to use the residuals test. Furthermore, the following section implies that also its Pitman efficiency is zero.

7.4. Efficiency of the Likelihood Ratio Test at Local Alternatives

We study the behaviour of \( T_n \) at alternatives \( \theta_n = (\lambda_n^{(1)}, \lambda_n^{(2)}, \tau_n / n) \) for which the following holds: for some \( \{ \lambda_n \} \),
\[
|\lambda_n^{(1)} - \lambda_n| = \delta(n^{-\gamma_n}), \tag{7.8}
\]

\[
|\lambda_n^{(2)} - \lambda_n| = \delta((n-\tau_n)^{-\gamma_n}).
\]

Again, we shall only consider the normal case with known variance and the exponential case. Then, condition (7.8) defines exactly the alternatives which are contiguous to the null-hypothesis and it is equivalent to the condition that the Hellinger distance between \( (F_{\lambda^{(1)}})^{\eta}(F_{\lambda^{(2)}})^{\eta - \tau_n} \) and \( (F_{\lambda_n})^{\eta} \) remains bounded (see e.g. OOSTERHOFF and VAN ZWET (1979)). We shall only study the situation where \( \eta < (\tau_n / n) < 1 - \eta \) for some \( \eta > 0 \) and for all \( n \) sufficiently large.
Then we can assume without loss of generality that \( \tau_n / n \to \gamma \in (0, 1) \) and (7.8) reduces to

\[
|\lambda_n^{(1)} - \lambda_n^{(2)}| = o(n^{-1/2}).
\]

### 7.4.1. The normal case

Let \( F_\lambda = \Phi(-\lambda) \). The limiting null-distribution of \( T_n \) is given in Lemma 7.4.1.1 below. Since \( T_n = \Theta_p(\log \log n) \) under \( H_0 \) we need to renormalize it. Define for \( 0 < \eta_n < 1 - \delta_n < 1 \),

\[
\rho(\eta_n, \delta_n) = \frac{1}{2} \log \left( \frac{(1 - \eta_n)(1 - \delta_n)}{\eta_n \delta_n} \right).
\]

Furthermore, write

\[
b(x) = 2 \log x + \frac{1}{2} \log \log x - \frac{1}{2} \log \pi,
\]

\[
a(x) = 2(\log x)^4, 
\]

\[
b_n = b(\log n),
\]

\[
a_n = a(\log n).
\]

Let \( \overline{t}_n(k / n), \ k = 1, \ldots, n - 1 \) be defined as in (7.6).

**Lemma 7.4.1.1.**

\[
\lim_{n \to \infty} \mathbb{P}_{H_0} \left( \max_{0 < k / n < m / n} \left| \overline{t}_n \left( \frac{k}{n} \right) \right| \leq \frac{s + b(\rho(\eta_n, \delta_n))}{a(\rho(\eta_n, \delta_n))} \right) = \exp(-2e^{-s}),
\]

\( -\infty < s < \infty \).

**Proof.** A minor extension of Corollary 1.9.1, page 57 in Csörgő and Révész (1981) says that for \( B(x) \) a standard Brownian bridge

\[
\lim_{n \to \infty} \mathbb{P} \left( \sup_{0 < x \leq \delta_n} \frac{|B(x)|}{\sqrt{x(1-x)}} \leq \frac{s + b(\rho(\eta_n, \delta_n))}{a(\rho(\eta_n, \delta_n))} \right) = \exp(-2e^{-s}),
\]

\( -\infty < s < \infty \).

Now, \( \overline{t}_n(k / n), \ k = 1, \ldots, n - 1 \), is under \( H_0 \) in distribution equal to

\[
\frac{B \left( \frac{k}{n} \right)}{\sqrt{\frac{k}{n}(1 - \frac{k}{n})}}, \ k = 1, \ldots, n - 1.
\]

The increments of \( B \) satisfy

\[
\lim_{n \to \infty} \sup_{0 < u \leq 1/n} \sup_{0 < x \leq 1/n} \frac{|B(u + x) - B(u)|}{\sqrt{2 \log n / n}} = 1
\]

almost surely (Csörgő and Révész (1981), Theorem 1.4.1, page 42). For
simplicity, we only consider the interval \((0, \frac{1}{2})\). Take \(\tilde{\eta}_n = a(\rho(\eta_n, \delta_n))(\log n)^2 / n\), then

\[
a(\rho(\eta_n, \delta_n)) \left[ \max_{\tilde{\eta}_n \leq k / n \leq \frac{1}{2}} \sup_{k / n < x < (k + 1) / n} \frac{B(x)}{\sqrt{x(1 - x)}} - \frac{B(k / n)}{\sqrt{(k / n)(1 - k / n)}} \right] \rightarrow 0,
\]

almost surely, in view of (7.10). On the remaining subinterval \((\eta_n, \tilde{\eta}_n)\) we have

\[
\mathbb{P} \left[ \max_{\eta_n < k / n < \tilde{\eta}_n} \frac{|B(k / n)|}{\sqrt{(k / n)(1 - k / n)}} \geq \frac{s + b(\rho(\eta_n, \delta_n))}{a(\rho(\eta_n, \delta_n))} \right] \rightarrow 0,
\]

since \(\rho(\eta_n, 1 - \tilde{\eta}_n) = o(a(\rho(\eta_n, \delta_n)))\). \(\square\)

It follows that

\[
\mathbb{P}_{H_0} \left( T_n \leq \left( \frac{s + b_n}{a_n} \right)^2 \right) \rightarrow \exp(-2e^{-s}), \quad -\infty < s < \infty.
\]

We can also use Lemma 7.4.1.1 to draw conclusions about the behaviour of the maximum likelihood estimator of the change-point. Let \(\hat{\tau}_n\) be defined by

\[
\hat{\tau}_n = \arg \max_{1 \leq k \leq n - 1} \overline{T}_n \left( \frac{k}{n} \right).
\]

It follows from Lemma 7.4.1.2 below that \(\hat{\tau}_n / n \rightarrow 0\) or \(1\) in \(\mathbb{P}_{H_0}\)-probability, so under \(H_0\) \(\hat{\tau}_n / n\) is in a sense a consistent estimator of the change-point. However, at contiguous alternatives \(\theta_n\) also \(\hat{\tau}_n / n \rightarrow 0\) or \(1\) in \(\mathbb{P}_{\theta_n}\)-probability, so in general \(\hat{\tau}_n\) is inconsistent.

**Lemma 7.4.1.2.**

\[
\lim_{n \to \infty} \mathbb{P}_{H_0} \left( \tau_n \leq \frac{n}{\log n} \text{ or } \hat{\tau}_n \geq n - \frac{n}{\log n} \right)
\]

\[
= \lim_{n \to \infty} \mathbb{P}_{\theta_n} \left( \tau_n \leq \frac{n}{\log n} \text{ or } \hat{\tau}_n \geq n - \frac{n}{\log n} \right) = 1,
\]

for all contiguous alternatives \(\theta_n = (\lambda_n^{(1)}, \lambda_n^{(2)}, \eta_n / n)\).

**Proof.** We have that

\[
\mathbb{P}_{H_0} \left[ \max_{n \log n < k < n - \frac{n}{\log n}} \left| \overline{T}_n \left( \frac{k}{n} \right) \right| > \frac{s + b_n}{a_n} \right]
\]

...
\[
\mathcal{P}_{H_0} \left( \max_{\frac{n}{\log n} \leq k \leq n - \frac{n}{\log n}} |t_n(\frac{k}{n})| > \frac{s(\rho_n) + b(\rho_n)}{a(\rho_n)} \right),
\]

where \( s(\rho_n) = (a(\rho_n)/a_n)(s + b_n) - b(\rho_n) \) and \( \rho_n = \log(1 - 1/\log n) \). Since \( s(\rho_n) \to \infty \) as \( n \to \infty \), application of Lemma 7.4.1.1 now implies that under \( H_0 \), 
\( \tau_n \leq n / \log n \) or \( \tau_n \geq n - n / \log n \) with probability tending to 1.

Because \((F_{\lambda^{(1)}})^{\gamma - 1})^n\), is assumed to be contiguous to \((F_{\lambda})^\gamma\), the same is true in \( \mathcal{P}_{\theta} \)-probability, \( \theta_n = (\lambda^{(1)}_n, \lambda^{(2)}_n, \tau_n / n) \). \( \square \)

Define \( y^{(0)}_{n,k} = y_{n,k} - E_{\theta_n} y_{n,k}, \, k = 1, \ldots, n \), and let

\[
T_{n}^{(0)} = \max_{1 \leq k \leq n - 1} |t_n^{(0)}(\frac{k}{n})|^2
\]

be the likelihood ratio evaluated at \( y^{(0)}_{n,1}, \ldots, y^{(0)}_{n,n} \). Then under \( \mathcal{P}_{\theta_n} \),

\[
|t_n^{(0)}(\frac{k}{n})|^2 = \begin{cases} 
\left( t_n(\frac{k}{n}) + \frac{\frac{n}{n - k} - \tau_n}{\frac{n}{n - k}} C_n \right)^2 & \text{if } k \leq \tau_n \\
\left( t_n(\frac{k}{n}) + \frac{n - k}{n} \frac{\tau_n}{\tau_n} C_n \right)^2 & \text{if } k \geq \tau_n
\end{cases}
\]

(7.11)

where

\[
C_n = (n - \tau_n)^{\lambda^{(1)}_n - \frac{\gamma}{2}\lambda^{(2)}_n}.
\]

In view of (7.11), we have at contiguous alternatives with \( (\tau_n / n) \to \gamma \)

\[
|t_n^{(0)}(\frac{k}{n})| \leq \left| t_n^{(0)}(\frac{k}{n}) \right| + \left( \frac{1}{\log n} \right)^{\gamma/2}
\]

uniformly in \( k \leq n / \log n \) or \( k \geq n - n / \log n \). Thus the extra term added to \( |t_n^{(0)}(k / n)| \) is small. The consequence is that \( T_n \) has asymptotic power equal to its significance level at alternatives \( \theta_n = (\lambda^{(1)}_n, \lambda^{(2)}_n, \gamma) \), \( |\lambda^{(1)}_n - \lambda^{(2)}_n| = \epsilon(n^{-\gamma}) \).

**Theorem 7.4.1.3.**

\[
\mathcal{P}_{\theta_n} \left( T_n > \frac{s + b_n}{a_n} \right) - \mathcal{P}_{H_0} \left( T_n > \frac{s + b_n}{a_n} \right) \to 0, \quad -\infty < s < \infty,
\]

for all contiguous alternatives \( \theta_n = (\lambda^{(1)}_n, \lambda^{(2)}_n, \tau_n / n) \) with \( (\tau_n / n) \to \gamma \in (0, 1) \).

**Proof.** For \( n \) sufficiently large,

\[
\mathcal{P}_{\theta_n} \left( \max_{\frac{n}{\log n} \leq k \leq n - \frac{n}{\log n}} |t_n^{(0)}(\frac{k}{n})| > \frac{s + g_n + b_n}{a_n} \right)
\]

\[
\leq \mathcal{P}_{\theta_n} \left( \max_{\frac{n}{\log n} \leq k \leq n - \frac{n}{\log n}} \left| t_n(\frac{k}{n}) \right| > \frac{s + b_n}{a_n} \right)
\]
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\[ \Pr_{\theta_{0}} \left( \max_{1 \leq k \leq \frac{n}{\log n} \text{ or } n - \frac{n}{\log n} \leq k \leq n - 1} \left| t_{n}^{(0)} \left( \frac{k}{n} \right) \right| > \frac{s - q_{n} + b_{n}}{a_{n}} \right), \]

where

\[ q_{n} = a_{n} \left( \log n - 1 \right)^{-1/2} \left\{ \left( \frac{n - \tau_{n}}{\tau_{n}} \right)^{1/2} + \left( \frac{\tau_{n}}{n - \tau_{n}} \right)^{1/2} \right\} |C_{n}| \to 0. \]

The theorem now follows from:

\[
\lim_{n \to \infty} \Pr_{\theta_{0}} \left( \max_{1 \leq k \leq \frac{n}{\log n} \text{ or } n - \frac{n}{\log n} \leq k \leq n - 1} \left| t_{n} \left( \frac{k}{n} \right) \right| > \frac{s + b_{n}}{a_{n}} \right)
\]

and

\[
\lim_{n \to \infty} \Pr_{\theta_{0}} \left( \max_{1 \leq k \leq \frac{n}{\log n} \text{ or } n - \frac{n}{\log n} \leq k \leq n - 1} \left| t_{n}^{(0)} \left( \frac{k}{n} \right) \right| > \frac{s + \tilde{q}_{n} + b_{n}}{a_{n}} \right)
\]

\[ = \lim_{n \to \infty} \Pr_{\theta_{0}} \left( T_{n} > \frac{s + \tilde{q}_{n}}{a_{n}} \right) \]

\[ = 1 - \exp(-2e^{-s}), \]

for all \( \tilde{q}_{n} \to 0. \quad \Box \]

In Theorem 7.4.1.3 we excluded the cases \( (\tau_{n} / n) \to 0 \) or 1. One can however also show that if \( (\tau_{n} / n) \) converges to zero very fast (e.g. \( \tau_{n} = o\left( \log n / \log \log n \right) \)), then \( T_{n} \) has again asymptotic power equal to its asymptotic significance level at contiguous alternatives \( (\lambda_{n}^{(1)}(\lambda_{n}^{(2)}), \tau_{n} / n) \). On the other hand, at contiguous alternatives with e.g. \( \tau_{n} = \Theta((\log \log n) \log n) \), lim inf \( \tau_{n} / \log n > 0 \), \( T_{n} \) does have some nontrivial power.

7.4.2. The exponential case

Let \( F_{x}(y) = 1 - \exp(-\lambda y), y \geq 0, \lambda > 0 \). Most of the results of the previous subsection also hold for the case of exponentially distributed random variables. We shall again only consider contiguous alternatives \( \theta_{n} = (\lambda_{n}^{(1)}, \lambda_{n}^{(2)}, \tau_{n} / n) \) with \( (\tau_{n} / n) \to \gamma \in (0, 1) \), so that

\[ \left| \lambda_{n}^{(1)} - \lambda_{n}^{(2)} \right| = \Theta(n^{-1/2}). \] (7.12)

Let \( a_{n} \) and \( b_{n} \) be defined as in (7.9).
THEOREM 7.4.2.1.
\[
\lim_{n \to \infty} P_{H_0} \left[ T_n > \left( \frac{s + b_n}{a_n} \right)^2 \right] = \exp(-2e^{-s}), \quad -\infty < s < \infty.
\]

PROOF. See HACCOU et al. (1985).

Define \( y_{n,k}^{(0)} = y_{n,k} / \mathbb{E}_{\theta_k}(y_{n,k}), k = 1, \cdots, n \). Let
\[
T_n^{(0)} = \max_{1 < k < n} \overline{T}_n^{(0)} \left( \frac{k}{n} \right)
\]
be the likelihood ratio evaluated at \((y_{n,1}^{(0)}, \cdots, y_{n,n}^{(0)})\). We compare \( \overline{T}_n(k / n) \) and \( \overline{T}_n^{(0)}(k / n) \) at contiguous alternatives of the type (7.12). For simplicity, we only consider the case \( k \geq \tau_n \).

LEMMA 7.4.2.2. At contiguous alternatives \( \theta_n = (\lambda_n^{(1)}, \lambda_n^{(2)}, \tau_n / n) \) with \((\tau_n / n) \to \gamma \in (0,1)\)
\[
\overline{T}_n^{(0)} \left( \frac{k}{n} \right) - \overline{T}_n \left( \frac{k}{n} \right) = \frac{2(\frac{1}{\lambda_n^{(1)}} - \frac{1}{\lambda_n^{(2)}})}{\frac{1}{\lambda_n^{(2)}}} \left[ \frac{\tau_n}{n} \sum_{i=1}^{\tau_n} y_{n,i}^{(0)} - \sum_{i=1}^{\tau_n} y_{n,i}^{(0)} \right]
\]
\[
+ \frac{\left(\frac{1}{\lambda_n^{(1)}} - \frac{1}{\lambda_n^{(2)}}\right)^2}{\frac{1}{\lambda_n^{(2)}}} \frac{\tau_n^2}{n} \frac{n - k}{n} + 6 \log(n^{-\frac{1}{2}}),
\]
uniformly in \( k \geq \tau_n \).

PROOF. We have
\[
\overline{T}_n \left( \frac{k}{n} \right) = 2n \log \left[ \frac{1}{k} \sum_{i=1}^{k} y_{n,i} \right]
\]
\[-2k \log \left[ \frac{1}{k} \sum_{i=1}^{k} y_{n,i} \right] - 2(n - k) \log \left[ \frac{1}{n - k} \sum_{i=k+1}^{n} y_{n,i} \right],
\]
so for \( k \geq \tau_n \),
\[
\overline{T}_n \left( \frac{k}{n} \right) - \overline{T}_n^{(0)} \left( \frac{k}{n} \right) = -2k \log \left[ 1 + \frac{\left(\frac{1}{\lambda_n^{(1)}} - \frac{1}{\lambda_n^{(2)}}\right) \sum_{i=1}^{\tau_n} y_{n,i}^{(0)}}{\frac{1}{\lambda_n^{(2)}} \sum_{i=1}^{\tau_n} y_{n,i}^{(0)}} \right]
\]
(7.13)
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\[
= -2k \log(1 + x_k) + 2n \log(1 + x_n) \text{ say.}
\]

Note that \( x_k = c_{p_k}(n^{-1/2}) \) uniformly in \( k \gg \tau_n \). Expand the two terms on the right-hand side of (7.13) in a second order Taylor series around \( x_k \) and \( x_n \) respectively, to obtain that uniformly in \( k \gg \tau_n \)

\[
\overline{T}_n \left( \frac{k}{n} \right) - \overline{T}_n^{(0)} \left( \frac{k}{n} \right) = 2 \left( \frac{1}{\lambda^{(1)}_n} - \frac{1}{\lambda^{(2)}_n} \right) \left[ \sum_{i=1}^{\tau_n} y^{(0)}_{n,i} - \sum_{i=1}^{\tau_n} y^{(0)}_{k,i} \right] \\
+ \left( \frac{1}{\lambda^{(1)}_n} - \frac{1}{\lambda^{(2)}_n} \right)^2 \left( \frac{1}{\lambda^{(2)}_n} \right)^2 \left[ k \left( \sum_{i=1}^{\tau_n} y^{(0)}_{n,i} \right)^2 - n \left( \sum_{i=1}^{\tau_n} y^{(0)}_{k,i} \right)^2 \right] + c_{p_k}(n^{-1/2})
\]

\[
= 2 \left( \frac{1}{\lambda^{(1)}_n} - \frac{1}{\lambda^{(2)}_n} \right) \left[ \sum_{i=1}^{\tau_n} y^{(0)}_{n,i} - \sum_{i=1}^{\tau_n} y^{(0)}_{k,i} \right] \\
+ \left( \frac{1}{\lambda^{(1)}_n} - \frac{1}{\lambda^{(2)}_n} \right)^2 \frac{1}{\lambda^{(2)}_n} \left[ n \sum_{i=1}^{\tau_n} y^{(0)}_{n,i} - \frac{k}{k} \sum_{i=1}^{\tau_n} y^{(0)}_{k,i} \right] \\
+ \left( \frac{1}{\lambda^{(1)}_n} - \frac{1}{\lambda^{(2)}_n} \right)^2 \frac{1}{\lambda^{(2)}_n^2} \frac{n}{k} - k + c_{p_k}(n^{-1/2}). \quad \square
\]

We proceed by showing that the maximum likelihood estimator \( \hat{\tau}_n / n \) is inconsistent under contiguous alternatives, i.e. the pendant of Lemma 7.4.1.2 for exponentially distributed random variables.

**Lemma 7.4.2.3.**

\[
P_{H_0} \left( \frac{n}{\log n} < \hat{\tau}_n < \frac{n}{\log n} \frac{n}{\log n} \right) \rightarrow 0
\]
as well as
\[ P_{\theta_n}\left( \frac{n}{\log n} \leq z_n \leq \frac{n}{\log n} - \frac{1}{\log n} \right) \to 0 \]
for all \( \theta_n \) of the type (7.12).

**Proof.** Let \( \overline{T}_n(x) = \overline{T}_n(k/n), \ x \in \left( \frac{k-1}{n-1}, \frac{k}{n-1} \right] \), and
\[ U_n(x) = \sum_{i=1}^{n} Y_{n,i}, \ x \in \left( \frac{k-1}{n-1}, \frac{k}{n-1} \right] \]

From Haccou et al. (1985), we have that under \( H_0 \)
\[ \sup_{\log n \leq x \leq 1 - \frac{1}{\log n}} \left| \frac{\overline{T}_n(x) - \frac{n(U_n(x) - x)^2}{x(1-x)}}{\log n} \right| = o(\log n), \text{ almost surely.} \] (7.14)

On a rich enough probability space, one can define a sequence of Brownian bridges \( \{B_n(x): 0 \leq x \leq 1\} \) such that
\[ \sup_{\log n \leq x \leq 1 - \frac{1}{\log n}} \left| n^{1/2}(U_n(x) - x) - B_n(x) \right| = o(n^{-1/2} \log n), \text{ almost surely} \]
under \( H_0 \) (see Csörgő and Révész (1981)). Thus under \( H_0 \)
\[ \sup_{\frac{1}{\log n} \leq x \leq 1 - \frac{1}{\log n}} \left| \frac{n^{1/2}(U_n(x) - x)}{(x(1-x))^{1/2}} - \frac{B_n(x)}{(x(1-x))^{1/2}} \right| = o\left( \frac{\log n}{n^{1/2}} \right)^{3/2} \text{ almost surely.} \] (7.15)

Combination of (7.14) and (7.15) yields that under \( H_0 \)
\[ \sup_{\frac{1}{\log n} \leq x \leq 1 - \frac{1}{\log n}} \left[ a_n \overline{T}_n(x) - b_n \right] = o\left( \frac{1}{\log n} \right) \]
\[ \sup_{\frac{1}{\log n} \leq x \leq 1 - \frac{1}{\log n}} \left[ a_n \frac{B_n(x)}{(x(1-x))^{1/2}} - b_n \right] \text{ and } o(1), \text{ almost surely.} \] (7.16)

Define \( a(\rho_n) \) and \( b(\rho_n) \) as in (7.9). From Csörgő and Révész (1981)
\[ P \left( \sup_{\frac{1}{\log n} \leq x \leq 1 - \frac{1}{\log n}} \left[ a(\rho_n) \frac{B_n(x)}{(x(1-x))^{1/2}} - b(\rho_n) \right] \leq s \right) \]
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\[ \to \exp(-2e^{-s}), \quad -\infty < s < \infty. \]

In view of (7.16), this gives that under \( H_0 \)

\[ \sup_{\log n < x < 1 - \frac{1}{\log n}} | \hat{T}_n(x) |^{1/2} = \theta(\log \log n)^{1/2}, \text{ almost surely.} \]

Theorem 7.4.2.1 now implies that under \( H_0 \), \( \hat{\tau}_n / n \ll 1 / \log n \) or \( \hat{\tau}_n / n \gg 1 - 1 / \log n \) with probability tending to one.

This is also true under \( \mathcal{P}_{\theta} \) because \( \theta_n \) is contiguous to \( H_0 \).

Finally, we show that \( T_n \) has asymptotic power equal to its asymptotic significance level at contiguous alternatives of the type (7.12).

THEOREM 7.4.2.4. For all contiguous alternatives \( \theta_n = (\lambda_n^{(1)}, \lambda_n^{(2)}, \tau_n / n) \) with \( (\tau_n / n) \to \gamma \in (0, 1) \)

\[ \left| \mathbb{P}_{\theta_n}(a_n | T_n \mid k_n - b_n > s) - \mathbb{P}_{H_0}(a_n | T_n \mid k_n - b_n > s) \right| \to 0, \quad -\infty < s < \infty. \]

PROOF. Application of Lemma 7.4.2.2 gives that

\[ \sup_{1 \leq k \leq n \log n \text{ or } n - \frac{n}{\log n} < k < n - 1} \left| \hat{T}_n(\gamma n) - \hat{T}_n^{(0)}(\gamma n) \right| = O_{\mathbb{P}_{\theta}}(\frac{1}{\log n}). \]

The same line of reasoning as in the proof of Theorem 7.4.1.3 now leads to the required result. \( \square \)

Of course, the results of this section can be extended to other families of distributions. Now, consider the statistic

\[ \hat{T}_n = \max_{\eta_n < k \leq \frac{n}{\log n}} \hat{T}_n(k), \]

where \( 0 < \eta_n < \frac{1}{2} \). If no a priori knowledge about \( \tau_n \) is available, it is desirable to let \( \eta_n \) tend to zero. But then \( T_n \) still cannot detect local alternatives \( \theta_n = (\lambda_n^{(1)}, \lambda_n^{(2)}, \tau_n / n) \) with \( (\tau_n / n) \to \gamma \in (0, 1) \). The order of magnitude of \( T_n \) for the case of normally distributed random variables is given in Lemma 7.4.1.1.

7.5. HYPOTHESIS TESTING IN A REGRESSION MODEL WITH A CHANGE-POINT

The two-phase regression model we study in this section is

\[ y_k = \begin{cases} g(x_k) \phi^{(1)} + \epsilon_k & \text{if } x_k \leq \gamma \\ g(x_k) \phi^{(2)} + \epsilon_k & \text{if } x_k > \gamma \end{cases} \]

where \( \epsilon_1, \epsilon_2, \ldots \) are i.i.d. random variables with variance \( \sigma^2 \), \( x_1, x_2, \ldots \) are i.i.d. random variables, independent of \( \epsilon_1, \epsilon_2, \ldots \), with distribution \( H : \mathbb{R} \to \mathbb{R} \), and where \( g : \mathbb{R} \to \mathbb{R}^\prime \) is a known function, with
\[ G = \int_{-\infty}^{\infty} g(x)^T g(x) dH(x) < \infty. \]

The \( \theta^{(i)}, i = 1, 2, \) are unknown elements of \( \mathbb{R}^r \) and \( \gamma \) is the unknown change-point. The continuous version of this model, where it is assumed that \( g(\gamma) \theta^{(1)} = g(\gamma) \theta^{(2)} \), is studied in \textit{Feder} (1975) (see also Section 5.2) and the discontinuous model is a special case of the one considered in Section 5.3. Also Section 6.4 treats models of this form.

We showed that under regularity conditions, the least squares estimators of \( \theta^{(i)}, i = 1, 2, \) are asymptotically normal, as long as the true underlying regression function actually obeys two different regimes. Example 6.8 clarifies what goes wrong if there is only one phase instead of two, and Section 7.3.1 and 7.4.1 give some more precise results for the case with \( \epsilon_i \) normally distributed and \( g \equiv 1 \) (i.e. \( r = 1 \)). We shall now provide some heuristics for the testing problem \( H_0: \theta^{(1)} = \theta^{(2)} \) against \( H_1: \theta^{(1)} \neq \theta^{(2)} \).

Let \( \hat{\theta}^{(1)}_n, \hat{\theta}^{(2)}_n \) and \( \hat{\gamma}_n \) be the least squares estimators without continuity restriction and let \( \hat{\theta}^{(1)}_{n,H}, \hat{\theta}^{(2)}_{n,H} \) be the least squares estimator given that \( H_0 \) is true. The residuals test statistic is

\[
T_n = \sum_{k=1}^{n} (y_k - g(x_k) \hat{\theta}^{(1)}_{n,H})^2 \\
- \sum_{x_k < \hat{\gamma}_n, 1 \leq k \leq n} (y_k - g(x_k) \hat{\theta}^{(1)}_n)^2 - \sum_{x_k > \hat{\gamma}_n, 1 \leq k \leq n} (y_k - g(x_k) \hat{\theta}^{(2)}_n)^2.
\]

Example 6.8 shows that \( T_n \) generally explodes at rate \( n \log \log n \). Section 7.4.1 establishes its local inefficiency. Therefore, we shall consider other test statistics, which are the counterparts of the tests \( T_{n,\hat{\gamma}} \) and \( |t_{n,\hat{\gamma}}^2| \) introduced in Section 7.3.1, and for the situation with a priori knowledge about the change-point, we present the analogue of \( T_n \) which was mentioned at the end of Section 7.4.

We shall first write \( T_n \) in a convenient form. Let \( \overline{T}_n(\gamma) \) be the residuals test statistic given that the change-point is at \( \gamma \):

\[
\overline{T}_n(\gamma) = \sum_{k=1}^{n} (y_k - g(x_k) \hat{\theta}^{(1)}_{n,H_0})^2 \\
- \sum_{x_k < \gamma, 1 \leq k \leq n} (y_k - g(x_k) \hat{\theta}^{(1)}_n)^2 - \sum_{x_k > \gamma, 1 \leq k \leq n} (y_k - g(x_k) \hat{\theta}^{(2)}_n)^2,
\]

with \( \hat{\theta}^{(i)}_{n,\gamma}, i = 1, 2, \) the least squares estimators given \( \gamma \). Of course \( \overline{T}_n(\gamma) \geq 0 \). We shall write \( \overline{T}_n(\gamma) \) in the form

\[
\overline{T}_n(\gamma) = t_n(\gamma) \bar{H}_n(\gamma),
\]

\( \bar{H}_n(\gamma) \) defined below, and we shall consider test statistics that are functions of \( t_n(\gamma) \).

Let \( H_n \) be the empirical distribution function based on \( x_1, \ldots, x_n \) and define \( \tau_n(\gamma) = n H_n(\gamma) \). Let \( x_{(1)} \leq \cdots \leq x_{(n)} \) be the order statistics and write
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\[ X_{n,\gamma} = \begin{bmatrix} g(x_{1(\gamma)}) \\ \vdots \\ g(x_{n(\gamma)}) \end{bmatrix}, \quad Y_{n,\gamma} = \begin{bmatrix} y_{1(\gamma)} \\ \vdots \\ y_{n(\gamma)} \end{bmatrix}, \]

where \( y_{(k)} \) corresponds to the \( k \)-th order statistic \( x_{(k)} \), \( k = 1, \ldots, n \). Write

\[ G_{n,\gamma} = X_{n,\gamma}^T X_{n,\gamma}, \quad G_n = G_{n,\infty}, \quad X_n = X_{n,\infty}, \quad Y_n = Y_{n,\infty}. \]

Then \( \overline{t}_n(\gamma) \) is defined for \( G_{n,\gamma} \) and \( G_n - G_{n,\gamma} \) non-singular:

\[ \overline{t}_n(\gamma) \equiv Q_{n,\gamma}^{-\frac{1}{2}} A_{n,\gamma}, \]

with

\[ Q_{n,\gamma} = \frac{1}{n} G_{n,\gamma} G_n^{-1}(G_n - G_{n,\gamma}), \]

\[ A_{n,\gamma} = \frac{1}{n^{\frac{1}{2}}}(X_{n,\gamma}^T Y_{n,\gamma} - G_{n,\gamma} G_n^{-1} X_n^T Y_n). \]

Given \( (x_1, \ldots, x_n) = (x_{1(\gamma)}, \ldots, x_{n(\gamma)}) \), \( \overline{t}_n(\gamma) \) has expectation

\[ n^{\frac{1}{2}} \mu_n(\gamma, \gamma_0)(\theta_0^{(1)} - \theta_0^{(2)}), \]

where

\[ \mu_n(\gamma, \gamma_0) = Q_n^{-\frac{1}{2}} Q_n(\gamma, \gamma_0), \]

\[ Q_n(\gamma, \gamma_0) = \begin{cases} R_n(\gamma, \gamma_0) & \text{if } \gamma \gg \gamma_0 \\ R_n(\gamma_0, \gamma) & \text{if } \gamma \ll \gamma_0 \end{cases}, \]

and

\[ R_n(\gamma, \gamma_0) = \frac{1}{n^{\frac{1}{2}}} G_{n,\gamma_0} G_n^{-1}(G_n - G_{n,\gamma}). \]

Now, define

\[ G_\gamma = \int \gamma g^T(x) g(x) dH(x), \quad Q_\gamma = G_\gamma G^{-1}(G - G_\gamma), \]

and let \( W \) be a standard Brownian motion. Then

\[ \overline{t}_n(\gamma) - n^{\frac{1}{2}} \mu_n(\gamma, \gamma_0)(\theta_0^{(1)} - \theta_0^{(2)}) \xrightarrow{\mathcal{D}} Q_n^{-\frac{1}{2}} B(\gamma) \]

as process in \( \gamma \in \{ \gamma : \gamma \gg \gamma_0 \text{ and } G - G_\gamma \text{ have all eigenvalues } > \eta \}, \eta > 0 \). Here

\[ B(\gamma) = \sigma_\gamma \int \gamma g(x) dW(H(x)) - G_\gamma G^{-1} \sigma_\gamma \int g(x) dW(H(x)). \]

We also have that for \( 0 < \nu \ll \frac{1}{2} \)

\[ Q_{n,\gamma}^{-\frac{1}{2}} \overline{t}_n(\gamma) - n^{\frac{1}{2}} Q_{n,\gamma}^{\frac{1}{2}} \mu_n(\gamma, \gamma_0)(\theta_0^{(1)} - \theta_0^{(2)}) \xrightarrow{\mathcal{D}} Q_\gamma^{-\frac{1}{2}} + \nu B(\gamma) \]
as process in $\gamma \in \mathbb{R}$.

This suggests test statistics of the form
\[
T_n = \sup_{(\gamma, G, \text{ and } G-G, \text{ have all eigenvalues } > \eta)} \overline{t_n}(\gamma) t_n(\gamma)
\]
which has limiting null-distribution

\[
\sup_{(\gamma, G, \text{ and } G-G, \text{ have all eigenvalues } > \eta)} B^T(\gamma) Q_0^{-1} B(\gamma)
\]
and
\[
T_{n, \phi} = \sup_{-\infty < \gamma < \infty} \overline{t_n}(\gamma) Q_{n, \gamma}^{2r} t_n(\gamma)
\]
with limiting null-distribution

\[
\sup_{-\infty < \gamma < \infty} B^T(\gamma) Q_0^{-1 + 2r} B(\gamma).
\]

Moreover, one can construct uniform asymptotic confidence intervals for \(\mu_n(\gamma, \gamma_0)(\theta^{(3)}_0 - \theta^{(2)}_0), \gamma, \gamma_0 \in \{\gamma: G, \text{ and } G-G, \text{ have all eigenvalues } > \eta\} \) and for \(Q_{n, \gamma}^{2r} \mu_n(\gamma, \gamma_0)(\theta^{(3)}_0 - \theta^{(2)}_0), \gamma > 0, \gamma \in \mathbb{R} \).

It will be clear however, that the asymptotic distributions are hardly of any practical use. One could alternatively approximate the level of the tests proposed so far, by simulating from the null-distribution. However, in general the distribution of \(\epsilon_i\) will be unknown. One could start up a simulation procedure with the disturbances normally distributed with variance \(\sigma^2_n\), where \(\sigma^2_n\) is some consistent estimator of \(\sigma^2\), and with \((x_1, \cdots, x_n) = (x_1, \cdots, x_n)\). Two drawbacks are of course the computer time needed and the assumption of normality.

A more simple test statistic is
\[
T^S_{n, \phi} = \left[ \int_{-\infty}^{\infty} Q_{n, \gamma}^{r} t_n(\gamma) d\gamma \right]^T C_n \left[ \int_{-\infty}^{\infty} Q_{n, \gamma}^{r} t_n(\gamma) d\gamma \right], 0 \leq \nu \leq \frac{1}{2},
\]
where \(C_n\) is some positive (semi-)definite matrix depending on \((x_1, \cdots, x_n)\) and where the integral is taken over those values of \(\gamma\) where \(t_n(\gamma)\) is well-defined. Note that under \(H_0\)
\[
\int_{-\infty}^{\infty} Q_{n, \gamma}^{r} t_n(\gamma) d\gamma \overset{\nu}{\to} \int_{-\infty}^{\infty} Q_0^{-\frac{1}{2} + \nu} B(\gamma) d\gamma, 0 \leq \nu \leq \frac{1}{2},
\]
i.e. the limiting null-distribution is multi-dimensional normal, with covariance matrix \(\nabla\) say. One can estimate \(\nabla\) consistently by \(\hat{\nabla}_n\) say, using \((x_n, \cdots, x_n)\) and a \(s_n\). If one chooses for \(C_n\)
\[
C_n = \hat{\nabla}_n^{-1}
\]
then the limiting null-distribution of \(T^S_{n, \phi}\) is chi-squared with \(r\) degrees of freedom.

The Pitman efficiency of \(T^S_{n, \phi}\) at some alternative \((\theta^{(1)}_0, \theta^{(2)}_0, \gamma_0)\), with \(|\theta^{(1)}_0 - \theta^{(2)}_0| = n^{-\frac{1}{2}} \Delta_0\), can be approximated by
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\[
\left[ \begin{array}{c}
\Delta^T \\
\int_{-\infty}^{\infty} Q_{n,\gamma} \mu_n(\gamma, \gamma_0) d\gamma \\
C_n \int_{-\infty}^{\infty} Q_{n,\gamma} \mu_n(\gamma, \gamma_0) d\gamma \\
\Delta
\end{array} \right]
\]

\text{sum eigenvalues } \hat{V}_n^{-1/2} C_n \hat{V}_n^{-1/2}

In the case of normally distributed errors with known variance, this is also an approximation of the Bahadur slope (see Section 7.3.1, where the Bahadur slopes for a special case are computed).

Test statistics of the type \( T_n^S \) could be called \textit{sum-type} statistics and the tests based on the supremum over \( \gamma \) \textit{max-type} statistics. PRAAGMAN (1986) shows for a related problem (i.e. linear rank tests for a change-point) that for every sum-type statistic there exists a max-type statistic that is at least as efficient in Bahadur's sense. This indicates that our sum-type statistics \( T_n^S \) are not efficient in the sense of Bahadur. However, the practical significance of this may be exponentially small.

The sum-type statistics we mentioned above are easier to use in practice than the max-type statistics \( T_n \) and \( T_n^S \). BROWN, DURBIN and EVANS (1975) propose the \textbf{CUSUM} test statistic, a max-type statistic that is also easy to use in practice. This test statistic is

\[
\text{CUSUM} = \sup_\gamma t_n^*(\gamma)
\]

where

\[
t_n^*(\gamma) = \frac{1}{n^{1/5}} \int_{-\infty}^{\gamma} \frac{y(x_{(i)} + 1) - g(x_{(i)} + 1))G_{n,i}^{-1}X_i^T Y_i}{(1 + g(x_{(i)} + 1))G_{n,i}^{-1} g(x_{(i)} + 1)^{1/5}} ds.
\]

The limiting null-distribution of \( t_n^*(\gamma) \) is

\[
t_n^*(\gamma) \rightarrow \sigma W^*(H(\gamma)),
\]

as process in \( \gamma \), with \( W^* \) a standard Brownian motion.
Chapter 8

Computation of Least Squares Estimates
in a Multi-Dimensional Two-Phase Regression Model

8.1. Description of the Algorithm

We calculate estimates for the two-dimensional version of the two-phase regression model of Section 5.2:

\[ y = \min(\alpha^{(1)} + x\beta^{(1)}, \alpha^{(2)} + x\beta^{(2)}) + \epsilon, \]

with \( x = (z_1, z_2) \in \mathbb{R}^2 \). This model is used to describe the lifetimes of plastic pipes for transportation of fluids as function of temperature and stress. The class \( \mathcal{A} \) is of the form

\[ \mathcal{A} = \{ (x : x y \leq 1) : y \in \mathbb{R}^2 \}. \]

Estimates are obtained from realizations \( \{(x_k, y_k), k = 1, \ldots, n\} \) by the method of least squares. We mentioned already in Section 2.1 that the computation can be done in polynomial time. At each partition it takes \( O(n) \) time to find the least squares estimates given this partition. Since there are \( O(n^2) \) different partitions of the data \( \{x_1, \ldots, x_n\} \), the total computation takes \( O(n^3) \) time. We shall present an algorithm that reduces this to \( O(n^2) \). The algorithm needs constant time to find the estimates at a given partition. Our experience however is that although asymptotically this is an improvement, the constant time needed at each partition is still substantial, i.e. of the same order of magnitude as \( n \) for moderate sample sizes \( (n \approx 70) \). Some numerical results are given in the next section (Tables 3 and 4).

The main idea of the algorithm is to exploit the fact that estimates corresponding to one partition can be easily calculated from those at another partition, provided these partitions differ with respect to a limited number of points. The complexity of the calculations increases as a function of the number of points at which two partitions differ. Therefore, we aim at a
sequence of partitions such that successive partitions differ in only one point.

Denote the partitions of \( \{x_1, \ldots, x_n\} \) by \( P_j = (J^{(1)}_j, J^{(2)}_j) \), with \( J^{(1)}_j = A \cap \{x_1, \ldots, x_n\} \) and \( J^{(2)}_j = A^c \cap \{x_1, \ldots, x_n\} \) for some \( A \in \mathcal{A} \). For simplicity, we assume that no three points of \( \{x_1, \ldots, x_n\} \) are on a line. In Section 8.2 we shall elaborate on the case with some points in \( \{x_1, \ldots, x_n\} \) coinciding. Other violations of the assumption that there are no three points on a line necessitate only minor adjustments in the algorithm. There are now exactly \( M = \binom{n}{2} \) different partitions \( P_j \). Here, we do not include the partition \( \{ \{x_1, \ldots, x_n\}, \emptyset \} \) because the least squares estimate will not consider this partition as feasible.

The \( M \) partitions \( P_j \) are represented as vertices in a graph \( \tilde{G} = (\mathcal{A}, \tilde{\Gamma}) \), where \( \mathcal{A} = \{P_1, \ldots, P_M\} \) (we identify vertices with the partitions they represent) and where \( \tilde{\Gamma} \) denotes the collection of edges. Two partitions are connected by an edge in \( \tilde{\Gamma} \) iff they differ in only one point. We shall now describe a method to recognize some (not all) of the adjacent vertices with little effort. The method defines a subgraph \( G = (\mathcal{A}, \Gamma) \) of \( \tilde{G} \) with \( \Gamma \subset \tilde{\Gamma} \).

Let \( x_k = (z_{k, 1}, z_{k, 2}), \ k = 1, \ldots, n \). We assume that the first co-ordinates \( z_{1,1} \leq \cdots \leq z_{n,1} \) are in increasing order and that if \( z_{k,1} = z_{l,1} \) for some \( k \neq l \), then \( z_{k,2} < z_{l,2} \). Consider the line \( L_{k,l} \) through \( x_k \) and \( x_l \). Denote by \( X_{k,l} \) the 2×2-matrix

\[
X_{k,l} = \begin{pmatrix}
x_l \\
x_k
\end{pmatrix}
= \begin{pmatrix}
z_{l,1} & z_{l,2} \\
z_{k,1} & z_{k,2}
\end{pmatrix}.
\]

Write

\[
X_{k,l}^\dagger = \begin{pmatrix}
z_{k,2} & -z_{k,2} \\
-z_{k,1} & z_{l,1}
\end{pmatrix}
\]

and

\[
c_{k,l} = X_{k,l}^\dagger \begin{pmatrix} 1 \\ 1 \end{pmatrix},
\]

\[
d_{k,l} = \det(X_{k,l}).
\]

Then \( L_{k,l} = \{x : c_{k,l} = d_{k,l}\} \). We define \( P_{k,l} = (J^{(1)}_{k,l}, J^{(2)}_{k,l}) \) as the partition with \( x_l \in J^{(1)}_{k,l}, x_k \in J^{(2)}_{k,l} \) and for \( m \neq k, l, x_m \in J^{(1)}_{k,l} \) iff \( x_m c_{k,l} \leq d_{k,l} \) (see Figure 8.1).
In this way, we have defined a one-to-one correspondence between all pairs 
\{(x_k, x_l): k < l \in \{1, \ldots, n\}\} and all partitions \{P_j: j = 1, \ldots, M\}. 
The slope of \(L_{k,l}\) is
\[ s_{k,l} = \frac{z_{k,2} - z_{l,2}}{z_{k,1} - z_{l,1}} = -\frac{c_{k,l,1}}{c_{k,l,2}}, \quad k < l, \]
with \(s_{k,l} = \infty\) if \(z_{k,1} = z_{l,1}\). We put the slopes in increasing order: \(s_1 \leq \cdots \leq s_M\) (equal slopes are ordered arbitrarily in this sequence). Let \(P_j\) be the partition corresponding to the \(j\)-th slope in the ordered sequence. Define a graph 
\(G = (\mathcal{P}, \Gamma)\), with two partitions \(P_{j_1}\) and \(P_{j_2}\), \(j_1 < j_2\), adjacent iff one of the following conditions holds:

(i) \(P_{j_1} = P_{k,l}\) and \(P_{j_2} = P_{k,m}\) and for \(j_1 < j < j_2\), \(P_j = P_{q,r}\) where \(q \neq k, r \neq k\),
(ii) \(P_{j_1} = P_{k,l}\), \(P_{j_2} = P_{k,m}\) and for \(j_1 < j < j_2\), \(P_j = P_{q,r}\) where \(q \neq l, r \neq l\).

**Example 8.1.** Let \(n\) be equal to 5 (see Figure 8.2).
The ordered slopes and the corresponding partitions are

<table>
<thead>
<tr>
<th>slope</th>
<th>partition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3,4</td>
<td>1 2 4</td>
</tr>
<tr>
<td>1,2</td>
<td>2</td>
</tr>
<tr>
<td>3,5</td>
<td>2 1 4 5</td>
</tr>
<tr>
<td>1,4</td>
<td>2 4</td>
</tr>
<tr>
<td>1,5</td>
<td>2 4 5</td>
</tr>
<tr>
<td>1,3</td>
<td>2 4 5 3</td>
</tr>
<tr>
<td>4,5</td>
<td>2 5</td>
</tr>
<tr>
<td>2,5</td>
<td>5</td>
</tr>
<tr>
<td>2,4</td>
<td>5 4</td>
</tr>
<tr>
<td>2,3</td>
<td>5 4 3</td>
</tr>
</tbody>
</table>

The graph $G=(\mathfrak{g},\Gamma)$ is given in Figure 8.4.

Lemma 8.1.1 asserts that two adjacent partitions in $G=(\mathfrak{g},\Gamma)$ differ with respect to only one point.
Figure 8.5. $P_{1,5} = \{\{2, 4, 5\}, \{1, 3\}\}$ is connected with e.g. $P_{1,3} = \{\{2, 4, 3, 5\}, \{1\}\}$

Lemma 8.1.1.

$\Gamma \subseteq \tilde{\Gamma}$

Proof. Let $P_{j_1}$ and $P_{j_2}$, $j_1 < j_2$, be adjacent in $\Gamma$, with $P_{j_1} = P_{k,l}$ and $P_{j_2} = P_{k,m}$. Then there are no data-points $x_0$ such that the slope between $x_0$ and $x_k$ is larger than $s_{k,l}$ and smaller than $s_{k,m}$. Hence, the only point at which $P_{j_1}$ and $P_{j_2}$ differ is $x_m$. Similarly, if $P_{j_1} = P_{k,l}$ and $P_{j_i} = P_{m,l}$ are adjacent, they can only differ in $x_m$. □

We shall show that $G = (\mathcal{Q}, \Gamma)$ is a connected graph, i.e. there is a path from each vertex to any other vertex. This is a desirable property because given estimates at one partition, one can follow the path to obtain estimates at any other partition. Let

$\Gamma(P_j) = \{\text{all vertices adjacent in } G \text{ to } P_j, \text{ including } P_j \text{ itself}\}$.

Lemma 8.1.2. $G = (\mathcal{Q}, \Gamma)$ is a connected graph.

Proof. This can be shown by induction. Let $G_n = (\mathcal{Q}_n, \Gamma_n)$ be the graph representing the partitions and edges for a data set of size $n$. Obviously, the lemma holds for $n = 2$.

Now, let $G_{n-1}$ be the graph corresponding to $\{x_1, \cdots, x_{n-1}\}$ and suppose that $G_{n-1}$ is connected. All vertices in $\mathcal{Q}_n \setminus \mathcal{Q}_{n-1}$ are of the form $P_j = P_{a,n}$, $a \in \{1, \cdots, n-1\}$. Let $P_{j_1}$ and $P_{j_2}$, $j_1 < j_2$, be two vertices in $\mathcal{Q}_{n-1}$ which were adjacent in $G_{n-1}$, i.e. $P_{j_2} \in \Gamma_{n-1}(P_{j_1})$. Define

$B = \begin{cases} \{a: P_{a,n} = P_j \text{ for some } j_1 < j < j_2\} = \{a_1, \cdots, a_T\} \text{ say } B = \{a_1, \cdots, a_T\} & \text{if no such } a \text{ exists} \\
\end{cases}$
We consider four cases:

(i) If $P_{ji} = P_{k,i}$ and $P_{jk} = P_{k,m}$, $k \notin B$, then $P_{ji} \in \Gamma_n(P_{j_1})$, i.e. the edge between $P_{ji}$ and $P_{j_1}$ remains in $G_n$.

(ii) Similarly, if $P_{ji} = P_{k,i}$ and $P_{jk} = P_{l,m}$, $l \notin B$, then $P_{ji} \in \Gamma_n(P_{j_1})$.

(iii) If $P_{ji} = P_{k,i}$ and $P_{jk} = P_{k,m}$, $k \in B$, then there is a path $P_{k,l} \rightarrow P_{k,n} \rightarrow P_{k,m}$.

(iv) If $P_{ji} = P_{k,i}$ and $P_{jk} = P_{m,l}$, $l \in B$, then the situation is as in Figure 8.6.

Assume without loss of generality that $x_l = (0,0)$.

![Figure 8.6](image)

Then $s_{k,l} < s_{l,n}$ is equivalent to

$$\frac{z_{k,2} - z_{k,1}}{z_{k,1}} < \frac{z_{n,2} - z_{n,1}}{z_{n,1}}$$

This implies

$$\frac{z_{k,2}(z_{n,1} - z_{k,1})}{z_{k,1}z_{n,1}} < \frac{z_{k,1}(z_{n,2} - z_{k,2})}{z_{k,1}z_{n,1}}$$

or, since $z_{n,1} > 0$ and $z_{n,2} - z_{k,2} > 0$,

$$s_{k,l} = \frac{z_{k,2}}{z_{k,1}} < \frac{z_{n,2} - z_{k,2}}{z_{n,1} - z_{k,1}} = s_{k,n}.$$  

In the same way, one can show that $s_{k,n} < s_{l,n}$, $s_{i,n} < s_{m,n}$ and $s_{m,n} < s_{m,l}$. Thus, one obtains a path $P_{k,l} \rightarrow P_{k,n} \rightarrow P_{l,n} \rightarrow P_{m,n} \rightarrow P_{m,l}$.

In all four cases, we found that the edge between $P_{ji}$ and $P_{j_1}$ remained in $G_n$ or was replaced by a path. Clearly, all of the $(n - 1)$ vertices added to $\Phi_{n-1}$ are adjacent to at least one vertex of $\Phi_{n-1}$. Since by induction $G_{n-1}$ is connected, the lemma follows.

The connected graph $G = (\Phi, \Gamma)$ has a connected subgraph $G_T = (\Phi, \Gamma_T)$, $\Gamma_T \subseteq \Gamma$ with the minimum number $(M - 1)$ of edges. Such a subgraph is called a generating tree.
One can supply each branch in $\Gamma_T$ with an orientation such that for some vertex - called the root of the directed graph - there is a directed path from this vertex to all other vertices.

The tree $G_T$ endowed with orientations will define a path through the partitions. Starting in the root, one follows the directed branches until one reaches a vertex where there is no way out. Then one follows back the same path against the stream, until a vertex is entered from whence one can take a directed edge to a not previously visited vertex. The formal description of this walk is given below. We create for the original graph $G$ a generating tree $G_T$ including root and orientations.

(I) ALGORITHM FOR FINDING A GENERATING TREE

1. Start in an arbitrary $P^{(1)} \in \mathcal{P}$.
2. Given the vertices $P^{(1)}, \ldots, P^{(s)}$:
   a. find $r = \max \{ t : 1 \leq t \leq s, \Gamma(P^{(r)})$ not a subset of $\{P^{(1)}, \ldots, P^{(r)}\}\),
   b. choose a $P^{(r+1)} \in \Gamma(P^{(r)}) \setminus \{P^{(1)}, \ldots, P^{(r)}\}$,
   c. take the orientation from $P^{(r)}$ to $P^{(r+1)}$.
3. Stop if all vertices have been visited.

While creating the generating tree, we simultaneously compute estimates. Thus, estimates corresponding to partitions are found according to the ordering $P^{(1)}, \ldots, P^{(M)}$ of the tree. We postpone the exact formulas for the estimates to the next section. Here, we only present a more or less verbal description.

The least squares estimates without continuity restriction at partition $P_j$ are denoted by $\hat{\theta}_j$ and the residual sum of squares at $\hat{\theta}_j$ is denoted by $S^2_j$. For convenience, and to stress the fact that these estimates need not respect the continuity restriction, we sometimes write $\hat{\theta}_j = \hat{\theta}_{j,0}$ and $S^2_j = S^2_{j,0}$. The issue of continuity follows now.

Define for each $\hat{\theta}_j$

$$\gamma_j = \beta_j^{(1)} - \beta_j^{(2)}, \delta_j = a_j^{(2)} - a_j^{(1)}.$$
Since \( \theta_j \) does not take the continuity restriction into account, partitions of the form

\[
\{(x_k: x_k \gamma_j \leq \delta_j), (x_k: x_k \gamma_j \geq \delta_j)\}
\]

need not coincide with \( P_j \). Therefore, we consider at \( P_j \) three types of restricted estimates. Suppose \( P_j = P_{k,j} \). We let \( \theta_{j,1} \) be the least squares estimate at \( P_j \) under the restriction

\[
\alpha_{j,1}^{(1)} + x_k \beta_{j,1}^{(1)} = \alpha_{j,1}^{(2)} + x_k \beta_{j,1}^{(2)},
\]

where \( (\alpha_{j,1}^{(1)}, \beta_{j,1}^{(1)T}, \alpha_{j,1}^{(2)}, \beta_{j,1}^{(2)T}) = \theta_{j,1}^{T} \). Similarly, \( \theta_{j,2} \) is the least squares estimate at \( P_j \) under the restriction

\[
\alpha_{j,2}^{(1)} + x_k \beta_{j,2}^{(1)} = \alpha_{j,2}^{(2)} + x_k \beta_{j,2}^{(2)}.
\]

Furthermore, \( \theta_{j,3} \) will be the estimate at \( P_j \) under both restrictions (8.1) and (8.2). Obviously, the continuity restriction is always fulfilled at \( \theta_{j,3} \). Denote by \( S_{j,q}^{2} \) the residual sum of squares at \( \theta_{j,q}, \ q = 1, 2, 3 \).

Now, let \( \theta_{j,\text{opt}} \) be the optimal solution at \( P_j \) under the continuity restriction that some partition of the form

\[
\{(x_k: x_k \gamma_{j,\text{opt}} \leq \delta_{j,\text{opt}}), (x_k: x_k \gamma_{j,\text{opt}} \geq \delta_{j,\text{opt}})\}
\]

is the same as \( P_j \). Here, \( \gamma_{j,\text{opt}} \) and \( \delta_{j,\text{opt}} \) are defined by

\[
\gamma_{j,\text{opt}} = \beta_{j,\text{opt}}^{(1)} - \beta_{j,\text{opt}}^{(2)}, \delta_{j,\text{opt}} = \alpha_{j,\text{opt}}^{(2)} - \alpha_{j,\text{opt}}^{(1)}.
\]

Note that \( \theta_{j,\text{opt}} \) need not be one of the \( \theta_{j,q}, \ q = 0, 1, 2, 3 \). However, the algorithm is such that nevertheless the overall optimal solution \( \hat{\theta} \) will be found (see Lemma 8.1.3).

(II) ALGORITHM FOR FINDING THE LEAST SQUARES ESTIMATE \( \hat{\theta} \)

(1) At the root \( P^{(1)} \) of the tree, the least squares estimates without continuity restriction are calculated, using a standard least squares program. These estimates - and some auxiliary variables - are stored.

(2) Given estimates and auxiliary variables at \( P^{(1)}, \cdots, P^{(r)} \), we choose an \( r \) as in step (2) of algorithm (I). The least squares estimates without continuity restriction at \( P^{(r+1)} \) are computed from those at \( P^{(r)} \) according to the formulas given in Section 8.2.

(3) Let \( j_0 = \arg \min \{S_{j_0}^{2}: j \in \{1, \cdots, M\}\} \). If at \( \theta_{j_0} \) the continuity restriction is fulfilled, \( \hat{\theta} = \theta_{j_0}, \ S^2 = S_{j_0}^2 \) and the algorithm stops.

(4) If at \( \theta_{j_0} \) the continuity restriction is not fulfilled, this necessitates the calculation of \( \theta_{j_0,q} \) and \( S_{j_0,q}^2, \ q = 1, 2 \). This can be done using the formulas of Section 8.2. The algorithm replaces \( S_{j_0}^2 \) by \( \min \{S_{j_0,q}^2, \ q = 1, 2\} \) and searches anew for \( j_1 = \arg \min \{S_{j_1}^2: j \in \{1, \cdots, M\}\} \). Continuing this procedure, one ends up with a sequence of indices \( j_0, j_1, \cdots, j_r \) say.

(5) If \( S_{j_r}^2 \) has already been replaced by an \( S_{j_r,q}^2, \ q = 1, 2 \), the algorithm calculates \( \theta_{j_r,3} \) and \( S_{j_r,3}^2 \) and replaces \( S_{j_r,q}^2, \ q = 1, 2 \), by \( S_{j_r,3}^2 \).
Algorithm (II) results in an estimate \( \hat{\theta}_{j,w,q_w} \) corresponding to \( S_{j,w,q_w} = \min \{ S_{j,q} : j \in \{1, \cdots, M\}, q \in \{0,1,2,3\} \} \). Note that algorithm (II) does not compute all \( S_{j,q}^2, \ q = 1,2,3 \). That \( \hat{\theta}_{j,w,q_w} \) is actually the overall optimal solution \( \hat{\theta} \) is shown in the following lemma.

**Lemma 8.1.3.**

\[ \hat{\theta}_{j,w,q_w} = \hat{\theta}. \]

**Proof.** Clearly, if at each partition \( \theta_{j,\text{opt}} \) were calculated, then \( \hat{\theta} = \theta_{j,w,\text{opt}} \), where \( \theta_{j,w,\text{opt}} \) is the estimate corresponding to

\[ S_{j,w,\text{opt}}^2 = \min \{ S_{j,q}^2 : j \in \{1, \cdots, M\} \}. \]

Thus, we only need to show that the \( \theta_{j,\text{opt}} \) that are not considered are not the overall optimal solution \( \hat{\theta} \).

Let \( P_j = P_{k,l} \). If \( \theta_{j,\text{opt}} \in \{ \theta_{j,q} : q = 0,1,2,3 \} \) then there is an \( x_a, a \neq k,l \) on the line \( \{ x : x \theta_{j,q} = \delta_{j,q} \} \). Suppose there is exactly one \( x_a, a \neq k,l \) on this line. Consider the partition \( P_h \) generated by the line through \( x_a \) and some other point \( x_b \). If \( \theta_h \) satisfies the continuity restriction, then \( S_{j}^2 \leq S_{h,q}^2, \ q = 1,2,3 \). So then \( \theta_{j,\text{opt}} \) is not the overall optimum. If alternatively \( \theta_h \) does not satisfy the continuity restriction, then \( \theta_{j,\text{opt}} = \theta_{h,q} \) for some \( q \in \{1,2,3\} \), so then \( \theta_{j,\text{opt}} \) is considered.

Suppose there are two points \( x_a, x_b, a \neq k,l, b \neq k,l \) on the line \( \{ x : x \theta_{j,q} = \delta_{j,q} \} \). Let \( P_h \) now be the partition generated by this \( x_a \) and \( x_b \). The same line of reasoning shows that either \( \theta_{j,\text{opt}} \) is not the overall optimal solution, and/or \( \theta_{j,\text{opt}} = \theta_{h,3} \). \qed

8.2. Numerical Results

We shall first present the formulas for the \( \theta_{j,q} \) and \( S_{j,q}^2 \). Let \( P_j = P^{(r)} \) and \( P_{j+1} = P^{(r+1)} \) be two successive partitions in the tree that differ in one single point \( x_m \) say. Suppose \( P_j = (J_j^{(1)}, J_j^{(2)}) \), with \( x_m \in J_j^{(1)} \). Then \( P_{j+1} = (J_{j+1}^{(1)}, J_{j+1}^{(2)} \cup \{x_m\}) \). Let \( Z_j^{(0)} \) be the matrix of design-points \( z_k = (1,x_k) \) with \( x_k \in J_j^{(i)}, i = 1,2,3 \). When the algorithm arrives at \( P_j \), the following quantities are in store at \( P_j \):

1) \[ B_j^{(i)} = \left( Z_j^{(i)} Z_j^{(i)} \right)^{-1}, \ i = 1,2, \]
2) the parameter estimates \( \theta_j^{(i)} \), \( i = 1,2, \)
3) the residual sum of squares \( S_j^2 \).

From these the \( B_j^{(i)}, \theta_j^{(i)} \) and \( S_j^2 \) can be calculated:

1) \[ B_j^{(i)} = B_j^{(i)} - \frac{B_j^{(i)} z_m z_m^T B_j^{(i)}}{1 + z_m B_j^{(i)} z_m^T}, \]

\[ \text{(8.3)} \]
\[ B_{j1}^{(2)} = B_{j1}^{(2)} + \frac{B_{j1}^{(2)} x_m T_m B_{j1}^{(2)}}{1 - z_m B_{j1}^{(2)} x_m T_m}, \]

2) \[ \theta_{j1}^{(1)} = \theta_{j1}^{(1)} + B_{j1}^{(1)} x_m (y_m - z_m \theta_{j1}^{(1)}), \] \[ \theta_{j1}^{(2)} = \theta_{j1}^{(2)} - B_{j1}^{(2)} x_m (y_m - z_m \theta_{j1}^{(2)}). \] \( (8.4) \)

3) \[ S_{j1}^2 = S_{j1}^2 + \frac{(y_m - z_m \theta_{j1}^{(1)})^2}{1 + z_m B_{j1}^{(1)} x_m T_m} - \frac{(y_m - z_m \theta_{j1}^{(2)})^2}{1 - z_m B_{j1}^{(2)} x_m T_m}. \] \( (8.5) \)

Given the unrestricted estimates \( \theta_j \) at some partition \( P_j = P_{k,j} \) say, one can also calculate the restricted estimates \( \theta_{j,q} \), \( q = 1, 2, 3 \). Let \( C_j = \begin{bmatrix} B_{j1}^{(1)} & 0 \\ \hat{B}_{j2}^{(2)} & \end{bmatrix} \) and

\[ r_{j,1} = (z_k, -z_k), \quad z_k = (1, x_k), \]
\[ r_{j,2} = (z_i, -z_i), \quad z_i = (1, x_i). \]

Calculate for \( q = 1, 2 \)

1) \[ C_{j,q} = C_j - \frac{C_j r_{j,q} T_{j,q} C_j}{r_{j,q} C_j r_{j,q} T_{j,q}}, \]

2) \[ \theta_{j,q} = \theta_j - \frac{C_j r_{j,q} T_{j,q} \theta_j}{r_{j,q} C_j r_{j,q} T_{j,q}}, \]

3) \[ S_{j,q}^2 = S_{j1}^2 + \frac{\theta_{j,q} T_{j,q} r_{j,q} T_{j,q} \theta_j}{r_{j,q} C_j r_{j,q} T_{j,q}}. \]

Given \( C_{j,q}, \theta_{j,q} \) and \( S_{j,q}^2 \) for some \( q \in \{1, 2\} \), say for \( q = 1 \), we have

1) no need for further matrices

2) \[ \theta_{j,3} = \theta_{j,1} - \frac{C_{j,1} r_{j,2} T_{j,2} \theta_{j,1}}{r_{j,2} C_{j,1} r_{j,2} T_{j,2}}, \]

3) \[ S_{j,3}^2 = S_{j,1}^2 + \frac{\theta_{j,1} T_{j,1} r_{j,2} T_{j,2} \theta_{j,1}}{r_{j,2} C_{j,1} r_{j,2} T_{j,2}}. \]

We now describe how equal points in \( \{x_1, \cdots, x_n\} \) are handled. Slopes \( s_{k,l} \) are computed for the subset \( \{x_k, \cdots, x_k\} \) of different points. At the root of \( G_T \) the initial estimates at \( p^{(1)} \) are calculated using the complete data set
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\((x_k, y_k), k = 1, \ldots, n\). Estimates at \(P_j = P^{(s+1)}\) are found from those at \(P_j = P^{(t)}\) using the following transformation. Let \(x_m \in (x_k, \ldots, x_k)\) be the point at which \(P_j\) and \(P_j\) differ and suppose that there are \(p\) observations \(y_m^{(1)}, \ldots, y_m^{(p)}\) at \(x_m\), i.e. there is a group of the form \(\{(x_m, y_m^{(t)}), t = 1, \ldots, p\}\) in \(\{(x_k, y_k) : k = 1, \ldots, n\}\). In the expressions (8.3), (8.4) and (8.5) we replace \(z_m = (1, x_m)\) by \(\tilde{z}_m = p^{\frac{1}{2}}z_m\) and \(y_m\) by \(\tilde{y}_m = p^{-\frac{1}{2}}\sum_{r=1}^{p} y_m^{(r)}\).

For the algorithm of Section 8.1 the computer program NEWP was written in Pascal by M. Voors. A full description of NEWP can be found in VAN DE GEER and VOORS (1986). We first present the result of a simulation, with \(n = 20\) and low noise level (Table 1).

<table>
<thead>
<tr>
<th>(a^{(1)})</th>
<th>(\beta_1^{(1)})</th>
<th>(\beta_2^{(1)})</th>
<th>(a^{(2)})</th>
<th>(\beta_1^{(2)})</th>
<th>(\beta_2^{(2)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\theta_0)</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>(\tilde{\theta})</td>
<td>1.03</td>
<td>3.00</td>
<td>5.00</td>
<td>4.14</td>
<td>0.98</td>
</tr>
</tbody>
</table>

TABLE 1. Simulation results, \(n = 20, \tilde{S}^2 = 1.13\)

Real data were supplied by a firm for the production of plastic pipes:

\[ y = \log(\text{lifetime of a pipe}) \]

\[ z_1 = \frac{\text{stress}}{\text{absolute temperature}} \]

\[ z_2 = \frac{1}{\text{absolute temperature}} \]

There are \(n = 295\) observations. We first used the program NONLINWOOD (see DANIEL and WOOD (1980)). This is a program for computation of least squares estimates in a general nonlinear regression model. To obtain starting values for NONLINWOOD, F. Burger wrote a special program for life-time of-pipes-data, which calculates estimates at a hopefully representative subset of all possible partitions. The program NONLINWOOD was run several times with varying starting values and step sizes. From the outcomes we took the one with the smallest residual sum of squares. The result is given in the first row of Table 2.

The program NEWP is too costly to handle the complete data set on the interactive system to which we had access, even though after grouping equal \(x_k\) there remained only \(n' = 71\) observations (see Table 3 and 4). Therefore, we simply threw away 11 observations. The data turned out to be more or less ordered with respect to temperature: in the second row of Table 2 high temperatures are disregarded whereas in the fourth row low temperatures are omitted. Note that throwing away observations from the reduced data set means not using more than four times as many observations from the original data set.
\[
\begin{array}{cccccccc}
 n \text{ or } n' & a^{(1)} & \beta_1 & \beta_2^{(1)} & a^{(2)} & \beta_1^{(2)} & \beta_2^{(2)} & S^2 \\
(2) & 60 & -56.20 & -62.63 & 27.19 & -41.93 & -25.95 & 12.21 & 10.12 \\
(3) & 60 & -51.45 & -69.99 & 26.74 & -44.08 & -27.09 & 18.47 & 10.45 \\
\end{array}
\]

Table 2. (1) NONLINWOOD, (2) NEWP 1 - 60, (3) NEWP 6-65, (4) NEWP 12-71

Table 3 and Table 4 present an overview of the relative cost of NEWP as function of \( n' \).

\[
\begin{array}{cccc}
 n' & SIMP & NEWP & TREE \\
20 & 3.69 & 4.31 & 4.27 \\
30 & 6.32 & 8.01 & 9.04 \\
40 & 13.27 & 17.89 & 21.05 \\
50 & 29.86 & 73.33 & 82.24 \\
60 & 65.80 & 199.93 & 218.31 \\
71 & *** & *** & *** \\
\end{array}
\]

Table 3. NP-costs, *** insufficient field length for load

\[
\begin{array}{cccc}
 n' & SIMP & NEWP & TREE \\
20 & 41735 & 43157 & 42401 \\
30 & 62724 & 64204 & 63376 \\
40 & 112567 & 114105 & 113277 \\
50 & 151306 & 152662 & 152054 \\
60 & 216733 & 220313 & 217505 \\
71 & *** & *** & *** \\
\end{array}
\]

Table 4. CM-costs, *** insufficient field length for load

The program SIMP uses straightforward calculations, i.e. no generating tree is created and at each partition the estimates are computed directly without making use of previously obtained estimates at other partitions. TREE does create the generating tree but it does not use it: estimates are computed as in SIMP. As to be expected, NEWP is cheaper than TREE as regards NP-costs (normal priority costs) but less economical with CM-costs (central memory costs). Roughly speaking, the difference between TREE and SIMP represents the time needed for creating a generating tree. This turns out to be very costly. In order to decide which partition will be next in the generating tree, the program has to make about 20 comparisons at each partition. This may be substantial, but we did not expect it to outweigh the \( \delta(n) \) effort needed for recalculating estimates at each partition.
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<table>
<thead>
<tr>
<th>Subject Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>asymptotic equicontinuity criterion</td>
</tr>
<tr>
<td>asymptotic normality (see also limiting distributions)</td>
</tr>
<tr>
<td>Bahadur slope</td>
</tr>
<tr>
<td>Bernstein's inequality</td>
</tr>
<tr>
<td>bracketing</td>
</tr>
<tr>
<td>change-point</td>
</tr>
<tr>
<td>chaining method</td>
</tr>
<tr>
<td>compactness</td>
</tr>
<tr>
<td>connected graph</td>
</tr>
<tr>
<td>consistency</td>
</tr>
<tr>
<td>strong $L^2(\mathbb{R}^d, H)$-consistency</td>
</tr>
<tr>
<td>$L^2(\mathbb{R}^d, H_e)$-consistency</td>
</tr>
<tr>
<td>$L^2(\mathbb{R}^d, H^{(e)})$-consistency</td>
</tr>
<tr>
<td>consistency in two-phase regression</td>
</tr>
<tr>
<td>contiguous alternatives</td>
</tr>
<tr>
<td>continuity restriction</td>
</tr>
<tr>
<td>covering number</td>
</tr>
<tr>
<td>CUSUM-test</td>
</tr>
<tr>
<td>discontinuity assumption</td>
</tr>
<tr>
<td>Donsker class</td>
</tr>
<tr>
<td>functional Donsker class</td>
</tr>
<tr>
<td>Term</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>empirical distribution</td>
</tr>
<tr>
<td>empirical norm</td>
</tr>
<tr>
<td>empirical process theory</td>
</tr>
<tr>
<td>entropy</td>
</tr>
<tr>
<td>entropy integrability condition</td>
</tr>
<tr>
<td>envelope</td>
</tr>
<tr>
<td>finite-dimensional parameter (see also nonlinear regression)</td>
</tr>
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<td>finite metric dimension</td>
</tr>
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<td>functional Donsker class</td>
</tr>
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<tr>
<td>infinite-dimensional</td>
</tr>
<tr>
<td>Kullback-Leibler information</td>
</tr>
<tr>
<td>large deviations</td>
</tr>
<tr>
<td>law of large deviations</td>
</tr>
<tr>
<td>least squares estimator</td>
</tr>
<tr>
<td>likelihood ratio test</td>
</tr>
<tr>
<td>limiting distribution of empirical process</td>
</tr>
<tr>
<td>limiting distributions in two-phase regression</td>
</tr>
<tr>
<td>limiting distribution of change-point tests</td>
</tr>
<tr>
<td>maximum likelihood</td>
</tr>
<tr>
<td>max-type statistic</td>
</tr>
<tr>
<td>metric structure of Euclidean space</td>
</tr>
<tr>
<td>minimax risk</td>
</tr>
<tr>
<td>nonlinear regression (see also finite-dimensional parameter)</td>
</tr>
<tr>
<td>nonparametric regression (see also infinite-dimensional)</td>
</tr>
<tr>
<td>not clear</td>
</tr>
<tr>
<td>optimal in the sense of Bahadur</td>
</tr>
<tr>
<td>optimal rates</td>
</tr>
</tbody>
</table>
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Pitman efficiency 134
polynomial time 10, 137
P-pregaussian 66

randomization 23
residuals test 132
reversed submartingale 49

stochastically separable 29
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sum-statistic 120, 135
symmetrization 22

theoretical norm 13, 27
totally bounded 15
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