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EDITORIAL PREFACE vii 

Editorial Preface 

This CWI Tract contains the PhD dissertation of Dr. Jasper V. Stokman, as it has been 
defended at the University of Amsterdam on June 11, 1998. The research of this thesis 
has been performed within the framework of the Dutch Research School 'Thomas Stieltjes 
Institute for Mathematics'. The Stieltjes Institute has awarded Dr. Stokman's thesis with 
a prize, as being the best 1998 thesis written in this Research School. We congratulate Dr. 
Stokman with this prize, and appreciate that we have obtained his permission to include 
his thesis into the CWI Tract Series. 

The editors of CWI Tracts 
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Foreword 

The intimate relation between representation theory and the theory of special func­
tions is a continuing source of new and beautiful results in both fields of mathematics. 
An example of the interaction between representation theory and special functions is the 
development of a general theory on hypergeometric functions associated with root sys­
tems by Heckman and Opdam, which was motivated by their interpretation (for very 
special parameter values) as zonal spherical functions on Riemannian symmetric spaces. 
Another more recent example is the representation theoretic interpretation of Macdonald 
polynomials associated with root systems. The Macdonald polynomials were related to 
representation theory of affine Hecke algebras by Cherednik and to harmonic analysis on 
certain quantizations of homogeneous spaces by N oumi and Sugitani. The last example is 
an illustration of the remarkable fact that the "q" in q-special function theory is essentially 
the same q as in quantum groups, if the "right" q-deformations are chosen. 

One of the interesting new aspects of the harmonic analysis on quantized homoge­
neous spaces is the implicit role played by the Poisson structure on the underlying spaces. 
The Poisson structure is built in the quantization, so inequivalent Poisson structures give 
rise to different quantizations. Hence the harmonic analysis on quantizations of homo­
geneous spaces depends on the choice of Poisson structures on the underlying spaces. A 
nice illustration of this phenomenon is the interpretation of several families of orthogonal 
polynomials on different quantizations of the 2-sphere by Koomwinder, Mimachi, Noumi 
and others. 

Poisson structures also play an important role in the representation theory of the 
quantized homogeneous spaces themselves. The origin of this observation lies in the or­
bit method of Kostant, Kirillov and Souriau in which irreducible unitary representations 
of Lie groups are related to coadjoint orbits of the corresponding Lie algebras. Coad joint 
orbits are symplectic submanifolds for the Kostant-Kirillov Poisson bracket. The quan­
tum orbit method deals with the problem of relating representation theory of arbitrary 
quantized Poisson algebras to the Poisson geometry of the underlying spaces. A beautiful 
example of the quantum orbit method is Soibelman's classification of the irreducible *­
representations of the quantized function algebras on compact simple Lie groups. Many 
properties of the irreducible *-representations were shown to be closely related to geo­
metric properties of the underlying Poisson-Lie groups. 

In the present CWI Tract the above mentioned ideas are developed further in several 
different directions. It is entirely based on my dissertation which I have completed in 
June, 1998 at the KdV institute for Mathematics, University of Amsterdam under the 
supervision of Prof. Tom H. Koomwinder. The main text of my dissertation is reproduced 
here without major changes; I have corrected some misprints, and updated the references. 

Acknowledgments: I thank my former thesis-advisor Tom H. Koomwinder for his 
advise and guidance during the four years that I have worked on my dissertation. I am 
financially supported by a fellowship from the Royal Netherlands Academy of Arts and 
Sciences (KNAW). 



CHAPTER 1 

General introduction 

1.1. Introduction 

The present Chapter contains a general introduction to the different topics of the 
Tract. I aim to clarify some of the main ideas and techniques by considering certain 
simplified examples in detail. 

In Chapter 2 and 3 of the Tract certain families of multivariable orthogonal polyno­
mials are studied. A main tool in the analysis is the development of a residue calculus for 
a specific multidimensional contour integral. In Section 1.2 we illustrate some of these 
techniques for certain q-analogues of Euler's beta integral. 

The remaining chapters of the Tract rely on representation theoretic methods, which 
are mostly of algebraic nature. In Chapter 5 and Chapter 6 intensive use is made of gener­
alizations of Pliicker coordinates. As an illustration, I give in Section 1.3 the construction 
of Pliicker coordinates on complex Grassmannians. I only use here some well-known 
notions from algebraic geometry and algebraic groups, which can for instance be found 
in [112]. 

In Section 1.4 I give a detailed description of the contents of the Tract while refer­
ing to the simplified examples given in Section 1.2 and Section 1.3. The notations and 
conventions which are used throughout the Tract, are listed in Section 1.5. 

1.2. q-Analogues of Euler's beta integral 

A well-known identity in special function theory is Euler's beta integral, 

(1.2.1) f 1 z°' (1 - z)f3dz = f(at l)f(,B + l), (Re(a), Re(,B) > -1) 
lo r a+ ,a+ 2) 

where f(z) is the Gamma-function 

r(z) := fo00 tz-le-tdt, (Re(z) > 0). 

In this section a discrete and a continuous q-deformation of (1.2.1) is considered, where 
q is a fixed real number in the open interval (0, 1). An identity (depending on q) is 
called a q-deformation or a q-analogue of Euler's beta integral when Euler's beta integral 
(1.2.1) can be recovered by taking the limit qt 1 in a suitable manner. The q-analogue 
is called discrete (respectively continuous) if it is an evaluation of a possibly infinite sum 
(respectively contour integral). 
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The theory of q-special functions has its origin in the work of Euler, Gauss, Jacobi 
and in particular Heine, who derived several fundamental properties of a q-analogue of 
Gauss's hypergeometric series. Nowadays q-deformations have been found for many 
identities in classical special function theory. In particular, several q-analogues of Euler's 
beta integral (l.2.1) have been found. The discrete q-analogue of Euler's beta integral 
which are considered in this section can be most conveniently expressed in terms of Jack­
son's q-integral, 

(1.2.2) 

1d f(z)dqz := 1d f(z)dqz -1c f(z)dqz, 

.le f(z)dqz := (1 - q) ~ f(cqi)cqi, 

which are considered here for functions f such that both sums are absolutely convergent. 
Observe that the q-integral of a continuous function f over the interval [c, d] tends to the 
usual Riemann integral off over [c, d] when q t 1. The discrete q-beta integral is given 
by 

(1.2.3) 
{
0

1 (qz;q) 00 °'d fq(a+l)fq(,B+l) 
Jo (qi3+ 1z;q) 00 z qZ= fq(2+a+,8) 

(a, ,8 > -1), where ( a; q) k (k E Z+ U { oo}) is the q-shifted factorial, 

k-1 

(a;q)k := Il(l-al), (a;q) 00 := klim (a;q)k 
-too 

i=O 

and r q (z) is the q-Garnma function 

(1.2.4) fq(z) := ?;q)r (1- q) 1-z, z (/ -Z+, 
qz; q oo 

where Z+ is the set of positive integers. Observe that z E -Z+ should be excluded in 
the definition of r q(z) since (qz; q) 00 = 0 for z E -Z+ The discrete q-beta integral 
(1.2.3) tends formally to Euler's beta integral (1.2.1) in the limit qt 1 since the q-Gamma 
function r q(z) tends to the Gamma function r(z) when qt 1, and 

lim (qz;q)oo =(l-z}6. 
qtl (qi3+ 1z;q) 00 

A very general continuous q-analogue of the beta integral which depends, besides q, on 
four additional parameters :t = ( t0 , t1, t2, t3), is the Askey-Wilson integral [7] 

l ! (z2 ,z-2 ;q) 00 dz 
21ri zET ( toz, toz-l, t1z, t1z-1, t2z, t2z-1, t3z, t3z-1; q) 00 z 

2(toti t2t3; q) 00 

(1.2.5) 
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where the parameters t; are generic complex with moduli < 1 and with T the unit circle in 
the complex plane. Here the shorthand notation ( a 1 , ... , ar; q) k := ( a1; q) k ... ( ar; q) k 
for products of q-shifted factorials is used. Although this is not clear at first sight, the beta 
integral (1.2.1) is a limit case of the Askey-Wilson integral (1.2.5). This can be shown 
by making the change of variables x = z + z-1 , substituting tO = q°'+½, t 1 = -qf3+½, 
t 2 = q½ and t 3 = -q½ and taking the limit qt 1 in (1.2.5). Then, we obtain 

(1 (1 - x)°'(l + xldx = 20:+(3+1 r(a + l)f(,B + l), 
1-1 r(a + ,B + 2) 

which is equivalent with (1.2.1) (cf. [30, Section 6.1]). 
It turns out that the discrete q-beta integral (1.2.3) can be considered as a limit case 

of the Askey-Wilson integral (1.2.5). This is illustrated here for special parameter values. 
The q-beta integral ( 1.2.3) for a = -1 /2 and ,B = oo (i.e. qf3 = 0) is equivalent to the 
summation formula 

(1.2.6) 

which is a special case of the q-binomial theorem 

~ (a;q)kzk -- (az;q)oo, 
L, (Jzl < 1). 
k=O (q;q)k (z;q)oo 

The summation formula (l.2.6) can be derived from the Askey-Wilson integral (1.2.5) by 
analytic continuation, residue computation, and a limit transition as follows. Specializing 
the parameters by 

(to, ti, t2, t3) = (s-1q½, -1, 0, -q½) 

in (l.2.5) and using that (z2 ; q) 00 = (z, -z, q½ z, -q½ z; q) 00 , we obtain 

(l.2.7) 1 1· 2 -. Wc(z; s)dz = 1 1 

21ri zET (q,-s-lq2,-s-lq,q2;q)oo 

fore> q-½ with weightfunctionwc(z;s) given by 

. __ (z, q½ z, z-1 , q½ z-1; q) 00 

wc(z, s) .- 1 1 

z(s- 1q2z,s- 1q2z-1 ;q) 00 

Now we(.; s) for generics > 0 has two infinite sequences of simple poles, namely the 
converging sequence of poles {s-1q½+khEZ+ respectively the diverging sequence of 

poles { sq-½-k hEZ+· By analytic continuation, (1.2.7) is valid for arbitrary s > 0 if the 
integration contour T is replaced by a rectifiable Jordan curve TE for which the converging 
sequence of poles is contained in its interior and the diverging sequence of poles is con­
tained in its exterior. Let wd(k; s) (k E Z+) be the residue of wc(z; s) at z = c 1q½H. 
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By an easy computation, the residues wd(k; c:) for generic c: are computed explicitly as 

(k . ) - ( (c2q;q)k ) 1 
Wd ,c - 1 1 

(clq2' clq; q) k (-clq2' -clq; q) 00 (q; q) 00 (q-k; q) k 

fork E Z+. Observe that the residue of wc(z; c:) at z = c:q-½-k equals -wd(k; c:). For 
generic c > 0, the contour T6 inf r, We (z; c )dz can now be pulled back to the unit circle 
T while picking up residues. Then, it follows for generic c > 0 by Cauchy's theorem that 

~ 1 wc(z; c:)dz+2 L wd(k; c:) 
27rZ zET 1 

(1.2.8) kEZ+:c<q2+k 

2 

Observe that wd(k; c:) and the right hand side of (l.2.8) have (-c 1q½, -C1q; q) 00 as a 
common factor in their denominators. Now multiply the left and right hand side of ( 1.2.8) 
with this common factor and take the limit c: + 0. By Lebesgue's dominated convergence 
theorem, the continuous part in the left hand side of ( 1.2.8) disappears in this limit, while 
the finite sum in the left hand side of (1.2.8) tends to the infinite sum 

qk/2 
2 k~+ (q;q)k(q;q)oo 

It follows that the remaining summation formula is equivalent to (1.2.6). This type of 
computation can be done for general a, (3 > -1 (see [122] and Chapter 3), which then 
shows that the discrete q-beta integral (1.2.3) is a limit case of the continuous q-beta 
integral ( 1.2.5). 

1.3. Pliicker coordinates on the Grassmann manifold 

Let l and n be non-zero positive integers such that l :S [n/2] and let Yz,n be the set 
of l dimensional subspaces of V := en. In the first part of this section we associate 
to Yz,n an algebra of functions, the so-called homogeneous coordinate ring of Yz,n· In 
order to define the homogeneous coordinate ring of Yz,n, we first need to give a different 
description of Yz,n· 

The tensor algebra T(V) of the vector space Vis the linear space 

T(V) = C EEJ V EEJ V®2 EEJ V® 3 EEJ ••• 

with multiplication defined by t.t' := t@t' (t, t' E T(V)). The direct sum decomposition 
T(V) = ffimEZ+ V®m is a grading with respect to this multiplication. 

The exterior algebra A(V) of the vector space Vis by definition the quotient of T(V) 
with the two-sided ideal .7 generated by v ® v (v E V). The product in A(V) is called 
the wedge product, and is denoted by /\. 
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Let {Vi} i=l be the canonical basis of V and let Pm ( n) be the collection of subsets of 
{1, ... , n} of cardinality m. The elements 

VJ := Vji I\ Vj, I\ • • • I\ Vjm E A(V) 

with J = {Ji < ... < Jm} E Pm(n) and O::; m::; n form a linear basis for A(V). Here 
we have used the convention that v0 := 1. The direct sum decomposition 

n 

A(V) = EB A m(V), 
m=O 

with Am(V) the span of the basis elements VJ (J E Pm(n)) is a grading of A(V) with 
respect to the wedge product. 

Let X := JP'(N (V)) be the projective space associated with A1 (V), i.e. Xis the col­
lection of one dimensional subspaces of A1 (V). The natural projection 1r : A1 (V) \ { 0} -+ 
X sends O -=/- w E N(V) to the one dimensional subspace [w] containing w. Now Yi,n 
can be embedded in X via the so-called Plticker embedding. The Plucker embedding is 
defined by 

Yi,n-+ X, W = span{w1, ... ,wz} i-+ [w1 I\ ... /\wt]. 

It is easily seen that the Plucker embedding is well-defined and injective. 
It turns out that there is a nice description of the image of Yi,n under the Plucker 

embedding. To give this description of the image, we first need to introduce a group 
action on the projective space X. 

Let G := GL(n, <C) be the group of n by n invertible matrices over <C. It is well­
known that G has the structure of an irreducible affine variety, i.e. G is a connected linear 
algebraic group. The group G acts on V by the usual matrix multiplication 

(1.3.1) g.vj := L ~J(g)vi, g E G, 

where ~j is the coordinate function on G defined by ~J(g) = 9iJ if g = (g;J)i,j E G. 
The left G-action (1.3.1) on V extends to a G-action on A(V) as follows. The tensor 

algebra T(V) has a unique left G-module algebra structure such that its action on V 
coincides with the action (1.3.1). In particular, this means that g.(v ® w) = g.v ® g.w 

for g E G and v, w E T(V). It follows that the two-sided ideal :J is stable under the 
G-action, i.e. g.:J C :J for all g E G. Consequently, the exterior algebra A(V) inherets 
a G-module algebra structure from the G-action on the tensor algebra T(V). 

Explicitly, the action of G on the linear basis { v I I J E Pm ( n)} of Am (V) is given 
by 

(1.3.2) g.VJ = L d(g)vr, J E Pm(n), 
IEPm(n) 

where ~5 (g) is the determinant of them by m submatrix of g obtained from g by deleting 
all rows with row index Jc := {1, ... , n} \ J and by deleting all columns with column 
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index Jc. Formula (1.3.2) for the action on Am(V) is a direct consequence of the well­
known expansion formula for determinants 

(1.3.3) d = L (-1)[(,;) (~~(1) (;;(2) • •, (;~n(m)' 
,;E6m 

where I= {i1 < ... < im}, J = {j1 < ... < Jm} E Pm(n), 6m is the permutation 
group of { 1, ... , m} and 

l(O') := #{1 ~ i < j ~ m I O'(i) > O'(j)} 

is the so-called length function on 6m. In particular, it follows from (l.3.2) that the 
graded pieces Am (V) are invariant subspaces for the G-action. Observe that 

(1.3.4) g.[w] := [g.w], (g E G,w E Am(V)), 

is a well-defined left G-action on X. Set 

X := V{n-l+l, ... ,n} E A1(V), 

then it follows by elementary linear algebra that the G-orbit G.[x] := {g.[x] I g E G} C 
Xis exactly the image of Yi,n under the Pli.icker embedding. From now on, we identify 
Yi,n with its image under the Pli.icker embedding, i.e. we identify Yi,n with the G-orbit 
G.[x]. 

Observe that via the map G -+ G.[x], g c-+ g.[x], the G-orbit Yi,n = G.[x] can be 
identified. with the coset space G/Gx := {gGx I g E G}, where 

Gx := {g E GI g.[x] = [x]} 

is the so-called isotropy subgroup of [ x]. It is not difficult to verify that 

(l.3.5) Gx = {g = (gij )i,j E GI gij = 0 for 1 ~ i ~ n - l, n - l + 1 ~ j ~ n }. 

In particular, the lower triangular matrices are contained in the isotropy subgroup G x. 

This fact implies that G x is a so-called parabolic subgroup. A parabolic subgroup P of G 
has the important property that the corresponding quotient G /Pis a projective G-variety, 
i.e. the quotient G / P can be realized as the zero set of a finite collection of homogeneous 
polynomials. So Yi,n = G.[x] becomes a (n - l)l dimensional irreducible projective 
variety, the so-called (complex) projective Grassmann manifold. 

The homogeneous coordinate ring A of Yi,n C 1P'(A1 (V)) is defined as 

A := C[A1 (V)]/J, 

where C[A1 (V)] is the coordinate ring of A1(V) and J is the ideal generated by the ho­
mogeneous polynomials f E C[A1 (V)] which vanish on Yi,n· Equivalently, A is the 
coordinate ring of the affine cone Yz~n := 1r-1 (Yi,n) U {O} C N (V) over Yi,n, where 

1r : N (V) \ { 0} -+ X is the natural projection. The algebra A can be realized as a subal­
gebra of the coordinate ring C[G] of Gas follows. Consider the morphism¢ : G -+ Yzan 
defined by ¢(g) := g.x. The dual mapping¢* is by definition the algebra homomorphis~ 

¢* : A-+ C[G], ¢*(!) := f o ¢. 
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The dual map¢* is injective since ¢(G) = Y?n, where ¢(G) is the closure of ¢(G) in 
1'ian. Hence¢* embeds A into the coordinate ri~g CC[ G] of G. We can give now an explicit 
set of algebraic generators for the image of ¢* by computing the image under ¢* of the 
coordinate functions on A1(V). We take here the coordinate functions 'f/I E CC[N(V)] 
(J E Pi ( n)) with respect to the linear basis { v 1 I I E P1 ( n)} of Al (V), i.e. 'f/I : N (V) ➔ 
C is the linear mapping which maps the basis elements VJ (J -/- I) to O and which maps 
v 1 to 1. Then, 

(¢*('fJJ))(g) = rJ1(g.x) = t1(g), (IE P1(n)), 

where the t I (I E Pi ( n)) are the so-called Pliicker coordinates 

(l.3.6) t1 := e , (IE P1(n)). {n-l+l, ... ,n} 

In other words, the algebra A may be identified with the subalgebra CC[t1 II E P1(n)] of 
CC[ G] generated by the Plilcker coordinates t 1 ( I E P1 ( n)). 

A set of homogeneous algebraic relations between the Plilcker coordinates t 1 are 
called a set of defining relations if its pre-image under ¢* generates J as an ideal. We 
describe here one well-known set of defining relations, namely the set of Plilcker relations. 
To give these quadratic relations it is convenient to define for arbitrary i1, ... , it between 
1 andn, 

t · . ·= ~ (- l)t(o-) ciffc1) ciff(2) ••• ciff(l) 
i1 , ... ,i1 • ~ ',,n-t+l ',,n-1+2 <,,n · 

o-E61 

Observe that ti,, ... ,iz is anti-symmetric in the l indices i1, ... , it and that its definition 
coincideswiththedefinition(l.3.6)ofthePltickercoordinatet{i,, ... ,iz} ifi1 < ... < iz. 
In particular, t;, , ... ,iz = 0 when two indices iv, ir (p-/- r) coincide. The Plticker relations 
are now given by the quadratic relations 

l+l 

(1.3.7) L(-l)itk,, .. ,k;, .. ,k1+1 tk;,j,, .. ,Jz-1 = 0 
i=l 

for subsets K = {k1 < ... < kl+i} E Pz+i (n) and J = {h < ... < Jt-d E Pi-1 (n), 
where k means that the element k should be omitted. There is a rich combinatorial struc­
ture related to the defining relations of the Grassmann manifold, for which we refer to 
Towber [128]. 

The so-called Levi subgroup L corresponding to the maximal parabolic subgroup G x 

consists of the n by n invertible matrices of the form 

(1.3.8) (~ ~), BEGL(n-l,C), CEGL(l,C). 

The algebra of right £-invariant polynomial functions on G, 

(1.3.9) CC[G/L] := {f E CC[G] I f(gp) = f(g), \;/g E G, \;/p EL}, 

turns out to be closely related to the homogeneous coordinate ring A of the projective 
Grassmann manifold Yi,n· Since the precise connection between A and CC[G / L] in a 
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more general setting plays a fundamental role in the last two chapters of the Tract, we 
explain it here in more detail for the complex Grassmannian. 

For the precise connection between A and q G / L] we have to consider a specific 
G-orbit within A1 (V) ® A1 (V*), where V* is the dual module of V. First, we define the 
dual module of V and we give the dual construction of the Grassmannian manifold Yi,n 
by replacing the role of the G-module V by its dual. Detailed discussions are omitted 
here since the constructions and techniques are the same as before. 

The G-action on the linear dual V* := {f : V ---+ (['. I f linear } of Vis given by 

(g.f) (v) := f(g- 1 .v), (f EV*, v E V, g E G). 

Let { v;}i be the dual basis with respect to { vi};. A linear basis of the mth graded part of 
the exterior algebra A(V*) is given by the elements 

where I= {i1 < ... < im} E Pm(n). Set 

~~(g) := ~f (g-1) (g E G and I, J E Pm(n)), 

then the~~ occur as matrix coefficients of the induced G-action on Am (V*), 

g.vj = L ~~(g)vj, (J E Pm(n)). 
lEPm(n) 

Now consider the action of G on the projective space X* := lP'(A m(V*)) and let Yi~n be 
the G-orbit of [x*] E X*, where 

*. * A1(V*) X .= V{n-l+l, ... ,n} E · 

Then Yi~n is an irreducible projective variety of dimension l(n - l) with homogeneous 
coordinate ring isomorphic to the subalgebra 

A*:= C[tj I J E P1(n)], 

where 
-[ 

(1.3.10) tj := ~{n-l+l, ... ,n}, (IE Pi(n)) 

are the dual Plucker coordinates. 
The map* : ~} c-+ ~;, * : deC1 c-+ det extends uniquely to a anti-linear involution* 

of q G], which maps A bijectively onto A*. In fact, * maps the Pliicker coordinate tr to 
the dual Pliicker coordinate tj for all J E Pz ( n). Hence the algebraic structure of A* is 
determined by the algebraic structure of A. 

A so-called real form U of G is associated with the involution * on q G] by 

u := {g E GI f(g) = f*(g) VJ E C[G]}. 

Here U is the group consisting of the n by n unitary matrices. 
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Observe that the isotropy subgroup c; := {g E GI g.[x*] = [x*]} of [x*] is given 
by 

c; := {g = (9ij )i,j E GI 9ij = 0 for n - l + 1 :S i :S n, 1 :S j :S n - l}, 

which is a parabolic subgroup of G since it contains the subgroup of upper triangular 
matrices. Observe furthermore that the Levi subgroup Lis equal to the intersection Gx n 
c;. 

Now we can relate the homogeneous coordinate rings A and A* with the subalgebra 
<C[G / L] (1.3.9) as follows. Consider the diagonal action of G on A1 (V) @A1 (V*), which 
is defined by g.(v ® w) := g.v ® g.w for g E G, v E A1(V) and w E A1(V*). The 
diagonal action descends to a well-defined action on IP' (A1(V)@ A1 (V*)), cf. (1.3.4). Let 
B be the homogeneous coordinate ring of the closure of the orbit G. [y], where y is given 
by 

(1.3.11) y := V{n-l+i, ... ,n} @v{n-l+l, ... ,n} E A1(V)@A1(V*). 

The algebra B can be identified with the subalgebra of q G] generated by the elements 
t1tj (I, J E Pi(n)) via the dual 'lj.J* of the morphism 'ljJ: g M g.y. On the other hand, L 
stabilizes y, hence the image of 'lj.J* is contained in <C[G / L]. It can be shown that <C[G / L] 
is in fact generated by the elements t 1tj (I, J E Pi ( n) ), i.e. any right £-invariant poly­
nomial function on G is a polynomial in the elements t1tj (I, J E P1(n)). This result 
can be informally restated as follows: any right £-invariant polynomial function on G is a 
sum of products of a holomorphic polynomial and an anti-holomorphic polynomial in the 
Plucker coordinates t1 (IE P1(n)). From this viewpoint we have thus obtained a factor­
ization of the algebra <C[G / L] in terms of algebras of holomorphic and anti-holomorphic 
polynomials. 

1.4. Overview of the remaining chapters 

1.4.1. Multivariable orthogonal polynomials. The study of orthogonal polynomi­
als related to multivariable beta type integrals started in the 1970's with the work of James 
and Constantine [45], Vretare [131], [132] and Koornwinder and Sprinkhuizen-Kuyper 
[61], [62] [69], [113]. In the late 1980's Heckman and Opdam [36], [37], [38] associated 
to each irreducible root system certain multi variable analogues of the Jacobi polynomials. 
Many important properties of the polynomials were derived, such as orthogonality rela­
tions, quadratic norm evaluations and the existence of a "large enough" system of differ­
ential equations for which the Jacobi polynomials are joint eigenfunctions; the so-called 
hypergeometric differential equations. 

Macdonald [82] introduced q-deformations of the Heckman-Opdam polynomials and 
proved orthogonality relations with respect to multivariable continuous q-beta type inte­
grals. Cherednik's affine Hecke-algebraic approach [12], [13], [14], [15] has led to a good 
understanding of the basic properties of the Macdonald polynomials. 

The Macdonald polynomials associated to the non-reduced root system BC of rank 
1 form a two parameter subfamily of the four parameter family of Askey-Wilson polyno­
mials. The Askey-Wilson polynomials are the orthogonal polynomials with respect to the 
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continuous q-beta integral (1.2.5). Koomwinder [65] extended the definition of the BC 
type Macdonald polynomials to a five parameter family of orthogonal polynomials, which 
for rank 1 reduce to the full four parameter family of Askey-Wilson polynomials. Similar 
results as mentioned above for the Heckman-Opdam polynomials and the Macdonald po­
lynomials have been proved for the Koomwinder polynomials by work of Koomwinder 
[65], van Diejen [17], [18], Noumi [91], Macdonald [86] and Sahi [106]. 

The Askey-Wilson polynomials are on top of the so-called Askey tableau. The Askey 
tableau is a hierarchy of families of basic hypergeometric orthogonal polynomials which 
are joint eigenfunctions of a second order q-difference operator. Certain families can 
be obtained from other families by limit transitions or specializations of the parameters, 
which induces the hierarchy structure between the families in the Askey tableau. The 
example treated in Section 1.2 is directly related to the hierarchy structure between the 
Askey-Wilson polynomials and the orthogonal polynomials associated to the discrete q­
beta integral (1.2.3), which are called the little q-Jacobi polynomials. More explicitly, 
in Section 1.2 it is mentioned that the discrete q-beta integral (1.2.3) is a limit case of 
the Askey-Wilson integral (l.2.5). The corresponding limit on the level of orthogonal 
polynomials gives the hierarchy structure between Askey-Wilson polynomials and the 
little q-Jacobi polynomials. 

In Chapter 2 and Chapter 3 multivariable analogues of three families of orthogonal 
polynomials in the Askey tableau are introduced, namely the q-Racah polynomials and 
the big and little q-Jacobi polynomials. It is also proved that limit transitions between 
these three families and the Koomwinder polynomials exist, which can be seen as a mul­
tivariable generalization of the hierarchy structure in the Askey tableau. Furthermore, full 
orthogonality of the polynomials is established with respect to multivariable q-beta type 
integrals. Their quadratic norms are computed and it is shown that for each family there 
is a second order q-difference operator which is diagonalized by the orthogonal polyno­
mials. The multivariable big and little q-Jacobi polynomials satisfy orthogonality rela­
tions with respect to multivariable discrete q-beta integrals which have been introduced 
in 1980 by Askey [5], and have been studied intensively thereafter in several papers, e.g. 
[5], [33], [54], [4], [29], [127]. 

An important tool for obtaining the above mentioned results on the multivariable As­
key tableau is the development of a residue calculus for Gustafson's multidimensional 
analogue of the continuous q-beta integral ( 1.2.5), which is presented in Chapter 2. Dis­
crete multivariable q-analogues of the beta integral can now be obtained from Gustafson's 
integral by suitable limit transitions. This was shown for a special one variable example 
in Section 1.2. Several properties of the limit cases of the Koomwinder polynomials are 
proved by taking the limits in the corresponding results for the Koomwinder polynomials. 

The results of Chapter 2 and Chapter 3 have appeared in several papers. The multi­
variable big and little q-Jacobi polynomials were introduced and studied in [116]. Several 
limit transitions between multivariable orthogonal polynomials were studied in an alge­
braic manner, cf. Section 3.6, in the joint paper [121] with Koomwinder. The multivari­
able q-Racah polynomials were introduced and studied in the joint paper [20] with van 
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Diejen. In the papers [117], [118] the Koomwinder polynomials for special parameter 
values are studied with respect to partially discrete orthogonality measures. The general 
residue calculus for Koomwinder polynomials has appeared in [119]. In Chapter 2 and 
Chapter 3 we have mainly followed the approach of [119]. Finally, the theory in Chap­
ter 2 and Chapter 3 in the one variable case has appeared in the joint paper [122] with 
Koomwinder. 

1.4.2. Multivariable orthogonal polynomials and quantum Grassmannians. In 
the mid 1980's Drinfeld [27] and Jimbo [47] quantized the universal enveloping algebra 
U (g) of a simple Lie algebra g. They obtained the "standard" quantized universal en­
veloping algebra Uh (g), which is a Hopf-algebra quantization of U(g) endowed with the 
co-Poisson structure induced by the standard solution r of the modified classical Yang­
Baxter equation. The defining relations of Uh(g) are given by the so-called quantized 
Serre relations. In particular, the definition of U1i(g) depends on a particular choice of a 
Cartan subalgebra ~ C g and of a choice of simple roots 6. = { a 1 , ... , ar} for the root 
system associated with (g, ~). 

The Hopf-algebra dual <C1i [G] of U1i(g) is a quantization of the function algebra of 
regular functions on the connected, simply connected, simple Lie group G with Lie alge­
bra g. The associated Poisson-Lie group structure on Gin the semi-classical limit is given 
by the so-called Sklyanin-bracket on G associated with r. This bracket is also known as 
the Bruhat-Poisson bracket on G. 

In Chapter 4,5 and 6 of the Tract an important object of study is a rational form 
of <C1i [G], which is denoted here by <Cq [G]. Here q is assumed to be specialized to a 
value in the open interval (0, 1). For several simple Lie groups G, there is an explicit 
realization of <Cq [ G] in terms of generators and relations. For the purpose of this section, 
we give here the construction of <Cq[G] for the reductive Lie group G = GL(n,<C) in 
terms of generators and relations. The quantized function algebra <Cq [SL(n, <C)] is then 
an Hopf subgroup of <Cg [GL(n, <C)], which can formally be obtained from <Cq [GL(n, <C)] 
by setting the quantum determinant equal to 1. The algebra <Cq [G L(n, <C)] is generated 
by the elements t;j (1 ::::; i, .i ::::; n) and det; 1 , subject to the relations 

tkitkj = qtkjtki, t;ktjk = qtjktik (i < .i), 
tutkj = tkjtil, t;jtkz - tkztij = (q - q-1 )tutkj ( i < k, ,j < l), 

and det; 1 is defined as the inverse of the quantum determinant 

detq := L (-q)l(alta(l)lta(2)2, •, ta(n)n-

aE6n 

Observe the striking similarity with the coordinate ring <C[G] of G = GL(n, <C) as con­
sidered in Section 1.3. In particular, it is immediate from the above description of <Cq [G] 
that the coordinate ring <C[G] is formally reobtained by taking the limit q t 1. 

The function algebra <Cq [ G / L] of the regularly embedded quantum Grassmannian is 
defined as the "standard" quantization of the algebra of functions <C[ G / L], where G = 
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GL(n,<C), L = GL(n - l,<C) x GL(l,<C) and C[G/L] is the subalgebra of right£­
invariant functions in C[G], cf. (1.3.9). The quantized function algebra <Cq [G / L] can 
be alternatively described as the subalgebra of right <Cq (£]-invariant elements in <Cq (G], 
where <Cq[L] is the obvious quantum analogue of the subgroup L = GL(n - l,<C) x 
GL(l, <C), cf. (1.3.8). This quantization of the Grassmann manifold is called regularly 
embedded because the quantum subgroup <Cq [ L] contains the quantized diagonal matrices. 
This property turns out to have vast implications for the associated harmonic analysis. 
For instance, it implies that the associated zonal spherical functions satisfy orthogonality 
relations with respect to completely discrete orthogonality measures. 

In Chapter 4 it is shown that the zonal spherical functions on the regularly embedded 
quantum Grassmannian can in fact be identified with multivariable big and little q-Jacobi 
polynomials. The strategy for obtaining this result is as follows. Noumi, Dijhuizen and 
Sugitani (92] introduced a one parameter family of quantum complex Grassmannians and 
they identified the associated zonal spherical functions with a subfamily of the Koorn­
winder polynomials. The regularly embedded quantum Grassmannian can be formally 
reobtained from the one parameter family of quantum Grassmannians by sending the pa­
rameter to infinity. In Chapter 4 it is shown that such limits on the level of quantum 
Grassmannians correspond on the level of zonal spherical functions with the limits from 
Koornwinder polynomials to multivariable big and little q-Jacobi polynomials as studied 
in Chapter 2. The results of Chapter 1 and Chapter 2 therefore play an essential role in 
the study of the limit transitions on the one parameter family of quantum Grassmannians. 

The rank 1 case of these results was obtained by Koornwinder (64], (66] for 2-spheres 
and by Dijkhuizen and Noumi (24]. Chapter 4 is based on the joint paper (25] with 
Dijkhuizen. The results in Section 4.5 and Section 4.6 have appeared before in the paper 
(92] ofNoumi, Dijkhuizen and Sugitani without proofs. 

1.4.3. Quantum Pliicker coordinates and their generalizations. The concept of 
Pliicker coordinates on Grassmannians can be generalized to arbitrary flag manifolds. The 
general definition is based on the characterization of the Pliicker coordinates as matrix 
coefficients of a finite dimensional (irreducible) representation, cf. (1.3.2), (l.3.6). 

Flag manifolds are defined as the homogeneous spaces of the form G / P, where G is 
a connected, simply connected, simple Lie group and Pis a parabolic subgroup of G. In 
this section the parabolic subgroup P is assumed to be standard with respect to the fixed 
Cartan subalgebra IJ and with respect to the fixed simple roots .6.. The standard parabolic 
subgroups are naturally parametrized by subsets of .6.. 

On the other hand, irreducible finite dimensional representations of G are parame­
trized by an integral cone EBaE.6.Z+wm the so-called integral cone of dominant integral 
weights. The Wa (a E .6.) are called the fundamental dominant weights and form a 
type of dual basis with respect to the simple roots .6.. For a parabolic subgroup P of G 
corresponding to a particular subset I c .6., the (generalized) Pliicker coordinates can 
be defined as certain matrix coefficients of the finite dimensional irreducible representa­
tions of G corresponding to the fundamental weights w°' (a E J). Dual (generalized) 
Pliicker coordinates are then defined as certain matrix coefficients of the corresponding 
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dual representations. Quantum analogues of the generalized Pliicker coordinates and of 
the generalized dual Pliicker coordinates can be defined in a similar manner by using the 
finite dimensional corepresentation theory of <Cq [G]. 

If Lis the Levi component of the parabolic subgroup P, then the "standard" quan­
tized function algebra <Cq [G / L] can be defined as the subalgebra of right <Cq [L]-invariant 
elements of the quantized function algebra <Cq [ G], where <Cq [ L] is the quantum subgroup 
associated with the Levi component L. Then, products of (generalized) quantum Pliicker 
coordinates and dual (generalized) quantum Pliicker coordinates lie in the quantized func­
tion algebra <Cq [ G / L]. From an informal point of view, this means that <Cq [ G / L] contains 
the quantized algebra of zero-weighted complex-valued polynomial functions on G / L. 

One of the questions which is addressed in Chapter 5 and Chapter 6 is the following: 
Is <Cq [ G / L] generated as algebra by the products of the quantum Pliicker coordinates and 
the dual quantum Pliicker coordinates? If the answer is affirmative, then the quantized 
function algebra <Cq [ G / L] is called factorizable. Affirmative answers to this factorization 
problem is given for an interesting class of flag manifolds. In fact it turns out that the 
answer is affirmative for all flag manifolds (unpublished result of the author). 

In Chapter 5 the factorization problem is proved for the regularly embedded quan­
tum Grassmannian. Furthermore, the defining relations between the quantum Pliicker 
coordinates and the dual quantum Pliicker coordinates are derived in case of the complex 
Grassmannian. To arrive at this result, it is important to understand the algebraic structure 
of the algebrnAq, which is by definition the algebra generated by the quantum Pliicker 
coordinates. The algebra Aq is the quantized homogeneous coordinate ring of the Grass­
mann manifold Yi,n, cf. Section 1.3. The algebraic structure of Aq is well understood 
due to the work of Taft and Towber [126] and of Noumi, Yamada and Mimachi [96]. 
In [126] it was shown that the defining relations of the quantum Pliicker coordinates are 
given by Young symmetry relations, or equivalently by q-Garnir relations. Both of these 
relations contain the quantum analogues of the Pliicker relations ( 1.3. 7) as special cases. 
The results of Chapter 5 are based on a handwritten manuscript of the author. 

In Chapter 6 the factorization problem is considered for arbitrary flag manifolds. 
The factorization is proved for an interesting class of flag manifolds, which contains in 
particular the irreducible compact Herrnitean symmetric spaces. This part is based on the 
joint paper [123] with Dijkhuizen. 

1.4.4. Quantum orbit method for flag manifolds. In Section 1.3 of this chapter an 
involution on the coordinate ring <C[G] of G = GL(n, <C) was introduced. This involution 
corresponds on the level of groups with choosing the n by n unitary matrices as real 
form of G. The subalgebra <C[G/L] (1.3.9) of right L = GL(n - l,<C) x GL(l,<C) 
invariant polynomial functions on G = GL(n, <C) is stable under this involution. In fact, 
the involution maps the Pliicker coordinates to the dual Pliicker coordinates. There is 
a natural anti-linear anti-involution * of the standard quantized function algebra Cq [G] 
which, in the semi-classical limit, reduces to choosing then by n unitary matrices as real 
form of G = GL(n, <C). Again, Cq [G / L] is *-stable and the anti-involution maps the 
quantum Pliicker coordinates to the dual quantum Pliicker coordinates. 
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For a given connected, simply connected, simple Lie group G with Lie algebra g and 
Cartan subalgebra ~ there is a standard way to construct a compact real form U of G using 
a special root basis of g, cf. [40, Theorem 6.3]. The compact real form Uhas the property 
that for any standard parabolic subgroup P, K = P n U is a compact real form of the 
Levi component L of P. Furthermore, G /Pis isomorphic to U /Kasa real manifold. 

There exists an anti-linear anti-involution* on the quantized function algebra <Cq [G] 
which corresponds in the semi-classical limit to the above mentioned choice of compact 
real form U. To emphasize that <Cq [G] is considered with this *-structure, it is customary 
to write <Cq [U] instead of <Cq [ G]. The subalgebra <Cq [ G / L] with L the Levi component 
of a standard parabolic subgroup P is stable under the *-involution. Furthermore, the 
*-involution maps quantum Pliicker coordinates to dual quantum Pliicker coordinates. In 
Chapter 6, the algebra <Cq [ G / L] is considered with the above mentioned *-structure. To 
emphasize the choice of *-structure, we write <Cq [U / K] (K := P n U) for the algebra 
<Cq [G / L] with this particular choice of *-structure. 

In Chapter 6 the quantum orbit method is developed for flag manifolds U / K by re­
lating the irreducible *-representations of the *-algebra <Cq [U / K] to the geometry of the 
underlying Poisson structure on U / K. Since <Cq [U / K] is a *-subalgebra of <Cq [U], the 
Poisson structure of U /Kin the semi-classical limit is the induced Bruhat-Poisson struc­
ture of U, i.e. it is the unique Poisson structure on U / K such that the natural projection 
U ➔ U / K preserves the Poisson structures. 

The Poisson geometry of U and U / K with respect to the Bruhat-Poisson bracket was 
studied by Soibelman [110], respectively Lu and Weinstein [80]. It was shown that the 
symplectic foliation of U is a refinement of the Bruhat decomposition of U and that the 
symplectic foliation of U / K coincides with the Schubert cell decomposition of U / K. 
Every symplectic leaf of U is mapped surjectively onto a Schubert cell of U / K under the 
natural projection U ➔ U / K. 

The irreducible *-representations of the standard quantized function algebra of the 
group of n by n unitary matrices were classified independently by Koelink [60] and 
Soibelman [109]. In [110], Soibelman classified the irreducible *-representations of 
<Cq [U] for an arbitrary compact simple Lie group U. Soibelman showed that the irre­
ducible *-representations of <Cq [U] are naturally parametrized by the symplectic leaves of 
the Bruhat-Poisson structure on U. 

The natural embedding <Cq [U / K] Y <Cq [U] can be interpreted as the quantized dual 
of the natural projection U ➔ U / K. In Chapter 6 it is shown there is a close connec­
tion between the properties of the natural projection U ➔ U / K and the properties of its 
quantized dual. For instance, it is shown that an irreducible *-representation 1r of <Cq [U] 
remains irreducible as *-representation of <Cq [U / K] if and only if the symplectic leaf 
corresponding to 1r is mapped isomorphically onto its image under the natural projection 
U ➔ U / K. Since for each Schubert cell Y of U / K there exist symplectic leaves of 
U which are mapped isomorphically onto Y, we thus obtain in a natural way an irre­
ducible *-representation of <Cq [U / K] for every symplectic leaf Y of U / K. Irreducible 
*-representations corresponding to different Schubert cells turn out to be inequivalent. 
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A *-representation of a factorizable quantized function algebras Cq [U / K] is com­
pletely determined by its action on the products of the quantum Plilcker coordinates and 
the dual quantum Plilcker coordinates. This fact is used to give a complete classification 
of the irreducible *-representations of a factorizable quantized function algebra Cq [U / K]. 
For factorizable quantized function algebras Cq [U / K] it is shown that the irreducible *­
representations of Cq [U / K] obtained by restriction of irreducible *-representations of 
Cq [U] exhaust the equivalence classes of irreducible *-representations, i.e. the equiva­
lence classes of irreducible *-representations are parametrized by the Schubert cells of 
U / K. In particular, the complete classification of the irreducible *-representations is 
obtained for the quantized function algebras of the irreducible compact Hermitean sym­
metric spaces. 

These and other connections between the Poisson geometry of flag manifolds and 
the irreducible *-representations of the quantized function algebras of flag manifolds are 
explored in full detail in Chapter 6. 

Chapter 6 is based on the joint paper [123] with Dijkhuizen. 

1.5. Notations and conventions 

The following notations and conventions are used throughout the Tract. 

- N := {1, 2, 3, ... } and Z+ = {0, 1, 2, ... }. 
- Sums over empty index sets are equal to 0, products over empty index sets are 

equal to 1. 
- q is a fixed real number in the open interval (0, 1), unless explicitly stated other-

wise. 
- [k,l] := {k, k + l, ... ,Z -1,Z} for integers k,l with k < l. 
- An associative algebra is by definition an associative algebra with unit. 
- The q-shifted factorial is defined by 

(1.5.1) (a; q)b := ( (a~:)) , (a; q) 00 := ii (1 - q.ia), 
aq 'q oo j=O 

provided that aqb (/:. {q-khEZ+· For b = k E Z+, this reduces to (a;qh 
f17==-t (1 - aqi), which is well defined for all a E C. The notation 

m 

(al,··· ,am;qh := IT (a1;q\ 
j=l 

is used for products of q-shifted factorials. 





CHAPTER 2 

A residue calculus for Koornwinder polynomials 

2.1. Introduction 

Koomwinder [ 65] introduced a five parameter multi variable generalization of the four 
parameter family of Askey-Wilson polynomials [7] and showed that the polynomials sa­
tisfy orthogonality relations with respect to the absolutely continuous measure of Gustaf­
son's multidimensional Askey-Wilson integral [31] 

_1_/j' IT (z%kz[1;q)oo ITn (z;,z;2;q)oo dz; 
(21ri)n (tzc:kzc:1.q) TI3 (t . t -1. ) Zi 

zETn l'Sk<l'Sn k l ' oo i=l j=O 'JZi, 1Zi , q 00 

Ek,E1E{±l} (2.1.1) 

IT
n (t, t2n-i-ltot1tA3; q) 

=2nn! . oo 
i=l ( q, tn-,+l; q) oo Ilo::;k<l::;3 ( tn-itktt; q) oo' 

where rn is then-torus in en and ltil < 1, t E (0, 1). This five parameter family 
of multivariable orthogonal polynomials is nowadays known as the family of Koomwin­
der polynomials. Certain three parameter subfamilies of the Koomwinder polynomials 
coincide with the families of BC type Macdonald polynomials, which were previously 
introduced and studied by Macdonald [86]. Van Diejen [16] has shown that the Koom­
winder polynomials contain all families of Macdonald polynomials associated with the 
classical root systems as special cases or, in the case of root system A, as the highest 
homogeneous part. 

Several important properties of the Koomwinder polynomials were derived in the past 
years. We mention here two properties which will play an important role in this chapter. 
Koomwinder [65] introduced an explicit second order q-difference operator which simul­
taneously diagonalizes the Koomwinder polynomials. Van Diejen [17] evaluated the qua­
dratic norms for a four parameter family of the Koomwinder polynomials using so-called 
Pieri formulas. By recent results of Sahi [106], van Diejen's quadratic norm evaluations 
are valid for the full five parameter family of Koomwinder polynomials, see also [120]. 

In [ 65], [17] the orthogonality relations and norm evaluations with respect to the mea­
sure associated with (2.1.1) were derived for parameters (t, t) with ltil :S 1. In Section 
2.3 we extend these results to the case that the four parameters tare generically complex. 
Intuitively, the results fort generically complex follow from the results for It; I :S 1 by an­
alytic continuation, after replacing the torus Tn in the orthogonality measure by a suitable 
Cartesian product en of a Jordan curve C. Informally rephrased, the results in Section 

17 
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2.3 follow from a multidimensional analytic version of Cauchy's Theorem for the mea­
sure associated with (2.1.1 ), analytic in the sense that no poles of the measure are picked 
up. The technicalities are a little bit more involved and will be discussed in Section 2.3. 

In Section 2.4 a multidimensional meromorphic version of Cauchy's Theorem is de­
veloped for the measure associated with (2.1.1 ), so that certain poles of the measure can 
be picked up by shifting the multidimensional contour. The completely discrete weights 
which arise from this residue calculus contain a common factor which has a pole when the 
parameters satisfy a type of truncation condition. By dividing out this common factor, the 
partly continuous weights are zero for parameters satisfying the truncation condition, and 
all that remains is a discrete, finite orthogonality measure. The Koomwinder polynomials 
with parameters satisfying this truncation condition are multivariable analogues of the 
well-known family of one variable q-Racah polynomials. These multivariable analogues 
of the q-Racah polynomials are studied in Section 2.5. 

In Section 2.6 orthogonality relations for the Koomwinder polynomials are derived 
with respect to positive, partly discrete orthogonality measures. The results in Section 2.6 
are important for the understanding of limit transitions from Koomwinder polynomials 
to multivariable analogues of big and little q-Jacobi polynomials, which will be the main 
subject of the next chapter. 

This chapter is started with a short review on the theory of one variable Askey-Wilson 
polynomials and one variable q-Racah polynomials. 

2.2. One variable Askey-Wilson and q-Racah polynomials 

Following the notations in [30] we define the basic hypergeometric series r<l>s by 

(2.2.1) r</>s ( al,··· ,ar ;q,z) = f (al,··· ,ar;q)m ((-l)mq(;'))l+s-r zm. 
b1,••·,bs (b1, ... ,bs,q;q)m 

m=O 

A set of orthogonal polynomials is called of basic hypergeometric type if the orthogonal 
polynomials can be expressed in terms of the basic hypergeometric series. Askey and 
Wilson [7] introduced a very general family of basic hypergeometric orthogonal polyno­
mials depending on four parameters t = ( t0, t1, t2 , t3) which is nowadays known as the 
family of Askey-Wilson polynomials. In terms of the basic hypergeometric series (2.2.1) 
they are given by 

(2.2.2) 

( . ) ·- (tot1,tot2,tot3;q)n (q-n, qn-1tat1t2t3, toz, toz-1 . ) 
Pn z,{ .- n( ) 4q>3 ,q,q 

t0 tat1t2t3qn-l;q n tat1, tat2, tat3 

for n E Z+. Observe that Pn(z) is a monic polynomial in z + z-1 of degree n. 
The orthogonality relations and norm evaluations for the monic Askey-Wilson poly­

nomials can be stated as follows. 

THEOREM 2.2.1. ([7, Theorem 2.3]) Assume that pairwise products of t0 , t1, b t3 

as a multiset (so both t5 and t0t1 are considered among the products) do not belong to 
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the set {q-i}JEZ+· Then the monic Askey-Wilson polynomials satisfy the orthogonality 
relations 

l J dz -2 . (PmPn)(z;t)we(z;t)- = r5m,nN(n;t) 
JfZ zEC Z 

with weight function 

(2.2.3) 

Here C is a positively oriented, continuous differentiable Jordan curve containing O and 
the four sequences { t;qi}JEZ+ (i E [O, 3]) and seperating them from { t; 1q-i }JEZ+ (i E 
[O, 3]). The quadratic norms N ( n) of the monic Askey-Wilson polynomials are explicitly 
given by 

The theorem implies in particular that the monic Askey-Wilson polynomials Pn (z; t) 
are symmetric with respect to permutations of the four variables t ( which cannot be imme­
diately read off from the explicit expressions (2.2.2)). For the proof of the orthogonality 
relations and norm evaluations, Askey and Wilson [7] used the q-Pfaff-Saalschiitz sum 
[7, (1.29)], [30, (11.12), p. 237] and the explicit evaluation of the integral over the weight 
function, 

(2.2.4) 

(cf. [7, Theorem 2.1]). The integral (2.2.4) is a q-analogue of the classical beta integral 
and its evaluation is proved in [7] by summing up four sequences of residues by a sum­
mation formula of a very-well poised 6¢5 series [7, (2.2)], [30, (11.20), p.238] and subse­
quently summing the four remaining terms with the help of an elliptic function identity. 
More elementary proofs of (2.2.4) were obtained, for instance, in [103], [43] and [67]. 

A partly discrete orthogonality measure can be obtained by pulling C over some of 
the poles of We. The poles of We are simple for generic parameters t and are given by the 
eight sequences { tiqi}JEZ+, { t; 1q-ihEZ+ (i E [O, 3]). We write 

(2.2.5) ( i ) ( i f h) (we(z;t)) Wd eq ; e = Wd eq ; e; , g, := resz=eq, z 

for the residues, where f, g, h are such that { e, f, g, h} = { t0 , t1 , t2 , t3 } ( counted with 
multiplicity). When We has a simple pole in eqi, then 

(2.2.6) 
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by the invariance of We ( z) under the inversion z c-+ z-1 , and we have the explicit formula 

(e-2·q) 
wd(eq\ e; f, g, h) := ( ' 00 ) 

q,ef,f/e,eg,g/e,eh,h/e;q 00 

( e2' ef, eg, eh; q) i (1 - e2q2i) 
(2.2.7) 

·(q,qe/f,qe/g,qe/h;q)i (l-e2 ) 

(see [7, Theorem 2.4] or [30, (7.5.22)] to avoid a small misprint). 
The monic q-Racah polynomials depend (apart from q) on three continuous parame­

ter and one discrete parameter N E N. They are the finite family 

{Pn(.;LN;q) In E [O,N]} 

of Askey-Wilson polynomials for the special parametersfN := (to, ti, t2, t"i;1q-N) where 
N E N. Since the parameters LN do no longer satisfy the assumptions of Theorem 2.2.1, 
it is convenient to think of the q-Racah polynomials as limit cases of the monic Askey­
Wilson polynomials where the limit is given by sending t3 to t01q-N. 

The orthogonality relations and norm evaluations for the monic q-Racah polynomials 
can be stated as follows. 

THEOREM 2.2.2. ([6, Section 2]) Let N E N. For generic parameters t0 , t1, t2 we 
have the orthogonality relations 

N 

'I:,(PmPn)(toqi;LN)flqR(toqi;LN) = 6m,nNqR(n;LN) 

form, n E {O, ... , N}, with 

R - (l-t6q2i)(t6,tot1,tot2,tot3;q). 
fl q (t0q'; t) := . i 

- ( tot1 t2 t3q-1 r (1 - t6) ( q, qt11 to' qfi1 to' q(; 1 to; q) i 

The quadratic norms of the manic q-Racah polynomials are explicitly given by 

N R (q, tot1, tot2, tot3, t1t2, fit3, t2t3; q) (ti/to, t2/to, t3/to, tot1t2t3; q) 
q (n·t) := n oo 

' - ( qn-l tot1 ht3; q) n ( tot1 t2t3; q) 2n ( t1 t2, t1 t3, t2t3, t-;2; q) 00 

Askey and Wilson [6] obtained the orthogonality relations and norm evaluations for 
the q-Racah polynomials from a summation formula for very well poised terminating 6 ¢5 

series [6, (2.3)], [30, (11.21), p.238] and the q-Pfaff-Saalschiitz sum [6, (2.5)], [30, (II.12), 
p.237]. In particular, they obtained the summation formula 

(2.2.8) t[lqR(toq\{N) = (qt6,q/t1t2;q)N 
i=O (qto/t1,qto/t2;q)N 

using a summation formula for very well poised terminating 6 ¢5 series [6, (2.3)], [30, 
(II.21), p.238]. 

It turn out that the orthogonality relations and norm evaluations for the q-Racah poly­
nomials can be obtained by taking suitable limits in the orthogonality relations and norm 
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evaluations for the Askey-Wilson polynomials. The main trick here is to rescale a suit­
able partly discrete orthogonality measure for the Askey-Wilson polynomials such that 
certain common poles of the discrete weights become zeros for the continuous part of 
the orthogonality measure. These zeros cause the vanishing of the continuous part of the 
orthogonality measure in the limit t ---+ fN (see [122] for the details). In Section 2.5 this 
approach is used to generalize Theorem 2.2.2 to the multivariable setting. 

2.3. Koomwinder polynomials for generic parameters values 

In this section the multivariable analogue of Theorem 2.2.1 is given. We first need to 
introduce some notations and conventions which will be used throughout this chapter. The 
number n E N denotes the number of independent variables of the multivariable polyno­
mials under consideration. Then variables are denoted by z = (z1 , ... , zn). A function 
h(z) for which a definition is given with respect to then variables z = (z1 , ... , Zn), 
should be read with n = m if it follows from the context that z E cm. If h( z) appears in 
formulas with z E cm and m = 0, then h(z) should be read as 1. 

Let 6 = 6n be the group of permutations of the set [1, n] and W = 6 t>< { ±1 }n 
the Weyl group of type BCn. W acts by permutations and inversions on the algebra 
A := C[zf1 , ... , z;'1 ]. Denote Aw for the subalgebra of W-invariant functions in A. 
A basis for AW is given by the monomials {m>. I.XE A}, where A:= {.XE Z+ I .X1 2'. 
... 2'. An}, and 

m>.(z) := ~ z'' 
µEW.\ 

with zµ = zf1 ... ztn. The W-orbit of.XE AC zn is with respect to the natural action 
of won zn. 

Sett = (to, t1, t2, t3) for the four tuple of parameters to, t1, t2, t3. We assume in this 
section that t E V, where V C c4 is the following parameter domain. 

DEFINITION 2.3.1. Let V be the set of parameters t E (C* )4 for which 

#{arg(ti),arg(t"11 ) Ii E [0,3]} = 8 

and for which totit2t3 r/:. Ilh1. Here arg(u) E [0, 21r) is the argument of u E C* and 
lE.>1 := {r E JE.I r 2'. 1}. -

The measures which will be considered in this chapter will have their support on 
certain deformed n-tori en c en, where C c C are the following type of deformations 
of the unit circle T. 

DEFINITION 2.3.2. A continuous rectifiable Jordan curve C = ¢c([0, 1]) c C is 
called a deformed circle if C has a parametrization ¢c of the form 

(2.3.1) ¢c(x) = rc(x)e2rrix (x E [0, 1]), re : [0, 1]---+ (0, oo) 

and if C is invariant under inversion, i.e. c-1 := { z-1 I z E C} = C. Fort E V, 
a deformed circle C is called a t-contour if the four parameters t0 , t1, t2, t3 are in the 
interior of C. 
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For a deformed circle e = ¢e([0, 1]) the radial function re satisfies rc(l - x) = 
(re(x))- 1 since e = e- 1 . Since a deformed circle e is by definition a closed contour, 
we furthermore have that re(0) = re(l/2) = re(l) = 1. Observe that the unit circle T 
is a deformed circle with rr = 1. If f;_ E V and e is a f;_-contour, then the radial function 
re satisfies the extra conditions 

re(at) > [ti[, 

where ai = ai (t_) is defined by 

i E [0, 3], 

(2.3.2) i E [0,3]. 

In particular, the unit circle T is a f;_-contour if [ti [ < 1 for all i E [0, 3]. Observe 
furthermore that a; -::/- 0, 1/2 and that a; = 1 - at for all i. 

The convention will be used that a deformed circle e is counterclockwise oriented 
(i.e. has the orientation induced from the parametrization ¢e) when we integrate over e. 

Lett E (0, 1 ), f;_ E V and let e be a deformed circle such that tiq.i ¢ e for i E [0, 3] 
and j E Z+. Let dv(z; t_; t) be the measure on en given by 

(2.3.3) 
dz 

dv(z; t_; t) := .6.(z; t_; t)-
z 

for Z E en with dz := dzt ... dzn and with weight function .6.(z; t; t) given by 
z z1 Zn -

(2.3.4) 

with wc(x; t_) (2.2.3) the weight function for the continuous part of the orthogonality 
measure of the Askey-Wilson polynomials, and J(z; t) given by 

(2.3.5) '(z·, t) := II (z ~ z-1z z z-1 z-1z-1 · q) U i"-'J, i j l i j l i j l Tl 

l,Si<j,Sn 

The interaction factor b(z; t) is only present in the multivariable setting (i.e. when n > 1). 
In particular the measure is independent of the deformation parameter t when n = 1, and 
coincides with the orthogonality measure of the Askey-Wilson polynomials as given in 
Theorem 2.2.1. 

The measure dv(.; t_; t) on en is well defined, since the poles of .6.(.; t_; t) do not in­
tersect with the integration domain en. Indeed, the poles of the weight function .6. (z; t_; t) 
lie on hyperplanes 

(2.3.6) - t j - t- 1 -j Zi - m. q or Zi - m. q 

with m E [0, 3], j E Z+ and i E [1, n] (the poles coming from wc(zi)) and on hypersur­
faces 

(2.3.7) 
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with 1 ::; k -I l ::; n, j E Z+ and ck, cz E { -1, 1} (the poles coming from J(z; f)). We 
have z ~ en for a pole z of the form (2.3.6) since e-1 = e and tiq1 ~ e for i E [O, 3] 
and j E Z+ Similarly it follows from the definition of a deformed circle e that z ~ en 
for a pole z of the form (2.3.7). 

In this section we will study the orthogonal polynomials related to the complex mea­
sure (en, dv(.; tit)) where e is an arbitrary {-contour. We first show that the measure 
dv(.; tit) is independent of the {-contour e when integrating against W-invariant Lau­
rent polynomials. In order to obtain this result, we consider specific subsets of ( <C*) n on 
which the interaction factor J(.; t) is analytic. 

Let e and I[ be deformed circles, with parametrization given by </Jc(x) = rc(x)e21rix 

respectively </Jdx) = rc:.(x)e21rix. Let A+(e, ![) be the open subset 

(2.3.8) 

Set 

(2.3.9) 

A+(e, ![) := {x E [0, 1] I rc(x) > rc:.(x)} c (0, 1). 

where o+ ( e, ![) is given by 

(2.3.10) LJ {y(x)e21rix I rc(x) 2: y(x) 2: rc:.(x)}. 
xEA+(C,Q'.) 

The following properties of D( e, ![) C <C* follow easily from the definitions: 
(i) O(e,Q:) = O(Q:,e). 
We will use, in view of (i), the notation O = 0( e, ![) when it is clear from the context 
which pair of contours e, ([ is meant. 
(ii) 0-1 = 0. 
(iii) The contour e can de deformed homotopically to I[ within 0. 

We call O c <C* the domain associated with the pair ( e, ![). We write Ow (on) for 
the ring of W-invariant functions f which are analytic on on. We have now the following 
crucial lemma. 

LEMMA 2.3.3. Lett E (0, 1) and let e, ([ be deformed circles satisfying the condi­
tion t(rc(x)) < rc:.(x)forallx E A+(e,![). ThenJ(.;t) E Ow(On). 

PROOF. Let e, ([be deformed circles such that t(rc(x)) < rc:.(x) for x E A+ ( e, ![). 
Let z E (<C* )n such that z? zf1 = r 1q-1 for some j E Z+, some k -f. l and some 
ck,Et E {±1}. Write,6k := arg(zk)/2Jrand,61 := arg(zz)/2Jr. Fortheproofofthe 
lemma it suffices to show that either Zk (/. 0 or z1 (/. 0. 

As an example, we check that either zk (/. 0 or zz (/. 0 when ,Bk E A+ ( e, ![) and 
zkzz = r 1q-j for some j E Z+ Then ,Bk= 1- ,61 and ,61 EA+(![, e), so in particular 
re (,Bk) = rc(,Bz)- 1 , rc:.(,6k) = rc:.(,61)- 1 . Suppose that zz E 0, then 

lzkl = C 1 q-1lz1- 1 I 2: q-Jc1rc:.(,6k) > q-jrc(,6k) 2: rc(,6k), 

hence Zk (/. n. All the other cases are checked similarly. □ 
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LEMMA 2.3.4. Lett EV, t E (0, 1) and f E Aw. Then 

(2.3.11) ff f(z)dv(z;t;t) 

is independent of the choice oft-contour C. 

PROOF. With the shorthand notation N1(C) for the integral (2.3.11), we have to 
show that N1(C) = N1(<t.) for arbitrary pairs off-contours (C, It.). 

Let £ be the collection of pairs oft-contours ( C, It.) for which A+ ( C, It.) is a finite 
disjoint union of open intervals and for which t(rc(x)) < rc:(x) for all x E A+(c, It.). 
Fix a pair ( C, It.) E £ and let O be the associated domain. Since the four parameters 
to, t 1 , t 2 , t3 are in the interior of C and It. we have we(.; t) E 0{±1} (0), and by Lemma 
2.3.3 we have J(.; t) E Ow(O"). So Cauchy's Theorem implies that N.r(C) = N1(<t.). 

Suppose now that ( C, It.) is an arbitrary pair of t-contours. Then there exists a fi­
nite sequence oft-contours C0 , C1 , ... , Cs such that Co = It., Cs = C and such that 
(C;, C;_i) E £ for all i E [1, s]. It follows that N.r(C) = N1(<t.). □ 

Define for parameters t E V and t E ( 0, 1) a symmetric bilinear form (., . ) :t.,t on Aw by 

(2.3.12) (f,g):t.,t := (2:i)" ff f(z)g(z)dv(z;t;t), f,g E Aw 
zECn 

where C is at-contour. The bilinear form (2.3.12) is independent of the choice oft­
contour C by Lemma 2.3.4. An important tool for studying orthogonal polynomials with 
respect to the bilinear form ( ., . ) :t.,t is an explicit second order q-difference operator D = 
D:t.,t which preserves the algebra Aw and which is symmetric with respect to (., . ) :Lt. The 
second order q-difference operator D was introduced by Koomwinder [65]. It is explicitly 
given by 

n 

(2.3.13) D := L (¢j(z)(Tf - Id)+ ¢-;(z)(Tj- - Id)), 
j=l 

where Tl is the q±1-shift in the .fth coordinate, 

(T/f) (z) := f(zl,··· ,Zj-1,q±1 Zj,Zj+l,··· ,zn), 

and the functions ¢ j (z; t; t) and ¢ J ( z; t; t) are given by 

+( .. ) ·- nf=o(l - t;zj) II (1- tzzzj) (1- tz1- 1zj) 
¢. z,t,t -- ( 2)( 2 ( -1 ) ' 1 1-z. 1-qz.) (1-z1z·) 1-z z· 

J J lf.j J l J 
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where z- 1 := (z11 , ... , z;:;- 1 ). The BC type dominance order on A is defined by 

(2.3.14) µ :S >. ¢=> Lµj :S I:>-j (i E [1,n]) 
j=l j=l 

for>.,µ EA. 

REMARK 2.3.5. Choose for the root system R = R+ U (-R+) of type BCn, the 
positive roots R+ by 

R+ = {ei}i=l U {ei ± ejh:Si<j:Sn U {2ei}i=l, 

with { ei}i=l the standard orthonormal basis for IB.11 , then A coincides with the set of 
dominant weights, and >. > µ for >., µ E A iff >. - µ is a sum of positive roots. 

Koomwinder proved the following triangularity property of D (see [65, Lemma 5.2] 
and the remark after [121, Proposition 4.1 ]). 

PROPOSITION 2.3.6. Let). E A. For arbitrary I E rc4 and t E re we have 

(2.3.15) Dm» = L E»,µmµ 
µ<>. 

with E»,µ = E»,µ (t.; t) E re depending polynomially on the parameters t. and t. The 
leading term E»,>. (t.; t) will be denoted by E» (t.; t) and is given by 

(2.3.16) 
n 

E»(t.;t) := L (q-1totit2t3t211-j-1(q>.; -1) +tj-l(q->.; -1)). 
j=l 

In particular, D preserves the algebra Aw. An other important property of D is the 
symmetry of D with respect to the bilinear form (., . ) , i.e. 

(2.3.17) (Dt_,tf,g\,t = (f,Dt_,tg)t.,t' J,g E Aw 

for parameters t. E V and t E (0, 1). Koomwinder [65, Lemma 5.3] proved (2.3.17) 
for parameters t. with ltil < 1 (then the unit circle T can be chosen as t.-contour). By 
Proposition 2.3.6, (2.3.17) follows fort. E V by analytic continuation. 

Define now explicit expressions N(>.; t.; t) for>. E A by 

(2.3.18) N(>.;t.;t) := 211n!N+(>.;t.;t)N-(>.;t.;t) 

where N+ (>.) := N+ (>.; t.; t) is given by 

(2.3.19) 
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(2.3.20) 

The following theorem extends the results of Koomwinder [65] (the orthogonality rela­
tions for the Koomwinder polynomials) and van Diejen in [17], Sahi [106] (the quadratic 
norm evaluations for the Koomwinder polynomials) to parameters t E V (in [65], [17] 
and [106] these results were obtained for a parameter domain such that lti I :S 1 for all i). 
See also [120]. 

THEOREM 2.3.7. For parameters (t, t) E V x (0, 1) there exists a unique linear 
basis { P>. (.; t; t)} >.EA of Aw such that 

(2.3.21) P>. ( .; t; t) = rn>. + L C>.,µ, (t, t)rnµ,, C>.,µ, (I, t) E C 
µ,<>. 

(2.3.22) 

Furthermore, P>. (.; t; t) is an eigenfunction of Dt.,t with eigenvalue E >. (t; t) and we have 
the explicit evaluationfonnula 

(2.3.23) 

for the quadratic nonns of the polynomials P>.. 

DEFINITION 2.3.8. The W-invariant Laurent polynomial P>. (.; t; t) is called the ma­
nic Koornwinder polynomial of degree ,\. E A. 

We end this section with a sketch of the proof for Theorem 2.3. 7 using the techniques 
of Koomwinder [65] and van Diejen [17]. For more details, we refer the reader to these 
two papers. 

Fix arbitrary O -::/- v E A. It is sufficient to prove the existence and uniqueness of a 
set of W-invariant Laurent polynomials { A ( .; t; t) h:s:v satisfying (2.3.21) and (2.3.22) 
for .\., µ :S v and to prove the remaining assertions of the theorem for the polynomials 
{ P>. (.; Ii t)} >.::;v• 

We first define the polynomials { P>.(.; t; t)} >.<v for a dense parameter domain Uv C 

V x (0, 1). The subset Uv is by definition the set-of parameters (I, t) EV x (0, 1) such 
that Eµ,(I; t) -::/- E>.(Ii t) for all.\.,µ :S v, ,\.-::/- µ. Observe that Uv C V x (0, 1) is open 
and dense since the eigenvalues { E>. (t; t)} >.EA are mutually different as polynomials in 
the parameters t, t. 
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The polynomials P>.. (.; t; t) E Aw for (t, t) E U v and A ~ v are defined by 

p ( . t· t) ·= ( IT Dt.,t - Eµ (t; t) ) m 
(2·3·24) >.. ., _, . E (t· t) - E (t· t) >.. µ<>.. >.. _, µ _, 
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(cf. [82], [121]). It is an easy consequence of the triangularity of D (cf. Proposition 2.3.6) 
and of the Cayley-Hamilton Theorem that P>._(.; t; t) (2.3.24) is the unique function of the 
form (2.3.21) which is an eigenfunction of Dt.,t with eigenvalue E>.. (t; t). The polyno­
mials { P>.. ( .; t; t)} >..<v (2.3.24) satisfy the orthogonality relations (2.3.22) for parameter 
values (t, t) E u V since D is symmetric with respect to (.' . ) and E µ (t; t) -::/- E µ' (t; t) for 
µ, µ' ~ .\, µ -::/- µ'. 

Next we establish the quadratic norm evaluations (2.3.23) for { P>.. (.; t; t)} >..<v with 
(t, t) E Uv. In the special case A= 0, (2.3.23) reduces to 

(1, 1\_,t = N(0; t; t) 

ITn (t, t2n-i-ltot1t2t3; q) 
= 2nn! . 00 

i=l (q,tn-i+1;q)oo Tio::;j<k9(tn-itjtk;q)oo 

(2.3.25) 

which was proved by Gustafson [31] for parameters t E (0, 1) and t E CC4 with lt;I < 1 
(since then the torus T can be chosen as t-contour). The second equality follows by a 
straightforward computation (see also [83]). By analytic continuation, (2.3.25) is valid 
for parameters t E (0, 1) and t E V. 

For general A, van Diejen [17] proved explicit Pieri formulas for the renormalized 
Koomwinder polynomials 

(2.3.26) ( ) ( ' )P ( ) ('· . ) ·- N+(o) Iln ( n-i)>..j P>.. .;t;t := c /\;t;t >.. .;t;t, c A,t,t .- N+(.\) _ tot . 
J=l 

The renormalization constant c(.\; t; t) is a rational expression in the parameters t, t. The 

Pieri formulas give explicit expressions for the coefficients dtl (µ; t; t) in the expansions 

(2.3.27) Er (z; t; t)p>.. (z; t; t) = L dt) (µ; t; t)pµ (z; t; t), (r E [1, n]) 
µ::;>..+(ln) 

where {Er(z;t; t)}~=l are explicit algebraic generators of the algebra of W-invariant 
Laurent polynomials Aw and where ( 1 n) : = ( 1, . . . , 1) E A is the nth fundamental 
weight (see [17] for the explicit formulas, or [20, Appendix B] where the notations are 
closer to the ones used in this Chapter). 

In [17] the proof of the Pieri formulas was derived for a four parameter subfamily 
[17]. It turns out that Cherednik's affine Hecke-algebraic approach to the study of basic 
hypergeometric orthogonal polynomials related to root systems (cf. [12], [13], [14]) can 
in fact be worked out for the complete five parameter family of Koomwinder polynomials. 
This was worked out in detail by Noumi [90], Sahi [106], see also [120]. The results of 
Sahi [106] imply that van Diejen's Pieri formulas are valid for the full five parameter 
family of Koomwinder polynomials. In particular, (2.3.27) may be viewed as an identity 
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in the algebra of W-invariant Laurent polynomials over the quotient field C(t, t), where 
t, t are considered as indeterminates. 

The Pieri formulas and the orthogonality relations for the renormalized Koomwinder 
polynomials with real parameters ti and ltil < 1 allowed van Diejen (cf. [17, Theorem4]) 
to reduce the norm computation for arbitrary .X to the case .X = 0 E A. Gustafson's evalu­
ation (2.3.25) then completes the evaluation for general .X. By taking a dense subset of the 
parameter domain Uv if necessary, exactly the same reduction can be done for the norm 
evaluations of the polynomials {P>- (.; t; t) h<v for parameters (t, t) E Uv. The extension 
of Gustafson's result (2.3.25) then completes the proof of (2.3.23) for { P>, (.; t; t) h<v 
and (t, t) E Uv. ~ 

The polynomials { P>, (.; t; t) h::;v with parameter values (t, t) E Uv are uniquely 
characterized by (2.3.21) and (2.3.22) for .X, µ ::; v, since their quadratic norms (2.3.23) 
are non-zero. Indeed, the functions 

(2.3.28) (t,t)f---tN±(.X;t;t): Vx(0,1)---tC 

are well defined, continuous functions which do not have zeros on the domain V x ( 0, 1). 
This is immediately clear except for N+(.X) with .A. E A and An = 0. But then the 
expression for N+ (.X) can be simplified, similarly as the simplification of the expression 
for N(0) in (2.3.25), from which it follows that _N"+ (.X; t; t) is a well defined, continuous 
function of (t, t) E V x (0, 1) without zeros. 

The proof of the theorem can now be finished by extending these results to parameter 
values (t, t) E V x (0, 1) using a continuity argument, as follows. The Koomwinder 
polynomial P>, satisfies the following Gram-Schmidt formula, 

(m>-, Pµ(-;t; t))t t 
P>,(z;t;t) = m>,(z) - L N( .. ) -' Pµ(z;t;t) 

µ<>- µ, t, t 
(2.3.29) 

for (t, t) E Uv and .X ::;: v. By induction, it follows from (2.3.29) that the coefficients 
C>.,µ : Uv ➔ C in (2.3.21) uniquely extend to continuous functions C>.,µ : V x (0, 1) ➔ C 
for all µ < A ::; v. Hence existence and uniqueness of { P>, ( .; t; t) h::;,1 as well as the 
other assertions follow now by continuity for all (t, t) E V x (0, 1). This completes the 
proof of the theorem. 

REMARK 2.3.9. For n = l the polynomials { P>,(z; t) I .X E Z+} are independent of 
t and are the monic Askey-Wilson polynomials (2.2.2) as defined in Section 2.2. Theorem 
2.3.7 reduces to the orthogonality relation and quadratic norm evaluation stated in Theo­
rem 2.2.1. The renormalized Askey-Wilson polynomial P>-(z; t) (2.3.26) is then exactly 
the 4 ¢3 part of (2.2.1 ). 

REMARK 2.3.10. The renormalization constant c(.X; t; t) (2.3.26) is easily seen to 
be regular and non-zero at (t, t) E V x (0, 1) for all .X E A. Hence the renormalized 
Koomwinder polynomials {P>- (z; t; t)} >-EA form an orthogonal basis of Aw with respect 
to the bilinear form (., . ) t.,t for all parameter values (t, t) E V x (0, 1). 
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REMARK 2.3 .11. Several elementary properties of the Koomwinder polynomials can 
be deduced using the fact that for generic parameters, P>,. (.; t; t) is the unique func­
tion of the form (2.3.21) which is an eigenfunction of Dt.,t with eigenvalue E>-.(t; t). 
For instance, it follows that the Koomwinder polynomial P>,. (.; t; t) is symmetric in the 
four parameters t, and that P>,.(z;-t;t) = (-1)1>-.lp>-.(-z;t;t) where \A\ := L~=l Ai, 
-z := (-z1, ... , -zn) and, similarly, -t = (-to, -ti, -t2, -t3). 

2.4. Residue calculus for the orthogonality measure dv 

In this section a residue calculus is developed for integrals of the form 

(2.4.1) (2:i)n ff f(z)dv(z) = (2:i)n ff f(z)6.(z) d:, f E Ow(nn) 
zECn zECn 

when en is shifted to <tn, where f! c <C* is the domain associated with the pair ( e, <!'.:) 

and ( e, <!'.:) is a so-called (n, t0 )-residue pair, which is defined as follows. 

DEFINITION 2.4.1. Let t = ( t0 , t 1, t2, t3) E V (V as given in Definition 2.3.1). A 
pair of contours ( e, <!'.:) is called a (n, t0 )-residue pair if e and <tare deformed circles 
satisfying the following three properties. 
(i) The subset A+ ( e, <!'.:) (2.3.8) is an open interval for which at E A+ ( e, <!'.:) but a; (/:. 
A+(e,<t) (i = 1,2,3); 
(ii) tiqr (/:. e U <!'.:for r E Z+ and i E [O, 3]; 
(iii) t0 tPqr (/:. <tforp E [-1,n -1] andr E Z. 

The poles which are picked up when deforming en to <tn in (2.4.1) for a (n, t0 )­

residue pair (e, <!'.:) will only depend on q, t and t0 . We therefore fix in this section t E 
(0, 1) and ti, t2, t3 E <C* such that #{at, a; Ii = 1, 2, 3} = 6 (a; given by (2.3.2)) 
and simplify the notations by omitting the dependance on these parameters. For instance, 
we will write wc(x; to) instead of wc(x; t), wd(x; to) instead of wd(x; to; t1, t2, t3), etc. 

Observe that due to the symmetry of 6. ( z; t; t) in the four parameters t0 , t1, t2 and 
t3, all the results on the residue calculus for (n, t0 )-residue pairs can be reformulated for 
(n, ti)-residue pairs with i E [O, 3] arbitrary by relabeling the parameters t. 

The measure which is obtained after deforming the contour en in (2.4.1) to Q.'.:n for 
a (n, to)-residue pair ( e, <!'.:) is at first site rather complicated. We will therefore first give 
the result for the special case t = qk (k E N), in which case the answer as well as the 
proof is much simpler. The rather dramatic simplification of the proof is a consequence 
of the fact that the interaction factor J (.; qk) is analytic on ( <C* r, which is certainly not 
the case for general t. Despite this simplification, the answer has the same form as in the 
general case. 

LEMMA 2.4.2. Lett E V, t = qk with k E N and let ( e, <!'.:) be an (n, t0 )-residue 
pair. Let M be the smallest positive integer such that \t0 qM\ < rc(at) and let N be the 
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largest positive integer such that lt0qN I > T<[ ( at)- Then 

(2.4.2) 

for J E Aw. 

PROOF. Write In (f) for the left hand side of (2.4.2) and ln (f) for the right hand side 
of (2.4.2). We prove In (f) = ln (f) for f E Aw by induction on the number of variables 
n. The equality Ii (f) = 11 (f) for f E C[z + z- 1 J is well-known (see [7], or Section 2.2). 
For n > 1, we obtain from Cauchy's Theorem and the fact that J(.; qk) E Ow((CC* )n), 

for f E Aw, where fx ( w) (x E CC*) is the W-invariant Laurent polynomial in n - 1 
variables w = ( w1 , ... , Wn-l) given by 

n-1 
fx(w) := f(x,w) IT (xwi,xw; 1,x-1wi,x-1w;1;q)k. 

i=l 

By the induction hypotheses we may replace In-l Ux) by ln-l Ux) in (2.4.3). Then the 
equality In(!) = ln(f) follows from the W-invariance off and J(.; qk), and from the 
formula 

1 2r (n-1) 2r-l (n-1) 2r (nr) 
- r + 2 r-l = --- (r E [O,n]), 
21ri (21ri)n-l-r (21ri)n-r (21ri)n-r 

where we use the convention that (';:) = 0 if r < 0 and if r > m. □ 

Since J(z; qk) = 0 if Zi = q1 Zj for some i f- j and some l E [O, k - 1] and using 6-
symmetry properties of the weights in the right hand side of (2.4.2), it follows that the 
discrete parts are actually supported on points of the form 

(toq>-. 1 , totq)-. 2 , ••• , totr-lq>-.r) 

with -\1 ::::; -\2 :=::; ... :=::; Ar positive integers and t = qk. This tum out to be also the case 
for arbitrary t E (0, 1), as will be shown in a moment. We first need to introduce some 
notations. Set 

(2.4.4) 
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and set .\0 := 0 for arbitrary,\ E P(r). We write Pi = Pi(t0; t) := t 0 ti-l for i E Zand, 
for.\ E P(r), 

(2.4.5) A • ( At A2 Ar) (t At t t A2 t tr-1 Ar) pq .= Pl q , P2q , • • • , Prq = oq , o q , • • • , o q · 

Define D(r) = D(r; C, I[; t0 ) for r E [1, n] by 

(2.4.6) D(r) := {pqA I A E P(r) and rc(at) > IPiqAi I > rdat) (i E [1,r])}. 

Observe that for w E D ( r) we have wi E int ( n) for all i, where int ( n) is the interior of 
n. For pqA E D(r), we set 

6,_(d)(pq\to) := (tr wd(PjqAi;pjqAi-l)) Jd(pqA) 
J=l 

(2.4.7) 

where wd is given by (2.2.5), (2.2.7), and with interaction factor 

Observe that the weight function wc(x; pjqA;-, )/x has a simple pole at x = pjqA; since 
Aj -Aj-I E Z+ and f E V; hence the factors wd (pjqA;; pjqA;-,) in (2.4.7) are non-zero. 
The discrete parts of the measure which will appear by deforming en to l[n in (2.4.1) will 
involve the weights 6,_(d). Observe furthermore that for r = 1 and pqA = t0 qi E D(l), 
we have 6.. (d) ( t0 q\ t0 ) = wd(t0 qi; t0 ). For pqA E D(r) and z E l[n-r, set 

(2.4.9) A A dz 
dvr(pq ,z;to) = 6..r(pq ,z;to)­

z 

with weight function Cl.r· (pqA, z; t0 ) given by 

(2.4.10) 

where 6..(z; t0 ) is the weight function (2.3.4) defined with respect to the variables z = 
(z1 , ... , Zn-r) and where bc(pq\ z) is an interaction factor given by 

(2.4.11) bc(pq\ z) := 

l<k<r 
1::;T::;n-r 

with t = qr. In particular, Cl.n (pq\ t0) = 6.. ( d) (pq\ t0) for pqA E D ( n). The measure 
dvr (pqA, z; t0) is well defined on D(r) x l[n-r since the denominator of Cl.r (pqA, z; t0) 
is non-zero by properties (ii) and (iii) of the (n, t0 )-residue pair (C, ![) (Definition 2.4.1). 
We call dvr the rth measure associated with the ( n, t0 )-residue pair ( C, ![). 
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PROPOSITION 2.4.3. Let ( C, <t) be a (n, t0 )-residue pair and let 0 = 0( C, <t) be 
the associated domain. Let dvr be the rth measure associated with ( C, <t), then 

(2:i)n J J f(z)dv(z) = (2:i)n J J f(z)dv(z) 
zECn zEl!'.n 

(2.4.12) 
n 2r ( n - r + 1) !! 

+ ~ (27ri)n-r r L f(w, z)dvr(w, z) 
7-1 wED(r)zE(!'.n-r 

for f E Ow(On), where (u)r := rr;:J(u + i) is the shiftedfactorial. 

REMARK 2.4.4. It is easy to show that Proposition 2.4.3 reduces to the statement in 
Lemma 2.4.2 fort = qk (k E N) using the fact that J(z; qk) = 0 if zi = q1 Zj for some 
i -::J j and some l E [O, k - 1] and the fact that 

Wd(x;eii) = (eix,eix- 1;q) 1wd(x;ei), (x = eiql+m,m E Z+)-

In the next lemma the proof of Proposition 2.4.3 is given for (n, t0 )-residue pairs 
( C, <t) such that the interaction factor c5 (.; t) is analytic on ( 0 ( C, <t) r. 

LEMMA 2.4.5. Suppose that ( C, <t) is a (n, t0 )-residue pair such that 

(2.4.13) t(rc(x)) < rdx), \/x E A+(c, <t). 

Then (2.4.12) is valid. 

PROOF. Fix a (n, t0 )-residue pairs (C, <t) satisfying (2.4.13). We will prove by in­
duction on l E [O, n] that 

1 !! dz 1 !! dz (2 .) f(z)b..(z; to)-=-(-.-) f(z)b..(z; to)-
7ri n Z 27ri n Z 

(2.4.14) 
zEC1 xe:n-l zEI!:" 

for f E Ow(On), where 

(2.4.15) I= {i E Z+ I rc(at) > ltoqil > rdat)}. 

Then (2.4.12)is the special case l = n in (2.4.14), since D(r) = 0 forr > 1 by (2.4.13). 
For l = 0, (2.4.14) is trivial. Let l E [1, n]. Since J(.; t) E Ow(On) by Lemma 

2.3.3, we can shift C to <t for the first variable z1 in the left hand side of (2.4.14) and we 
obtain by (2.2.5), by the W-invariance of 6.(z) and by Cauchy's Theorem 

1 // dz 1 !! dz (27ri)n f(z)D..(z; to)-;= (27ri)n f(z)D..(z; to)-; 

(2.4.16) 
zECl xe:n-l zECl-1 xe:n-1+1 
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for f E Ow(On). Here we have used that the residue at z1 = t01q-i (i E I) of the 
function 6.(z1,z';t0)/z1 is equal to -6.1(t0qi,z';to) in view of (2.2.6). The weight 
function 6.1 (t0qi, z; t0) in (2.4.16) can be rewritten as 

(2.4.17) 6.1(toqi,z;to) = h(toq\z;to)6.(z;ttoqi) 

with 

. . nrr-1 (tolq-izs, talq-iz;1; q) 
(2.4.18) h(toq',z;to) = wd(t0q';to) ( _1 ) r (t = qr). 

s=l tozs, tozs ; q i 

Formula (2.4.17) follows by interchanging the factor (tozs, t0z;1; q) 00 in the denomina­
tor of the weight wc(z8 ; t0) with the factor ( tt0qi Zs, tt0qi z;1; q) 00 in the denominator of 
the interaction factor 8c(t0qi; z) for s E [1, n -1]. We have 6-(.; tt0qi) E Ow(nn-l) for 
i EI by (2.4.13) and Lemma 2.3.3. We claim that h(t0qi, .; t0) E Ow(nn-l) fori EI. 
Indeed, it is sufficient to check that the map 

( tol q-ix, tal q-ix-1; q) oo 

(2.4.19) X f-)- (tox, tox-1; q);(ttolq-ix, ttalq-ix-1; q)oo 

is analytic on n when i E I. The zeros of the factor ( t0x, t0x-1; q) i in the denominator 

are compensated by zeros in the numerator. Next, we check that (tt01q-ix; q) 00 is non­

zero for x E n and i E I. Now (tta 1q-ix; q)O() = 0 iff x = C 1qi-mto for some 

m E Z+ In particular, we must have arg(x) = arg(t0 ) = 27f(:iJ. Since i E I, we have 
form E Z+, 

lt- 1 qi-mtol > C 1rdat)q-m ~ t- 1rdat) > rc(at), 

where the last inequality is obtained from the extra condition (2.4.13). Since x E n with 
arg(x) = 21mt impliesthatrdat):::; lxl:::; rc(at),itfollowsthat (tta 1q-ix;q)O()-::/-
0 for X E n and i E I. Since n-1 = n, we then also have ( tto1 q-ix-1; q) 0() -=I- 0 for 
x E n and i E I. Thus the map given by (2.4.19) is analytic on n if i E I. In particular, 

J(tol,.)6.1(toq\.;to) E Ow(nn-l) 

for i E I, so we obtain by Cauchy's Theorem and (2.4.16), 

(2.4.20) 

(2:i)n ff f(z)6.(z; to) d: = (2:i)n ff 
zECl xe=n-l zECl-l xe:n-1+1 

dz 
J(z)6.(z; to)-

z 

2 '°' ff - - dz + (21ri)n-l ~ J(toq',z)6.1(toq\z;to)--; 
iEJ zEe:n-1 

for f E Ow(On). Then (2.4.14) follows by applying the induction hypotheses on the 
integral over c1- 1 x Q:n-l+I in (2.4.20). □ 

Lemma 2.4.5 can be used to prove Proposition 2.4.3 inductively. The following definition 
will be used to formulate the induction hypotheses. 
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DEFINITION 2.4.6. Let (C, <[) be a (n, t0 )-residue pair and let A+ (C, <[) (2.3.8) be 
the corresponding open interval. A sequence of closed contours (Co, ... , Cs) is called a 
(n, to)-resolutionfor (C, <[) if the contours C1 are deformed circles satisfying the follow­
ing four conditions (we write r1 for the (radial)functions rc1 in the parametrization ¢01 

of C1): 
(i) Co = <[ and Cs = C; 
(ii) ri(x) = rl!.'.(x) = rc(x)for x ~ A+(c, <[) U A+(<[, C) and l E [O, s]; 
(iii) t(r1+1(x)) < r1(x) < r1+1(x)for x E A+(c, <[) and l E [O, s - 1]; 
(iv) totPqr ~ Ciforp E [-1, n - 1], r E Zand l E [1, s - 1]. 

We call s the length of the resolution. 

Observe that there exists a (n, t 0 )-resolution for every (n, t 0 )-residue pair (C, <[). If 
(Co, ... , Cs) is a (n, to)-resolution for a (n, t0 )-residue pair (C, <[), then (C1, C1_i) is a 
( n, t0 )-residue pair satisfying the extra condition (2.4.13) used to prove Lemma 2.4.5 (l E 
[1, s]). Proposition 2.4.3 can now be proved by induction on the length of the resolution. 

PROOF OF PROPOSITION 2.4.3. Suppose that for all n E N and all t0 E CC* with 
t = (to, t1, t2, t3) E V, Proposition 2.4.3 has been proved for ( n, t0 )-residue pairs which 
have a ( n, t0 )-resolution of length :S s - 1 , where s 2: 2. 

Fix arbitrary n E N and t 0 E (C* such that t = ( t 0 , t1, t2, t3) E V. The induction 
step is clear for n = 1, so we may assume that n > 1. Let (C, <[) be a (n, t0 )-residue 
pair with a (n, t0 )-resolution (Co, ... , Cs) of lengths. It suffices to prove (2.4.12) for 
the (n, t0 )-residue pair (C, <[). We write n(t) and n(l) for the domains associated with 
the (n, to)-residue pairs ( C1, Ct-l) and ( C1, <[) respectively (l E [1, s]). Note that n(l) c 
Dc2) c ... C Des) = n where n is the domain associated with the (n, to)-residue pair 
(C, <[). By (2.4.14) and (2.4.17), we have 

1 ff dz I ff dz (21ri)n f(z)6.(z; to)-;= (21ri)n f(z)6.(z; to)-; 

(2.4.21) 
zECn zE(Cs_,Jn 

for f E Ow(nn), where 

(2.4.22) 

and fi(z) .- f(toqi, z)h(toqi, z; t0 ) with h given by (2.4.18). We will apply the in­
duction hypotheses on all the terms in the right hand side of (2.4.21). For the integral 
over (Cs-lr note that (Co, ... ,Cs-1) is a (n,to)-resolution of lengths -1 for the 
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(n, t0 )-residue pair ( Cs-l, It). Hence, by the induction hypotheses, 

l ff dz l ff dz (27ri)n f(z)t:.(z; to)-;= (27ri)n f(z)t:.(z; to)-; 
zE:(Cs_,)n zE:Q:n 

(2.4.23) 
n 2r· ( n - r + l) r ff . dz + ~ ( .) ~ f(w,z)t:.r(w,z,to)-L 27ft n-r L z 

r=l wE:D(r;C,-1,1!'.;to) zE:Q:n-r 

for all f E Ow(On). 
Now fix an i E ls. In the proof of Lemma 2.4.5 it was shown that h(toqi, .; to) E 

Ow((n(s))n-l ). In fact it follows from the proof that h(toqi, .; t0 ) E Ow(nn-l ). In 
particular we have Ji E Ow((O(s-i))n-l) for f E Ow(On). Observe furthermore that 
(tt0 qi, t1, t 2 , t 3 ) E V since arg(tt0 qi) = arg(t0 ), and that the sequence (Co, ... , Cs-1) 
is a ( n - l, tt0 qi )-resolution oflength s - l for the ( n - l, tt0 l )-residue pair ( C s-1, It). 
So the induction hypotheses can be applied to all the terms in the second line of (2.4.21), 
and we obtain 
(2.4.24) 

~ ff i~ ~ ff -~ (27ri)n-l fi (z )t:.(z; ttoq )-; = (27ri)n-l Ji (z )t:.(z; ttoq')-; 
zE:(C8 _,)n-l zE:Q:n-l 

n 2r ( n - r + l) ff · dz + ~ ( } r ~ fi(w,z)t:.r-1(w,z;ttoq')-L 27ft n-r L z 
r=2 wE:D(r-l;C,-1,1!'.;ttoqi) zE:Q:n-r 

for f E Ow(On) and i E 18 • 

Substitution of (2.4.23) and (2.4.24) in the right hand side of (2.4.21) completes the 
proofof (2.4.12), since 

D(l; C, It; to) = D(l; Cs-1, It; to) U { toqi}iEI,, 

D(r;C,<t;to) = D(r;Cs-1,<t;to) U LJ {(toqi,w) lw E D(r - l;Cs-1,<t;ttoqi)} 
iE:ls 

disjoint unions (r E (2, n]) and 

fi(z)t:.(z;ttoqi) = f(tol,z)t:.1(toqi,z;to), 
(2.4.25) 

fi(w, z )t:.r_i(w, z; ttoqi) = f (toqi, w, z )t:.r(toq\ w, z; to) 

for i E ls, r E (2, n] and w E D(r - l; Cs-1, It; ttoqi). 

2.5. Multivariable q-Racah polynomials 

□ 

In this section the Koomwinder polynomials are studied for parameter values (t, t) 
satisfying a particular truncation condition. By applying the residue calculus ( cf. Section 
2.4) to the results in Theorem 2.3.7 it will be shown that the Koomwinder polynomials 
for these parameter values are orthogonal with respect to a finite, discrete measure and 
the corresponding quadratic norms will be computed. The orthogonality relations which 
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will be obtained reduce to the orthogonality relations of the q-Racah polynomials in the 
one variable setting (n = 1) (cf. Theorem 2.2.2). 

For,\ E P(r) set 

(2.5.1) 

where Pi := toti-l and set for r E Z+, 

(2.5.2) 
15,k<l'S,r 

T (p:-2 t c2t2-i-r. q) II 1,,,0 '00 

- ( ·t -lt ·t -lt ·t -lt ti t-2t2- 2i- ) i=l q, Pi 1, Pi 1, Pi 2, Pi 2, Pi 3, Pi 3, , o , q 00 

where t = q7 • The discrete weights 6.. (d) (pq\ t; t) (2.4.7) can now be rewritten as fol­
lows. 

PROPOSITION 2.5.1. For,\ E P(r) we have 

where Pi = toti-l. 

PROOF. We rewrite every factor ( aqm; q) b in the explicit expression of the discrete 

weight 6.. (d) (pq>-; t; t) in which m only depends on ,\ as a quotient of infinite products 

using ( 1.5 .1 ). Then replace the factors of the form ( cqm; q) 00 by ( c; q) 00 ( c; q) ;;-,1 if 

m E Z+, respectively by ( c; q) 00 (-c)-mq-(1-;=) (qc-1; q)_m if m E -N. For the case 
m E - N, we used here the formula 

(2.5.3) 
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Using this method we obtain for j E [1, r], 

(2.5.4) 

Using (2.5.4) and applying the same method to the explicit expression for the weight wd 

(2.2.7) gives 

(2.5.5) 

for j E [1, r]. Now again applying the above mentioned method, gives 

j-1 

II (Pil pjq>'•j-Ai, p;-1 p-;1q-Ai-Aj; q)r 

(2.5.6) 
i=l 

for j E [1, r], where t = q7 • Now the proposition follows by multiplying (2.5.5) and 
(2.5.6) and taking the product over j E [1, r]. D 

In the remainder of the section we fix a N E N. In the next theorem the orthogonality 
relations for the Koomwinder polynomials are given when the parameters (t, t) satisfy 
the truncation condition tn- 1t0 t3 = q-N. The theorem will be formulated with the 
parameters considered as indeterminates. Set F := <C(.t., t), lF := <C(t0 , t1 , t2 , t) and 
IN := (to, t1, t2, t 1-nto 1q-N). Let A};Y respectively A;}V be the algebra of W-invariant 
Laurent polynomials over the field F respectively lF. Define the Koornwinder polynomial 
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P>. (.; t; t) E A};Y of degree.\ over the field F by 

(2.5.7) 

Observe that P>. (.; t.N; t) E Af is well defined since the eigenvalues { E(.\; t.N; t) hEA 
(2.3.16) are mutually different as elements in C[t0 , t1 , t 2 , t]. The Koomwinder polyno­
mial P>.(.;t.;t) E Aw of degree.\ as defined in Theorem 2.3.7 (cf. Definition 2.3.8) can 
be reobtained from (2.5. 7) by specializing the parameters (t., t) to values in V x ( 0, 1). 

DEFINITION 2.5.2. { P>. (.; t.N; t)} >.EAN C Af with AN := {.\ E A I .\1 ::; N} are 
called the multivariable (BC type) q-Racah polynomials. 

Let.\ E P(n), then the weight i6.qR(pq\ t.N; t) E IF is well defined (i6.qR given by 
(2.5.1)) and it is non-zero if and only if An ::; N due to the factor (pnt3; q) >-n in the 

numerator of i6.qR(pq\ t.; t). So the bilinear form 

(2.5.8) (f,g)qR,t_N,t := L f(pq>-)g(pq>.)i6.qR(pq\t.N;t), f,g E Af, 
\EP(n) 

takes its values in the field IF. Let NqR ( .\; t.; t) for .\ E A be given by 

(2.5.9) NqR(.\· t· t) := N(.\; t.; t) 
,_, Kn(t.;t)2nn! 

where N(.\) (2.3.18) is the expression for the quadratic norms of the Koomwinder poly­
nomial P>., Substitution of the explicit expressions for N(.\) and Kn in (2.5.9) yields that 
NqR(.\; t.N; t) E IF and that NqR(.\; t.N; t) is non-zero if and only if.\ E AN, 

THEOREM 2.5.3. Let NE N. The q-Racahpolynomials P>.(,;t.N;t) (.\ E AN) are 
orthogonal with respect to(., .)qR,t_N,t and the quadratic norms are given by 

(2.5.10) 

PROOF. Let V C ( CC* ) 4 be the set of parameters t. E ( CC* ) 4 for which t0 t1 t2 t 3 E CC\ 
IR. Note that there exists an open dense subset IN C (0, 1) such that E>.(t.; t)-::/- Er,(t.; t) 
for all t. E V, t E IN and all.\,µ E AN with.\-::/-µ. 

Fix t0 ,t1 ,t2 E CC* suchthat#{arg(ti),arg(t;- 1 ) Ii= 0, 1,2} = 6 andt E IN, Then 
fN E 11 and there exists a sequence {t3,ihEZ+ C (C* converging to t 1-nfc;1q-N such 

that t.; := (t0 , t 1 , t2 , t3,i) E V n V for all i (V given in Definition 2.3.1). By consid­
ering a subsequence if necessary, we may assume that there exist (n, t0 )-residue pairs 
( C;, <!'.) where C; is a t.i-contour and where <!'. is a deformed circle such that the sequences 
{ fiq•i, t2qi, t3,;qi}jEZ+ are in the interior of<!'. for all i and such that t"- 1t0 qN is in the 
exterior of<!'.. Then it follows from Theorem 2.3.7, Proposition 2.4.3 and Proposition 
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2.5.1 that 

N(A; ti; t) 0 = _1 _ ff (P p ) (z· t .· t) ~(z; ti; t) dz 
K (t.·t) >.,µ, (2 ")n >. µ, ,_., K (t-·t) n -P 1TZ • n -i, Z 

(2.5.11) 
zEC:n 

where D>.,µ is the Kronecker-delta and D(r) = D(r; Ci, Q:; t0 ; t) (2.4.6) (which is inde­
pendent of i). By (2.4.10) and Proposition 2.5.1 we have 

(2.5.12) 

After substitution of (2.5.12) in the right hand side of (2.5.11) for all r, it follows from the 
bounded convergence Theorem that the limit i --+ oo may be pulled through the integrals 
in the right hand side of (2.5.11). Only the completely discrete part survives the limit 
i --+ oo in the equality (2.5.11) since 

by the factor (Pnt3; q) 00 in the denominator of Kn(Ii t). The theorem follows now for 
the specialized parameter values t0 , ti, t3 , t from the fact that 

{pq>. I A E P(n), An '.SN} C D(n) 

and the fact that ~ q R (pq>-; tN; t) = 0 for A E P ( n) with An > N. It is now clear that the 
theorem also holds over the field lF. □ 

The constant term identity can be simplified as follows. 

COROLLARY 2.5.4. For NE N we have the summation formula 

n (qt2t2n-i-l qClClti-n. q) 
(1 1) = II O ' 1 2 ' N 

' qR,t_N,t ( t t-ltn-i t t-ltn-i. ) i=l q O 1 , q O 2 , q N 
(2.5.13) 

PROOF. First note that by (2.3.25), (2.5.2) and (2.5.9) we have the explicit formula 

n (t t t t t2n-i-l Clt tl-i Clt tl-i t-lt tl-i. q) 
(2.5.14) NqR(o· t· t) = II o i 2 3 , o i , o 2 , o 3 , oo 

'_, . (C2tl+i-2n t1t2ti-l t1t3ti-l t2t3ti-l- q) 
i::::::l O ' ' ' ' oo 

Then (2.5.13) follows by substitution of t3 = t"r;1t1-nq-N in (2.5.14) and by applying 
formula (2.5.3) repeatedly (see also [18, Section 2.3]). □ 

The second order q-difference operator Dt_N,t (2.3.13) diagonalizes the q-Racah poly­
nomials {A(.;tN;t)}>.EAN" By Theorem 2.5.3 we conclude that Dt_N,t is symmetric 
with respect to(., -)qR,t.N,t· In [20] the symmetry of Dt_N,t was proved by direct calcu­
lations and the orthogonality relations for the multivariable q-Racah polynomials were 
proved using the symmetry of Dt_N ,t • Furthermore, in [20] the quadratic norms of the 
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q-Racah polynomials were expressed in terms of the quadratic norm of the unit polyno­
mial by studying Pieri formulas for the q-Racah polynomials. The constant term identity 
(2.5.13) was recently proved by van Diejen [18, Theorem 3] by truncating a multivariable 
analogue of Roger's 6 ¢5 -series [18, Theorem 2], which in tum is closely related to an 
Aomoto-Ito type sum (cf. [4], [44]) for the non-reduced root system BCn. The proofs 
of the summation formulas in [18] are based on a multiple 6 'lj;6 summation formula of 
Gustafson. 

In the one variable case it is known that the Askey-Wilson integral can be rewritten 
as an infinite sum of residues for some parameter region by shifting the contour over 
four infinite sequences of poles (see [7, Theorem 2.1]). More generally one can ask 
the question whether a completely discrete orthogonality measure for the Koomwinder 
polynomials can be obtained by pulling the {-contours over certain infinite sequence of 
poles in the orthogonality relations of the Koomwinder polynomials (Theorem 2.3.7). 

Strong indications in that direction can be found in Gustafson's paper [32] and the re­
cent paper of Tarasov and Varchenko [127] where contours in multidimensional integrals 
are shifted over infinite sequences of poles in order to arrive at (purely discrete) multi­
dimensional Jackson integrals. Another strong indication is the fact that the Macdonald 
polynomials are orthogonal with respect to Aomoto-lto type (cf. [4], [44]) weight func­
tions (see Cherednik [15]). Since the B, C and D type Macdonald polynomials can be 
obtained from the Koomwinder polynomials by suitable specialization of the parameters 
we thus have orthogonality relations for these subfamilies of the Koomwinder polyno­
mials with respect to infinite discrete measures (and the corresponding discrete weights 
are directly related to (2.5.1), see [18]). 

We will not consider here the above mentioned questions. In the next chapter we 
will look instead at the implications of the residue calculus for certain limit cases of the 
Koomwinder polynomials (multivariable big and little q-Jacobi polynomials). In order 
to study these limit cases we first need to consider the Koomwinder polynomials for yet 
another parameter domain. This will be the subject of the next section. 

2.6. Koornwinder polynomials with positive orthogonality measure 

In this section the Koomwinder polynomials are considered for parameters t in the 
following parameter domain. 

DEFINITION 2.6.1. Let V K be the set of parameters t = ( t0 , t1 , t2 , t3) which satisfy 
the following conditions: 
(1) The parameters to, t1 , t2, t3 are real, or if complex, then they appear in conjugate 
pairs. 
(2)tktt ~ IT.?,:?_1 for all O '.S k < l '.S 3. 

Observe that parameters t E V K satisfy the following properties: 
(A) ti E IR if ltil ?: 1; 
(B) There are at most two parameters with modulus ?: 1. If there are two, then one is 
positive and the other is negative. 



2.6. KOORNWINDER POLYNOMIALS WITH POSITIVE ORTHOGONALITY MEASURE 41 

It will be shown that the multivariable Koomwinder polynomials are orthogonal with 
respect to a positive, partly discrete orthogonality measure fort E (0, 1) and t E VK by 
shifting the contour en in the integral 

(2.6.1) l 11· d -( -.-) P>.(z)Pµ(z)6.(z)~ 
21ri n Z 

zECn 

to the n-torus Tn for a specific parameter domain Vo c V (here C is a {-contour (Defini­
tion 2.3.2) and V is the parameter domain given in Definition 2.3.1 ). Then a partly discrete 
orthogonality measure will be obtained which turns out to be well defined and positive for 
parameter values t E V K. Orthogonality relations for parameter values t E V K with re­
spect to this positive, partly discrete orthogonality measure can then be derived by suitable 
continuity arguments. 

The parameter domain V0 is defined as follows. 

DEFINITION 2.6.2. Let V0 be the set of parameters t E V for which 
(i) at most two parameters have modulus> l; 
(ii) titi qP 1 T for i E [0, 3], j E [-1, n - 1] and p E Z. 

Fix t E (0, 1), t E Vo and 0 :S i -::/- j '.S 3 such that ltkl < 1 fork -::/- i,j. Write 

p~i) := tP- 1 t.; respectively p~) := tP- 1t1 for p E Z. Define for r E Na finite discrete 
setDi(r) = Di(r;t;t) c (['.T by 

(2.6.2) Di(r) := {/ilqµ Iµ E P(r), IP~i)qµ"I > 1} 

and similarly for D1(r), where P(r) is given by (2.4.4) and 

p(i)qµ = (l)qµ1, ... ,P~i)qµ") 

forµ E P(r). Observe that Di(r) = 0 if ltil < 1. Furthermore, write F(r) 
F(r; t; t) c er for the disjoint union 

(2.6.3) F(r) := U Di(l) x D1(m) 
l+m=r 
!,mEZ+ 

(rE[l,n]). 

Here the convention is used that D.;(l) x D1 (m) = 0 if l > 0 and Di(l) = 0 or if m > 0 
and D1(m) = 0, and that Di(O) x D1(m) = D1(m), Di(l) x Dj(O) = Di(l). Let 
w E F(r), z E rn-r and set 

(2.6.4) dvf (w, z; t; t) := 6.;! (w, z; t; t/z 
z 

with weight function 6.f (w, z) for w = ( '19, () E Di(l) x Dj(m) given by 

(2.6.5) 6.;! ( '19, (, z; I; t) := 6. (d) ( '19; ti),6. (d) ( (; tj )6.(z; I; t)Oc( '19; (, Z )oc( (; Z) 

where 6. (d) is given by (2.4.7) and Oc is given by (2.4.11). For the special case l = 0 
respectively m = 0, (2.6.5) simplifies to 

(2.6.6) 6.;! ((,z;t;t) = ,6_(dl((;tj)6.(z;t;t)c5c((;z) = 6.r((,z;tj) 
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respectively 

(2.6.7) 

where 6.r is given by (2.4.10). The following lemma is an easy consequence of the residue 
calculus developed in Section 2.4. 

LEMMA 2.6.3. Lett E (0, 1) and t. E V0 . Let C be a t.-contour and f E Aw. Then, 

(2:i)n ff f(z)dv(z) = (2:i)n ff f(z)dv(z) 

(2.6.8) 
zECn zETn 

PROOF. If itki < 1 for all k then we only have the completely continuous measure 
dv on Tn in the right hand side of (2.6.8) since F(r) = 0. Since Tis a t.-contour in this 
case, the lemma follows from Lemma 2.3.4. 

Suppose that at most one parameter has modulus> 1. By the symmetry of dv(z; t.; t) 
in the four parameters t., we may assume that Ito I > 1. By Lemma 2.3.4, we may assume 
that the t.-contour C satisfies the additional conditions that A+ := {x E [O, 1] I rc(x) > 
1} is an open interval and that oJ E A+ but at ~ A+ for i = 1, 2, 3 (here re is as in 
Definition 2.3.2, and at is given by (2.3.2)). Then ( C, T) is a (n, t0 )-residue pair since 
IE Vo (Definition 2.6.2), and D0 (l) = D(l; C, T; t 0 ) (2.4.6) since t 0 is in the interior of 
C. The lemma is then a direct consequence of Proposition 2.4.3 and (2.6.7). 

Suppose now that two parameters have moduli > 1. Without loss of generality, we 
may assume that ital > 1 and it1 1 > 1, and that the t.-contour C satisfies the additional 
condition that 

{x E [0, 1] I rc(x) > 1} = At U At 

disjoint union, with the At open intervals such that at E At and af ~ At for j =f. i 
and i = 0, 1. Let C' := ¢c, ([O, 1]) be the deformed circle with parametrization ¢0 , (x) = 
rc,(x)e21ri,c given by 

where A0 := (1- /3,1- a) when At= (a,/3). Then (C,C') is a (n,t0 )-residue 
pair, (C', T) is a (n, ti)-residue pair and D 0 (l) = D(l; C, C'; t0 ) respectively D 1 (m) = 
D(m; C', T; t1) since t0 and t1 are in the interior of C. Write O' for the domain associated 
with (C', T), then llc(19; .) E Ow ((O')n-l) for 19 E D 0 (l), hence the lemma follows by 
applying Proposition 2.4.3 first to the (n, t0 )-residue pair ( C, C'), and then to the (n, ti)­
residue pair ( C', T). □ 
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Fort = qk with k E N, formula (2.6.8) can be rewritten as 

l ff - n 2r(;) 
(21ri)n f(z)dv(z) - L (21ri)n-r L L 

•ECn r=O e1 , ... ,e,, { I }Ne; 
.., ' ZiE eiQ l=O 

(2.6.9) i=l, ... ,r 

ff 
i=l 

for f E Aw, where the second sum is over ei E { tj I j E [0, 3], lt.i I > 1} and Ne; is 
the largest positive integer such that leiqN,; I > 1. Formula (2.6.9) can also be proved 
directly by induction on n using similar arguments as in the proof of Lemma 2.4.2. 

Define now bilinear forms(., .)r,:t_,t on Aw for r E [0, n], t E V0 and t E (0, 1) by 

(f,g)o :=ff f(z)g(z)dv(z), 

(2.6.10) 

(f, g)r := L ff f(w, z)g(w, z)dv{! (w, z), r E [1, n] 
wEF(r)zETn-r 

for f, g E Aw and set 

n 2r(n - r + 1) 
(2.6.11) (f, 9):t.,t := ~ (21ri)n-r r (f, g)r,:t.,t, f, g EA W. 

In the following lemma the symmetric bilinear form (., .}:t_,t is considered for parameter 
values (t, t) E VK x (0, 1). 

LEMMA 2.6.4. Lett E (0, 1) and{ E VK, 
(i) The bilinear form(., .):1;_,t is well defined; 
(ii) The weight function ~(z; t; t) respectively ~f (w, z; t; t) is positive for z E yn re­
spectively (w,z) E F(r) x yn-r (r E [1,n]). 

PROOF. The discrete weights wd (2.2.7) appearing as factors of the weight function 
~f (w, z) for r > 0 are well defined and strictly positive. Indeed if t 0 t 1 t 2 t 3 = 0, then the 

factors ( tiq/tj; q) k tj in the denominator of Wd should be read as rrt:01 ( tj - tiql+l). 
The factor J(z; t) = lc5+(z; t)l 2 is also well defined and positive for z E yn-r_ 

Without loss of generality we may assume that I t2 I, I t3 I < 1. Fix w = ( 19, () E F ( r) 
with 19 E D 0 (l) and ( E D 1 (m) (r = l + m). The factor c5d('i9) respectively bd(() 
(2.4.8) appearing in the discrete weights ~ ( d) ( 19; t0 ) respectively ~ ( d) ( (; t1 ) when l > 0 
respectively m > 0 is well defined and strict positive. Indeed, if 19 E Do ( l) and l > 0, 
then Ito I > 1, hence t0 E IR. Then Jd( 19) > 0 follows easily from the definition of the set 
Do (l) (2.6.2). 

It remains to show that h(z) := (IT~~t wc(z1; t)) bc(i9; (, z)bc((; z) is well defined 
and positive for z E yn-r_ We check the case that both t0 and t1 have moduli 2': 1, and 
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that t0 is positive real and ti negative real (see property (B) for parameters t E VK ). The 
case that at most one parameter has modulus 2: 1 will then also be clear. 

Rewrite the factor (x2 , x-2; q) 00 appearing in the numerator of wc(x; t) as 

(x2' x-2; q)oo = (x, -:r, x-1, -x-1; q) oo (qx2' qx-2; q2) oo 

then it is sufficient to check that the factors of the form 

( X X-1. ) l 
h ( ) ' 'q oo rr (-a .a -1 .a-1 _0 -1 -1 ) 

O X := ( 1 ) UkX, UkX , uk X, 'Uk X ; q , 
tox, tox- ; q 00 k=l 7 

( x x-1. q) m 
h1(x) := - ,- ' oo Il(( x ( x-1 (-lx (-1x-1·q) 

(t . t - 1. ) k ' k ' k ' k ' T 
1X, 1X , q 00 k=l 

(l, m E [0, n - 1]) are well defined and positive for x E T (here t = q7 ). Indeed, 
the remaining factors of wc(x; t) are easily seen to be well defined and positive since 
lt2 I, lt3 I < 1 and t2, t3 are both real or are a conjugate pair, while the remaining factors 

IT (fJfi(?;q) 7 (i E [1,l], j E [1,m]) 
£i,Ej=±l 

of Sc ( fJ; (, z) are well defined and positive since t0 is positive real and t1 is negative real. 
Now let,\ E P(l) such that fJ = p(0 )q>-. E D 0 (l), then h0 (x) = lhci-(x)l 2 for x ET with 
ht given by 

(x; q) oo IT! (-a .a-1 ) 
( ) 'UkX,uk x;q 
tox; q 00 k=l T 

(x;q)oo IT (fJ;;lx;q)r 

(tfJ1x; q) oo k=l (tfJk-lX; q) Ak-Ak-l 

where fJ0 := t- 1 t 0 and ,\0 := 0. It follows that ht (x) is well defined for x E T, since the 
possible zero at x = 1 of the factor ( tfJ1x; q) 00 in the denominator can be compensated 

by the zero at x = 1 of the factor (x; q) 00 • Similarly, one deals with h1 (x). □ 

We write Aili for the IB.-algebra of W-invariant Laurent polynomials in the variables 
z1 , ... , Zn. The following corollary is a direct consequence of Lemma 2.6.4. 

COROLLARY 2.6.5. Lett E VK and t E (0, 1). Then the restriction of the bilinear 
Jann (., ·/t,l to Ar X Ar maps into IB. and is positive definite. 

PROOF. The monomials m;,.. (,\EA) are real-valued on F(r) x rn-r since F(r) C 
IB_r by property (A) for parameters in V K (Definition 2.6.1 ), so the assertion follows from 
Lemma 2.6.4(ii). □ 

The following theorem defines the Koomwinder polynomials for parameters t E V K and 
t E ( 0, 1) as a special choice of orthogonal basis for Aili with respect to the positive 
definite bilinear form(., ·/t,t : Aili x Aili --+ Ill 



2.6. KOORNWINDER POLYNOMIALS WITH POSITIVE ORTHOGONALITY MEASURE 45 

THEOREM 2.6.6. For parameters (t, t) E VK x (0, 1) there exists a unique basis 
{ P.x ( .; t t)} >.EA of Aili such that 

(i) P.x (.; t; t) = m.x + Lµ<>. C>.,µ (t; t)mµ, some c.x,µ (t; t) E !E; 
(ii) (P.x(.;t;t),Pµ(.;t;t)h,t = 0 ifµ=/ A. 

Furthermore, P.x ( .; t; t) is an eigenfunction of Dt.,t with eigenvalue E.x (t; t) and we have 
the explicit evaluation formula 

(P.x (.; t; t), P.x(.; t; t)h,t = N(-X; t; t), A E A 

for the quadratic norms of the polynomials P.x. 

PROOF. Fix t E (0, 1) and t E VK. Since(., .)t,t is positive definite on Aili, there 
exists for ,\ E A a unique W-invariant Laurent polynomial P.x (.; t; t) E Aili satisfying 
(i) and the conditions (P.x ( .; t; t), mµ}r;t = 0 for allµ < A. Furthermore, 

~ (m.x,Pµ(.;t;t))t,t 
(2.6.12) P.x(z;t;t) = m.x(z) - ~ (P ( .. ) p (. --)) Pµ(z;t;t), .\EA. 

µ<>. µ .,t, t' µ .,t, t f:.,t 

The polynomials P.x(z;t;t) = m.x(z) + Lµ<>. c.x,µ(t;t)mµ(z) as defined in Theorem 
2.3.7 also satisfy the formula (2.6.12) when t E V0 , in view of Lemma 2.6.3. Fix t E 
VK \Vi, where Vi is the set of parameters t E VK such that ti= ±rmq-s for some 
i E [0, 3], m E [0, n - l] ands E Z+· Let {h hEZ+ be a sequence in Vo converging tot. 
Then, by the bounded convergence Theorem, 

(2.6.13) klim (f,g)h,t = (f,g}f:.,t, Vf,g E Aw. 
-too 

Indeed, by assuming t ~ Vi, we have F(r; :r:.; t) = F(r; t; t) for r_ in an open neighbour­
hood oft (r E [1, n]), and no zeros in the denominator of the expression for 6.{." (w, .; t; t) 
(w E F(r), r E [0, n - l]) occur which need to be compensated by zeros in the numer­
ator (see the proof of Lemma 2.6.4). Hence the bounded convergence Theorem may be 
applied at once. 

By induction on,\ we then obtain from (2.6.12) and (2.6.13) that 

(2.6.14) klim c.x,µ(h; t) = c.x,µ(t; t), µ < A, 
-too 

where c.x,µ are the expansion coefficients of P.x with respect to the monomials m1, (µ E 
A). By the residue calculus given in Lemma 2.6.3, Theorem 2.3.7 can be reformulated 
with respect to the bilinear form (., .)r_,1 for r_ E V0 . The theorem follows then fort E 

VK \ Vi by taking limits in the reformulated results using Proposition 2.3.6 and (2.6.14). 
To prove the theorem fort E Vi, we use again a continuity argument. We treat 

here one typical example, the general case is derived similarly. Assume that t E Vi with 

to = cmq-s for some m E [0, n -1], s E Z+ and that ti =f. r 1q-s' for all i E {1, 2, 3}, 
l E [0,n-l]ands1 E Z+. Thenthereexistsans > 0suchthat(To,ti,t2 ,t3 ) E VK\ Vi 
and F(r; To, t1, t2, t3; t) = F(r; t; t) for all r E [1, n] and all To E !E.>o with to - To < s. 
We claim that 

(2.6.15) lim (!, 9)r0 ,t, h,t3 ,t = (!, 9)t,t, 
rotto -
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We use the bounded convergence Theorem. In Lemma 2.6.4 it was shown that zeros in 
the denominator of the expression for the weight function fl~ ( w, . ; :z:.; t) can occur when 
w E F(r; :z:.; t) and :z:. E v;, and that these zeros can be compensated by zeros in the 
numerator. It follows from the specific form of these compensated zeros and from the fact 
that the functions 

if u i= 1 

ifu = 1 

are bounded on U x T where U c IE.>0 is some open set containing 1, that the bounded 
convergence Theorem may be applied in the limit (2.6.15). Now the theorem for the 
specific parameter values t follows by continuity arguments from (2.6.15). □ 

For parameters t E Vx with ltil :S 1 the orthogonality measure is completely continu­
ous (i.e. (., .) = (., .)0 ) and coincides with Koomwinder's orthogonality measure [65]. 
In particular the orthogonality relations reduce to Koomwinder's orthogonality relations 
(see [65]) and the quadratic norm evaluations reduce to van Diejen's quadratic norm eval­
uations ( see [17]) for parameter values t E V K with I ti I :S 1. 

Theorem 2.6.6 for n = 1 reduces to the orthogonality relations and norm evaluations 
stated in [7, Theorem 2.5]. 

Fort= qk (k E N) the bilinear form(., .)1;_,qk (2.6.11) can be rewritten as 

(2.6.16) 

for f,g E Aw. This is the form of the partly discrete orthogonality measure for the 
Koomwinder polynomials with discrete deformation parameter t = qk which was studied 
earlier in [117] and [118]. 



CHAPTER 3 

Limit transitions for multivariable orthogonal 
polynomials 

3.1. Introduction 

The one variable big and little q-Jacobi polynomials depend apart from q on (es­
sentially) three and two parameters, respectively. The associated orthogonality measures 
are completely discrete and have infinitely many discrete mass points. The orthogona­
lity measures can be expressed most conveniently in terms of Jackson integrals. The one 
variable big and little q-Jacobi polynomials are q-analogues of the classical Jacobi poly­
nomials in the sense that when q tends to 1, the big and little q-Jacobi polynomials tend, up 
to a possible translation and dilation of the vaiiable, to the classical Jacobi polynomials. 

The families of one variable big and little q-Jacobi polynomials are members of the 
Askey tableau. The Askey tableau consists of families of (basic hypergeometric) ortho­
gonal polynomials which are joint eigenfunctions of a second order q-difference operator. 
Some families can be obtained from others by limit transitions or by specializations of 
parameters. This induces the hierarchy structure between the families. From this point 
of view, the four parameter family of Askey-Wilson polynomials is on top of the hi­
erarchy and the families of big and little q-Jacobi polynomials are directly below the 
Askey-Wilson polynomials. Suitable limit transitions are known from the Askey-Wilson 
polynomials to the big and little q-Jacobi polynomials (cf. [66]). 

In this chapter the limit transitions from Askey-Wilson polynomials to big and lit­
tle q-Jacobi polynomials are generalized to the multivariable setting. It is shown that in 
these limits, the positive, partly continuous orthogonality measure for the Koomwinder 
polynomials (cf. Section 2.6) tend to certain completely discrete measures. These dis­
crete measures can be expressed most conveniently in terms of multidimensional Jackson 
integrals. They reduce to the orthogonality measures for the little and big q-Jacobi po­
lynomials in the one variable setting. These discrete measures are used to define a four 
parameter family of multivariable big q-Jacobi polynomials and a three parameter family 
of multivariable little q-Jacobi polynomials. Orthogonality relations and quadratic norm 
evaluations for the multivariable big and little q-Jacobi polynomials then follow by tak­
ing the limits in the orthogonality relations and the quadratic norm evaluations for the 
Koomwinder polynomials ( cf. previous chapter). 

The constant term identities for the multivariable little and big q-Jacobi polynomials 
reduce to well-known q-analogues of the Selberg integral. The constant term identity 

47 
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for the multivariable little q-Jacobi polynomials (Corollary 3.3.6) is known as the Askey­
Habsieger-Kadell formula (see [5],[33],[54]) and was proved in full generality by Aomoto 
[4]. The constant term identity for the multivariable big q-Jacobi polynomials with one 
of the parameters discrete (Corollary 3.5.3) was conjectured by Askey [5] and proved by 
Evans [29]. The constant term identity in the general form (Corollary 3.4.8) is equivalent 
to Tarasov's and Varchenko's constant term identity [127, Theorem (E.10)]. 

In this chapter we develop also a more algebraic method for proving limit transitions 
between families of multivariable orthogonal polynomials. The method is based on the 
fact that the multivariable basic hypergeometric orthogonal polynomials under consider­
ation can be characterized for generic parameter values as a special type of eigenfunc­
tion for an explicitly known second order q-difference operator. The proof of the limit 
transitions reduces then to the problem of computing limits of second order q-difference 
operators and their eigenvalues. Usually this method is less computational and valid for 
generic parameter values. The disadvantage of this method is that properties of the po­
lynomials, such as orthogonality relations and quadratic norm evaluations, can not be 
rigorously transported to their limit cases. In this chapter we apply this algebraic method 
to prove limit transitions from Koornwinder polynomials, multivariable big and little q­
Jacobi polynomials to generalized Jacobi polynomials. 

This chapter is organized as follows. In Section 3.2 the one variable little and big 
q-Jacobi polynomials are defined as limit cases of the Askey-Wilson polynomials and 
their orthogonality relations and quadratic norm evaluations are recalled. In Section 3.3 
respectively Section 3.4, the multivariable little respectively big q-Jacobi polynomials 
are introduced and studied. The proof of the limit from the orthogonality measure of the 
Koornwinder polynomials to the discrete orthogonality measures of the multivariable little 
respectively big q-Jacobi polynomials is postponed to Section 3.7 respectively Section 
3.8. In Section 3.5 the orthogonality measures of the multivariable big and little q-Jacobi 
polynomials are considered when one parameter is discrete. Then it is shown that the 
constant term identities for the multivariable big and little q-Jacobi polynomials reduce to 
well-known identities which were already studied in the beginning of the 1980's, cf. [5]. 
In Section 3.6 the algebraic approach for proving limit transitions is developed. 

3.2. One variable big and little q-Jacobi polynomials 

In this section the families of little and big q-Jacobi polynomials are introduced as 
limit cases of the Askey-Wilson polynomials. For the notations on Askey-Wilson poly­
nomials, we refer the reader to Section 2.2. 

The monic little q-Jacobi polynomials { Pf: (.;a, b) }nEZ+ can be considered as limit 
cases of the monic Askey-Wilson polynomials by substituting 

(3.2.1) 
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for the four variables of the Askey-Wilson polynomials, rescaling of the z-variable, and 
taking the limit E + 0, 

(3.2.2) P/:(z;a,b) :=~.m (c:q-½ r Pn(c:- 1 q½z;tL(c:)) 

(3.2.3) = ~.m ( Eq-½) n Pn ( c-1q½ z; tL,2 (c), tL,o(E), tL,3(E ), tL,1 (c)) 

(3.2.4) 
_ (qb;q)n (q-n, qn+lab, qbz. ) 
-(qb)n(qn+lab;q)n3cf>2 qb, 0 ,q,q 

- (-ltq(;) (qa; q)n (q-n, qn+lab . ") 
- ( n+l b ) 2c/>1 ,q,q~ q a ; q n qa 

(3.2.5) 

(cf. [66, Proposition 6.3] and take into account that the Askey-Wilson polynomials used 
in [66] are written as functions of (z + z-1 )/2 and are normalized differently). In fact, 
an easy calculation yields that the right hand side of (3.2.3) is equal to 

(q b· q) n (q-n qn+lab· q) 
' n L ' ' m ( m+lb m+l b ) -Eq , -Eq a ; q . 

(qb)n ( qn+lab; q)n m=O (q, qb; q) m n-m 

(3.2.6) 
m-1 

.qm IT ((1+c:2b2q2;+1)-qi+lbcq-h1(E-1q½z)) 
i=O 

with h1 (z) := z + z-1 , so (3.2.4) follows from the observation that lim0 io ( uc:; q) m = 1 
and 

(3.2.7) limuh1 (u-1 z) = z. 
u.j,O 

A transformation formula for terminating 2¢1 series [30, (IIl.7), p. 241] yields (3.2.5) and 
shows that the little q-Jacobi polynomials are also defined for b = 0. The little q-Jacobi 
polynomial P/:(z; a, b) is a monic polynomial of degree n in the variable z. So in the 
limit (3.2.2) we go from a polynomial in z + z-1 to a polynomial in z. This can be made 
more transparent as follows. Expand Pn in powers of z + z-1 , 

n 

Pn(z;t) = LCn,r(t)hr(z) (cn,n = 1) 
r=O 

with h,.(z) := (h1 (z) r = (z + z-1 Y. Then (3.2.7) extends to the limit 

(3.2.8) (r EN) 

so by (3.2.6) and (3.2.8) we conclude that 

n 

P/;(z; a, b) = L c~,r(a, b)zr 
r=O 
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with 

(3.2.9) 
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The monic big q-Jacobi polynomials { P/; (.;a, b, c, d) }nEZ+ may be considered as limit 
cases of the monic Askey-Wilson polynomials by substituting 

(3.2.10) t8 (c) := (c-1 (qc/d)½, -E-1 (qd/c)½ ,rn(qd/c)½, -Eb(qc/d)½) 

for the four variables of the Askey-Wilson polynomials, rescaling of the z-variable, and 
taking the limit E .J_ 0: 

P;;(z;a,b,c,d) := ~IB (dcd/q)½ r Pn(E-1(q/cd)½z;tB(c)) 

(3.2.11) = lfIB ( E(cd/q) ½ r Pn ( E-l (q/cd) ½ z; tB,2(c), tB,o(c), tB,1 (c), tB,3(c)) 

(qa, -qad/c; q)n (q-n, qn+1ab, qza/c ) 
=-----~~3cfa2 ·q q 

(qn+ 1ab;q)n(qa/c)n qa, -qad/c ' ' 

(cf. [66, Proposition 6.11). Observe thatP/;(z; a, b, c, d) is amonic polynomial of degree 
n in the variable z. 

Similarly as in the little q-Jacobi case, we have 
n 

P;;(z;a,b,c,d) = "I>~,r(a,b,c,d)zr 
r=O 

with 

(3.2.12) 

In the next theorem we give the orthogonality relations and norm evaluations for the mo­
nic little q-Jacobi polynomials with parameters ( a, b) E VL, where the parameter domain 
VL is defined as follows. 

DEFINITION 3.2.1. Let VL br: the set of parameters (a, b) for which a E (0, 1/q) 
and b E (-oo, 1/q). 

Recall the definition of the Jackson q-integral and the q-Gamma function, which were 
introduced in Section 1.2. 

THEOREM 3.2.2. ([l, Theorem 9]) Let (a, b) E V£. Then 

fo 1 
(P/:,P;,:) (z; a, b)vL(z; a, b)dqz = Om,nNL(n; a, b), 

with 

(3.2.13) (a= q°'). 
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The quadratic norms NL(n) of the manic little q-Jacobi polynomials are explicitly given 
by 

N L( . b) _ fq(n + l)fq(n + 1 + a)fq(n + 1 + /3)fq(n + 1 +a+ /3) (n+a)n 
n, a, - ( ) ( ) q , f q 2n + 1 + a + /3 r q 2n + 2 + a + /3 

where b = q!3. 

Observe that the weights vL(z; a, b) are positive since (a, b) EV£. The little q-Jacobi 
polynomials were first observed by Hahn [33]. A detailed discussion of the orthogonality 
relations and norm evaluations was given by Andrews and Askey [1]. The orthogona­
lity relations and norm evaluations were derived from the q-binomial formula [1, (3.6)], 
[30, (11.3), p.236] and the q-Pfaff-Saalschiitz formula [1, (3.7)], [30, (11.12), p.237]. The 
evaluation of the q-Jackson integral over the weight function 

/1 ( _ b)d _ fq(a + l)fq(/3 + 1) 
(3.2.14) lo V£ z, a, qZ - r q(2 +a+ /3) 

is a well-known q-analogue of the beta integral, and is equivalent with the q-binomial 
formula [30, (11.3), p.236] (see§ 1.2). 

We end this section with the orthogonality relations and norm evaluations for the 
monic big q-Jacobi polynomials with parameters ( a, b, c, d) in the following parameter 
domain. 

DEFINITION 3.2.3. Let VB be the set of parameters (a, b, c, d) for which c, d > 0 
and a E (-c/dq, 1/q), b E (-d/cq, 1/q) ora = cu, b = -du with u EC\ IE. 

THEOREM 3.2.4. ([3, Section 3]) Let (a, b, c, d) E VB. Then 

(3.2.15) 

with 

(3.2.16) 
(qz/c, -qz/d; q) 

VB(z; a, b, c, d) := ( / / co) 
qaz c, -qbz d; q co 

The quadratic norms NB ( n) of the monic big q-Jacobi polynomials are explicitly given 
by 

NB (n; a, b, c, d) := fq(n + l)fq(n + 1 + a)fq(n + 1 + /3)fq(n + 1 +a+ /3) 
fq(2n + 1 +a+ /3)fq(2n + 2 +a+ /3) 

(cd)n+lq(;) (-c/d, -d/c; q)co 

where a= q" and b = q/3. 

Observe that the weights vB(z; a, b, c, d) are positive since (a, b, c, d) E VB. The 
big q-Jacobi polynomials were first hinted at by Hahn [33]. A detailed discussion of 
the orthogonality relations and norm evaluations was given by Andrews and Askey [3]. 
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The orthogonality relations and norm evaluations were derived using the q-Vandermonde 
formula [3, (3.29)], [30, (11.6), p.236] and the evaluation of the q-Jackson integral over 
the weight function 

(3.2.17) 

l e • fq(l+a:)fq(l+,8) (-c/d,-d/c;qtJcd 
VB(z,a,b,c,d)dqz = ___ ( ____ )_( ) 

-d r q 2 +a:+ ,8 -qbc/d, -qad/c; q 00 (c + d) 

(q, -d/c, -qc/d, q2ab; q) 
= (1 - q)c 00 

(qa, qb, -qbc/d, -qad/c; q) 00 

where a = qcx, b = q/3. The summation formula (3 .2.17) is a q-analogue of the beta 
integral which first appeared in [3, Theorem 1]. 

It turns out that the orthogonality relations and norm evaluations for the little and big 
q-Jacobi polynomials can be obtained by taking the limit (3.2.2) respectively (3.2.11) in 
the orthogonality relations for the Askey-Wilson polynomials. If one chooses the contin­
uous part of the orthogonality measure for the Askey-Wilson polynomials supported on 
the circle T = { z E <Cl lzl = 1} using Cauchy's Theorem, one can show by Lebesgue's 
dominated convergence Theorem that the continuous part of the measure disappears in 
the limit (3.2.2) respectively (3.2.11). See Section 1.2 for a simplified example of this 
phenomenon. In case of the little q-Jacobi polynomials, the discrete part of the ortho­
gonality• measure blows up to one infinite discrete serie of weights, since there is one 
parameter in h(c) (3.2.1) which blows up to infinity in absolute value when E ➔ 0. In 
case of the big q-Jacobi polynomials, the discrete part of the orthogonality measure poly­
nomials blows up to two infinite discrete series of weights, since there are two parameters 
in t8 (c) (3.2.10) which blows up to infinity in absolute value when E ➔ 0. Making this 
explicit, one obtains rigorous proofs of Theorem 3.2.2 and Theorem 3.2.4 as corollar­
ies of the orthogonality relations and norm evaluations of the Askey-Wilson polynomials 
(see [122] for details). In Section 3.3 and Section 3.4 this approach is used to generalize 
Theorem 3.2.2 and Theorem 3.2.4 to the multivariable setting. 

3.3. Limit transitions to little q-Jacobi polynomials 

In this section a multivariable analogue of the limit from Askey-Wilson polynomials 
to little q-Jacobi polynomials (cf. (3.2.3)) is considered. We will show that in this limit, 
the positive partly discrete orthogonality measure (Theorem 2.6.6) for the Koomwinder 
polynomials tends to an infinite discrete measure. The rigorous proof of this fact will be 
given in Section 3.7. This discrete measure is used to define the multivariable analogues 
of the little q-Jacobi polynomials. Orthogonality relations and quadratic norm evaluations 
for the multivariable little q-Jacobi polynomials are then derived by taking limits in the 
corresponding results for the Koomwinder polynomials. 

The orthogonality measure of the multi variable little q-Jacobi polynomials can be ex­
pressed most conveniently in terms of certain multidimensional Jackson integrals, which 
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we will define now first. For a point ~ E ( C* ) n, the Jackson integral of f over the set 

(3.3.1) 

where ~qv := (6qv1, ... , ~nqvn) and P(n) is given by (2.4.4), is defined by 

(3.3.2) ff f(z)dqz := (1- q)n L f(~qv) IT ~iqv; 
<On vEP(n) i=l 

provided that the multisum is absolutely convergent. Note that for special points ~ 
(6,fr1',··· ,fr1'n-l) E (<C*f, the multisum (3.3.2) can be expressed as an iterated 
Jackson integral (1.2.2) by 

(3.3.3) ff j •~1 J')'ZI J'YZn-1 
f(z)dqz = z1=0 ZFO ... Zn=O f(z)dqZn ... dqZJ. 

(~)n 

Let A~ be the JE.-algebra of 6-invariant polynomials in the variables z1 , ... , Zn. An JE.­
basis for A~ is given by the set of monomials {m>-hEA, where m>,(z) := LµE<5>- zµ. 

Define a symmetric bilinear form (., .)1'~ on A~ fort E (0, 1) and (a, b) E Vi (cf. 
Definition 3.2.1) by ' 

(3.3.4) (f, g)L :=ff f(z)g(z)6.L(z)dqz, f, g EA~ 

(pL)n 

where PL,i := ti-I and where the weight function 6. L (z) = 6. L (z; a, b; t) is given by 

(3.3.5) 6.L(z) := q-2T
2 (;)c(a+1)(;) (g vL(zi)) 6qJ(z), (a= qa, t = qT) 

with VL (3.2.13) the weight function for the one variable little q-Jacobi polynomials and 
with interaction factor 6qJ (z; t) given by 

(3.3.6) 

6qJ(z;t) := IT lzi -z1llzil 2T-I(qC 1 zi/zi;q) 2T_ 1 , 

l:S::i<j:S::n 

It can be shown that the weights 6_L(z) in the bilinear form(., .)L are strict positive for 
z E (p L) n and that (f, g) L, written out as a multidimensional infinite sum, is absolutely 
convergent for all f, g E A~. For a detailed proof of this fact, we refer the reader to [116, 
Section 6]. 

DEFINITION 3.3.1. Lett E (0, 1) and (a, b) E V£. The multivariable little q­
Jacobi polynomials { Pf (.; a, b; t)} >-EA are by definition the unique symmetric polyno­
mials which satisfy 
(a) Pf= m>, + Lµ<>- ct,µmµfor certain ct,µ= ct,µ(a, b; t) ER 
(b) (Pf,m,,)L = 0forµ < ,\. 
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In the following proposition the link is established between Koomwinder polyno­
mials with positive partly discrete orthogonality measure and the little q-Jacobi polyno­
mials. We use in the formulation of the proposition the notation IAI := I:~1 Ai for the 
length of a partition A E A. 

PROPOSITION 3.3.2. Lett E (0, 1) and (a, b) E V£. There exists a sequence of 
positive real numbers { Ek}kEZ+ which converges to 0, such that 

(3.3.7) 

for all A,µ EA, where(., ,)t,t is given by (2.6.11) and his given by (3.2.1). 

The proof of the proposition will be given in Section 3. 7. Observe that h ( E) E V K 

for E E IR>o sufficiently small, so (., .)h(e),t is well defined and positive definite for 
c E IR>o sufficiently small by Lemma 2.6.4 and Corollary 2.6.5. 

Proposition 3,3.2 will be used to prove that the multivariable little q-Jacobi polyno­
mials are limit cases of the Koomwinder polynomials and to establish orthogonality re­
lations and norm evaluations for the little q-Jacobi polynomials with respect to the scalar 

6 product(.,.)£ on AIR. 
The following definition of limit transitions between 6-invariant Laurent polyno­

mials will be used. Let f(.; u) (u E JR*) and f be 6-invariant Laurent polynomials in 
n variables z1, ... , Zn, then we write lim,,.....,0 f(.; u) = f if limu--+O f(z; u) = f(z) for 
all z E (CC*)n. Observe that the IR-algebra of 6-invariant Laurent polynomials has as 
IR-basis the set of monomials { m .\ ( z) LEA, where A := {A E Zn I A1 2'. A2 2'. ... 2'. An} 
andih.>,(z) := LµEE'i.\zµ. If f(.;u) = L>-EA c>,(u)m>- ('u E IR*)andf = L>-EA c.>,m.>, 

satisfy the additional condition that {A E A I c .\ ( u) -::f. 0} is contained in some finite u­
independent subset for lul sufficiently small, then limu--+O f ( .; u) = f iff limu--+O C.>, ( u) = 
C.>, for all A E A. Crucial in the limit from Koomwinder polynomials to little q-Jacobi 
polynomials is a limit from rescaled monomials m>,(zlu) to m,>,(z), where the rescaled 
monomial m.>, (zlu) for u E IR* is the 6-invariant Laurent polynomial given by 

(3.3.8) 

m>,(zlu) = L d>-,µ(u)mµ(z), A EA 
µEAnW.\ 

with d.\,µ ( u) homogeneous of degree IAI - lµI and d.\,.\ ( u) = 1. Furthermore, lµI ~ IAI 
ifµ EWA and IAI = lµI iff µ E 6A. Hence we obtain the limit transitions 

(3.3.9) lim m.>, (zlu) = in>, (z) 
u--+0 

(A EA). 
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This limit will play a fundamental role for the multivariable generalization of the limit 
from Askey-Wilson polynomials to little q-Jacobi polynomials. 

The quadratic norm of the little q-Jacobi polynomials can be expressed in terms of 
functions Ni](..\) = Ni](..\; a, b; t) and Nq1(..\) = Nq1 (..\; a, b; t) which are defined by 

N+ (..\)·-fr fq(..\i + 1 + (n - i)T +a+ ,B)fq(..\i + 1 + (n - i)T + a) 
qJ .- i=l fq(2..\i + 1 + 2(n - i)T +a+ ,B) 

IT (fq(..\1 + ..\k + 1 + (2n - j - k + l)T +a+ ,B) 
· . fq(Aj+..\k+l+(2n-j-k)T+a+,B) l,SJ<k,Sn 

(3.3.10) 

fq(..\j - ..\k + (k -j + l)T)) 
. fq(..\j-..\k+(k-j)T) ' 

N- (..\):=fr fq(..\i + 1 + (n - i)T)fq(..\i + 1 + (n - i) 7 + ,B) 
qJ i=l fq(2..\i + 2 + 2(n - i)T +a+ ,B) 

. IT (rq(..\j+..\k+2+(2n-j-k-l)T+a+,B) 
. fq(..\1 +..\k+2+(2n-j-k)T+a+,B) 1,SJ<k,Sn 

(3.3.11) 

fq(..\j - ..\k + 1 + (k - j - l)T)) 
. fq(..\j-..\k+l+(k-j)T) ' 

where a = q'\b = qf3, t = q7 and where r q ( z) is the q-Gamma function given by ( 1.2.4 ). 
For..\ EA, (a, b) E VL and t E (0, 1) define NL(..\)= NL(..\; a, b; t) by 

(3.3.12) NL(..\):= qLf= 1 (>-.;+a.+2(n-i)r)>-.iNi](..\)NqJ(..\). 

Observe that NL(..\) is well defined and positive. We have now the following multivari­
able generalization of Theorem 3.2.2 and of the limit transition (3.2.3). 

THEOREM 3.3.3. Let (a, b) E VL and t E (0, 1). There exists a sequence of positive 
real numbers { Ek hEZ+ which converges to 0, such that 

(3.3.13) ( 
I ) i>-.1 1 1 L 

lim q- 2 Ek P>-.(q 2 s-,; z;t.L(sk);t) = P>-. (z;a,b;t) 
k-+oo 

for all ..\ E A. Furthermore, the polynomials {Pf:} >-.EA are orthogonal with respect to 
(., . ) L and the quadratic norms of the little q-Jacobi polynomials are given by 

(3.3.14) 

PROOF. We write 

(q-½c)l>-.IP>-.(z;h(s);t) = L C>-.,,,(s)(q-½st1mµ(z), 

(3.3.15) 
µ,S>-. 

Pf:(z;a,b;t) = L cf,µmµ(z) 
µ<>-. 
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for the expansions of the Koomwinder polynomial and the multivariable little q-Jacobi 
polynomial in terms of monomials. In particular, we have cA,A (c) = cf",A = 1. 

Let j be a total order on A such thatµ j A ifµ ::; A. Let {c:khEZ+ be a sequence 
in R>o converging to Osuch that (3.3.7) is satisfied for all A,µ E A. We prove that 

(3.3.16) lim cA;µ,(ck) = cf' 11 , V µ::; A, 
k-+oo ' 

and we prove full orthogonality for the subset {Pf} µ,:~A of multivariable little q-Jacobi 
polynomials by induction on A E A along j. The limit (3.3.13) follows then from (3.3.9), 
(3.3.15) and (3.3.16), and the quadratic norm evaluations (3.3.14) are then immediate 
consequences of the quadratic norm evaluations of the Koomwinder polynomials (see 
Theorem 2.6.6), Proposition 3.3.2, (3.3.16) and the observation that 

}~ (g (-c:-lqti-1, -€-lqati-1; q)oo) (q-1/2€)2IAIN(-X;IL(c); t) 

= 2nn!(q;q)~n(l - q)-nNL(.X;a,b;t). 

So it remains to prove the induction step (the case A = 0 being trivial). For A -:/- 0, note 
that tL ( €) E V K for € > 0 sufficiently small, hence by Theorem 2.6.6 we can write 

(q-½ €) IAI PA (z; tdc:); t) =(q-½ c:t1mA(z) 

(3.3.17) - L dA,v(€) ( q-½ € t 1 Pv (z; iL (€ ); t) 

with 

d ( ) ·- (q-h)IAl+lvl(mA, Pv(.;IL(c); t))h(c),t 
A,v € .- 1 

(q- 2 € )21vl (Pv( .; IL (c); t), Pv (.;IL(€); t) )h (c),t 

for€ > 0 sufficiently small. By the induction hypotheses, we also have 

(3.3.18) Pf (z; a, b; t) = mA (z) - L dt,vPJ (z; a, b; t), 
v<A 

with 

L (mA, P,f (.; a, b; t))~'~ d - , 
A,v - (Pf(.; a, b; t), Pf(.; a, b; t))~f 

It follows that for µ < A, 

(3.3.19) CA,µ,(E) = - L dA,v(E)Cv,µ,(E), 
µ,"S_v<A 

for E E R>o sufficiently small. Again by the induction hypotheses and by Proposition 
3.3.2, we obtain 

(3.3.20) 
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So the limits (3.3.16) follow from the induction hypotheses, (3.3.19) and (3.3.20). The 
orthogonality relations for { P; }µj.>.. now follow by taking limits in the orthogonality 
relations for the Koomwinder polynomials (see Theorem 2.6.6). This completes the proof 
of the induction step. □ 

Write er(z) = mw)(z) and er(z) = mw)(z) for the W-invariant and 6-invariant 
monomials corresponding to the fundamental weights (F) E A (r E [1, n]). The mo­
nomials { er }~=l and {er }~=l are algebraically independent generators of the algebras 
Aw and A 6 respectively. Let Pf (.X E A) be the unique polynomial in n variables 
Y = (Y1, ... , Yn) satisfying 

Pf (ei(z), ... 'en(z)) = Pt(z). 

Similarly, we set P.>.. for the unique polynomial in the n variables y satisfying 

i\(e1 (z), ... , en(z)) = P,>..(z). 

The limit transition (3.3.13) can now be reformulated as follows. 

COROLLARY 3.3.4. Let A EA, (a,b) E VL andt E (0, 1), then 

lim (sEk)-l>-lj\(sckYl, ... , (sq)nyn;fL(Ek); t) = Pf(y; a, b; t) 
k➔oo 

for certain sequence {Ek} kEZ+ in JE.>0 converging to zero, where s6 := q½ E-1. 

PROOF. The corollary follows from the proof of Theorem 3.3.3 since 

(sErr·er(sEz) = er(z) + O(c) 

for r E [1, n]. 

Let D L = DL,a,b,t be the second order q-difference operator 
n 

(3.3.21) 
j=l 

where <t>t,1 (z) = <t>f )z; a, b; t) is given by 

<Pi .(z) := qtn-la(b - _1) II Zi - tz1' 
,J qz· z· - z· 

J i#J i J 

<P1, .(z) := (1- ~) II ZJ - tzi. 
•1 z· z· - z· J i#j J i 

(3.3.22) 

Then we have the following corollary of Theorem 3.3.3. 

□ 

COROLLARY 3.3.5. Let (a, b) E VL and t E (0, 1). Then Pf(.; a, b; t) is an eigen­
function of DL,a,b,t with eigenvalue 

(3.3.23) 
n 

Ef (a,b;t) := L,(qabt2n-J- 1 (q.>..; -1) +ti- 1 (q-.>..; -1)) 
j=l 



58 3. LIMIT TRANSITIONS FOR MULTIVARIABLE ORTHOGONAL POLYNOMIALS 

for all,\ EA. 

PROOF. Follows from (3.3.13) by taking the limit k---+ oo in the equations 

(3.3.24) 

where Dis given by (2.3.13) and E>. is given by (2.3.16). □ 

In [16] van Diejen introduced n commuting q-difference operators Di (i E [1, n]) with 
D 1 = D which simultaneously diagonalize the Koornwinder polynomials. It is possible 
to explicitly compute the limit (3.3.13) in the corresponding eigenvalue equations, as was 
done for D 1 = D in Corollary 3.3.5. This yields n explicit, commuting q-difference 
operators D L,l = D L, D L,2 , . .. , D L,n which simultaneously diagonalize the little q­
Jacobi polynomials. The explicit formulas are omitted here, since we will not be needing 
them in the remainder of the thesis. 

The constant term identity for the little q-Jacobi polynomials can be rewritten as 
follows. 

COROLLARY 3.3.6. Fort E (0, 1) and (a, b) E VL we have 

(3.3.25) (l l)a,b = fr fq(a + 1 + (j - l)T)fq(,B + 1 + (j - l)T)fq(jT) 
' L,t j=l fq(a+,8+2+(n+j-2)T)fq(T) ' 

where a= qa,b = qf3 andt = q7 • 

The constant term identity (3.3.25) has been studied extensively in the past 20 years. 
It was conjectured by Askey [5] for t = qk, k E N and proved in this case indepen­
dently by Habsieger [33] and Kadell [54] (see Section 3.5 for more details). For arbitrary 
t E (0, 1) the first proof appeared in Aomoto's paper [4] (see also [55] and [127] for 
alternative proofs). 

3.4. Limit transitions to big q-Jacobi polynomials 

In this section a multivariable analogue of the limit transition from Askey-Wilson 
polynomials to big q-Jacobi polynomials (cf. (3.2.11)) is considered. By repeating the 
methods of the previous section, we derive orthogonality relations and quadratic norm 
evaluations for multivariable analogues of the big q-Jacobi polynomials. 

Before we define the orthogonality measure for the multivariable big q-Jacobi poly­
nomials we first need to introduce some more notations. Set 

n 

(~, TJ)n := u (~)j X Mn-j C en 
j=O 

where rJ, ~ E (<C* t and (~)n is defined by (3.3.1). Here we use the convention that 
(~)n X (T/)o = (On and (~)o X (TJ)n = (TJ)n- Let{;= (co, ... , en) E (<C* )n+l, then we 
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define the r-weighted Jackson integral off over the set (TJ, ~)n by 

(3.4.1) n j n-j 

= (1- qyn I: L Cjf(~qµ, T)qv) II 6qµl II (-T),nqVm ), 
j=0 µEP(j) 

vEP(n-j) 
l=l m=l 

where the j = 0 respectively j = n term in (3.4.1) should be read as 

respectively 

Cn ff f(z)dqz = (1 - q)n L Cnf(~qµ) IT 6qµ 1 • 

zE(l;)n µEP(n) l=l 
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If T) = (TJ1, rin', ... , T/1 (r')n-l) and ~ = (6, fr,, ... , fr,n-l ), then the r-weighted 
Jackson integral over (ri, ~)n can be rewritten as an iterated Jackson integral by 

Define a symmetric bilinear form(., .)'Jlt·d on Ai fort E (0, 1) and (a, b, c, d) E VB 
(cf. Definition 3.2.3) by 

(3.4.2) (f,g)B := ff f(z)g(z)f::.B(z)d~Bz, f,g E At 
(PB ,<TB )n 

with PB,i := cti-l, CJB,i := -dti-l and with weight function 

(3.4.3) 1::,.B(z) := (g VB(Zi)) 6qJ(z), 

where v B (3 .2.16) is the weight function in the orthogonality measure for the one variable 
big q-Jacobi polynomials and OqJ(z) = 6qJ(z; t) is given by (3.3.6). The weight fB = 
fB(c,d;t) isoftheformcB,.i := cBdB,j, with 

(3.4.4) dB,j := II '1it(-tn-m-k+ldjc) 

l<k<m<n - k~j-
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where \JI t ( x) is defined by 

(3.4.5) ,T, ( ) ·= I 12r-l 0(tx) 
'.f!t X • X 0(qt-lx) 

with 0(x) the Jacobi theta function 

(3.4.6) 0(x) := (q,x,qx- 1 ;q) 00 • 

The constant CB is defined by 

(q; q) n q-2r2 (;)d-2r(;)-nt-G) 
(3.4.7) CB := ooTI~=l 0(-tl-ic/d) 

The positive constant CB is not essential for the definition of(., .)B- We have chosen to 
take this constant within the definition of (., . ) B because it will simplify formulas and 
notations later on. The Jacobi theta function satisfies the functional relation 

(3.4.8) 0(lx) = (-x- 1 )kq-m0(x), k E Z+-

This implies that Wt is a quasi constant, i.e. Wt(qx) = Wt(x). In particular, the weight 
d.B (3.4.4) is independent of a, band quasi constantin the parameters c, d. 

The weight QB in the definition of (., . ) B is needed in order to obtain good asymptotic 
behaviour of the weights occuring in (., . ) B. To be more precise, let j E [1, n], A E 
P(j - 1), µ E P(n - j) and set A(!) := (A, l) E P(j) for l 2:: Aj-1, respectively 
µ(m) :~ (µ, m) E P(n....:. j + 1) form 2:: µn-j• For j = 1 respectively j = n, this should 
be read as A(!) = l E P(l), respectively µ(m) = m E P(l). Define 

z+(t; A,µ):= (pBq>"-<l) ,aBqµ) E (pB)j X (aB)n-j (l 2:: Aj-1), 
(3.4.9) .X (ml 

z-(m;A,µ) := (PBQ ,aBqµ ) E (PB)j-1 X (aB)n-Hl (m 2:: µn-j), 

then we have 

lim z+(t;A,µ) = (pBq\O,aBqµ), lim z-(m;>.,µ) = (pBq\aBqµ,O) 
1-+oo m-+oo 

(with the obvious conventions when j = 1 respectively j = n). We have now good 
asymptotic behaviour of the weights in the following sense. 

LEMMA 3.4.1. Let (a, b, c, d) E VB and t E (0, 1). Then 

(3.4.10) lim CB j~B (z+(t; A,µ)) = lim CB j-l~B (z-(m; >., µ)) 
1-+oo ' m-+oo ' 

for all A E P(j - 1), µ E P(n - j) and j E [1, n]. The conditions (3.4.10) for A E 
P(j - 1), µ E P(n - j) and j E [1, n] characterize the weight QB uniquely up to a 
multiplicative constant. 

PROOF. Let A E P(j - 1) andµ E P(n - j). By direct calculation we obtain 
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where t = qT and 8qJ is the interaction factor (3.3.6) considered as function of n - l 
variables. Using the equality 

fork E Z+ we furthermore have that 

lim ~B(z+(l;)..,µ)) =t!qJ(PBq\aBqµ) 
l➔oo 

j-1 n-j 

. Il(cti-1q>-i)2T IT { (dtk-lq''k)2T\Jlt(-tJ-kq-µkc/d)}. 
i=l k=l 

The lemma follows now from the formula 

since Wt is a quasi-constant. □ 

Finally, it can be shown that the bilinear form(., ,)B (3.4.2) on Ai is well defined and 
positive definite. Indeed, for parameters (a, b, c, d) E VB and t E (0, 1) it can be shown 
that the weights ~ B ( z) in the bilinear form (., . ) B are strict positive for z E (p B, a B) n 
and that(!, g) B, written out as a multidimensional infinite sum over (aB, PB)n, is abso­
lutely convergent for all f, g E Ai. We refer the reader to [116, Section 6] for a detailed 
proof of this fact. 

DEFINITION 3.4.2. Lett E (0, 1) and (a, b, c, d) E VB, The multivariable big q­
Jacobi polynomials {Pf(.; a, b, c, d; t)} >-EA are by definition the unique symmetric poly­
nomials which satisfy 
(a) Pf = in>- + ~µ<>- cf,µ inµ for certain constants cf,µ = cf,µ ( a, b, c, d; t) E JR; 
(b) (Pf, mµ)B = 0for µ < ,\, 

The following lemma shows that the multivariable big q-Jacobi polynomials depend 
essentially only on a, b, t and the ratio c/ d. 

LEMMA 3.4.3. Fort E (0, 1) and (a, b, c, d) E VB we have 

(3.4.11) d-1>-lpf(dz;a,b,c,d;t) = Pf(z;a,b,c/d, l;t), 'r/,\ EA. 

PROOF. For f E A~ set fd(z) := f(dz), where dz := (dz1, ... ,dzn), Then it 
suffices to show that 

(f )a,b,c,d _ (f )a,b,;'/,l 
, 9 B,t - d, 9d B,t , Vf,g E Ai. 

But this is a direct consequence of the formulas 

l Dr.'Y 1'Y 
h(x)dqx = a h(ax)dqx, 

,0 0 
(3.4.12) 
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c (c d·t) = d- 2r(;)-nc (c/d l·t) -B , , -B , , 

and AB(dz· a b c d· t) = d2r(;) AB(z· a b c/d l· t) where t = qr 
' ' ' ' ' ' ' ' ' ' ' . □ 

The following proposition is the analogue of Proposition 3.3.2 in case of the big q-Jacobi 
polynomials. 

PROPOSITION 3.4.4. Lett E (0, 1) and (a, b, c, d) E VB. There exists a sequence of 
positive real numbers {EdkEZ+ which converges to 0, such that 

(3.4.13) 
1. (rrn ( -2 ti-1 ) ) ( ( d/ )1)1.\l+lµI( ) k~1! ,·=1 -Ek q ;q oo Ek c q 2 m.\,mµ h(ck),t 

= 2nn! ( q; q)-:02n (1 - q)-n (m.\, inµ) ~~t'd 
for all .X, µEA, where(., .)t,t is given by (2.6.11) and iB is given by (3.2.10). 

TheproofwillbegiveninSection3.8. NotethatfB(E) E VK fore E IE.>o sufficiently 
small, so(., .)t_B(c:),t is well defined and positive definite for E E IE.>o sufficiently small 
by Lemma 2.6.4 and Corollary 2.6.5. 

The arguments of Section 3.3 can now be repeated to establish full orthogonality of 
the big q-Jacobi polynomials with respect to (., . ) B and to calculate their quadratic norms. 
For.XE A, (a, b, c, d) E VB and t E (0, 1) let NB (.X) = NB (.X; a, b, c, d; t) be given by 

NB (.X) := ( cd) I.\I q½ ~7=1 (.\;-1+2(n-i)r).\; Nil (.X; a, b; t)NqJ (>..; a, b; t) 

(3.4.14) n 

. IT (-q.\;+ 1btn-ic/d, -q.\;+latn-id/c; q) ::-
i=l 

where t = qr and Nil respectively NqJ is given by (3.3.10) respectively (3.3.11). Ob­

serve that NB ( .X) is well defined and positive. We have now the following multi variable 
analogue of Theorem 3 .2.4 and of the limit transition (3 .2.11 ). 

THEOREM 3.4.5. Lett E (0, 1) and (a, b, c, d) E VB. There exists a sequence of 
positive real numbers {EdkEZ+ which converges to 0, such that 

(3.4.15) . ( 1)1.\I l -1 B hm Ek(cd/q) 2 P.\((q/cd) 2 Ek z;tB(Ek);t) = P.\ (z;a,b,c,d;t) 
k➔oo 

for all A E A. Furthermore, the polynomials { Pf hEA are orthogonal with respect to 
(., . ) B and the quadratic norms of the big q-Jacobi polynomials are given by 

(3.4.16) (Pf,Pf)B=NB(>..), .XEA. 

PROOF. We have the limit 

lim (rrn (-E- 2qti-l;q) ) ((cd/q)½E) 21 .\ 1N(-X;tB(E);t) 
c:➔O oo 

i=l 
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The proof is now analogous to the proof of Theorem 3.3.3. □ 

The quadratic norm evaluations of the big q-Jacobi polynomials for the special case a = 
b = 0, c = 1 and t = qk with k E N are recently proved by Baker and Forrester [8, Section 
4.3] using Pieri formulas. In order to see that the quadratic norms of the big q-Jacobi 
polynomials in this special case are in agreement with the quadratic norm evaluations 
[8, (4.3)], one needs to use the evaluation formula for the Macdonald polynomials [85, 
(6.11)] together with [55, Proposition 3.2]. 

Recall the monomials er(z) = mwi(z) for r E [1,n], which are algebraically 

independent generators of A 6 . Let Pf (>.. E A) be the unique polynomial in the n 
variables y = (Y1, ... , Yn) satisfying 

Pf (e1(z), ... ,en(z)) = Pf(z). 

The limit transition (3.4.15) can now be reformulated as follows (cf. Corollary 3.3.4). 

COROLLARY 3.4.6. Let>.. E A, (a, b, c, d) E VB and t E (0, 1), then 

lim (sEk)-l>-IA(sEkYl,··· ,(sEk)nYn;iB(Ek);t) = Pf(y;a,b,c,d,;t) 
k-+oo 

for certain sequence { ck}kEZ+ in iR>o converging to zero, wheres€ := c-1 (q/cd) ½. 

Let DB = DB ,a,b,c,d,t be the second order q-difference operator 
n 

(3.4.17) 
j=l 

where </J~)z) = </J~)z; a, b, c, d; t) is given by 

,1.,+ ( ) ·- n-1 ( _ ...!?._) (b __<!:__) II Zi - tzj 'l'B . Z .- qt a + --~, 
•1 qz· qz· z· - z· J J i#j i J 

<PB .(z) := (1- ~)(1 + i) II Zj -tzi. 
,J z . z . z . - z. 

J J icpj J i 

(3.4.18) 

Then we have the following corollary of Theorem 3.3.3. 

COROLLARY 3.4.7. Let (a, b, c, d) E VB and t E (0, 1). Then Pf(.; a, b, c, d; t) is 
an eigenfunction of DB,a,b,c,d,t with eigenvalue Ef (a, b; t) (3.3.23)for all>.. EA. 

PROOF. The proof is analogous to the proof of Corollary 3.3.5. □ 

It follows from Theorem 3.4.5 that DB is symmetric with respect to(., .)B- In [116] the 
symmetry of DB was established by direct calculations in which the asymptotic behaviour 
of the weight function b..8 (see Lemma 3.4.1) plays a crucial role. Similarly as in the 
little q-Jacobi polynomial case (see after Corollory 3.3.5), limits can be taken of the n 
commuting q-difference operators D 1 := D, D 2 , ... , Dn of van Diejen [16], yielding n 
commuting q-difference operators DB,l = DB, DB,2 , •.. , DB,n which simultaneously 
diagonalize the big q-Jacobi polynomials. The explicit form of the q-difference operators 
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DB,i and their eigenvalues can be computed directly (see Corollary 3.4.7 for the special 
case DB,1 = DB)-

The constant term identity for the big q-Jacobi polynomials can be rewritten as fol­
lows. 

COROLLARY 3.4.8. Lett E (0, 1) and (a, b, c, d) E VB. Then 

(3.4.19) 

(l, lt'b,c,d = ft (fq(a: + 1 + (j - l)T)fq(/3 + 1 + (j - l)T)fq(jT) 
B,t j=l fq(O: + /3 + 2 + (n + j - 2)T)fq(T) 

. ( -q"'+H(j-l)r d/ c, -q.6+H(j-l)r c/ d; q) :,1 ) 

where a= q"', b = q/3 andt = q7 • 

The constant term identity (3.4.19) was conjectured by Askey [5] fort = qk, k E 
N, and proved in this case by Evans [29]. See the next section for more details on the 
special case t = qk, k EN. The evaluation (3.4.19) for general t E (0, 1) is equivalent 
to Tarasov's and Varchenko's summation formula [127, Theorem (E.10)]. The proof of 
Tarasov and Varchenko is by computing residues for an A type generalization of Askey­
Roy's q-beta integral. 

3.5. The special case t = qk with k E N 

In this section the results of the previous sections are considered for deformation 
parameter t = qk with k E N. Many formulas simplify under this assumption because t 
is "compatible" with the base q when t = qk with k E N. For instance q-shifted factorials 
(a; q) k' which for general k > 0 are given by quotients of infinite products, simplify to 
a finite product when k E N. In the remainder of this section we assume that k E N is 
fixed. 

Recall that in the definition of the orthogonality measure for the big q-Jacobi poly­
nomials the so-called Q-weighted Jackson integral is used, where the weight for the big 
q-Jacobi polynomials is given by CB,j = cBdB,j (j E [0, n]) with dB,j given by (3.4.4) 
and CB given by (3.4.7). Fort = qk it is easily verified that dB,j = 1 for all j E [0, n]. 
For the weight fB we thus have CB,j = CB fort= qk independ of j, and CB can then be 
rewritten as 

q(~)G)-k2m (c + d)n 
CB = ----------'-~-

(-d/c, -c/d; q): (cdt+(;)k 
(3.5.1) 

This follows by a straightforward calculation using the relation 0(qx- 1 ) = 0(x), (3.4.8) 
and 

(3.5.2) 



Now set 

(3.5.3) 

3.5. THE SPECIAL CASE t = q• WITH k E N 

i#-j 
lE[0,k-1] 
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and write Li B ( .; qk) respectively Li L (.; qk) for the weight function (3.4.3) respectively 
(3.3.5) with the interaction factor 6qJ(.; qk) (3.3.6) replaced by 8qJ(.; qk) (3.5.3). 

LEMMA 3.5.1. Lett = l (k E N) and.fix (a, b) E VL respectively (a, b, c, d) E VB, 
Then 

(3.5.4) 

respectively 

(3.5.5) (f, g)B,qk = : 1:=-d 1:=-d ... 1:=-d f(z)g(z)fiB(z; qk)dqz 

for all f, g E Ai, where dqz = dqZn ... dqz2dqz1. 

PROOF. We give a proof for the big q-Jacobi orthogonality measure. Observe that 
6qJ (z; qk) = 0 if Zi = q1 z1 for certain i =/- j and l E [O, k - 1] (and similarly for8qJ ). 
Furthermore, we have already seen that the weight cB,J is independent of j E [O, n], and 
that it is equal to CB. It follows that cB1 (f, g) B,qk for f, g E Ai can be rewritten as 

(3.5.6) 

~ 1:=01::0 ... 1:~~11:+1=-d 1:+2 =z;+1 ... 1:=Zn-l f(z)g(z)~B(z)dqZ-

For a mass point z = (z1 , ... , z1, ZJ+i, ... , Zn) occuring in the jth term of (3.5.6), it is 
easily verified that 

11.B( . k) _ 'i..B( . k) u z,q -u z1, ... ,Zj,Zn,Zn-1, .. - ,Zn-j+l,q , 

hence (3.5.6) can be rewritten as 

t, 1:=01::0 ... 1:~~11:+1=-d .£::::_d ... . £::-~d f(z)g(z)fiB(z)dqz, 

which in turn is equal to 

(3.5.7) 

Now Li B (z; qk) is symmetric and vanishes whenever zi = z1 for some i =/- j, hence the 
desired formula (3.5.5) follows by symmetrizing (3.5.7). D 
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In (3.5.4) respectively (3.5.5) the weight function LiL(z; qk) respectively LiB (z; qk) may 
be replaced by 

J5..L(z· qk) ·= n! q-2k2(;)-k(a+i)G) ITn v (z) IT z2k (ql-k z·/z·· q) 
' . f k (n + 1) L l i J i, 2k 

q l=l l~i<j~n 

where a = qa, respectively by 

I n 
;,. B( . k) ·- n. IT ( ) IT 2k ( 1-1: / . ) 

1...1 z,q .-f ( ) VBZ/ Zi q Zj Zi,q 2k. kn+l · 
q l=l l~i<j~n 

This follows from the fact that Li L ( .; qk) and LiB (.; qk) are symmetric functions satisfy­
ing 

and from the fact that 

(cf. [33] or [85, Chapter III, (1.4)]). The q-Selberg integral (3.3.25) fort = qk reduces 
now to the following evaluation formula. 

COROLLARY 3.5.2. Lett= qk with k EN and (a, b) E VL. Then 

PROOF. This follows from (3.3.25), (3.5.4) and the discussion preceding the corol­
lary since 

□ 

Similarly, the q-Selberg integral (3.4.19) fort= qk can be simplified as follows. 
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COROLLARY 3.5.3. Lett= qk with k EN and (a, b, c, d) E VB. Then 

Jc Jc II 2k( 1-kZj_ ) rrn (qztfc,-qztfd;q)oo d 
.. Z; q ~' q 2k ( I . ) qZ[ 

41=-d Zn=-d1<i<"<n z, l=l qaztfc,-qbz1 d,q 00 
- J_ 

= l 2 (;)-(;)G) ]1 (fq(a + 1 + (j - l)k)fq(/J + 1 + (j - l)k)fq(jk + 1) 
j=l fq(a + jJ + 2 + (n + j - 2)k)fq(k + 1) 

(-d/c,-c/d;q) 00 (cd)l+U-l)k ) 

· (-qa+l+(j-l)kd/c, -qf3+H(j-l)kc/d; q) 00 (c + d) 

where a= qa and b = q!3. 

PROOF. The proof is similar to the proof of Corollary 3.5.2, using the explicit ex­
pression (3.5. l) for the constant CB when t = qk. □ 

Corollaries 3.5.2 and 3.5.3 were conjectured by Askey in [5]. A proof of Corollary 3.5.2 
was given independently by Habsieger [33] and Kadell [54]. A proof of Corollary 3.5.3 
was given by Evans in [29]. 

3.6. Limit transitions: an algebraic approach 

In Section 3.3 and Section 3.4 limit transitions between the Koomwinderpolynomials 
and the big respectively little q-Jacobi polynomials were derived by proving the limits on 
the level of the orthogonality measures (see Theorem 3.3.3, Proposition 3.3.2 respectively 
Theorem 3.4.5, Proposition 3.4.4). 

In this section a different, more algebraic method is discussed for deriving limit tran­
sitions between families of multivariable orthogonal polynomials. The method is based 
on the fact that the multivariable orthogonal polynomials under consideration can be char­
acterized as special type of eigenfunctions for certain explicit second order q-difference 
(respectively differential) operators. The limit transitions between the families can then be 
proved by formally computing limits of the operators and their eigenvalues. In particular, 
the explicit orthogonality relations are not needed for the proof of the limit transitions. 

This method will be applied for computing the classical limit q t 1 of the big and 
the little q-Jacobi polynomials. We give also a limit transition from Koomwinder polyno­
mials to generalized Jacobi polynomials which is different from the computation of the 
classical limit of the Koomwinder polynomials. The method for computing limit transi­
tions between multivariable orthogonal polynomials as presented in this section can also 
be applied to various other families of multivariable orthogonal polynomials. See for in­
stance [121], where the method is used to derive alternative proofs of the limit transitions 
from Koomwinder polynomials to multivariable big and little q-Jacobi polynomials and 
[19], where the method is used to derive limit transitions from Koomwinder polynomials 
to multivariable Wilson, to multivariable continuous Hahn polynomials and to BC type 
Heckman-Opdam polynomials. 
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We first recall the definitions of generalized Jacobi polynomials [132] and relate them 
to the BC type Heckman Opdam polynomials [36], [37], [38]. Let VJ be set of parameters 
( o:, (3) which satisfy o:, (3 > - l, and let r > 0. Define a positive definite bilinear form 

(.,.)~,':on A~ by 

(f,g)J,,a,/3,r := ~! 1:=o · · · 1~=o f(z)g(z)DJ (z; o:, (3; r)dz f,g E Ar 
with Cl.J(z;o:,(];r) := (IT~~l(l - Zi)i'izf) IV(z)l27 and V(z) := rri<j(Zi - Zj) the 
Vandermonde determinant. 

DEFINITION 3.6.1. Let ( o:, (3) E Vi and r > 0. The generalized Jacobi polynomials 
Pf(.; o:, (3; r) (A E A) are by definition the unique 6-invariant polynomials which satisfy 

(1) Pf = ih>-. + Lµ<>-.;µEA d{µ ihµ for some d{µ = d{µ ( o:, (3; T) E Ill 
(2) (Pf ( o:, (3; T), ihµ) J,a,{3,r = 0 ifµ < A. 

The one variable Jacobi polynomials { P;,(z; o:, f3)}mEZ+ are independent of T and 
are explicitly given by 

(361) PJ(. (3)= (-l)m(o:+l)m F (-m,m+o:+(3+1.) 
. . mz,o:, (m+o:+(3+1)m2 1 o:+1 ,z 

with 

F ( a,b. )-~ (a)n(b)n n 
2 1 C ,z - ~ () I Z 

n=O C nn. 

Gauss's hypergeometric series. Usually the Jacobi polynomials are written as functions 
of 1 - 2z and normalized differently (cf. [28, Section 10.8]). 

The generalized Jacobi polynomials are directly related to the Heckman-Opdam po­
lynomials of type BC (cf. [36], [37], [38]) as follows. Using the notations introduced in 
Remark2.3.5, we set(.,.) for the standard inner product on en, so (ei, ej) = Ji,J• A mul­
tiplicity function k is a function k : R -+ C such that ka = kwa for all o: E R, w E W. 
k = (ka)aER is completely determined by k1 := ke,, k2 := ke 1 +e2 and k3 := k2e,, so 
we will sometimes write k = ( k1, k2 , k3 ). Let V HO be the set of parameters ( k1, k2, k3 ) 

such that k1 + k3 > -½, k3 > -½ and k2 > 0. Define a positive definite bilinear form 

on Aili':= lK[zt1 , ... , z;'1]w fork E VHo by 

(f,g)k := i~:o .. -1e::o f(ei0)g(ei0)6.H0(0;k)d0, 

with ei0 = ( ei01 , ... , ei0n) and weight function 

6,H0(0; k) := II (e½i(a,0) _ e-½i(a,0) f 0 

aER 
n 

j=l l<m 
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where c(k) = 4n(k,+2k3)+n(n-l)k2_ 

DEFINITION 3.6.2. Let k = (k1, k2 , k3) E VHo- The BC type Heckman-Opdam 
polynomials {Pf0 (z; k)} ,\EA are by definition the unique W-invariant Laurent polyno­
mials which satisfy 

(1) Pf0 = m" + I:µ<,\;µEA df,~mµforsome df,~ E JR, 
(2) (Pf0 (.; k),mµ}k = 0 ifµ<.\. 

Observe that 

in" (sin2 (0/2)) = (-4)-1"1 m" (ei0 ) + L b,\,µmµ(ei 0 ) 

µ<,\ 

for certain constants b,\,µ, where sin2 (0/2) := (sin2 (0i/2), ... , sin2 (0n/2)). It follows 
that the defining conditions for Pf (Definition 3.6.1) with a= k1 + k3 - ½, /3 = k3 - ½ 
and 7 = k2 become the defining conditions for Pf0 (k) (Definition 3.6.2) under the 

change of variables xi := sin2 (0i/2) (i = 1, ... ,n), up to the constant (-4) 1"1. So the 
relation between Heckman-Opdam polynomials of type BC and the generalized Jacobi 
polynomials is given by 

(3.6.2) Pf0 (ei8 ;k) = (-4)1"1pf (sin2(0/2);k1 +k3 -i,k3 -i,k2) 

for.\ E A. Set Oj := a~; and let D~;f be the second order partial differential operator 
given by 

(3.6.3) 

n 

DJ,a,/3,T := L ((zj - l)zjo; +((2 +a+ /3)zj - (a+ l))oj 
j=l 

+2-r(Zj - l)zjV(z)- 1 (ojV) (z)oj). 

PROPOSITION 3.6.3. ([132]) Fix.\ E A. For arbitrary a, /3, 7 E C there exist con­
stants Ef,µ (a, /3; -r) E C (µ :S: .\) depending polynomially on a, /3 and -r, such that 

D Jm,\ = L Ef,µmµ-

wS" 
The leading term EL (a, /3; -r) will be denoted by E{ (a, /3;-r) and is explicitly given by 

(3.6.4) 
n 

E{ (a, /3;-r) := L Aj (.\j +a+ /3 + l + 2(n - j)-r). 
j=l 

PROOF. This can be proved by a straightforward calculation (compare with [132, p. 
817]). □ 

Furthermore, D J,a,/3,r is symmetric with respect to(.,.) J,a,/3,r for (a, /3) E VJ and 7 > 0 
(see [132, Theorem 4.31). It follows from the definition of Pf, Proposition 3.6.3 and the 
symmetry of DJ that 

(3.6.5) 
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for all >.. E A when ( a, /3) E VJ and T > 0. Furthermore, the generalized Jacobi poly­
nomials {Pf},\EA are mutual orthogonal with respect to(., .)J (see [36], [37] and [38], 
where full orthogonality is established for Heckman-Opdam polynomials associated with 
arbitrary root systems). 

In Section 2.3 it was observed that the Koornwinder polynomials can be expressed 
in terms of the second order q-difference operator D-u (2.3 .13) and its eigenvalues by the 
formula 

(3.6.6) p ·t·t - (rr Di,t -Eµ(t;t) ) m 
,\(-,_,)- E(t·t)-E(t·t) ,\ 

µ<,\ ,\ _, µ _, 

for parameters t and t such that Eµ(t; t)-::/- E,\(t; t) for allµ<>.. (E,\ given by (2.3.16)). 
Formula (3.6.6) can be used to extend the definition of the Koornwinder polynomial of 
degree >.. to arbitrary parameter values (f, t) E C5 for which E~,(t; t) -::/- E,\ (t; t) for 
µ < >... The Koornwinder polynomials P,\ (.; t; t) (,\ E A) for generic parameters (f, t) E 
C5 then do no longer have interpretations as orthogonal polynomials, but they are still 
characterized as the unique W-invariant Laurent polynomials of the form P,\ (.; t; t) = 
m,\ + Lµ<>, C,\,µ (t; t)mµ which are eigenfunctions of Di,t with eigenvalues E,\ (t; t) 
(>..EA). 

Similarly, the multivariable big and little q-Jacobi polynomials as well as the gener­
alized Jacobi polynomials of degree >.. can be expressed as 

(3.6.7) X = B, L resp. J 

provided that the eigenvalues satisfy Eff -::/- Ef for all µ < >.., where Ef = Ef := Ef 
(3.3.23). Formula (3.6.7) for the generalized Jacobi polynomials follows from the trian­
gularity of DJ (Proposition 3.6.3). Formula (3.6.7) for the little and big q-Jacobi poly­
nomials follows from the fact that D L respectively DB is triangular with respect to the 
monomials {m,\hEA and with respect to the dominance order '.S;, with leading terms 
given by the eigenvalues { Ef} ,\EA (this in turn follows from Corollary 3.3.5 and Corol­
lary 3.4.7). This triangularity property holds in fact for arbitrary complex parameters 
a, b, c, d, t by analytic continuation. Formula (3.6.7) will be used as definition of the 
polynomial Pf for all parameter values such that Ef -::/- Eff ifµ < >... 

REMARK 3.6.4. The triangularity of DB and DL can also be proved by direct com­
putations for arbitrary complex parameter values a, b, c, d and t without using any in­
formation about their eigenfunctions ( one only needs some elementary properties of the 
Schur functions). For details, see [116, Proposition 4.2]. 

There is another way of looking at the above mentioned extended definitions of 
multivariable polynomials. For instance, consider the Koornwinder polynomial P>. = 
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m>,. + I:µ<>-. d>,.,µmµ of degree .X, then Proposition 2.3.6 and (3.6.6) imply that the coef­
ficients d>-.,µ = d>-.,µ(t, t) depend rationally on the parameters (t, t). The extended defini­
tion of the Koornwinder polynomials to generic parameter values (t, t) E CC5 corresponds 
with extending d>-.,µ as rational function of (t, t) for allµ < >.. 

Using the formulas (3.6.6) and (3.6.7), limit transitions between multivariable ortho­
gonal polynomials can now be proved by computing limits of the corresponding q-dif­
ference operators. We first give sufficient conditions on the parameter sets such that 
the eigenvalues of the triangular operators are mutually different for compatible weights 
( compatible with respect to the dominance order :S). The first part of the proposition is a 
slight extension of [16, Lemma 5.1]. 

PROPOSITION 3.6.5. Let A,µ E A withµ < A. 
(i)Eµ(t;t) < E>-.(t;t) iftot1t2t3 E [-q,1) andt E (0,1); 
(ii) Ef (a, b; t) < Ef (a, b; t) if ab E [-q-1, q-2 ) and t E (0, 1); 

(iii) Et (a, (3; T) < E{ (a, (3; T) for (a, (3) E VJ and T > 0. 

For the proof of the proposition, we use the following fact. 

LEMMA 3.6.6. Letµ, A E A withµ :S .X. Then we can walkfrom µ to A while staying 
within A by successively adding an element of the subset ft,+ := { ei}i=l U { ei - ej h<i 
of the positive roots. 

PROOF. Let µ, .X E A such that µ < >.. It suffices to prove that there exists an 
a E ft,+ such that µ + a E A and µ + a :S .X. Let 

n-1 

A - µ = L Ci(ei - ei+1) + Cnen 

i=l 

with CJ E Z+ be the decomposition of .X - µ with respect to the simple roots S 
{ ei - ei+i}?,;/ U { en}- So we have that Ak - µk = Ck - Ck-l fork = 2, ... , n and 
>-1 - µ1 = c1. Furthermore we have 

L(Aj - µj) = Ci i E [1,n]. 
j=l 

Let { cp, . .. , cq-1} (p < q) be a string such that CJ > 0 for j = p, . .. , q - l and such 
that cp-1 = 0 (or p = 1) and Cq = 0 (or q = n + 1). Then µp-l 2:: Ap-l 2:: Ap > µp (or 
p =land Ap > µp) andµq > Aq 2:: Aq+J 2:: µq+ 1 (orq = n+ 1, orq = n andµq > Aq), 
So a = ep - eq E ft,+ does the job for q < n + l, and a = ep E ft,+ for q = n + l. □ 

PROOF OF PROPOSITION 3.6.5. The inequality (ii) follows immediately from (i). 
For the proof of (i) and (iii) it suffices to check the inequalities for the special case that 
>.- µ E ft,+ in view of Lemma 3.6.6. The proof follows then by direct computation, using 
the explicit expressions of the eigenvalues E>,. (2.3.16) and E{ (3.6.4). As an example, 
we show that Eµ < E>,. when .X - µ = ei - eJ and 1 :S i < j :S n. Then Ai = µi + 1, 
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>..j = µj - l and >..k = µk fork =/- i, j. It follows that the difference E,\ (t; t) - Eµ (t; t) 
is equal to 

(1- q)ti-lq-µi-l (1- tJ-iqµi-µj+l) (1 + tot1t2t3t2n-i-jqµi+µj-l). 

Since i < j and µi 2:: µJ, we have E,\ (t; t) - Eµ (t; t) > 0 for all t E (0, 1) if tot1 t2t3 2:: 
-q. □ 

For "Y, 0 E C, we write "'(Z + 0 = ("Yz1 + o, ... '"(Zn+ o) and z-1 = (z11, ... 'z~ 1 ). 

THEOREM 3.6.7. Let (a, /3) E VJ, T > 0 and).. EA. 
(i) Let c, d E tC such that c, d =/- 0, c2 =/- d, d =/- l. Then 

(3.6.8) 

. ( q°'H qf3+1d c ) c d ( 1 + c2 - c(z + z-1 ) ) 
1:wp,\ z;c,-c-,-c-,d;qT =k1;,._1Pf (l-d)(l-c2/d) ;a,jJ;T 

with k';;,d := ( (d-1)(~-c2 /d)) m. 

(ii) Let c, d > 0, then 

(3.6.9) ~wPf(z;q°',l,c,d;qT) = (-1)1,\l(c+d)IAlpf G~:;a,jJ;T). 
(iii) We have 

(3.6.10) lim pL (z· q°' q13 · qr) = PJ(z· a f-1, T) 
t ,\ ' ' ' ,\ ' '/J, . q l 

These limit transitions should be interpreted as pointwise limits as described in Sec­
tion 3.3 (after Proposition 3.3.2). The multivariable polynomials involved in the three 
limit transitions are well defined. Indeed, for the limits from big and little q-Jacobi 
polynomials to generalized Jacobi polynomials, the corresponding parameters satisfy 
(q°',qf3,c,d) E VB (cf. Definition 3.2.3) respectively (q°',q/3) E VL (cf. Definition 
3.2.1). In fact, one has q<>+/3 E [O, q-2 ) in both cases, so the multivariable big q-Jacobi 
polynomials involved in the limit (3.6.9) are well defined for all c, d E tC with c + d =/- 0 
in view of Proposition 3.6.S(ii). So the conditions on c, d for the limit transition (3.6.9) 
may be weakened to the condition c + d =/- 0. 

For the limit from Koomwinder polynomials to generalized Jacobi polynomials, the 
product of the four parameters t equals q<>+/3+2 E [0, 1), hence the Koomwinder polyno­
mials involved in the limit (3.6.8) are well defined by Proposition 3.6.S(i). 

REMARK 3.6.8. In the one variable case (n = 1), the three limit transitions given in 
Theorem 3.6.7 can easily be derived from the explicit expressions of the polynomials in 
terms of (basic) hypergeometric series. 

The limit transition (3.6.8) from Koomwinder polynomials to generalized Jacobi po­
lynomials is different from taking the classical limit of the Koomwinder polynomials. 
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Indeed, the classical limit of the Koomwinder polynomials is given by 

(3.6.11) 
litm A. (z; qBo, -qg1 ,qBb+l/2, -qg; +1/2; qB) 
q 1 

P HO( I I I) = .x z;go + 9o - 91 - 91,9,91 + 91 

( see, for instance, [19]), where we assume that g > 0 and go + gb , g1 + gt > -1 / 2. 
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To illustrate the computations involved in proving Theorem 3.6.7, we will give a 
detailed proof of the limit transition (3 .6.9) from big q-Jacobi polynomials to generalized 
Jacobi polynomials. Under the change of variables Zi = cc~11:l (i E [1, n] and c +di- 0), 

the second order differential operator D~,'f becomes 

(3.6.12) 
n 

DBJ,a,(3,c,d,T := L ((yj - c)(yj + d)oJ + Bj(y)Oj) 
j=l 

where Bj is given by 

Bj(y) :=2T(Yj - c)(YJ + d)V(y)- 1 (oj V) (y) 
(3.6.13) 

+ (2 +a+ ,B)yj + d(a + 1) - c(,B + 1). 

Denote the right hand side of (3.6.9) by Pf!J (z) := Pf!J (z; a, ,B; c, d; T), so 

(3.6.14) PfJ(z) := (-1)1-Xl(c+d)I-Xlp{ G~~;a,,B;T) 

for>. E A. 

LEMMA 3.6.9. For (a, ,8) E VJ, c + d-:/- 0 and T > 0 we have 

for all>. E A, where E{ (independent of c and d) is given by (3.6.4). 

PROOF. For c1, c2 E C we have 

(3.6.15) rh,x(c1 + C2Y1, ... ,c1 + C2Yn) = c1.x1m.x(y) + L b_x,µrhµ(y) 
µ<.X 

for certain b_x,µ EC depending on c1 and c2 • Hence Pf-1 (3.6.14) satisfies 

(3.6.16) 

for certain df.t E C. By (3.6.5) we have the eigenvalue equation 

(3.6.17) D P BJ EJpBJ 
BJ .X = .X .X 

for all >. E A. Hence D BJ is triangular with respect to the monomials { rh,x hEA and the 
dominance order ::;, with leading terms given by the eigenvalues { E{hEA· The proof 
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follows since the eigenvalues Ef are mutual different for compatible weights (Proposition 
3.6.5(iii)). □ 

The proof of Theorem 3.6.7(ii) is now a direct consequence of the previous lemma, (3.6.7) 
for X = B and the following lemma. 

LEMMA 3.6.10. Let ( a, /3) E VJ and T > 0. For c + d -::/- 0 we have 

(3 6 18) 1. (DB,qa,qf3,c,d,qT !) (z) - (D !) ("') WJ E Ae. 
• • Im (l )2 - BJ,o:,{3,c,d,r ,., V 

qtl - q 

The eigenvalues satisfy 

(3.6.19) lim Ef(q°'tf3,c,)~;q,qr) = E{(a,(3,c,d;T) V>.. EA. 
qtl 1 - q 

PROOF. The limit (3.6.18) makes sense (in terms of the definition oflimit transitions 
as given in Section 3.3 after Proposition 3.3.2) since DB (as well as D BJ) preserves A 6 . 

So it suffices to prove the limit transition (3.6.18) pointwise for generic z E e,n. We 
thereforeassumethroughouttheproofthatz E (C*)n and V(z) -::f. 0. 

The second order q-difference operator DB (3.4.17) can then be rewritten as 
n 

(3.6.20) (DBJ)(z) = L (Ai(z)(Ti-((Dt) 2 J))(z) +Bi(z)(Ti-(D~•-f))(z)), 
i=l 

with D!·- the backward partial q-derivative in direction i, 

(Di•-f)(z):= (f-T/f)(x) 
q (l - q)zi 

and Ai(z) = Ai(z; a, b, c, d; t) respectively Bi(z) = Bi(z; a, b, c, d; t) given by 

Ai(z) =q- 1 (1 - q) 2 z.;¢t i(z) 

=(1 - q) 2 q-2 ( qazi - c) ( qbzi + d) tn-l V (z )-1 (Tt,i V) (z ), 

B;(z) =q- 1(1- q)zi(c/>13 ,i(z) - qcf>ti(z)) 

= (l ~ q) tn-l ( (zi + (d - c) - cdz;1) V(z)- 1 (Tt-1,i V) (z) 

-(q2 abzi + (qad - qbc) - cdz; 1 ) V(z)- 1 (Tt,N) (z)) 

where c!>li are given by (3.4.18) and with Tt±i,i the multiplicative t±1-shift in the vari­
able Zi. It is immediate that 

(3621) 1. Ai(z;q°',qf3,c,d;qr) _( ·- )( ·+d) 
. . lill ( ) 2 - Zi C Zi . 

qtl 1 - q 

To evaluate the limit for Bi, we consider for a complex variable x the map 

(Dq f)( ) ·= (f(q-ux) - f(qvx)) 
u,v X . (1 - q)x ' (u, VE JE.). 
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Observe that Dtv maps polynomials to polynomials respectively Laurent polynomials to 
Laurent polynomials, and that 

(3.6.22) lim(D~vf)(x) = (u+v)ddf (x) \:/f E C[x,x-1 ]. 
qtl ' X 

In particular, 

lim (Tq-r,;V -Tqr,;V) (z) = 2T(8iV)(z). 
qtl (1 - q)z1 

It follows now by a straightforward computation that 

(3.6.23) lim B;(z;q°',q\~,d;qT) = B;(z) 
qtl (1 - q . 

where 13; is given by (3.6.13). The limit (3.6.18) follows now from (3.6.12), (3.6.20), 
(3.6.21), (3.6.22) and (3.6.23) since DZ 1 is the backward partial q-derivative in the vari­
able x. The limit (3 .6.19) is checked by 0direct computation. It can also be proved without 
computation using (3.6.18) and using the triangularity properties of D 8 J (Lemma 3.6.9) 
~~½- □ 

The proof of the limit transition (3.6.8) from Koomwinder polynomials to general­
ized Jacobi polynomials is similar, but the computations are more involved due to the less 
.. 1 h f . bl i+c2 -c(yi+Y:- 1

) c· [1 ]) h. h. d d Th 1 tnvia c ange o vana es z; = (l-d)(l-c2 /d) i E , n w 1c 1s nee e . eon y 
essential difference in the proof is then the proper analogue of (3.6.15), which is given by 

_ ( 1 + c2 - c(y + y- 1)) ( c d)-1 '°' 
m>,. (1 - d)(l - c2 /d) = kl>-1 m>,.(y) + L. b>,.,µmµ(y) 

µ<>-. 

for certain b>-.,µ E C, where k~d is defined in Theorem 3.6.7(i) (note that this formula 
rewrites an 6-invariant monomial as linear combination of W-invariant monomials mµ 
(µ ::; >.) with respect to the new variables y). The limit transition (3.6.10) from little 
q-Jacobi polynomials to generalized Jacobi polynomials is proved similarly as the limit 
transition (3.6.9), the computations being simpler since no change of variables is needed. 
In fact, the analogue of Lemma 3.6.10 in the little q-Jacobi case is a special case of Lemma 
3.6.10, since 

(3.6.24) DL,a,b,t = DB,b,a,1,0,t, 

where DL is given by (3.3.21). In fact, (3.6.24) together with (3.6.7) for X B,L 
immediately implies the limit transition 

(3.6.25) ~~ Pf (z; b, a, 1, d; t) = Pf (z; a, b; t) 

for>. E A, (a, b) E VL and t E (0, 1) such that Ef (a, b; t) -f Ef (a, b; t) for allµ< >.. 
By a rather tricky combination of a rationality argument with respect to the parameter d 
and a continuity argument in t, a proof of the limit transition (3 .6.25) can be given for all 
>. E A and all parameter values ( a, b) E VL and t E (0, 1) ( cf. [121, Theorem 6.3]). In the 
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proof of [121, Theorem 6.3] the orthogonality relations of the big q-Jacobi polynomials 
is used in an essential way. 

For a more detailed discussion of the limit transitions (3.6.8), (3.6.9) and (3.6.25) we 
refer the reader to [121]. 

3.7. Limit of the orthogonality measure (little q-Jacobi case) 

In this section a proof of Proposition 3.3.2 is given for parameters ( a, b) E VL with 
b -::/- 0 and a :=:; q-½. The condition b -::/- 0 is not essential, we only make this as­
sumption because the formulas are more transparent when we may divide by b. For 
b = 0 all formulas can be rewritten in an obvious way such that they are meaningful 
and correct. The assumption a :=:; q-½ is less harmless. Under this assumption the 
parameter tL,i(s) = -aq½ (3.2.1) has modulus:=:; 1 and hence does not contribute to 
the discrete parts of the symmetric form (., .)h(E),t (2.6.11) in the limit (3.3.7). When 

a E ( q- ½ , q-1 ), then the set of mass points D 1 ( m; h ( c); t) (2.6.2) in the discrete parts 
of(., .)h(c),t is c-independent since tL,i(c) is c-independent. It can be shown that any 
(partly discrete) contribution to the mass points of(., .)h (,:J,t with some of its coordinates 
living in D1 (m; h (s); t) with m > 0, vanishes in the limit (3.3.7). In other words, we 
may as well assume that there are no discrete contributions coming from the term tL,1 (s), 
which corresponds to the case a :=:; q-½. For a detailed discussion with a > q-½, we 
refer the reader to [119]. 

So under these assumptions, only tL,o(s) = s-1q½ contributes to the discrete parts 
of of the symmetric form(., .)h(E),t in the limit (3.3.7). Set PL,j(E) := tL,o(s)tJ-1 = 

c 1q½tj-l for j E Z. Then F(r; h (s); t) (2.6.3) for c > 0 sufficiently small is given by 

F(r;f£(s);t) = Do(r;f£(s);t) C CT 

with the set D0 (r; h(c); t) (2.6.2) for r > 0 given by 

(3.7.l) 
Do(r;f£(s);t) ={PL(c)qv Iv E PL(r;s)}, 

PL(r;s) :={v E P(r) I IPL,o(c)qv"I > 1}. 

Using the explicit definition of the symmetric form (., . ) (2.6.11) as given in Section 2.6, 
as well as the definition form.\(zlu) (3.3.8), we can write 

(g (-s-lqti-1, -E:-lqati-1; q)oo) (sq-1/2)1.\l+lµl(m,\, mµ)h(E),t 

2r ( n - r + l) "'"' !! 1 1 dz = (21ri)n-r r L., (m,\mµ)(pLqv,E:q- 2 zlsq- 2 )Wf(v,z;s)-;-
r,v zETn-r 

(3.7.2) 

where the sum is over pairs (r, v) with r E [0, n] and v E P(r) (the sum over v E 

P(r) should be ignored when r = 0) and with PL,j := tJ-l_ The renormalized weights 
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W[: (v, z; E) are defined by Wcf (-; z; E) := 6-(z; fL (E); t) for r = 0, and for r E [1, n], 

w;(v,z;E) = (g(-E- 1qti- 1,-C1 qati-l;q)O()) 6-f (pL(E)q'',z;tdE);t) 

if v E PL ( r; E) and zero otherwise. Split the renormalized weights in two parts, 

(3.7.3) w; (v, z; E) = 6-{~; (v; E)Af ;" (v, z; E) 

where 6-f,{: and 6-!f,{: are given by 

6-f,;(v;E) := (g(-E-1qti-1,-C1qati-l;q) 00 ) A(d)(pL(E)qv;tL,o(E)) 

if v E PL(r; E) and zero otherwise, respectively 

n-r 
6-f;:(v,z;E) := IT (-E-1qtr+i-1,-E-1qat1·+i-l;q)oo 

i=l 
.A(z; I£ (E ); t)bc (pL(E )qv; Z) 

if v E PL(r; E), z E yn-r and zero otherwise, where A is given by (2.3.4), A (d) is given 
by (2.4.7) and be is given by (2.4.11 ). We have used here the obvious convention that 
6-fcf (-; E) = 1 and 6-:f;(v, -; E) = 1 if v E PL(r; E). 

' Lebesgue's dominated convergence Theorem will now be used to pull a limit Ek -t- 0 
in the right hand side of (3.7.2) through the integration over z E yn-r and through the 
infinite sum over v E P(r) for some sequence { Ek} kEZ+ in lR>o converging to 0. For the 
application of the Lebesgue's dominated convergence Theorem we need certain estimates 
for the functions 6-f,{: and 6-!f,{:, which are given in the following lemma. 

LEMMA 3. 7 .1. Keep the notations and conventions as above. In particular, let r E 

[0, n]. Then there exists a sequence {Ek} kEZ+ in IB.>o converging to Osuch that 
(i) ifr 2'. 1, thenforall v E P(r), 

and there exists a K E IB.>0 independent of v E P ( r) such that 
r 

(3.7.4) sup 16.f,;(v;Ek)I::::; KAL(pLqv;a,b;t) ITPL,iqvi 
kEZ+ i=l 

for all v E P(r). 
(iii) /fr< n, then limk-+oo 6-!f,{:(v, z; Ek) = Ofor all z E yn-r, v E P(r) and 

sup 16.[;:(v,z;Ek)I < oo. 
(v,z,k)EP(r) xTn-r xZ+ 



78 3. LIMIT TRANSITIONS FOR MULTIVARIABLE ORTHOGONAL POLYNOMIALS 

Before a proof of Lemma 3. 7 .1 is given, we show how Lemma 3. 7 .1 implies Propo­
sition 3.3.2. Since the infinite sum 

n 

(3.7.5) (1 - q)-n(l, 1)1•,~ = L ~L(pLqv; a, b; t) II PL,;qv' 
vEP(n) i=l 

is absolutely convergent ( cf. [116, proof of Proposition 6.1]) and 

sup lm>-(PLqv,cq-½zlcq-½)I < oo (>.EA), 
V,E,Z 

where the supremum is taken over triples (v,c,z) with v E PL(r;c), c E IR>o and 
z E rn-,·, it follows by Lebesgue's dominated convergence Theorem, (3.3.9), (3.7.2), 
(3.7.3) and Lemma 3.7.1 that 

n 

= 2nn!(q;q)::02n L (m>.mµ)(pLqv)~L(pLqv;a,b;t) IIPL,iqVi 
vEP(n) i=l 

_ 2n 1(1 )-n ( . )-2n( - - )a,b - n. - q q, q 00 11i>., mµ L,t 

for some sequence { ckhEZ+ in IR>o converging to 0, where the sum in the second line 
is over four tuples (r, v) with r E [O, n], and v E P(r). So for the proof of Proposition 
3.3.2, it suffices to proveLemma 3.7.1. We use the following elementary lemma. 

LEMMA 3.7.2. For given co E IR>o, set ck := c0 qk. 
(a) Let c E <C. For co E IR>o with lclco .j_ { q-l }tEZ+ there exist positive constants 
K± > 0 which only depend on co and lei, such that K- ::; I (eek; q) 00 I ::; K+ for all 

k E Z+· Furthennore, limk--+oo(eck;q) 00 = l. 
(b)Leta,b E CC*, and set 

(3.7.6) 
(claql-m; q) 

i{l,m}(c; a, b) := (clbql-m-l; q):n' 

Let co E IR>o such that ca1 lbl ./. { qkhEZ+· Then there exists a positive constant K > 0 
which depends only on co, lai and lbl, such that lf{l,m}(ck; a, b)I ::; Klla/bl'11 for all 
k, l, m E Z+ Furthennore, limk--+oo i{l,m}(ck; a, b) = (la/b)m. 
(c) Let Ui, Vj E CC* for i E [1, r], j E [1, s] and assume that r < s, or that r = s and 
lu1 ... u,-I < lv1 ... v,-1. Set 

(3.7.7) 
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Let co E OC>o such that c01 lvil tf. {q1}tEzfor j E [1, s]. Then there exists a positive 
constant K > 0 which depends only on co, luil and lvjl, such that supkEZ+ lg(ck)I ::::; K. 
Furthermore, limk➔oo g(ck) = 0. 

PROOF. The proof of (a) is straightforward. For (b) and (c) use (2.5.3) to rewrite 

1{1,m} as 

and to rewrite g(ck) as 

(3.7.8) ( ) - u1 ... Ur(- (k+l)/2 )s-r qcou1 , ... ,qcoUr ;q k ( ) ( ) 
k ( -1 -1 ) 

g ck - q co _1 _ 1 ) g co . 
V1 ... Vs (qcov1 , ... , qcoVs ; q k 

The limits for i{i,m} and g given in (b) respectively (c) are now immediately clear. Fur­

thermore we have the estimate 11{1,m}(ck; a, b)I ::::; Klla/blm with 

(-lal- 1co;q) IT K= oo 
(l bl-lc qko- q) 

O ' oo {iEZ+ I l<lbl- 1 coqi <2} 

where k0 is the smallest positive integer such that I bl- 1 c0 qko < l. The estimate for 
lg(ck)I in (c) is easily derived from (3.7.8), the assumptions on r, sand on the parameters 
ui, Vj, and from estimates similar to the estimate for Kin the proof of (b). □ 

We proceed with the proof of Lemma 3.7.1. Set ck := c0qk for given co E OC>o. 

PROOF OF LEMMA 3.7. l(i). By (2.4.7) we have 

.wd(PL,i(c)qv;; PL,i(c)qv;-i)} 

with r5d given by (2.4.8) and wd given by (2.2.7). By (2.4.8) and (3.2.1), we have 

(3.7.10) 

with 

(3.7.11) 
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for v E P(r), where v0 = 0 and t =qr. By applying (2.5.3) to the q-shifted factorials in 
the denominator of F 1 and using the formula 

(3.7.12) t(i - l)(r - i) = (;), 
i=l 

we obtain 

(3.7.13) 

where 6qJ (3.3.6) is the interaction factor for the weight function of the little q-Jacobi 
polynomials. On the other hand, we have for i E (1, r] by (2.2.7), 

(3.7.14) 

( -s-1qti-l, -s-1qati-1; q) 00 WJ(PL,;(s )qv;; PL,i (s )qvi-i) = li,;(v) Ji,; (v; s) 

with 

(here VL (3.2.13) is the one variable weight function of the little q-Jacobi polynomials) 
and with J1,;(v; s) given by 

(6 -2b-lti-lqv;-1+1 _ 6 -1a-lti-lqv;-1+1. q) 
' 1 lJ,i-Vi-1 

(1 _ 6 -2q1+2v;t2i-2) 

. (1 - s-2q1+2v;_1t2i-2). 
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Thus by (3.7.9), (3.7.10), (3.7.13) and (3.7.14), we have 6.f,,-Hv;c) = M,(v)N,(v;E) 
for EE ffi.>o and v E PL(r; E) with 

r 

i=l 
r 

(3.7.15) =6.L(PLQV) (q; q) :,2''t(;) II (r2(r-i)a-1 r' ( ti-lqVi-I Habr-1-Vi 
i=l 

II (-qVj-V;+lt,i-iri-Vi-I q(vi-;i-I), 

l'.5,i<j'.5,1· 

(6. L given by (3.3.5)) and with 
r 

N1 (v;c) := G1 (ll;E) II J,,i(v;E). 
i=l 

Now replace the factor (-c-1ati-lq; q) v; in Ji,i(v; c) by 

(-E-'ati-lqVi-I +l. q) (-E-'ati-lq· q) 
' Vi-Vi-1 l Vi-1 

for i E [1, r], then N1 (v; c) can explicitly be given by 

(3.7.16) N,(v;E) = N[(v;E)Nf(v;E)Nf(v;E) 

with 

(3.7.17) 

(3.7.18) 

(3.7.19) 

II (c2t2-i-jq-v;-1/J-l;q)r 

l'.5,i<j'.5,r 

if v E PL(r; E) and zero otherwise. For the factor Nf we have for generic Eo > 0, 

(3.7.20) lim N[(v;Ek) = 1 (1/ E P(r)) 
k-+oo 
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by Lemma 3.7.2(a). Lemma 3.7.2(b) can be used to calculate the limit of the factor Nf. 
We obtain for generic co > 0, 

r 

(3.7.21) 1. N2( . ) _ Il( v;-1+2ti-1 2b)v;-v;_, 1m 1V,ck- q a 
k--+oo 

i=l 

for all v E P( r). As an example, the limit of a factor of Nl will be calculated explicitly 
using Lemma 3.7.2(b). Consider the factor 

(3.7.22) 

of Nl(v; c) for some i E [1, r]. Then for generic co > 0, it follows from Lemma 3.7.2(b) 
that 

lim N:,2(v;ck) = lim N1°2(v;ck+vJ 
k--+oo k--+oo 

(3.7.23) 
= lim N1°2(v; qv"ck) 

k--+oo 

1. j ( -lt2i-2 -lb-lti-1) = klm {v;- 1 ,v;-v;_i} c2v,-v;-v;-1+2kico ,co 
--+oo 

Similarly, the limits of the other factors of N} can be computed, which yield (3.7.21). 
Finally, we have for generic co > 0, 

(3.7.24) 

since 

(3.7.25) 
r 

IT (-ti+j-2qv;_, +v;+l ri-1 -v; q-(Vi-;i-1) 

ISi<jSr 

L Vi-I = L (vi - v;_i) (v E P(r)). 
i=l lSi<jS,· 

We thus obtain for generic co > 0 by (3.7.16), (3.7.20), (3.7.21) and (3.7.24), 

(3.7.26) 

r 
lim Ni(v;ck) = rr t(i-l)(v;+v;-1)q1/;-1v;-1/;_ 1 +2v;a2v;-v;_ 1bv;-v;_ 1 

k--+oo 
i=l rr ( -{i+j-2 qVi-l +v;+l) l/i-1 -v; q-(v;-;i-l) 

ISi<jSr 
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for all v E P(r). By (3.7.15) and (3.7.26) we obtain for generic co > 0, 

lim Liff(v;ck)=M1(v) lim N1(v;ck) 
k➔oo ' k➔oo 

= (q;q):r LiL(pLq,,,)t(;)qlvl 
,. 

= (q;q):,2r LlL(pLqv) IIPL,iqv; 
i=l 

for all v E P(r), where LlL is given by (3.3.5) and lvl := v1 + · · · + Vr for v E P(r). 
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To prove the estimate (3.7.4), we use the estimates of Lemma 3.7.2 (a) and (b) for 
(factors of) N 1 . For Nf, we use Lemma 3.7 .2(a) and the condition that Nf (v; c) = 0 if 
v (j_ PL(r; c) to prove that sup,,,,k INl(v; Ek)I < oo for generic co > q½. Indeed, since 

I/ E PL(r; c) implies C < q½+vr' we have for co > q½' 

(3.7.27) sup INf(v;ck)I = sup INf(v;Ekq,,,")I < oo 
(v,k)EP(r) xZ+ (v,k)EP(r) xZ+ 

by (3.7.17) and Lemma 3.7.2(a). 
For N'f (v; c) we want to establish the estimate 

r 

(3.7.28) sup INf (v; Ek)I :S Kf II (q''i-1+2ti-la2lblri-Vi-l 
kEZ+ i=l 

for generic co > q½ with Kf > 0 independent of v E P(r), in view of the limit (3.7.21). 
This can be done with the help of Lemma 3.7.2(b). As an example, consider the factor 
N;,2(v; c) (3.7.22). In view of the limit (3.7.23), we want to prove the estimate 

sup 1Nf'2(v;ck)I :S K1°2(qVi-1ti-llblri-Vi-l 
kEZ+ 

for generic co > q½ with K1'2 > 0 independent of v E P(r). This follows for generic 
co > q½, using the fact that N;,2(v; c) = 0 if v ~ PL(r; c), by the estimates 

If ( -lt2i-2 -lb-lti-1) I = sup {v;-1,V;-l/;-i} C2vr-Vi -Vi-1 +2k; Eo , Eo 
kEZ+ 

< If ( -lt2i-2 -lb-lti-1) I _ sup {,,,_1,v,-v,-1} Ek;Eo · ,Ea 
kEZ+ 

:S K1·2(ql/i-lti-llblt-Vi-1 

with K;,2 independent of v by Lemma 3.7.2(b) (cf. (3.7.23)). In a similar manner, esti­
mates can be given for the other factors of N'f. 
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For Nf, we want to prove that 

(3.7.29) 

r 

sup INf(v;ck)I '.5:-_Kf II(at2(i-1)qv;-1+1(-1 
kE:Z+ i=l 

II ( ti+j-2 q'li-1 +11;+1 ri-1 -v; q-("i-;i-1) 

l:<,;i<j:<,;r 

for generic co > q½ with Kf > 0 independent ofv E P(r), in view of the limit (3.7.24). 
This follows by straightforward estimates, using (2.5.3) and the fact that Nf (v; c) = 0 if 
v (j_ PL(r; c). Hence by (3.7.16), (3.7.27), (3.7.28) and (3.7.29) we have the estimate 

(3.7.30) 

r 
sup IN1(v;ck)l '.5.K1 II t(i-l)(v;+v;_i)qVi-]Vi-Vi-1+2v;a2v;-Vi-llbl'li-Vi-l 

kE:Z+ i=l 

II (ti+j-2qVi-l +v;+l ri-1-Vi q-("i-;i-1) 

l:<,;i<j:<,;r 

for generic co > q½, with K 1 > 0 independent of v E P(r), so in particular, 

r 

sup l~ff(v;ck)I = IM1(v)I sup IN1(v;ck)l '.5. K~L(pLqv) IIPL,iQv; 
kE:Z+ kEZ+ i=l 

withK > Oindependentofv E P(r). ThiscompletestheproofofLemma3.7.l(i). □ 

PROOF OF LEMMA 3. 7 .1 (ii). Using the explicit formulas for the weight function~ 
(2.3.4), (2.2.3), (2.3.5) and for be (2.4.11) as well as the definition of t_L(c) (3.2.1), we 
can rewrite ~f f (v, z; c) as 

~f/(v, z; c) = Nl(z)Nf (v, z; c)N](z; c)Ni (v, z; c) 

with 

(3.7.31) 
n-r ( ? -2 ) 

1 ( ) ·- ( . ) II z;' zi ; q oo N2 z .- 8 z, t l l -1 l l -1 
.. (-q2z· -q2z. -q2az· -q2az. ·q) 
1,::= 1 'l,' 'l ' 'l,' 'l, l 00 

where 8 is given by (2.3.5), 

if v E PL(r; c) and zero otherwise, 

(3.7.33) 
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and 

(E-lq½+v,trz. E-lq½+v;trz-:-l·q) 
II J, J ' Vi+1-Vi 

(E-lq½+v;tiz. E-lq½+v;tiz-:-l•q) 
O<i<r-1 J' J ' v,+1 -v; 

(3.7.34) N1(v, z; E) := 

1;,;;gn-r 

if v E PL(r; E) and zero otherwise, where v0 = 0. Note that NJ is bounded on yn-r_ 
For N:j it follows from Lemma 3.7.2 (a) that limk--+oo N:j(v, z; Ek) = 1 for all v E P(r), 
z E yn-r and that 

sup INf (v, z; Ek)I < oo 
(v,z,k)EP(r) xTn-r xZ+ 

for generic Eo > q½. By Lemma 3.7.2(c) and the fact that 0 < a < l/q, we have for 
generic Eo > 0 that limk--+oo Nj(z; Ek) = 0 for all z E yn-r and 

sup IN] (z; Ek) I < oo. 
(z,k)ETn-r xZ+ 

Finally, Lemma 3.7.2(b) can be used to prove that limk--+oo Nl(v, z; Ek) = t2(n-r)jvj for 
all v E P(r), z E yn-r· and that 

sup IN1(v, z; Ek)I < oo 
(v,z,k)EP(r) xTn-r xZ+ 

for generic Eo > q½. This completes the proof of Lemma 3.7 .1 (ii). □ 

3.8. Limit of the orthogonality measure (big q-Jacobi case) 

In the next lemma a new expression is given for the weight r,8 which appears in the 
definition of (., . ) B. 

LEMMA 3.8.1. The weight £B E (<C* r+l can be rewritten as 

n j 0(-ti+i-nc/ d) n-j 1 

CB,j =(q;q)oog 0(-t1-id/c)0(-tic/d) g 0(-t1-ic/d) 

(3.8.1) .q-2T2 ( (n-j) W+W+(n:;-j)) cW-(n;-j) 

for j E [O, n]. 

PROOF. For j = 0, (3.8.1) follows from (3.4.7) since CB,j = CBdB,j with dB,O = l. 
For j E [1, n], write CB,j for the right hand side of (3.8.1), then by the explicit expression 
(3.4.4) for dB,j it remains to prove that 

~ n 
~ CB,j = II Wt(-tn-m-j+ld/c) 
CB,j-1 m=j+l 

for j E [1, n], with Wt given by (3.4.5). This follows by a direct calculation. □ 
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The remainder of this section is devoted to a proof of Proposition 3 .4.4. 
Fix in this section ( a, b, c, d) E VB with a, b -::/- 0. With slight modifications of the 

formulas, the proof goes also through for a= 0 orb= 0. 
For E E IR>o we write PB,j(E) := tB,o(E)ti-1 = (qc/d)½c 1ti-I and we write 

aB,J(E) := tB,i(E)t.i-l = -(qd/c)½c1t1- 1 for j E Z, where tB(E) is given by 
(3.2.10). Then for E > 0 sufficiently small, we have 

F(r; tB(E); t) = u Do(l; tB(E); t) X D1 (m; tB(E); t) C (CT 

l+m=r 
/,mEZ+ 

where F(r) is given by (2.6.3) and 

(3.8.2) 
Do(l;tB(E); t) = {PB(E)qv IVE P~0\l; E)}, 

P~0\l;E) := {v E P(l) I IPB,t(E)qv1 I > 1}, 

if l > 0, respectively 

(3.8.3) 
D1 (m; tB(E); t) = { aB(E)qv Iv E P~1\m; E)}, 

Pi)(m;E) := {v E P(m) I laB,m(E)qvml > 1} 

if m > 0. Write 

(3.8.4) 

(rrn ( -2 i-1 ) ) ( l ) l>-1+1µ1 i=l -E qt ;q 00 (cd/q) 2 E (m.,_,mµ.)t_B(E),t 

I: J J (m.,_mµ) (pBqv, aBqv', (cd/q) ½Ezl(cd/q)½ c)Wfm;r(v, v', z; E) d: 
r,l,m,v,v' zETn-r 

where PB,i := cti-l, aB,i := -dti-l and m.,_(zlu) is given by (3.3.8), and the sum is 
over five tuples (r, l, m, v, v') with r E [0, n], l, m E Z+ with l + m = r, v E P(l), 
v' E P(m), and with the renormalized weight W{:,n;r(v, v', z; E) given by 

(3.8.5) 

when r = l + m, with 

(3.8.6) 
6.ffm(v, v'; E) := (g (-E- 2 qti-l; q) 00 ) 6c(PB(E)qv; aB(E)qv') 

_t:,,.(d) (PB(E)qv; tB,o(c))t:.(d) (aB(E)qv'; tB,1(c)) 
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if II E P1°\t; c:), 111 E P11\m; c:) and zero otherwise, 

n-r 

(3.8.7) 
D.. KB (11 v' z· c) := II (-c:-2qtr+i-I. q) 2,l,m , , , ' oo 

i=l 

.D..(z;tB(c:); t)<5c(PB(E)qv; z)<5c(O"B (c:)qv'; z) 

if II E P1°)(l;c:), 111 E P11)(m;c:) and zero otherwise, with be given by (2.4.11). The 
obvious conventions are used when l = 0, m = 0 or r = n (compare with the little 

q-Jacobi case in Section 3.7). In particular, b..!{18n-l(v, 111; c:) = 1 for II E P1°\t; c:), 
111 E P11)(n - l;c:) and l E [0,n]. , , 

The following lemma will be used to pull a limit Ek -1- 0 in the right hand side of 
(3.8.4) through the integration over z E yn-r and through the infinite sums over II E P(l) 
and 111 E P(m) for some sequence {c:dkEZ+ in lR>o converging to 0. 

LEMMA 3.8.2. Keep the notations and conventions as above. Let l, m E Z+ with 
l + m E [0, n] and write r := l + m. Then there exists a sequence { cdkEZ+ in lR>o 
converging to O such that 
(i)forallv E P(l), 111 E P(m) 

and there exists a KE lR>o independent ofv E P(l) and 111 E P(m) such that 

l m 

sup lb..flm(v,v';c:k)I::; KcB,1D.. 8 (pBqv,uBqv') IIPB,iqv; II iuB,jlqv;_ 
kEZ+ i=l j=l 

for all II E P(l) and all 111 E P(m), where b..8 (z) = b..8 (z;a,b,c,d;t) is given by 
(3.4.3). 
(ii)ifr < n, thenlimk-+oob..!ffm(v,111 ,z;c:k) = 0forallv E P(l), 111 E P(m), 
z E yn-r and 

sup lb..f/m(v,111,z;Ek)I < oo. 
(k,v,v' ,z)EZ+xP(l) xP(m) xTn-r 

The proof of Proposition 3.4.4 is now an easy consequence of Lemma 3.8.2 and Le­
besgue's dominated convergence Theorem. Indeed, the infinite sum 

l n-l 
(3.8.8) (1-q)-n(l,l)B= ~ CB,1D..8 (pMv,O"Bqv')IIPB,iqv;IIiuB,jlqv; 

(v,v' ,!) i=l j=l 

is absolutely convergent ( cf. [116, proof of Proposition 6.1 ]), where the sum is taken over 
the three tuples (11,111 , l) with II E P(l) and 111 E P(n - l) and l E [0, n]. Furthermore, 

sup Im>. (PMv, uBqv', (cd/q) ½ c:zi (cd/q) ½ c:) I < oo, 
v,v' ,z,E 
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where the supremum is taken over the four tuples (v, v', z, c:) with v E P1°) (l; c:), v' E 

P11\m; c:), z E Tn-r (r = l + m) and c: > 0, hence it follows from Lebesgue's domi­
nated convergence Theorem, (3.3.9), (3.8.4), (3.8.8) and Lemma 3.8.2 that 

. -2 i-1 l l>-1+1µ1 
( 

n ) }~1!, g (-Ek qt ; q) 00 ( (cd/q) 2 Ek) (m>., mµ):Ls(Ek),t 

l n-l 2n I n 

( ~~n I: I: 
q; q oo 1=0 vEP(/) 

CB,1(m>.mµ6. 8 )(PMv,CJBqv') IIPB,iqVi II ICJB,jlqv; 
i=l j=l 

v'EP(n-l) 

= 2nn!(l - q)-n ( q; q) :,2n (in>.' mµ)'it'd' 

for some sequence { ck} kEZ+ in lR>o converging to 0. So for the proof of Proposition 
3.4.4, it suffices to prove Lemma 3.8.2. 
Proof of Lemma 3.8.2. 
Using the explicit expressions for f:!.(d) (2.4.7), lie (2.4.11) and t8 (c) (3.2.10), we can 
write 

(3.8.9) 

with U0 , U+ respectively U_ the factor of 6.{\ m consisting of products of q-shifted fac­

torials of the form (e;q)., (c: 2e;q). respecti~ely (c 2e;q). (s E Z+ U {oo}). By a 
straightforward computation, the factors U0 , U + and U _ can be explicitly given by 

(3.8.10) 

Uo(v, v'; l, m) :=iJi0 (v, l; a, b, c, d)iJi 0 (v', m; b, a, d, c) 

. II (-ti-jqv;-v;c/d, -tj-iqv;-v;d/c; q)r 

1 <i<I 
15':i~m 

if (v, v') E P0 (l; c:) x P1 (m; c:), and zero otherwise, with t = qr and with 

ilio(v,l;a,b,c,d) := Fi(v) 

I 1 · g ( q, -tl-iq-v;_, d/ c, ati-lq11;_, +1, -bti-lqv;_, +le/ d; q) 
00 (3.8.11) 

l (ati-lqv;_ 1 +1 -bti-lq11;_ 1+1c/d·q) II ' ' Vi-Vi-1 

· ._ (q -ti-lqv;_ 1 +1c/d· q) (abti-lq11;_,+1 )'1;-v;-1 
Z-1 ? ' Vi-Vi-1 

where v0 = 0 and Fi (v) is given by (3.7.11), and 

(3.8.12) 

U+(c; v, v'; l, m) :=ili+(c; v, l; a, b, c, d)ili+(c:; 1/, m; b, a, d, c) 

. II (-c:2t2-i-jq-1-11;-v;;q)r 

l<i<l 
l'.SJ~m 
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if (v, v') E P~0\l; c) x p;Jl(m; c) and zero otherwise, with 

(3.8.13) 

and 

(3.8.14) 

IT (c2t2-i-jq-v,-vi-1d/c;q)T 

l'.'c,i<j"S! 

if (v, v') E Pt) (l; c) x P~1) (m; c) and zero otherwise, with 

(3.8.15) 

For given Eo E Ill*, we write Ek := Eoqk. Then for generic Eo > 0 we have 

(3.8.16) 

89 

for all (1/, v') E P(l) x P(m) by Lemma 3.7.2(a). By (3.7.25), we have for generic 
Eo > 0 

(3.8.17) 

l'.'c,i<j"S! 
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for the factor of l]i _ in the third line of (3.8.15). The factor of U _ in the second line of 
(3.8.14) can be rewritten as 

( 
m (- -2 tl+j-1. ) ) II c q _ 'q oo II (-c-2ti+j-2qv;+v;+1; q) 

(-c-2qtJ-1. q) T 

j=l ' oo 1 <i<! 
1,SJ'.Sm 

(3.8.18) 

It follows then from (3.8.14), (3.8.15), (3.8.17), (3.8.18) and Lemma 3.7.2(b) that for 
generic co > 0, 

(3.8.19) lim U (ck· v v'· l m) = tmlvl+llv'lw 00 (v l· a b c d)iJi00 (v' m· b a d c) 
- ' ' ' ' - ' ' ' ' ' - ' ' ' ' ' k➔oo 

with 

l 

iJi:'° (v, l; a, b, c, d) := II ( ti-1 qVi-1 +2ab r;-Vi-1 q(v;_i +1) t( i-l)vi-1 

(3.8.20) i=l 
II (-ti+j-2qVi-l +v;+lc/dri-1-V; q-(v;-;i-l). 

1,Si<j'S/ 

We will rewrite now U0 in the form 

1 -r 1 0(-ti-mc/d) m 1 
Uo(v,v ;l,m) = (q;q)oo !! 0(-tl-id/c)0(-tic/d) Q 0(-t1-ic/d) (3.8.21) 

.Co(v, v'; l, m)i),. B (pBqv, O"Bqv'; a, b, c, d; t) 

and we determine the factor C0 (v, v'; l, m) explicitly. Using (3.4.8) and using the formula 
0(x) = 0(qx-1) for the Jacobi theta function 0(x) (3.4.6), '1i 0 (v, l; a, b, c, d) (3.8.11) can 
be rewritten as 

'1io(v,l;a,b,c,d) = F1(v) 

(3.8.22) / VB (PB,iqVi; a, b, c, d) (ti-le/ d)Vi-l q(v;_i +l) · !! 0( -tl-id/ c) ( qv;+lti-1; q) 00 ( q; q).,;-v;_1 (abti-l qv;-1 H )v; -v;-1 

where VB (3.2.16) is the one variable weight function for the big q-Jacobi polynomials. 
Since v B ( -dx; a, b, c, d) = v B ( dx; b, a, d, c ), we obtain from (3.8.22) 

'1io(v', m; b, a, d, c) = Fi (v') 

(3.8.23) IT VB ( O"B,jqv;; a, b, c, d) ( ti-1d/ ctj-l q(vj-2l +I) 

. j=l 0(-tl-ic/d)(q,,';+ltj-l; q)oo (q; q)v'-v' (abti-lq''';-1+1t;-v;_,. 
J 3-l 
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The factor Fi (v) (3.7.11) of w0 (v, l; a, b, c, d) can be rewritten as 

(3.8.24) 

for v E P(l) where OqJ is given by (3.3.6) and t = q7 • This follows from (3.7.13) since 
OqJ(PBqv) = c1(l-l)T OqJ(PLqv) for v E P(l) (here PL,i. = ti-l ). Similarly, we have for 
the factor F1 (v') of w0 (v', m; b, a, d, c), 

(3.8.25) 

since OqJ(O'Bqv') = dm(m-l)Tr5qJ(PLqv') for v' E P(m). 
Finally, we set for z = (z1 , ... , Zr) with r := l + m, 

J~J(z) := IT lz; -z1llz;l2T-l(qc'z1/z;.;q)2T-l' 
l<i<l 

1+1::;T::;r 

then the factor of U0 in the second line of (3.8.10) can be rewritten as 

(3.8.26) 

II (-ti-j qvi-v'; c/d, -tj-iqv';-vi d/c; q) T 

l<i<l 
1::;--:i~m 

= Jl (p qv (J' qv')tmlvl-llv'I Ill 0(-ti-mc/d) 
qJ B , B 2mT 

i=l 0(-tic/d)(cti-lqvi) 

for v E P(l) and v' E P(m), since we have for i E [1, l], j E [1, m] that 

(3.8.27) 

(-ti-j qvi-v'; c/d, -tj-iqv';-vi d/c; q) 
7 

0(-ti-j c/d) (-tj-i-lql+v';-vid/c· q) . . , , 
= ' 00 (1 + e-i vj-Vid/c)t'/i-Vj 

0( -ti-J+l c/ d) ( -tJ-i+lq',;-vi d/ c; q) 
00 

q 

(formula (3.8.27) follows from a straightforward computation using (2.5.3), (3.4.8) and 
0(x) = B(qx- 1 )). Since 
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for v E P(l) and v' E P(m), we obtain from (3.4.3), (3.8.10), (3.8.22), (3.8.23), (3.8.24), 
(3.8.25) and (3.8.26) that (3.8.21) holds with 

(3.8.28) 

where 

(3.8.29) 

Co(v, v'; l, m) =cmlvl-!lv'lc-21mr q-2mG)r2 
A A I 

.Co(v, l; a, b, c, d)Co(v, m; b, a, d, c) 

Co(v, l; a, b,c, d) := q-2r2Wc-2Wr 

l 
. II (ti-lc/dr•-1 q(v,_i +1)c2(/-i)v, (abti-lqVi-1 +1 r•-1 -v; 

i=l 
. II (-qv;-v,+ltj-i) v;-v,-1 q(v,-;i-1). 

l~i<js;I 
By Lemma 3.8.1 (with n in the right hand side of (3.8.1) equal tor = l +min this 
situation), and by (3.8.9), (3.8.16), (3.8.19), (3.8.21) and (3.8.28) we have for generic 
co> 0 that 

(3.8.30) ( ) -2r B ( v v' ) = q; q 00 cB,11:l PBq , aBq ; a, b, c, d; t 

.E(v, l; a, b, c, d)E(v', m; b, a, d, c) 

for v E P(l) and v' E P(m), with 

(3.8.31) E(v, l; a, b, c, d) := q2r 2 (!) tW c2G)r+l6o(v, l; a, b, c, d)\J!~(v, l; a, b, c, d). 

By (3.8.20) and (3.8.29), we obtain 

l 

· E(v, l; a, b, c, d) = c1tWq1vl = II PB,iqv;, v E P(l). 
i=l 

In particular we have E(v',m;b,a,d,c) = rrj=l laB,jlqvi for v' E P(m), hence by 
(3.8.30) 

l m 

1. AKB ( I ) ( )-2r AB( V v')II v·II1 Iv' k!+1! ul,l,m v, V; ck = q; q oo CB,/U PBq , 0-Bq PB,iq • 0-B,j q ; 
i=l j=l 

for all v E P(l), v' E P(m). To complete the proof of Lemma 3.8.2(i), it suffices to 
prove that for generic co > max( (qc/d) ½, (qd/c)½ ), 

l m 

sup 11:lf,z~m(v, v'; ck)I ~ KcB,1D..8 (pBqv, aBqv'; a, b, c, d; t) II PB,iqv; IT laB,jlqvi 
kEZ+ i=l i=l 

for all v E P(l) and all v' E P(m), with K > 0 independent of v and v'. This can be 
proved by similar arguments as in the little q-Jacobi case (see proof of Lemma 3.7.l(i)). 
In particular, the estimates for almost all factors of tlf18m can be obtained from one of , , 
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the three estimates of Lemma 3.7.2. Only for the factor in the third line of the expression 
of "i[f _ (3.8.15) one needs a seperate argument to establish the desired estimate. We may 
assume that this factor is zero unless v E Pio) (l; s) and v' E Pil) (m; s). In view of the 
limit (3.8.17), we would like to establish the estimate 

TI~=l (-s-,;2qti-1; q) Vi-1 

l 

IT (vi-1 +1) (. l) IT '.S K' q 2 t i- Vi-1 

i=l l'.5,i<j'.5,l 

with K' > 0 independent of v E P(l) and v' E P(m), and c:0 > max( (qc/d) ½, (qd/c) ½) 
generic. This can be done similarly as was done for the factor Nf (3.7.19) in the little 
q-Jacobi case. 
The proofof Lemma 3.8.2(ii) is similar to the proofof Lemma 3.7.l(iii). D 





CHAPTER 4 

Harmonic analysis on quantum Grassmannians 

4.1. Introduction 

In this chapter certain subfamilies of the Koomwinder polynomials and certain sub­
families of the multivariable big and little q-Jacobi polynomials are interpreted on quan­
tum analogues of the complex Grassmannian 

U/K := U(n)/(U(n - l) x U(l)), (l ~ [n/2]), 

where U ( n) is group of n by n unitary matrices. 
The first connections between q-special functions and quantum groups were de­

scribed in the papers [129], [87], [63], in which the little q-Jacobi polynomials were 
related to matrix coefficients of irreducible representations of the quantum analogue of 
SU(2). In [101] Podles defined a one parameter family of quantum analogues of 2-
spheres. The related zonal spherical functions were identified with big q-Jacobi polyno­
mials by Noumi and Mimachi [93]. 

In [64] and [66], Koomwinder generalized these results for quantum 2-spheres by 
replacing the notion of invariance under a quantum subgroup by the notion of invariance 
under a twisted primitive element in the quantized universal enveloping algebra. The 
problem that the quantized function algebra on U has less quantum subgroups then one 
would expect from the classical setting is circumvented by this infinitesimal approach. In 
particular, the infinitesimal approach allowed Koomwinder to identify a two parameter 
family of Askey-Wilson polynomials as zonal spherical functions on the one-parameter 
family of Podles spheres. The special cases of big and little q-Jacobi polynomials could 
then be reobtained by sending one respectively two parameters to infinity. On the level 
of the spherical functions, this corresponds with the limit transitions from Askey-Wilson 
polynomials to big respectively little q-Jacobi polynomials as discussed in the previous 
chapter. 

Analogous statements are valid for the projective space, see Noumi, Yamada and 
Mimachi [96] for the little q-Jacobi case, and Dijkhuizen and Noumi [24] for the general 
case. In this chapter, the generalizations of these results to the higher rank cases of the 
complex Grassmannian are considered. 

Noumi [91] applied the infinitesimal method for the first tinie on higher rank sym­
metric spaces. The quantized symmetric spaces were now defined using invariance under 
certain 2-sided coideals in the quantized universal enveloping algebra. So far, the method 
has been succesfully applied for all compact symmetric spaces of classical type, e.g. [94], 

95 
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[95], [92], [124], [24]. In all cases, the zonal spherical functions can be identified with 
Koomwinder polynomials or Macdonald polynomials. 

Noumi, Dijkhuizen and Sugitani [92] introduced a one parameter family of quantum 
analogues of the complex Grassmannian and they announced results on the correspon­
ding harmonic analysis. The spherical functions associated with this family of quantum 
Grassmannians can be identified with a two parameter subfamily of the Koomwinder po­
lynomials. The quantum subgroup case, which is defined using invariance with respect to 
the obvious quantum subgroup corresponding to K = U(n - l) x U(l), can be formally 
obtained from the one parameter family of quantum Grassmannians by sending the para­
meter to infinity. In this chapter it is shown that this type of limit transitions on quantum 
Grassmannians is compatible with the limit transitions from Koomwinder polynomials 
to multivariable big and little q-Jacobi polynomials, which were proved in the previous 
chapter. In particular, the zonal spherical functions on the quantum complex Grassman­
nian for the quantum subgroup case can be identified with multivariable big and little 
q-Jacobi polynomials. These results will follow from a careful study of the one parameter 
family of quantum Grassmannians which was introduced in [92] by Noumi, Dijkhuizen 
and Sugitani. 

This chapter is organized as follows. In Section 4.2 the harmonic analysis on the clas­
sical complex Grassmannian is recalled. Section 4.3 contains preliminary results on the 
quantum unitary group and the corresponding quantized universal enveloping algebra. In 
Section ~A the spherical representations corresponding to the quantized complex Grass­
mannian (quantum subgroup case) are classified. In Section 4.5 and Section 4.6 we recall 
the announced results of N oumi, Dijkhuizen and Sugitani [92] about the harmonic analy­
sis on a one parameter family of quantum Grassmannians, and we provide detailed.proofs 
for most of these results. Finally, in Section 4.7 the limit transitions from Koomwinder 
polynomials to multivariable big and little q-Jacobi polynomials, cf. (3.3.13) respectively 
(3.4.15), are linked to limits of the one parameter family of quantum Grassmannians. 

4.2. The classical complex Grassmannian 

Two general references for the contents of this section are Helgason [ 41], and Heck­
man and Schlichtkrull [39]. 

Throughout this paper, n ~ 2 and 1 :'.S l '.S [ ¥] are fixed integers. Let G := G L( n, <C) 
denote the general linear group with Lie algebra g = g((n, <C), and U := U(n) the 
unitary group with Lie algebra u. Let T C U denote the maximal torus consisting of 
diagonal matrices in U. Write I) C g for the corresponding Cartan subalgebra. Let eij 

(1 :'.S i, j '.S n) denote the standard matrix units. The matrices hi := eii (1 :'.S i :'.S n) 
form a basis of I). Write Ei E I)* (1 :'.S i :'.S n) for the corresponding dual basis vectors 
and define a non degenerate symmetric bilinear form on I)* by (h Ej) = 8i,j • The usual 
positive system R+ in the root system R := R(g, I)) consists of the vectors Ei - Ej 
(1 :'.S i < j '.S n). Let P = Pn := EBi<i<n Zfi denote the rational character lattice of 
G (equivalently, the lattice of analytically integral weights of U). Recall that the cone of 
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dominant weights p+ = P;}: is given by 

(4.2.1) 

Denote by::; the (partial) dominance ordering on P. One hasµ ::; A if and only if 

j j n n 

(4.2.2) L µi ::; L Ai (1 ::; j ::; n - l) and 
i=l i=l i=l 

We write K := U(n-l) x U(l) and e := g[(n-l, C) EB g[(l, q for the corresponding 
complexified Lie algebra t K is regarded as a subgroup of U via the embedding 

(4.2.3) U(n-l)xU(l)<-+U(n), (A,B)c-t (i ~)-
The pair (U, K) is symmetric. Indeed, the involutive Lie group automorphism 0 : 

U-+ U, defined by 0(g) := JgJ with 

(4.2.4) J·- L ekk- L ek'k', (k':=n+l-k) 
l'.5::k'.5::n-l l'.5::k'.5::I 

has fixed point group K. The differential of 0 at the unit element e E U, extended C­
linearly to a Lie-algebra involution g -+ g, will also be denoted by 0. The + 1-eigenspace 
of the involution 0 : g -+ fl is exactly the Lie-subalgebra t Write p for the -1-eigenspace 
of 0, then we have the eigenspace decomposition fl =£EB p. 

For certain purposes, it is more convenient to consider the involution 0' : fl -+ g 
defined by 0' (X) := J' X J' with 

(4.2.5) J' := L ekk - L ekk' - L ek'k· 

l<k<l' l'.5::k'.5::l l'.5::k:5::l 

Since J' is conjugate to J, the involution 0' is conjugate to 0 by an inner automorphism 
of fl. Observe that both 0 and 0' leave u c fl invariant. 

Let g = t' EB p' be the eigenspace decomposition of 0' in + 1 and -1 eigenspaces. 
The intersection IJ n £' is spanned by the elements hi+ hi' (1 ::; i ::; l) and hi (l < i < l'), 
whereas the intersection n := IJ n p' is spanned by hi - hi' (1 ::; i ::; l) and is maximal 
abelian in p'. The positive system of R with respect to the lexicographic ordering of 
IJm:. := I:;=1 lRhj relative to the ordered basis h1 -h1,, ... , h1-lw, h1 +h11 , ••• , h1+h11 , 

h1+1, . . . , hn-l coincides with R+. 
Write E~ for the restriction of Ei ton (1 ::; i ::; l). The root system R C IJ* is mapped 

under the natural projection IJ* ---» n* onto the restricted root system :B' = :B'(g, n). 
Choose the positive system in :B' with respect to the lexicographic ordering of nm:. := 

IJm:.nnrelative to the ordered basis h1 -hl', ... , h1-h1, of nm:.. This ordering is compatible 
with the lexicographic ordering of IJm:. introduced above in the sense that .A. E IJ~ is positive 
if its restriction to nm:. is strict positive. The positive root vectors in :B' are 
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the roots c; (1 ::; i ::; l) occurring only if n -=I- 2l. I:' is isomorphic with BCz if n -=I- 2l 
and isomorphic with Cz if n = 2l. The root multiplicities corresponding to the short, 
medium, and long roots are 

(4.2.6) 

For later purposes, it is convenient to rescale the root system I:' by a factor 2. So we set 
I: := 2I:' C a*, ci := 2c; (1 ::; i ::; l). Then the corresponding weight lattice Pr, C a* is 
the Z-span of the ci (1 ::; i ::; l), and the set Pt of dominant weightsµ = Li µiEi (taken 
with respect to the lexicographic ordering on aJR introduced above) is characterized by the 
condition µ 1 ~ · · · ~ µ1 ~ 0. The dominance ordering ::; on Pr, is explicitly given by 

j j 

(4.2.7) µ::;A~ Lµi::; LAi (1::; j::; l). 
i=l i=l 

Let K' c U denote the connected subgroup corresponding to £'. The symmetric 
pairs (U, K) and (U, K') are Gelfand pairs, i.e. every finite dimensional irreducible re­
presentation of Uhas at most one K-fixed vector up to scalar multiples. According to 
[ 41, Chapter V, Theorem 4.1 ], a highest weight ,\ E p+ is K' -spherical, i.e. corresponds 
to a representation with a non-zero K' -fixed vector, if and only if the restriction of ,\ to 
IJ n £' is zero and the restriction of,\ to a lies in Pt. Hence we get the following result. 

THEOREM 4.2.1. The set P-j C p+ of K -spherical dominant weights consists of 
all dominant weights of the form 

.\ := (.\1, ... ,.\1,0, ... ,0,-.\z, ... ,-.\1)-

Write ,\q := (.\1, ... , .\1) for a dominant weight,\ E Pj. The assignment,\ i--+ ,\I 
defines a bijection of Pj onto Pt. Let wr E Pj be the spherical weight for which 
w~ = (F). Then Pj = EBi::;r::;zZ+wr, We will call { wr }~=l the fundamental dominant 
spherical weights. 

Let A denote the algebra of polynomial functions on U, A(T) the algebra of polyno­
mial functions on the maximal torus T. A(T) may be naturally identified with the algebra 
<C[ z±1 ] = <C[ zt1, ... , z;1] in n variables zi (1 ::; i ::; n) in the following way. Observe 
that T ::: i1JJR/21rif> using the exponential mapping, where P := ffi 1::;j::;nZhj, Then the 
coordinate functions Zj can be defined by Zj := ef;, where for [X] E T with X E i!JJR a 
representative of [X], ef; ([X]) := ef; (X). More explicitly, Zj is given by 

Zj : diag( ei01' ei02' ... 'ei0n) 1--t ei0;' ( 0k E [O, 21r)) 

where diag( a1, . . . , an) is the diagonal matrix with a 1 , ... , an on the diagonal. 
Let 1-l C A denote the subalgebra of K' -biinvariant functions. One has the decom­

position 

(4.2.8) 1-l = EB 1-l(.\), 1-l(.\) := 1-l n W(.\), 
>-.EP-j; 
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W(>.) c A denoting the subspace spanned by the matrix coefficients of the irreducible 
representation of highest weight>.. Each of the subspaces 1-l(>.) (>. E PI) is one dimen­
sional, since (U, K') is a Gelfand pair. Any non-zero element <p(>.) of 1-l(>.) is called a 
zonal spherical function. 

Set 

(4.2.9) 

with Q"f, c UJR the coroot lattice of~- More explicitly, the coroot lattice Q"f, is the Z-span 
of the elements ½ (hi - hi,) (i E [1, l]), exp( iaJR) are the diagonal matrices 

d. ( i01 i01 1 1 -i01 -i01) 1ag e , ... e , , . . . , , e , . . . , e 

and exp(iaJR) n K' are the matrices in exp(iaJR) of order 2. 
Write log : T1 ---+ iaJR for the multi-valued inverse of the exponential map exp 

iaJR ---+ T1. Similarly as for A(T), the algebra of polynomial functions on T1 may be 
identified with the algebra qx±1 ] of Laurent polynomials in the l variables Xj (1 ~ j ~ 
l), where the identification is given by Xj ( t) := e01 (log(t)). In other words, the map Xj is 
given by 

d• ( i01 i01 1 1 --i0z -i01) d. 2i0j Xj : mg e , ... e , , ... , , e , ... , e .-, e . 

It follows that the algebra qx±1 ] of polynomial functions on T1 can be naturally 
embedded in the algebra q z±1 ] of polynomial functions on the maximal torus T by the 
assignment 

(4.2.10) 

Let 6 := 61 denote the permutation group on l letters, W := W1 = Z~ XI 61 the Wey] 
group of~- The natural action of W on UJR descends to T1• Hence W acts naturally on the 
algebra qx±1 ]. Write qx±1 ]W for the subalgebra of W-invariant Laurent polynomials. 
By Chevalley's restriction theorem and the above metioned natural embedding of qx±1 ] 

into C[z±l ], we have the following theorem. 

THEOREM 4.2.2. Restriction to T induces an isomorphism of 1-l onto the algebra 
qx±1 ]W ofW-invariant Laurent polynomials in the variables x; (1 ~ i ~ l). 

Recall from the previous chapter that the BC type Heckman-Opdam polynomials 
{Pf0 (.;k)hEP; fork= (k1 ,k2 ,k3 ) E VHo forrnalinearbasisofC[x±l]W,andthat 
they are orthogonal with respect to the inner product 

(4.2.11) (P, Q)Ho := r P(t)Q(t).6.Ho(t; k)dt. 
lr, 

Here dt denotes the normalized Haar measure on the torus T1 and t r-+ .6.Ho ( t; k) on T1 
is defined by 

(4.2.12) .6.Ho(t;k) := IT (e½(a,log(t)) -e-½(a,log(t))f". 

aEE 
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The multiplicity parameters ka are by definition equal to ki (i = 1, 2, 3), depending on 
whether a E I: is a short, medium, or long root. If l = l there is no dependence on k2 • 

In the following theorem the zonal spherical functions on the symmetric space U / K 
are identified with BC type Heckman-Opdam polynomials (cf. [39, p. 76]). 

THEOREM 4.2.3. Under restriction to the maximal torus T, the wnal K' -spherical 
function cp(>.) (>. E PJ;_) is mapped onto (a scalar multiple of) the Heckman-Opdam 
hypergeometric polynomial Pf1° (x; k) with ki = ½mi (i = 1, 2, 3). 

Of course, the zonal K -spherical functions can be described in the same way, since 
the subgroups K and K' are conjugate. 

As was shown in the previous chapter, the BC type Heckman-Opdam polynomials 
and the generalized Jacobi polynomials { Pf (.; a, (3; T) I >. E PJ} are related via a simple 
change of variables, 

(4.2.13) 

where Zj(x) := -¼(xj + x;1- 2). In particular, the zonal spherical functions in The­
orem 4.2.3 under this change of variables become generalized Jacobi polynomials with 
parameter values a = n - 2l, (3 = 0 and T = l. 

Being matrix coefficients of irreducible representations, the zonal spherical functions 
are mutually orthogonal with respect to the L 2 inner product on A c L2 (U, dg), where 
dg is the normalized Haar measure on U (Schur orthogonality). The restriction of the 
L2 inner product to the algebra 1-l of bi-K' -invariant matrix coefficients coincides under 
the isomorphism of Theorem 4.2.2 with the inner product(., .)Ho on C[x±]W up to a 
non-zero positive constant. This non-zero positive constant can be explicitly determined 
using the well-known evaluation of the Selberg integral ( cf. [107], [84]). 

4.3. Preliminaries on the quantum unitary group 

Various aspects of the quantum unitary group have been studied in many different 
papers. Our main references will be [96] and [91, Section l], which are based on the 
R-matrix approach described in [104]. 

The quantized coordinate ring Aq (Mat ( n, C)) of the space of n x n complex matrices 
is defined as the algebra with generators tij (1 :S i, j :S n) and relations 

tkitkj = qtkjtki, t;ktjk = qtjktik (i < j), 

tiltkj = tkjtil, t;jtkl - tkltij = ( q - q-l )tiltkj ( i < k, j < l). 
(4.3.1) 

These equations can be written in more compact notation using the matrix 

(4.3.2) 
ij i>j 

where eij (1 :S i, j :S n) denote the standard matrix units. Let V denote the vector space 
en with canonical basis { vi}i and regard eij as matrix units in End(V) with respect to 
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the canonical basis {vi}i. The relations (4.3.1) are then given by the matrix equation 
(R ® l)T1T2 = T2T1 (R ® 1), where 

T1 := L eij ® idv ® tij, T2 := L idv ® eij ® tij· 
'i,j i,j 

We will use the shorthand notation RT1T2 = T2T1R for this matrix equation. Observe 
furthermore that the matrix R is invertible, with inverse given by 

ij i>j 

and that R is a solution of the Quantum Yang-Baxter Equation 

(4.3.3) 

where R12 = R ® idv, R23 = idv ®Rand 

R13 = L ri ® idv ® r;, 
i,/ 

if R = Li ri ® r:. 
A linear basis for Aq(Mat(n, <C)) (cf. [96, Theorem 1.4], see also [60]) is given by 

the monomials 

(4.3.4) tA ·= IT taij = tau ... tain ta21 ... tann 
· iJ 11 1 n 21 nn , 

(i,j) 

where A= (aij) runs through the set Mat(n, Z+) of n x n matrices with non-negative in­
teger coefficients. We call { tA I A E Mat(n, Z+)} the monomial basis of Aq(Mat(n, <C)). 
A total order ::s on Mat(n; Z+) is defined by associating with A E Mat(n, Z+) these-
quence 

(4.3.5) 
i,j 

and ordering these sequences lexicographically. Every O =/- ¢ E Ag (Mat(n, q) can be 
written uniquely as 

(4.3.6) ¢ = C¢ td( <P) + lower order terms w.r. t. ::s 
with d(¢) E Mat(n, Z+) and C¢ =/- 0. We call cq,td(<P) the leading term of¢, and d(¢) its 
degree. One easily sees that 

(4.3.7) d(<jJ'ljJ) = d(¢) +d('ljJ), 0 =f. ¢,'ljJ E Ag(Mat(n,<C)) 

(cf. [96, Lemma 1.51). In particular, there are no zero divisors in Ag (Mat(n; q ). 
The quantized coordinate ring Aq(G) of the general linear group G = GL(n, q is 

defined by adjoining to Ag(Mat(n, <C)) the inverse det; 1 of the quantum determinant 

detg := L (-q)l(u)tlu(l) · · · tnu(n) E Ag(Matq(n, C)) 
uE6n 
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(l denoting the length function on 6), which is central in Aq (Mat(n, CC)). The monomial 
basis of Aq(Mat(n,CC)) can be naturally extended to a basis of Aq(G), which we shall 
also call the monomial basis of Aq ( G). 

There is a unique Hopf algebra structure on Aq ( G) such that ( t;j) becomes a matrix 
corepresentation, i.e. 

n 

~(tij) = L tik ® tkj' E(tij) = '5ij · 

k=l 

The antipode S: Aq ( G) ---+ Aq ( G) is given on the generators by 

S(t ) - ( )i-j cJC d t-1 ij :- -q <,,;c e q 

with ic := [1,n] \ {i}, and with the quantum minor l5 for subsets I= {i1 < ... < 
ir }, J = {j1 < ... < j,,} C [1, n] defined by 

cl ·- '°' (-q)l(u)t. . . .. t . 
<,,J .- ~ ilJdl) irJ"(,) · 

uE6, 

It is easy to see that the l5 are all non-zero. Aq ( G) becomes a Hopf *-algebra by requiring 
(tij) to be a unitary matrix corepresentation, i.e. c<;j := S(tji). We write Aq(U) = 
Aq(U(n)) for Aq(G) endowed with this *-operation. The mapping T := * o Sis a conju­
gate linear involution on Aq (U) such that T( tij) = tji • 

The quantized Borel subgroups Aq ( B±) of upper respectively lower triangular ma­
trices are defined as the Hopf quotients of Aq ( G) by the relations 

tij = 0 (i > j) respectively t;j = 0 (i < j). 

The corresponding projections will be denoted by 1r ± : Aq ( G) ---+ Aq ( B±). Observe that 
the Zi := 7r±(tii) (1 :Si :Sn) in Aq(B±) are invertible. Corresponding to the diagonal 
subgroup TC U(n) we have a natural surjective Hopf *-algebra morphism IT of Aq(U) 
onto the Laurent polynomial algebra A(T) := q41 , ... , z! 1 ]. 

Next, we briefly recall the global description of finite dimensional irreducible corep­
resentations of Aq(U). For every A E P, z>- := z{' ... z;;,n defines a linear character 
(i.e. one dimensional corepresentation) of Aq (B±) and of A(T). Using these linear 
characters it is straightforward to define (highest) weight vectors in left or right Aq(U)­
comodules. We take highest weight vectors of right and left Aq(U)-comodules with re­
spect to Aq(B+) and Aq(B-), respectively. For instance, a highest weight vector of 
weight A E p+ in a right Aq ( U)-comodule M is a non-zero vector v E M such that 

(id@1r+) o PM(v) = v@ z\ 

PM: M ---+ M@ Aq(U) denoting the comodule mapping. Finite dimensional Aq(U)­
comodules are then completely reducible and unitarizable (see, for instance, [96], [23]). 
Recall that a right Aq (U)-comodule M endowed with a positive definite inner product 
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(taken to be conjugate linear in the second variable) is called unitary if 

L (v(l),w(l))w(2)v( 2) = (v,w)l (v,w EM), 
(v)(w) 
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where the symbolic notation I::(v) v(l) ® vc2J := PM(v) is used. The irreducible finite 

dimensional Aq(U)-comodules are parametrized by dominant weights>. E p+ as in the 
classical case ( cf. [96, Theorem 2.12]). The irreducible right Aq (U)-comodule with high­
est weight>. E p+ is denoted by VR(>.). The vector space VL(>-) := Hom(VR(>-), CC) has 
a natural left Aq(U)-comodule structure, which is also irreducible of highest weight>.. If 
no confusion is possible, we will write V ( >.) for the left comodule VL ( >.) respectively for 
the right comodule V R ( >.). 

REMARK 4.3.1. Let M be a finite dimensional right Aq(U)-comodule with comod­
ule mapping R: M-+ M ® Aq(U). Write M 0 for the vector space complex conjugate 
to M, (l: M @ Aq ( U) -+ Aq ( U) @ M for the flip. Then the mapping 

(4.3.8) 

where T = * o S, defines a left Aq(U)-comodule structure on M 0 • In (4.3.8) R is consid­
ered as a conjugate linear map from M 0 to M ® Aq(U) and T ® id as a conjugate linear 
map from Aq(U) ® M to Aq(U) ® M 0 • 

The assignment M i--t M 0 is a 1-1 correspondence between right and left Aq(U)­
comodules preserving weights and highest weights. Hence M 0 is isomorphic to the left 
Aq(U)-comodule Hom(M, CC). A right Aq(U)-comodule intertwiner w : M-+ N also 
intertwines the left Aq (U)-comodule structures of M 0 and N° (i.e. when l]i is considered 
as map from M 0 to N°). 

Recall that the comultiplication ~: Aq (U) -+ Aq (U) ® Aq (U) defines a bicomodule 
structure on Aq(U). Let W(>-) c Aq(U) (>. E p+) denote the subspace spanned by 
the matrix coefficients of either V R ( >-) or VL ( >-). The irreducible decomposition of the 
bicomodule Aq (U) reads 

(4.3.9) Aq(U) = EB W(>-), W(>-) '.::: VL(>-) ® VR(>.). 
.XEP+ 

Leth be the normalized Haar functional on Aq(U). It can be characterized as the unique 
linear functional on Aq(U) which is zero on W(>.) for O "I >. E p+ and which sends 
1 E Aq(U) to 1 E <C. The subspaces W(>.) are mutually orthogonal with respect to the 
inner product ( 'P, 7,/J) := h( 7,/J* 'P). 

We consider now in some more detail the vector corepresentation, its dual repre­
sentation, and their exterior powers. Recall the notation { vi}i for the canonical basis of 
V =en. V becomes a right Aq(U)-comodule (called vector corepresentation) with 

n 

(4.3.10) R: V i--t V ® Aq(U), R(vj) := LVi ® tij (1::; j::; n). 
i=l 
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V is irreducible with highest weight [ 1 and highest weight vector v1 . Observe that the 
vectors vi have weight Ei- The corepresentation V is unitary with respect to the inner 
product (vi,vj) = Oij• 

Let V* denote the linear dual of V with dual basis ( v;). V* becomes a right Aq(U)­
comodule (the dual corepresentation) with 

n 

(4.3.11) R: V* M V* 0 Aq(U), R(vj) := L v; 0 tij (1 :S j :Sn). 
i=l 

V* is irreducible with highest weight -En and highest weight vector v;. Note that the 
vectors v; have weight -h The corepresentation V* is unitary with respect to the inner 
product (v;,vJ) := q-(ZP,Ei)Jij, where p := I::;=1 (n - k)Ek- This follows from the 
well-known fact that S2 (ti1 ) = q(zp,if,-ifi)tij (1 :S i,j :Sn). 

Let Aq (V) respectively Aq (V*) denote the associative algebra which is generated by 
V1, ... , Vn respectively vT, ... , v; with relations 

(4.3.12) 

respectively 

(4.3.13) v; I\ v; = 0 (1 :Si :Sn), v* I\ v* = -q-1v* I\ v* (i < J.) J i i J • 

Then Aq (V) respectively Aq (V*) inherits a natural right Aq (U)-comodule structure from 
V respectively V* by extending the comodule mapping R as a unital algebra homomor­
phism. Aq(V) respectively Aq(V*) has a natural grading such that the generators vi 
respectively v; have degree 1: 

n n 

Aq(V) = EB A;(V), Aq(V*) = EB A;(v*). 
r=O r=O 

Write VJ := Vi, I\ .. · I\ Vir and vj := v;,, I\ .. · I\ v;, if I= { i1 < .. · < ir} C [1, n]. 
Write III for the cardinality of I. Then the VJ and vj (III= r) form a basis of A~(V) and 
A~(V*) respectively. One has the multiplicative property (I, Jc (1, n]) 

VJ I\ VJ= Sq(I; J)VILJJ, vj I\ vj := Sq (J; I)vjuJ 

where 

ifI n J ¥: 0, 
if In J = 0, 

andl(I;J) := l{(i,j) EI x Jli > j}I. ThecomodulesA~(V) andA~(V*) are irre­
ducible subcomodules of Aq(V), and the coactions satisfy 

(4.3.14) R(vJ) = L VJ 0 d, 
JJJ=r 

R(vj) = L vj 0 (d)* (IJI = r). 
JJl=r 
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From this it follows immediately that 

(4.3.15) ~(d) = L lk ® lf (III, IJI = r) 
IKl=r 

and hence 

(4.3.16) 

IKl=r 

The Aq (U)-comodule A~(V) respectively A~(V*) has highest weight (F) := E1 + · · · + 
Er respectively -En-r·+I - · · · - En with highest weight vector V[1,r] = v1 I\ · · · I\ Vr 
respectively vfn-r+I,n] = v; I\··· I\ v;_r+I. The inner product on A~(V) defined by 
(vr,vJ) = 81,J is Aq(U)-invariant. On the space A~(V*) we have the invariant inner 

product (vj, vj) := 8r,Jq-<2Ph), where EJ := L-iEI Ei-

The Laplace expansions for quantum minor determinants now easily follow from the 
fact that Aq(V) is an Aq(U)-comodule algebra (cf. [96, Proposition l.l]). Fix I, J c 
[1,n] such that III= IJI > 0. Fix two subsets J1, J2 CJ such that IJ1I + IJzl = IJI. 
Then 

(4.3.17) 

(4.3.18) 

I,,l,Cl; 
IIil=IJil,lhl=lhl 

l,,l2Cl; 
IIil=IJil,lhl=lhl 

It can now be shown that (cf. [96, (3.2)]) 

(4.3.19) (e)* = s(e) = Sq(J; JC) ec det-l (III = IJI = r), 
J I Sq(I; Jc) Jc q 

where Jc:= {1, ... ,n} \I. 
For the following results on the quantized universal enveloping algebra associated 

with 9[(n, <C) we refer the reader to Noumi's paper [91, Section l] and references therein. 
Let Uq (fl) = Uq (9(( n, <C)) denote the quantized universal enveloping algebra ( cf. Drinfeld 
[27], Jimbo [47]) associated with the Lie algebra g = g[(n, <C). The algebra Uq(g) is 
generated by elements qh (h E P) and X; (1 :s; i :s; n - 1) subject to the relations 

(4.3.20) 

qO = 1, qhqh' = qh+h' 

qh X;q-h = q±(h,cx;) ,Yl 
+ - q°'i - q-c,; 

[Xi ,Xj l = 8;,j q- q-1 

(X;)2 xf - (q + q-1 )X; xf x; + xf (xi±)2 = o, (Ii - jl = 1) 

x; xf = xf x;, (Ii - .ii> 1), 
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where ai := Ei -Ei+t (i E [1, n-1]) are the simple roots for R = R(g, ~)- The following 
formulas uniquely determine a Hopf-*-algebra structure on Uq (g): 

(4.3.21) 

~(Xt) = xt ® 1 + qai ® xt, ~(X;-) =xi-® q-a; + 1 ®xi-, 

~(qh) = qh ® q\ 

S(qh) = q-h, S(Xt) = -q-a;xt, S(xn = -xi-qa;, 

c:(qh) = 1, c(X[') = 0, 

(qh)* = qh, (X;)* = q-lxi-qa;, (Xi-)*= qq-a;xi-l_ 

More useful for the purposes of this chapter are the £-operators Lt E Uq (g) (1 :S i, j :S 
n), which should be thought of as quantum analogues of the root vectors for (gl(n, C), ~)­
The £-operators are constructed as follows. Define elements EiJ E Uq(g) (1 :S i -:/- j :S 
n) inductively by the formulas 

(4.3.22) 
E;,H1 = xt, Eik = EijEjk - qE1kEij, 

Ei+i,i = x;-, Eki = Ek1E1; - q-1 E1;Ekj, 

where 1 :S i < j < k :S n. The £-operators Lt are now defined by the formulas 

(4.3.23) . 
L+ ii· L+ ( - 1 ) ii'E L+ 0 ii = q '' ij = q - q q ' ji' ji = ' 

L - -ii· L- ( - 1)E -ii· L- 0 ii = q '' ji = - q - q ijq '' ij = 

for 1 :S i < j :S n. The Lt generate Uq(g) and satisfy commutation relations which 

can be expressed by means of the matrix R (4.3.2). Indeed, set£± := L;,J ei.i ® Lt, 
where eij E End(V) is regarded as the matrix units with respect to the fixed chosen basis 
{ vi}i~I ofV. Write R+ := P RP, where P := L;,J e;j®e1; is the permutation operator. 
Then we have the commutation relations 

R+ Lr Lt = Lt Lr R+' R+ Lt L;; = L;; Lt R+. 

Furthermore, the action of the comultiplication, counit and *-structure on the £-operators 
are given by 

(4.3.24) 

~(Lm = L Lt® Ltj, c:(Lt) = r5;j, (Lt)* = S(LJJ (1 :Si, j :Sn). 
k 

The involution T = * o S: Uq (g) ➔ Uq (g) acts on the generators as 

(4.3.25) T(Lt) = Lj; (1 :S i,j :Sn). 

There is a natural Hopf *-algebra duality(·, ·) between Uq(g) and Aq(U). Writing T = 
Li,j eij ® t;J, the Hopf-algebra duality ( • , ·) is determined by the formulas 

(4.3.26) (Lf,T2) = R±, (L±,detq) = q±1idv. 
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The relations satisfied by(.,.) are explicitly given by 

(4.3.27) 

(XY, ¢) = (X cgi Y, ~(¢)), (1, ¢) = c(¢) 

(X, ¢'if) = (~(X), ¢ cgi 'tf), (X, 1) = c(X), 

(S(X), ¢) = (X, S(¢)), 

(X,¢*) = (T(X),¢), (X*,¢) = (X,T(¢)), 

where X, YE Uq(g), ¢, 'if E Aq(U) and where (X cgi Y, ¢@ 'tf) := (X, ¢)(Y, 'tf). 
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Write Uq(IJ) for the subalgebragenerated by the q'' (h E P). It is Laurent polynomial 
in the elements qE; (1 :::; i :::; n), and may be considered as the (quantized) algebra of 
functions on the Cartan subalgebra IJ. There is an induced Hopf *-algebra duality between 
Uq(IJ) and A(T) such that 

(qh, z,\) := q(h,,\), z,\ = zt' · · · z~n (h, A E P). 

For a right Aq(U)-comodule (R, M), the Aq(U)-coaction R can be differentiated 
using the Hopf-algebra pairing(.,.). This then yields a left Uq(g)-module structure on M 
(cf. [96]). To be precise, the left Uq(g)-action on Mis defined by 

(4.3.28) X.m := L(X,m(2))m(l), (XE Uq(g),m EM), 
(m) 

where R(m) ~- I:cm) m(l) @ mc2) E M@ Aq(U) form E M. For example, by 
differentiating the vector corepresentation (4.3.10) we obtain the algebra homomorphism 
Pv: Uq(g) ➔ End(V) which is uniquely determined by the formulas 

(4.3.29) 
ij ij 

where R- := R- 1 . By differentiation of right Aq (U)-coactions, a 1-1 cmrespondence is 
obtained between right Aq(U)-comodule structures on a finite dimensional vector space 
M and ?-weighted left Uq(g)-module structures on M. Recall that Mis ?-weighted 
if it is spanned by vectors that transform under Uq(IJ) according to qh · v = q(h,,\)v 
(>. E P). A highest weight vector v of highest weight>. in a left Uq(g)-module Mis 
then characterized by the conditions D0 • v = 0 (i > j) (or, equivalently, xtv = 0 for 

i E [1, n - 1]) and q" · v = q(h,,\) v. There is a similar relationship between left Aq (U)­
comodules and right Uq(g)-modules. For a right Uq(g)-module M, a weight vector O -::/­
v E Mis a highest weight vector if v.L& = 0 (i < j) (or, equivalently, v.X;- = 0 for 
i E [l,n-1]). 

REMARK 4.3.2. For a right Aq(U)-comodule (R, M) and for an element m E M, 
we write m 0 if we consider m as element in the left Aq(U)-comodule (R0 , M 0 ) (cf. 
Remark 4.3.1). Then, the differentiated right Uq(g)-module structure on M 0 is related 
to the differentiated left Uq(g)-module structure on M by m 0 .X = (X*.m) 0 , where 
m EM andX E Uq(g). 
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The coalgebra structure of Aq (U) induces in a natural way a Aq (U)-bicomodule 
structure on Aq (U). By differentiating this Aq (U)-bicomodule structure, Aq (U) becomes 
a Uq(g)-bimodule with Uq(g)-symmetry. The action of the £-operators is then given by 

(4.3.30) 

The irreducible decomposition of the Uq(g)-bimodule Aq(U) is given by (4.3.9). This 
decomposition may also be characterized as the simultaneous eigenspace decomposition 
of Aq(U) under the action of the center Z C Uq(g). 

It can be shown that the pairing ( • , •) ( 4.3 .27) is doubly non-degenerate. In particular, 
Aq(U) can be embedded as Hopf-*-algebra into the Hopf4-algebra dual of Uq(g). The 
image under this embedding is the Hopf-subalgebra spanned by matrix elements of finite 
dimensional P-weighted Uq(g)-modules (cf. Chapter 5). 

4.4. Spherical corepresentations 

We call Aq(K) := Aq(U(n - l)) ® Aq(U(l)) the quantized coordinate ring of the 
subgroup K = U(n - l) x U(l) of U = U(n). Corresponding to the embedding (4.2.3) 
there is an obvious surjective Hopf *-algebra morphism 1l"K: Aq(U(n)) -+ Aq(K). Write 
Aq ( U / K) for the right Aq ( K)-fixed elements in Aq ( U), i.e. 

(4.4.1) 

Observe that Aq (U / K) is a left Aq (U)-comodule *-subalgebra of Aq (U). The algebra 
Aq (U / K) can be interpreted as the quantized algebra of functions on the complex Grass­
mannian U / K. 

For the study of Aq (U / K) it is importantto obtain explicit information about Aq (K)­
spherical corepresentations of Aq ( U), i.e. finite dimensional right Aq (U)-comodules with 
non-zero Aq(K)-fixed vectors. Recall that a vector v in a right Aq(U)-comodule M with 
comodule mapping R: M-+ M ® Aq(U) is Aq(K)-fixed if 

(4.4.2) (id @7f K) 0 R( V) = V @ l. 

One defines Aq(K)-fixed vectors in left Aq(U)-comodules in a similar way. This section 
is devoted to a proof of the following theorem on Aq (K)-spherical representations. 

THEOREM 4.4.1. Every finite dimensional irreducible corepresentation of Aq(U) 
has at most one Aq(K)-.fixed vector (up to scalar multiples). The finite dimensional 
corepresentations with non-zero Aq(K)-.fixed vectors are parametrized by the classical 
sublattice Pt of spherical dominant weights (cf. Section 4.2). 

REMARK 4.4.2. Let M be a finite dimensional right Aq (U)-comodule. It follows 
from Remark 4.3.1 that a vector v EM is Aq(K)-fixed if and only if v E M 0 is Aq(K)­
fixed. Hence, any statement about Aq ( K)-fixed vectors in right Aq ( U)-comodules imme­
diately translates to a corresponding statement for left Aq(U)-comodules and vice-versa. 
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For the proof of Theorem 4.4.1 it suffices to show that the irreducible decomposition 
of VR(,\) as a right Aq (K)-comodule is the same as the decomposition of the irreducible 
finite dimensional U ( n )-highest weight representation of highest weight ,\, decomposed 
as representation of the subgroup K. One way of establishing this result is by differen­
tiating the coaction of Aq(U) on VR(,\) using the doubly non degenerate Hopf-algebra 
pairing between Aq(U) and Uq(g). Then, the desired result follows from well-known 
results on the representation theory of quantized universal enveloping algebras. This ap­
proach is quite general, and will be treated in more detail in Chapter 6. 

In this section another proof of Theorem 4.4.1 is given which does not use the quan­
tized universal enveloping algebra. The strategy will be to relate the decomposition of the 
restriction to Aq(K) of the right Aq(U)-comodule VR(,\) (,\ E p+) to characters on the 
maximal torus T. The following general result about corepresentation theory of semisim­
ple coalgebras is needed (a coalgebra is said to be semisimple if every finite dimensional 
A-comodule is completely reducible). 

PROPOSITION 4.4.3. Let A and B be semisimple coalgebras. Then every finite di­
mensional A® B-comodule is completely reducible. Denote {V, I a E A} and {V,e I /3 E 

B} for a complete set of mutually inequivalent, irreducible, finite dimensional right A 
and B-comodules, respectively. Then 

(4.4.3) 

is a complete set of mutually inequivalent, irreducible, finite dimensional right A® B­
comodules. Here Va IZIV,e = Va® V,e as a linear space and it has right comodule structure 
given by Ra IZI R,e := 0'2,3 o (Ra® R,e), where 0'2,3 is the flip of the second and third 
tensor component and where Ra and R,e are the right comodule mapping of Va and V,e, 
respectively. 

PROOF. It is known that Va IZI V,e is an irreducible right A® B-comodule for a E 
A, /3 E .B (cf. [67]). The right A and B-comodule structure on the first and second tensor 
component of Va IZI V,e can be recovered by the coactions 

(4.4.4) 

respectively 

(4.4.5) 

where EA and EB are the counits of A and B, respectively. So if Va IZI V,e is isomorphic 
to Va, IZI V/3' as A® B-comodules, then they are isomorphic as A and as B-comodules 

(with coactions given by R? respectively Rf), which can only happen when a = a' 
and /3 = /3 1• So (4.4.3) consists of mutually inequivalent, irreducible A® B-comodules. 
It remains to prove that an arbitrary finite dimensional right A ® B-comodule (R, V) 
decomposes as a direct sum of irreducibles, each irreducible component being isomorphic 
to Va IZI V,e for some a EA, /3 E .B. 
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Let RA and RB be the associated right A and B-comodule structures on V for the 
finite dimension right A@ B-comodule (R, V): 

RA := (idv@ idA@ EB) o R, RB := (idv@ EA@ idB) o R. 

Observe that 

(4.4.6) 

where a-A,B : A @ B ➔ B @ A is the flip. When V is considered as corepresentation 
space of B via the coaction RB, we write v(B) for V. For f3 EB, let HomB(Vi3, V(B)) 
be the linear space ofintertwiners between the B-comodules Vi3 and v(Bl: 

HomB(V/3, v(B)) := {¢ E Homc(Vi3, v(B)) I RB O q> = (¢@idB) 0 Ri3}. 

Then, due to Schur's lemma for corepresentations [67], we have a well defined C-linear 
bijection 

(4.4.7) d := EB di3: EB (ttomB(Vi3, v(B))@ Vi3) ➔ V, 
/3EB /3EB 

given component wise by di3(¢i3@ v) := ¢i3(v) (v E Vi3, <P/3 E HomB(Vi3, v(Bl)). 
We give now a right A-comodule structure R¥1) on HomB(Vi3, v(B)) such that di3 

intertwines of the corresponding right A@B-comodule action on HomB (Vi3, v(B)) i:gJ Vi3 
and the right A@ B-comodule action Ron V. Since A is semisimple, this will complete 
the proof of the proposition. 

Let W (A) <:::; A be the finite dimensional subspace of matrix elements of the right A­
comodule action RA on V, and let { ai}iEI be a linear basis for W(A). Fix an intertwiner 
¢ E HomB(Vi3, v(Bl), then for every v E Vi3 there exist unique elements <Pi(v) E V 
such that 

RA(¢(v)) = L <Pi(v)@ ai. 
iEI 

The maps <Pi : Vi3 ➔ V ( i E I) are linear, and it is easily checked that 

<Pi E HomB(Vi3, v(B)) (Vi EI) 

using ( 4.4.6) and the definition of the ¢;. The map 

R1A) : HomB(Vi3, v(B)) ➔ HomB(V/3, v(B)) isi A, 

given by 

R1A\¢) := L <Pi@ ai, ¢ E HomB(Vi3, v(Bl), 
iEI 

defines a right A-comodule structure on HomB(Vi3, V(Bl). Using (4.4.6) it follows that 

di3 is an intertwiner for the A@ B-comodule actions a-2 ,3 o (Rt) @ Ri3) and R, which 
completes the proof of the proposition. □ 
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For A E p+ with An 2'. 0, define the Schur polynomial s ,\ ( z) E A(T) by 

S,\(z) := ~(z)-1 L (-l)l(w)zw(,\+p), 
wE6n 

Ill 

with ~(z) := IL<J (zi - z1) the Vandermonde determinant. For arbitrary A E p+ with 

An 2'. -m (m E Z) define S,\(z) := z-(mn)SM(mn)(z) E A(T). Then the S,\ (A E 
p+) are well-defined and form a basis of the subalgebra A(T)6 n of symmetric Laurent 
polynomials. Recall that the character of a finite dimensional Aq(U)-comodule M is 
defined by XM := Li 7rii E Aq(U), where the 7rij E Aq(U) are the matrix coefficients 
of M with respect to a basis of M. The character XM is independent of the particular 
choice of basis for M. As shown in [96, (3.22)], the character x,\ E Aq(U) of the 
irreducible comodule V R (A) satisfies 

(4.4.8) 

as in the classical case (q = 1). 

PROPOSITION 4.4.4. Let A E p+_ The restriction of the Aq(U)-comodule VR(A) to 
Aq(K) decomposes as 

(4.4.9) 
µ,v 

the sum ranging over µ E P;;_l' 11 E Pt Here the c~,v are the non-negative integers 
characterized by 

(4.4.10) S,\(Z1, ... ,zn) = Lc~,vsµ(z1, .. , ,Zn-z)sv(Zn-1+1, .. , ,zn), 
µ,11 

the sum ranging overµ E P;;_1, 11 E Pt 
PROOF. There exists a decomposition (4.4.9) for certain uniquely determined non­

negative integers c~,,/ by the previous proposition. It follows from (4.4.8) that the c~,,/ 
satisfy (4.4.10), since XMIZIN = XM G9 XN E Aq(K) for a finite dimensional right 
Aq (U(n - l) )-comodule Mand a finite dimensional right Aq (U(l) )-comodule N. □ 

It follows from Proposition 4.4.4 that the abstract decomposition of an arbitrary finite 
dimensional right Aq ( U)-comodule M into irreducible Aq ( K)-comodules is the same as 
in the classical (q = 1) case. Hence, Theorem 4.4.1 is now a consequence of Theorem 
4.2.1. 

REMARK 4.4.5. The proof of Theorem 4.4.1 can also be derived from Proposition 
4.4.4 using the Littlewood-Richardson rule, which is a combinatorial rule for computing 
the coefficients c~,v in ( 4.4.10). 
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4.5. A one parameter family of quantum Grassmannians 

In this section a family of quantum Grassmannians is defined which depends on one 
real parameter -oo < (J" < oo (cf. [92, Section 2]). The key ingredient in the definition 
will be the n x n complex matrix J" defined by 

(4.5.1) J" := L (I -q2")ekk + L ekk - L q"ekk' - L q"ek'k, 

l'::,_k'::,_l l<k<l' l'::,_k'::,_l 1'::,_h":,_! 

where k' := n - k + I (1 :::; k :::; n). Observe that limr,➔oo J" = J 00 , where J 00 is 
defined by 

(4.5.2) 
n-l 

J 00 := L ekk 

k=l 

The subspace t" c Uq (9) is by definition spanned by the coefficients of the matrix 

(4.5.3) 

It follows from (4.3.24) that t" is a two-sided coideal in Uq(g), i.e. Li(t") c Uq(g) ®t" + 
t" ® Uq(g) and c(t") = 0. This is in fact true when r is replaced by any n x n matrix J 
in the definition oft". Moreover, since J" is a symmetric matrix, it follows from (4.3.25) 
that t" is T-invariant. 

Define the subalgebra Aq(t"\U) c Aq(U) as the subspace of all left t" -invariant 
elements in Aq(U), i.e. all a E Aq(U) such that t" · a = 0. As is well-known (cf. 
for instance [22, Proposition 1.9]), the fact that t" is a T-invariant two-sided coideal im­
plies that Aq(t"\ U) is a *-subalgebra which is invariant under the right Uq (g)-action on 
Aq(U) (or, equivalently, the left coaction of Aq(U) on itself). Important for the study of 
Aq ( t" \ U) is the fact that X = r is a solution of the reflection equation 

(4.5.4) 

where R12 := R, R21 := PRP(= R+), X1 = X ® idv and X2 := idv ® X. This fact 
can be verified by direct computations. 

REMARK 4.5.1. The algebra Aq(t"\U) can be considered as a quantized coordinate 
ring on the complex Grassmannian U(n)/(U(n - l) x U(l)) in the following way (see 
[92] for more details). The quantum function space on then x n-Hermitean matrices is 
defined as the algebra generated by X = (xij )ij with relations given by the reflection 
equation (4.5.4). It can be endowed with a *-structure and a left Aq(U)-coaction (the 
quantum analogue of the adjoint action). Since J" is a solution of (4.5.4) it gives rise to 
a ( *-invariant) character of the quantum function algebra of Hermitean matrices. In other 
words, J" corresponds with a classical point in the quantum space of Hermitean matrices. 
Then Aq (t" \ U) may be considered as the quantized function algebra on the adjoint orbit 
of the classical point corresponding to r (see [92, Proposition 2.4]). Since J" has two 
different eigenvalues 1 and -q2" with multiplicity n - l and l respectively, this quantum 
adjoint orbit is associated with the complex Grassmannian U(n)/(U(n - l) x U(l) ). 
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The quantized function algebra Aq(U / K) (4.4.1) can formally be interpreted as the 
algebra Aq(t17 \U) with u ➔ oo. To make this a little bit more explicit, we write 

(
llL-

L- = 21 L-
31 L-

22 ~ - ~ ) , 

32 L- 33 L-

where 11 L+ is an l x l matrix, 22 L+ an (n - 2l) x (n - 2l) matrix etc. Let D be the 
l x l matrix with 1 'son the antidiagonal and O's everywhere else. The coefficients of the 
matrix L + J 17 - J 17 L - coincide with the coefficients of the following six matrices up to a 
sign: 

(4.5.5) 

(i) q,,.(D. 31 L- - 13 L+. D) + (1- q2,,.)(11 L+ - 11 L-) 

(ii) 12 L+ + q,,. D. 32 L-' 

(iii) 23 L+ ·q,,.D+ 21 L-, 

(iv) 22 L + - 22 L - ' 

( v) 11 L + · q17 D - q17 D · 33 L - , 

( vi) 33 L + · q,,. D - q,,. D · 11 L - . 

Obviously, the coefficients of the following matrix are also contained in t,,.: 

(4.5.6) (vii) q17 (D · 13 L+ - 31 L- · D) + (1- q 217 )(33 L+ - 33 L-). 

For later use, observe that the following elements of the "Cartan subalgebra" U q ( IJ) belong 
tot,,.: 

(4.5.7) Lt - Lu (l < i < l'), Lt - LI'i' (1 ~ i ~ l), Lu - Lt;, (1 ~ i::; l). 

It is clear from (4.5.5) and (4.5.6) that, in the limit u ➔ oo, the matrices in (i)-(vii) 
tend either to zero or to the following matrices 

(4.5.8) 

Again, the subspace t00 c Uq (g) spanned by the coefficients of the matrices in (4.5.8) 
is a T-invariant two-sided coideal. Now, on the one hand, t00 -invariance in a left or right 
Uq (g)-module Mis obviously the same as invariance with respect to the Hopf *-subalge­
bra 

Uq(t) := Uq(g[(n - l, CC)) 0 Uq(gC(l, CC)) '-+ Uq(gC(n, CC)), 

where invariance of v E M with respect to u E Uq(g) should be interpreted as u · v = 
E(u) • v (if Mis a left Uq(g)-module). Using the Hopf-algebra duality between Aq(U) 
and Uq(g) it can be easily shown that invariance of v E M with respect to Uq(t) is the 
same as invariance with respect to Aq(K) (cf. [22, Proposition 1.12]). It follows that 
Aq(K)-invariance is equivalent to t00 -invariance, hence Aq(t00 \U) = Aq(U / K). 

REMARK 4.5.2. It should be observed that the matrix J= also satisfies the reflection 
equation (4.5.4), but the subspace spanned by the coefficients of the matrix L + J= -
J 00 L - is strictly smaller than t00 and of little use for the purposes of this paper. 
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The following lemma is now a direct consequence of the arguments given above. 

LEMMA 4.5.3. Let M be a finite dimensional right Aq(U)-comodule with linear ba­
sis { mi};. Consider M as left Uq(g)-module using the differentiated action (4.3.28). 
Suppose that Ver := Li ci(a)mi (ci(a) E C) is at" -fixed vector for all a E IB. and that 
Ci := limcr➔oo ci(a) exists for all i. Then Li cimi is a Aq(K)-.fixed vector in M. 

REMARK 4.5.4. In some suitable algebraic sense (cf. [11, Proposition 9.2.3]) the 
algebra Uq (g) "tends" to U (g) when q tends to 1. The corresponding limits of the £-ope­
rators are given by 

Lt/(q- q-1) ➔ ±eji (i § j), (qEi - q-Ei)/(q - q-1) ➔ eii 

(cf. [91, (1.10), (1.1 l)]). Hence, by (4.5.8) respectively (4.5.5), the subspace t" C Uq(g) 
(a = oo respectively a = 0) tends to the Lie subalgebra t = g[(n - l, <C) ED g[(l, <C) C g 
respectively t' C g (cf. Section 4.2) in the limit q ➔ l. 

Reflection equations play an important role in the quantization of symmetric spaces 
( cf. [91, Section 2], [94]). For the purposes of this chapter, the importance of this equation 
lies in the following fact. Recall that a vector w in a left Uq(g)-module M is called t" -
fixed if t" · w = 0 (a similar definition can be given for right Uq (g)-modules). 

PROPOSITION 4.5.5. ([95, Prop. 3.1], [92]) Let J be any n x n complex matrix. 
Write tJ C Uq(g) for the two-sided coideal spanned by the coefficients of L + J - J L-. 
The element 

wJ := ~ Jij'Vi ® v; E V ® V* 
i,j 

in the left Uq(g)-module V ® V* is a tJ -fixed vector if and only if J satisfies the reflection 
equation (4.5.4). 

PROOF. In the proof the same notational conventions as in [91, Proof of Proposition 
2.3] will be used. Recall that the Uq(g)-module structure on V* corresponding to the dual 
Aq (U)-comodule V* is given by 

u · v*(v) := v*(S(u) · v) (u E Uq(g), v* EV*, v EV). 

Set v := ( v1 , ... , vn), then it follows from (4.3.29) that 

(4.5.9) 

Here t 2 denotes transposition with respect to the second tensor factor. An equation like 
Lt •v2 = v2 ·Rt2 should be interpreted as Lt ·vk = L~=l (Rt2);tkv1 forall 1 ~ i,j, k ~ 
n, where Rt2 = Li,j,k,l(Rt2 );1e;j ® ekl· Using the identities (4.5.9) one computes in 
shorthand notation, 

L+ J · WJ =Lt· (v2J2 i29 (v*)~)J1 =(Lt· v2)J2 i29 Lr- (v*)P1 

= v2Rt2J2H21 J1 ® (v*)t 
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since by (4.5.9) one has Li · (v*)t = R21 · (v*)t. On the other hand, 

JL- · wJ = J1L"1 · (v2,fz 0 (v*)t) = J1v2R12h 0 L"1 · (v*)t 

= v2J1R12hR!1 0 (v*)t 

since by (4.5.9) one has £"1 · (v*)t = Rf1 (v*)t. It follows from the two preceding 
computations that wJ is eJ -fixed if and only if Rt2J2R21 J1 = J1R12 J2Rf1. Multiplying 
this last equation from the left and from the right by the permutation operator P gives 
(4.5.4), which proves the proposition. □ 

By Proposition 4.5.5 and the fact that the matrix JCT satisfies the reflection equation 
(4.5.4), it follows that 

(4.5.10) wCT := L J0vi 0 v_1 E V 0 V* 
ij 

is a eCT -fixed vector in the left Uq (g)-module V 0 V*. Observe that limCT-Hx, wCT = w=, 
with w= the right Aq (U / K)-fixed vector defined in 

n n-l 
(4.5.11) w= := LJiJvi @v1 = LVi 0v;. 

ij i=l 

Since V 0 V* '.:::' V(w1 ) E9 V(O) as left Uq(g)-modules (where V(O) is the trivial module) 
and since wCT has a non-zero weight component of weight w 1 , it follows that V ( w 1 ) has 
a non-zero eCT -fixed vector. 

Next we construct a right eCT -fixed vector in V 0 0 (V*) 0 • Observe that a vector 

w = ~i,j ljvi 0 v; E V 0 0 (V*) 0 for a real matrix J = ~ij Jijeij is right eCT -fixed 
if and only if w is left S(eCT)-fixed as element in V 0 V* by the T-invariance of eCT and 
by Remark 4.3.2. Reasoning as in the proof of Proposition 4.5.5, it follows that w is left 
S(eCT)-fixed if J is a solution of the linear equation 

(4.5.12) Jf(R:;d1J2((R:;d1)-l = Rt1J2(Rt1)-l Jf 

where JCT is given by (4.5.1). A solution J = JCT of (4.5.12) is given by 

jCT := L (1 - q2(n-2l)q2CT)ekk+ L ekk 

1<'.:,k<'.:,l l<k<l' 
(4.5.13) 

-qCT-1 ~ q2(k-l)e _ qCT-l ~ q2(k' -l)e 
L., kk' L., k' k · 

1<'.:,k<'.:,l l<'.:,k<'.:,l 

We write wCT = ~ij J0vi 0v; for the corresponding right eCT -fixed vector in V 0 0 (V*) 0 • 

Similarly as was shown for left eCT-fixed vectors it follows that V(w 1 ) 0 has a non-zero 
right eCT -fixed vector. Observe that limCT➔= wCT = w=, with w= the Aq(K)-fixed vector 
given by (4.5.11). 

Recall from the previous section that V(.X) has at most one e=-fixed vector up to 
scalar multiples, and that V(.X) has non-zero e=-fixed vectors if and only if .X E Pt_ 
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(cf. Theorem 4.4.1). We have the following analogous statement for t<T-fixed vectors 
(-oo <a< oo). 

THEOREM 4.5.6. ([92, Theorem 2.6]) Let ,\ E p+ and fix -oo < a < oo. The 
irreducible left Uq(g)-module V(,\) with highest weight,\ has at most one t{T -fixed vector 
(up to scalar multiples). There exist non-zero flT -vectors in V ( ,\) if and only if,\ E Pt_. 
The same statement holds for right flT -fixed vectors in V(,\) 0 • 

In the remainder of this section a proof of Theorem 4.5.6 is given. Fix a parameter 
-oo < a < oo. First of all, we have the following crucial lemma. 

LEMMA 4.5.7. Let,\ E p+ and fix -oo < a < oo. Then any non-zero flT-fixed 
vector in the left Uq(g)-module V (,\) has a non-zero weight component of highest weight 
,\. The same statement holds for the right Uq(g)-module V(,\) 0 • 

The proof of the lemma follows by analyzing the particular form of the two-sided 
coideal flT. The details are omitted here, since the proof is analogous to the proof of [91, 
Lemma 3.2] and [24, Proposition 3.2]. 

Since the linear subspace of V(,\) (respectively V (,\) 0 ) consisting of weight vectors 
of weight,\ is one dimensional, it follows from Lemma 4.5.7 that every irreducible fi­
nite dimensional P-weighted Uq (g)-module has at most one t/T -fixed vector up to scalar 
multiples. 

Set PK = EB1 <r<1Zwr, where Wr are the fundamental spherical weights (cf. Section 
4.2). Observe that th-;; assignment,\ 1-t ,\~ as defined in Section 4.2 extends to an order­
preserving bijection from PK onto PE. For µ E PE, we write Aµ E PK for the inverse of 
µ under the bijection q. 

The following lemma is immediate from the fact that the Cartan type elements listed 
in (4.5.7) belong to flT. 

LEMMA4.5.8. Let,\ E Pt, -oo <a< ooandassumethatv EV(,\) is anon-zero 
left flT -fixed vector. Let v = Lµ:S>, Vµ be the decomposition of v in weight vectors, where 
Vµ has weightµ E P. Then Vµ = 0 unlessµ E PK. The same statement is valid for the 
right Uq(g)-module V(,\) 0 • 

It follows from Lemma4.5.7 and Lemma 4.5.8 that if V(,\) (respectively V(,\) 0 ) has 
a non-zero t/T -fixed vector, then,\ E Pt. 

To finish the proof of Theorem 4.5.6 we have to show that all modules V(,\) and 
V(,\) 0 (,\ E Pt) have non-zero flT-fixed vectors. The existence of non-trivial flT -fixed 
vectors in V ( w 1 ) and in V ( w 1 ) 0 is already proved. Explicit intertwining operators 

ijr: (V ® V*)®r -+ A~(V) ® A~(V*), (1 ~ r ~ l) 

will be constructed to prove the existence of t/T -fixed vectors in higher fundamental spher­
ical representations. The proof of Theorem 4.5.6 is then completed by computing so­
called principal term of q}r((wlT)®r), with w{T E V(wi) the t<T-fixed vector given by 
(4.5.10). 



4.5. A ONE PARAMETER FAMILY OF QUANTUM GRASSMANNIANS 117 

Before giving the construction of \JI r, we first introduce the notion of principal term 
of a vector v E A~ (V) @ A~ (V*) ( cf. [95], [124]). For the present setting it is convenient 
to use a slightly modified definition of Noumi's and Sugitani's notion of principal term 
(cf. [95], [124]). The definition is based on certain specific properties of the comodule 
A; (V) @ A~ (V*). The comodule A; (V) @ A; (V*) has a multiplicity free decomposition 

r 

(4.5.14) A~(V)@ A~(V*) e'! E9 V(ws) (1 :Sr :S l) 

as right Aq(U)-comodules, where w 0 := 0 E P-j. The decomposition (4.5.14) can be 
proved by computing the restriction of the character of the module A~(V) @ A~(V*) 
to the torus and using the classical Pieri formula for Schur functions [85, I, (5.17)] 
(cf. Proposition 4.4.4). Due to the multiplicity free decomposition (4.5.14), the module 
A~(V) @ A~(V*) is extremely useful for the study of ea- -fixed vectors in V( Wr ), as will 
be shown in the remainder of this chapter as well as in the next chapter. It follows from 
(4.5.14) that all the weightsµ E P of the module A~(V) @A~(V*) are :S Wr with respect 
to the dominance order. The vector V[J,r] 0 vfn-r+l,n] E A~(V) 0 A~(V*) is the highest 
weight vector of the unique copy of V(wr) within A~(V) 0 A~(V*). Suppose now that 
v = I:µ<ror Vµ is the weight space decomposition of a vector v E A~(V) 0 A~(V*), 
where Vµ -is the weight component of weightµ E P. Then the principal term of v is 
defined by 

(4.5.15) 
vEW(lr) 

(cf. [95], [124]), where W W 1 acts on (lr) E Pt C Pr, = 71} by permutations 
and inversions (cf. Section 4.2). Since {.Xv Iv E W(lr)} lies in the Sn-orbit of the 
highest weight Wr E p+ of V(wr), it follows that the principal term of a vector v E 
A~(V) 0 A~(V*) lies in the unique copy of V(wr) within A~(V)@ A~(V*). If vis 
a non-zero ea--fixed vector in A~(V)@ A~(V*) and if v - [v] has a non-zero weight 
component of weight v, then, by Lemma 4.5.8, v E PK and vq E C( Wr ), where 

(4.5.16) C(µ) := {µ' E Pr, I w1./ $ µ 't/w E W} (µ E Pt) 

is the strict integral convex hull of W µ. In the next proposition the principal term of a 
ea--fixed vector in A~(V) 0 A~(V*) (respectively in A;(V) 0 @ A~(V*) 0 ) is compared 
with the elements Ur, Ur (1 :S r :S l), which are defined by 

(4.5.17) VJ@ vj,, Ur := 

IC[l,l]U[l' ,n] IC[l,l]U[l' ,n] 
IIl=r,JnI'=© IIl=r,Jnl'=© 

where I' := { i' Ii E J}. The elementur lies in the unique copy ofV( Wr) within A;(V)@ 

A~(V*), whereas Ur lies in the unique copy ofV(wr) 0 within A~(V) 0 @ A~(V*) 0 • Ob­
serve that by the explicit form of the ea- -fixed vectors wo- respectively wo-, we have 

(4.5.18) [wo-] = -qo-UJ, [wo-] = -qo--lq3(l-l)U1, 
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For the construction of the intertwiner ~ r, consider now the linear bijection /3: V* 0 V -+ 
V 0 V* determined by 

(4.5.19) /J(v; 0 Vj) = q-li;;Vj 0 v.; + (q-1 - q)bij LVk 0 vk. 
k<j 

Write V; := V, V/ := V* (1 ::=:; ·i ::=:; r). Definealinearbijection 

by 

(4.5.20) Wr := /31,r O /32,r O · · · 0 /Jr-1,r O · · · 0 /313 ° /J23 ° /312, 

where /3ij acts by definition as the identity on all factors of the tensor product except for 
½* 0 ½, on which it is equal to /3. Write 

prr: V®r -+ A~(V), pr;: (V*)®r -+ A~(V*) 

for the canonical projections. We have now the following generalization of (4.5.18). 

PROPOSITION 4.5.9. Let 1 :S r :S l. The operator 

~r: (V 0 V*)®r-+ A~(V) 0 A~(V*) 

defined by ~r := (prr 0 pr;) o Wr is a surjective intertwiner and 

Before giving a proof of Proposition 4.5.9, we first show how it implies Theorem 
4.5.6. Since to- is a two-sided coideal and Wr an intertwining operator, Proposition 4.5.9 
shows that \[Ir ( ( wo-)®r) is a non-zero to- -fixed vector. Proposition 4.5.9 implies that the 
leading term of Wr((wo-)®r) is non-zero, hence it follows that V(wr) (1 ::=:; r :S l) 

has a non-zero to- -fixed vector. Since any ,\ E P"t can be written as a positive integral 
linear combination of the fundamental spherical weights { Wr }i <r<l, it follows by an easy 
argument using tensor products and Lemma 4.5.7 that any,\ E-Pk is actually spherical. 

For right to- -fixed vectors the same argument holds, since ~ r is also an intertwiner as map 
from the module (V 0 0 (V*) 0 )®r to A~(V) 0 0 A~(V*) 0 (cf. Remark 4.3.1). 

So it remains to prove Proposition 4.5.9. The proof of this proposition proceeds by 
induction on r. The proof is broken up into a couple oflemmas. 

LEMMA 4.5.10. For 2 ::=:; r ::=:; n + l the linear mapping 

ir: A~- 1 (V*) 0 V -+ V 0 A~- 1 (V*) 
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defined on the basis vectors vj ® Vj (III = r - 1, 1 :S j :Sn) by 

is an intertwining operator of right Aq (U)-comodules. 

if j ~ I, 

if j EI 
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PROOF. Let P: V ® V ---+ V ® V denote the flip. Define a linear bijection 1 : V ® 
V ---+ V ® V by 1 := PR, with R as in (4.3.2). The action of I on the basis vectors 
vi ® Vj (1 ::::; i, j ::::; n) is given by 

(4.5.21) 

with 0i,j := 1 if i < j and 0i,j := 0 otherwise. The fact that the commutation relations 
between the tij E Aq(U) can be written as RT1T2 = T2T1R (cf. Section 4.3) implies 
that I is an intertwining operator. Since R is a solution of the Quantum Yang-Baxter 
Equation, 1 satisfies 

(4.5.22) /1 o /2 o /1 = 12 o /1 o /2, 

with ri E End(V®3 ) acting as I on the ith and (i + l)th tensor factors and as the identity 
on the remaining factor. Note furthermore that the exterior algebra Aq(V) is isomorphic 
as right Aq(U)-comodule algebra with T(V)/I, where T(V) is the tensor algebra of 
V and I C T(V) the two-sided ideal generated by ker(id-q-11 ) C V®2 c T(V). 
Consider now the intertwiner rk: V®(k-l) ® V ---+ V ® A!-1 (V) (2 :S k :S n + l) 
defined by 

rk = (id®prk-1) 0 /1 0 /2 0 • · • 0 rk-1· 

Application of [35, Lemma 4.9 (1)] to the Yang-Baxter operator q-1, shows that there 
exists a unique bijective intertwiner 

i\: A~- 1 (V) ® V---+ V ® A~- 1 (V) 

such that rk = i\ o (prk-l ® id). By a straightforward computation one verifies that 

~ 11n·1 rk(v1®vj)=q Jvj®v1+ 

+ (1 - q2 )(-q)-k+1 sq(I; j) L sq(i; I\ i)vi ® V(J\i)uj 
iEJ 
i<j 

for I C [1, n] with III = k - land 1 ::::; j ::::; n. 
Next, the linear mapping 6k : A! (V*) ---+ A~-k(V) ® CCdet;;-1 (1 :S k :S n) defined 

on the basis elements vj (III = k) by 6k(vj) := sq(I; Ic)v1c ® det; 1 is a bijective 
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intertwiner by (4.3.19). With the canonical identification V ® Cdet; 1 ~ Cdet; 1 ®V 

we have an intertwining operator <I>r: A~- 1 (V*) ® V -+ V ® A~- 1 (V*) defined by 

<I>r := q- 1 (id@c5;_\) o (fn-r+2 ®id) o (c5r-l ®id). 

Starting from the explicit expressions for fn-r-+ 2 and c5r--l, a straightforward calculation 
shows that <I>r acts on the basis vectors vj ® Vj as required. D 

COROLLARY 4.5.11. The linear mappings (3, \Ji r, and 4i rare right Aq (U)-comodule 
homomorphisms. 

PROOF. The assertion follows from the previous lemma since (3 = <I> 2 and since the 
natural projections prr and pr; intertwine the right Aq (U)-comodule actions. □ 

LEMMA 4.5.12. Let l :Sr :S l. The bijective intertwining operator 

defined by <I>r := f312 o (323 o · · · o f3r-2,r-1 o f3r--1,r satisfies 

(id® pr;_1 ) o <I>r = <I>r o (pr;_ 1 ® id). 

PROOF. For I= {ii < ... < ir} C [1, n], set vj := v;" ® ... ® v;2 ® v'f1 • It is clear 
from the definitions that 

If j E J, then 

(id®pr;_ 1 ) o <I>r(vj ®vj) = q-1Vj ®vj - (q-q- 1) L c(m,j)vm ®v(I\j)um, 
m<j 

where c(m, j) := (-q)l{iEilm<i<i}I if m ~ I, and c(m, j) := 0 otherwise. Using the 
definition of the q-signum Sq, it follows that c( m, j) = Sq (J\j; m) Sq (I\.j; j)-1 if m < j, 
which concludes the proof of the lemma. □ 

Observe that the multiplication maps 

are intertwiners of the Aq (U)-coactions, since Aq (V) and Aq (V*) are Aq (U)-comodule 
algebras. 

LEMMA 4.5.13. The intertwining operator 

Gr: A~- 1 (V) ® A~- 1 (V*) ® V ® V* -+ A~(V) ® A~(V*) 
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defined by Gr := (ft 0 µ*) o (idA~-1(V) ®~r 0 idv,) satisfies 

for2 ~ r ~ l. 

~ 1- q2r 
[0r(Ur-l ®w")] = -q"-1--2 Ur 

-q 

[0-:;- (- IQ, -")] __ o--1 2(1-1) 1 - q2r -r Ur-1 '-'Y W - q q l _ q2 Ur 
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PROOF. If v is a vector of weightµ in the domain of Gr, then Gr ( v) is again a weight 
vector of weightµ since Gr intertwines the right Aq(U)-coaction. Hence, for a fixed 

IC [1,l]U[l',n] withinI' = 0and III= r-1, wehavethat[Gr(vr®vj,0v8 @v;)] = 0 
unless s, t (/. I U I' ands -::/- t. By the explicit formulas for the action of ~r (cf. Lemma 
4.5.10), it follows that 

[Gr(Ur-1 0 w")] = -q" L VJ I\ Vk 0 vj, I\ vZ,, = -q" L CJVJ 0 vj, 
I,k J 

where the first sum is taken over pairs (I, k) with I c [1, l] U [l', n], k E [1, l] U [l', n], 
III = r - 1, I n I' = 0 and k (/. I U I', and the second sum is taken over subsets 
J c [1, l] U [l', n] with J n J' = 0 and IJI = r. The corresponding constant CJ is given 
by 

. r-1 1 2r 

CJ= L sq(J \ k; k) Sq(k'; J' \ k') = L(sq(J \ k; k)) 2 = Lq28 = 1 -=_ q 2 . 

kEJ kEJ s=O q 

The proof for the leading term of Gr( Ur-l 0 w") is similar. □ 

Proposition 4.5.9 can now be proved by induction tor, using the previous lemma for the 
induction step. 

PROOF OF PROPOSITION 4.5.9. Define an intertwiner 

0r: V®(r-i) 0 (V*)®(r-i) 0 V 0 V* ---+ V®r 0 (V*)®r 

by 

0r := idv0c»-1) ®<I>r 0 idv, . 

It follows from Lemma 4.5.12 that 

(4.5.23) 

From the definitions of W r and <I> r it follows that 

Wr = 0r O (Wr-1 0 id) 

and hence by (4.5.23) 

(4.5.24) 
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This allows us to prove the proposition by induction to r. The proposition is trivial for 
r = l. Suppose that r ~ 2. By the induction hypotheses and Lemma 4.5.8 we have 

where v.xv is some weight vector of weight Av and C(µ) is defined by (4.5.16). For 
v E C((1r-l )) we have [0r( v.xv ®wlT)] = 0, hence the induction step for the computation 
of [~r((wlT)®r)] follows by combining Lemma 4.5.13 with (4.5.24). The leading term 

[ ~ r ( ( iiJIT) ®r)] can be computed in a similar way. □ 

REMARK 4.5.14. It should be observed that the proof of Theorem 4.5.6 differs in 
important details from the proof of Theorem 4.4.1. Observe for instance that Lemma 
4.5.7 does not hold with £IT-fixed replaced by £00 -fixed, since any £00 -fixed vector lies 
automatically in the zero weight space of the module. 

4.6. Zonal ( o-, T )-spherical functions 

In this section the tr -invariant (-oo < T < oo) functions are studied in the quantized 
coordinate ring Aq (£IT\ U) ( -oo < o- < oo). The results of this section were announced 
in [92, Section 3]. The rank 1 case of these results were earlier derived by Koomwinder 
[63] for n = 2 and for arbitrary projective space by Noumi and Dijkhuizen [24]. 

Let -oo < o-, T :s; oo and denote 1{1T,r for the *-subalgebra of left £1T -invariant and 
right er -invariant functions in Aq(U). From Theorem 4.4.1, Theorem 4.5.6 and (4.3.9) 
we obtain the decomposition 

(4.6.1) JilT,r = EB 1ilT·r(>.), 1ilT·r(>.) := W(>.) n JilT,r, 

>-EPt 

the subspaces 1{1T,r (>.) (,\ E P-j) being one dimensional. A non-zero element 'PIT,r (>.) E 
JilT,r(>.) is called a zonal (o-, T)-spherical function. Since the decomposition (4.3.9) is 
orthogonal with respect to the inner product ('P, 1/J) = h( 1/J* 'P ), the zonal spherical func­
tions 'PIT,r(>.) (,\ E P-J) are mutually orthogonal with respect to(.,.). 

Let M denote a right Aq (U)-comodule with comodule mapping RM and an invariant 
inner product (., . ) . With any two elements v, w E M we associate the matrix coefficient 

(4.6.2) 0M(v, w) := ~)w(l), v)w(2) E Aq(U), 
(w) 

RM(w) =: LW(l) 0w(2)­

(w) 

The map 0M induces a linear map (denoted by the same symbol) 

which is surjective onto the subspace spanned by the matrix coefficients of M. If no 
confusion can arise we sometimes write 0 := 0 M. The following lemma is a direct 
consequence of these definitions ( cf. [91, Lemma 4.8]). 
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LEMMA 4.6.1. Let M be a unitary right Aq(U)-comodule. The map 0M: M 0 ® 
M ➔ Aq (U) satisfies the following properties: 

(i) 0 M is a Aq (U)-bicomodule homomorphism, i.e. 

(4.6.3) D,. 0 0M = (0M ® id) 0 (id ®RM), D,. 0 0M = (id ®0M) 0 (R°M ® id), 

where Rir is defined as in Remark 4.3.1. 
(ii) 0M(v,w) = T(0M(w,v)) (v,w EM). 

(iii) If M is irreducible of highest weight A E p+, then 0 M : M 0 ® M ➔ W ( >-.) is an 
isomorphism of Aq(U)-bicomodules. 

Lemma4.6.l can be used to construct zonal (a, T)-spherical functions as follows. Let 
v,,.(>-.) E V(>-.) respectively vr(>-.) E V(>-.) 0 be a non-zero t,,.-fixed respectively tr-fixed 
vector(>-. E Pt). Let(.,.) be a unitary inner product on V(>-.), and write 0>. for the map 
0 in Lemma 4.6.1 with respect to the unitary comodule (V(>-.), (., .) ). Then 

(4.6.4) 

is a zonal ( a, T )-spherical function by Lemma 4.6.1. This leads to the following lemma. 

LEMMA 4.6.2. Let -oo < a, T < oo and A E Pt. The image of 'P,,.,r (>-.) under the 
restriction map IT: Aq(U) ➔ A(T) is of the form 

(4.6.5) 'PO''r(>-.)IT = C>,bm>.b(x) + L CvXv, c,1 Ere, 
vEC(>.b) 

with C>,b -/- 0 and C(v) given by (4.5.16). Here the notation xv := xr'x~2 ••• x~1 for 
v = ( v1 , ... , v1) E Pr, is used, where the Xi (l ~ i ~ l) are defined by ( 4.2.10). 

PROOF. Since any >,. E Pt can be written as a positive integral linear combination 
of the fundamental spherical weights { Wr h<r<l, it follows by an easy argument using 
tensor products, Lemma 4.5.7 and Lemma 4.5.8that (4.6.5) for arbitrary>,. E Pt follows 
from (4.6.5) for the fundamental spherical weights { Wr }~=l · 

So fix a fundamental weight Wr (1 ~ r ~ l). Consider the unitary inner product 

(4.6.6) 

on A; (V) ® A; (V*) ( cf. Section 4.3) and write 0 for the map ( 4.6.2) associated with the 

module (A;(v) ® A~(V*), (.,.)).By (4.5.14), the module V(wr) may be considered as 
irreducible component of A~ (V) ® A~ (V *) with unitary structure given by the restriction 
of (.,.)to V(wr)- Then, by Proposition 4.5.9 and the fact that Ur E A~(V) ® A;(V*) 
(respectively Ur E A~(V) 0 ® A~(V*) 0 ) lies in the unique irreducible component V( Wr) 
(respectively V ( Wr )0 ), the principal terms of the t,,. -fixed vector v,,. ( Wr) and the er -fixed 
vector Vr ( Wr) are given by 

(4.6.7) [v,,.(wr)] = CrUr, [vr(wr)] = Cr'Ur 

for non-zero constants er, Cr E C. For vµ E A~(V) ® A~(V*) of weightµ and Vv E 

A;(V) 0 ® A~(V*) 0 of weight v we have 0(vv, V;,) IT = 0 ifµ -/- V, and 0(·uv, Vµ)IT is a 
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multiple of zµ ifµ = v. Using furthermore Lemma 4.5.8 and using the fact that <C[x±1] 
is the subalgebra of A(T) spanned by the monomials zµ ( = xµ1) (µ E PK), we obtain 
from (4.6.7), 

cpu,r(,~)IT = 0(vr(wr),vu(wr)) 1T 

= 0([vr(wr)],[vu(wr)l) 1T + L d,,x" 
vEC((l")) 

= dw)m(l")(x) + L d,,x" 
vEC((l")) 

withdw) = CrCr -f O,since0(ur,Ur)1T = mw)(x). Thiscompletestheproofof(4.6.5) 
for the fundamental spherical weights. D 

Lemma 4.6.2 has the following important consequence. 

COROLLARY 4.6.3. The restriction of the map IT: Aq(U) ➔ A(T) to 1-{_u,r defines 
an injection from 1-{_u,r into <C[x±1] for -oo < <T, T < oo. In particular, 1-{_u,r is a 
commutative algebra for -oo < <T, r < oo. 

Recall from [104] and [92, Section 3] the Casimir operator 

C := L q2(n-i) LtS(Lji) E Uq(g). 
ij 

Since C is central, it acts on W(.X) (.XE P+) as a scalar X>.(C), which is given by 

n 
X>. = L q2(>.k+n-k). 

k=l 

Also, C maps 1-{_u,r into itself. Therefore, if -oo < <T, r < oo, the restricted Casimir 
operator C: 1-{_u,r ➔ 1-{_u,r induces an operator 

L: 1-{_u,r IT ➔ 1-{_u,r IT C <C[x±1]' 

which is called the radial part of C. Explicitly, Lis the map which satisfies 

Crucial for the identification of the zonal ( <T, r )-spherical functions is the realization of the 
radial part L of the Casimir element C as the restriction to 1-{_u,r IT of an explicit second 
order q2-difference operator on <C[x±1 ]. Without proof we will state here the result (see 
[92, Section 3]). 

THEOREM 4.6.4. ([92]) Let -oo < <T, r < oo and .X E P'f<:- The operator L -
X>. ( C) id coincides on 1-{_u,r IT C <C[x±l] with a constant multiple of Koomwinder's sec­
ond order q2-difference operator D - E>,1 id in the variables x = (x1, ... , x1) with base 
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q2 and parameters (t;_, t) = (t;_",r, q2 ), given by 

(4.6.8) 
t"'T _ -q"+r+l 
0 - ' 

t<I,T _ r,-r+l 
2 - q ' 

t<I,T - -<I-T+l 
1 - -q ' 

t<I,T _ q-<I+r+2(n-2l)+l 
3 - • 

For a proof of the theorem for rank 1, see [24]. In [94] a proof can be found for the 
special case n = 2l and a = T = 0. 

Note that t;_",T E VK for -00 < a, T < 00 (cf. Section 2.6) and that t~'T tr,T t~,T t~'T E 
(0, 1). In particular, the eigenvalues E>-.1 are mutually different for compatible weights 
when -oo < a, T < oo (see Proposition 3.6.5). 

We write Dr,,r for Koomwinder's second order q2-difference operator in base q2 

with parameters (t;_",r, q2 ), and E;,r (µ E Pt) for the corresponding eigenvalues. We 

furthermore write PJ:, r ( x) : = P µ ( x; f;_", r; q2 ) (µ E Pt) for the corresponding monic 
Koomwinder polynomials in base q2 • By Theorem 4.6.4, if",r(,\)IT E C[x±1 ] is an 

eigenfunction of Dr,,r with eigenvalue E;( for,\ E Pt. By [94, Lemma 6.2], any 
eigenfunction <f>(x) E C[x±l] of D",r with eigenvalue E;,r (µ E Pt) which is of the 
particular form 

<f>(x) = cµmµ(x) + L CvXv 

vEC(µ) 

is a constant multiple of the Koomwinder polynomial PJ:, r ( x). Combined with Lemma 
4.6.2, the following main result of the paper [92] is obtained. 

THEOREM4.6.5. ([92]) Let -oo < a,T < oo. The restriction if",r(,\)IT of the 

zanal spherical function if",r (,\) E Ji",r (,\) (,\ E Pt) is equal to the Koomwinder 
polynomial P;( ( x ), up to a non-zero scalar multiple. In particular, IT defines an algebra 

isomorphism from Ji",r onto C[x±1 ]w. 

REMARK 4.6.6. It should be observed here that the assumption -oo < a, T < oo 
in the preceding arguments is absolutely essential. In fact, the map IT: Aq(U) -+ A(T) 
factors through the projection 7rK: Aq(U) -+ Aq(K). This implies that the image of 
Ji",r under IT is one dimensional as soon as either a or Tis infinite. 

4.7. Limit transitions on quantum Grassmannians 

In this section the right F -invariant ( -oo < T :S oo) functions in the quantized 
coordinate ring Aq(U / K) = Aq(t00 \U) are studied. The harmonic analysis for a= oo 
and/or T = oo will be derived as limit case of the harmonic analysis for -oo < a, T < 
oo, using explicit knowledge of the limit transitions from Koornwinder polynomials to 
multivariable big and little q-Jacobi polynomials. The rank 1 case of these results were 
earlier derived by Koomwinder [63] for 2-spheres and for arbitq.ry projective space by 
Noumi and Dijkhuizen [24]. 

For the proper interpretation of the limit transitions of the zonal spherical functions, a 
careful study is needed of the pre-images of the W-invariantfunctions e8 (x) := m(l s) (x) 
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(1 ::; s ::; l) under the isomorphism IT : 11u,r --+ qx±1 ]W. For -oo < 1J, T < oo, write 
e~,r for the unique element in 1{u,r such that its restriction to the torus is equal to er(x) 
(1 ::; r ::; l). It is convenient to put e0 (x) := 1 and e~,r := 1. The W-invariant 
functions { er };=1 are algebraically independent generators of C[x±1 ]w. In other words, 
the assignment 

(4.7.1) 

defines an algebra isomorphism C[x±l ]w --+ C[y], where y = (y1 , ... , yt) are l inde­
pendent variables. It follows now from Theorem 4.6.5 that the elements { e~,r };=1 are 
algebraically independent generators of the algebra 1{u,r. 

Using Theorem 4.6.5 it is now easy to derive an explicit form of the restriction 
of the normalized Haar functional h to 11u,r. Recall that the parameters tu,r lies in 
the parameter domain Vi< for -oo < 1J, T < oo (see Definition 2.6.1 for the defini­
tion of Vx). Let(., .)1ff,.,.,q2 be the non degenerate bilinear form for which the Koorn­
winder polynomials P;:,r(x) (µ E Pt) are mutually orthogonal (see Theorem 2.6.6). 
Write (cf>)u,r := (¢, 1)1ff,.,. ,q2 for the constant term of cf> E C[x±l ]w. Observe that 
(l)u,r = N(O; trr,r; q2 ) is known explicitly by Gustafson's evaluation of the multidi­
mensional Askey0 Wilson integral (cf. (2.1.1)). In particular, the constant term (l)u,r is 
non-zero for all -oo < 1J, T < oo. 

COROLLARY 4.7.1. Let -oo < 1J, T < oo. The restricted Haar functional h : 
1{u,r --+ IC is explicitly given by 

h(P(e~'r,e~'r, ... ,ef'r)) = ((P))u,r (PEC[x±l]w). 
1 O',T 

PROOF. The left and the right hand side are equal to zero for P = P;:,r with O -::j:. 

µ E Pt, and equal to 1 for P = 1. The corollary follows now by linearity, since the 
Koornwinder polynomials p;:,r (x) (µ E Pt) form a linear basis of qx±1 ]w. □ 

Recall the intertwiner 

Wr: (V 0 V*)®r --+ A;(v) 0 A;(V*) 

defined in Proposition 4.5.9. Introduce left tu -fixed vectors w~ E A~(V) 0 A~(V*) and 
right tr -fixed vectors w; E A~(V) 0 0 A~(V*) 0 by 

w; := Wr((wrr)®r), w; := Wr((wT)®r) (1::; r::; l). 
Here we have used the notation w00 := w00 (4.5.11) in case of T = oo, which is com­
patible with the definition of wr for -oo < T < oo since limr--+oo 1vr = w 00 • Consider 
now the (1J, T)-spherical elements 

r 

(4.7.2) 
s=O 

(cf. (4.5.14)), where 0 is the map (4.6.2) associated with the unitary module (A~(V) 0 
A~ (V*), (., .) ) (see (4.6.6) for the definition of(.,.)). It is convenient to put <p~,r := 1. By 
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Theorem 4.6.5 and (4.7.2), cp~,T IT is a linear combination of the W-invariant functions 

es(x) E C[x±l ]w (0 S s Sr). 

LEMMA 4.7.2. Let -oo < u, T < oo, 1 Sr S l. In the expansion 

a-,T r( (]" T) + + r( (]" T) 'Pr IT = ar q , q er · · · aa q , q ea, 

each coefficient ai is a polynomial in qa- and q T which is the sum of monomials of partial 
degree 2:'. i in each of the variables. Moreover, a;(qa-, qT) = Cr(u)cr( T) = cqra-+rT with 
c-=/- 0 independent of qa- and qT, where cr(u) and er( T) are defined in Proposition 4.5.9. 

PROOF. It is obvious from the definitions that the coefficients are polynomial in qa­
and qT. To prove the estimates on the partial degrees, we study the action of the inter­
twiner W r on the vectors ( wa-) ®r and ( w T) ®r in detail. We proceed in a number of steps. 

1) Let 1 S i1 S · · · S ir S n and 1 S i1 S · · · S ir S n be integers. We use 
the shorthand notation i. := ( i 1 , ... , ir ), j := (j1 , ... , ir ). Call a tensor tin some tensor 
product space made up of factors V or V* (the total number of factors V being equal to 
the total number of factors V*) a basic tensor of type (i., j) if t is the tensor product in any 
given order of the vectors vi, , ... , Vi" and v;, , ... , vt. Let nk (i.) denote the cardinality 
of the set {p E [1, r] I ip = k }. For a basic tensor t of type (i., j) define 

n 

n(t) := Lmin(nk(i.),nk(,D). 
k=l 

From an informal point of view, n ( t) is the number of factors vi in t that "cancel" against 
a factorv;. Recall the intertwinedlir: (V@V*)®r ---+ V®r ® (V*)®r defined in (4.5.20). 
Lett be a basic tensor in (V 0 V*)®r. Since \Jlr is the composition of the intertwiner 
/3 (see (4.5.20)) it follows by inspection of (4.5.19) that \Jlr(t) is a linear combination of 
basic tensors t' in V®r 0 (V*)®r with n(t') = n(t). 

(2) A basic tensor t E (V 0 V*)®r is called typical if it is a product of tensors in 
V@ V* of type Vi @v; (1 S i S n-l), Vi @v7,, Vi' @v; (1 S i S l). We call a typical tensor 
t E (V 0 V*)®r k-typical if the number of factors of type Vi 0 v;, (i E [1, l] U [l', n]) is 
equal to k. If tis a k-typical tensor then Wr(t) is a linear combination of elements v1 0 vj 
where I, JC [1,n] are such that III= IJI =rand II n JI 2:: r - k. In fact, this follows 
from (1) and the definition of Wr, since n(t) 2:: r - k. 

(3) It is an immediate consequence of the definition of the coactions on A~ (V) and 
A~(V*) andof(4.3.19)that 

0(v1 0 vj, VK 0 v.i)1T = q-<2Ph)/h,KJ.1,Lzf1 -fJ, 

for I, JC [1,n] with III= IJI = r. 
(4) Lett beak-typical tensor and t' am-typical tensor. Fix a weightµ E W(li) c 

PE (i E [1, r]) and suppose that the coefficient of z>-.,, is non-zero in the expansion of 

0(Wr(t), Wr(t')) IT with respect to the basis { z>-. hEP of A(T). Then, k 2:: i and m 2:: i. 
This is a straightforward consequence of (2) and (3). 
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(5) There is a unique expansion (w,,.)®r = E~=O Ltk Ctktk where tk runs over 
all k-typical tensors in (V ® V*)®r and where the Ctk =fa 0 are linear combinations 
of monomials (qu)i with i 2:: k. Similarly, there is a unique expansion (w7 )®r = 
E~=O Lt~ dt~ tk where tk runs over all k-typical tensors in (V ® V*)®r and where the 

dt~ =fa Oare linear combinations of monomials (q7 )i with i 2:: k. Hence, 

r 

'P~' 7 1T = L L Ctkt:,,0(ir(t~), ir(tk))1r 
k,m=O tk,t:,, 

with Ctkt:,, = Ctkdt:,, a linear combination of monomials (qu)i(qr)i with i 2:: k and 
j 2:: m. Combined with (4) this yields the desired lower bounds on the partial degrees of 
the monomials (qu)i (q7 )i occurring in ar(q,,., q7 ). The explicit expression for a~ ( q,,., q7 ) 

follows immediately from Proposition 4.5.9. □ 

As a corollary we obtain the following crucial lemma. 

LEMMA 4.7.3. Let -oo < T < oo. The limits 

lim qru e~,r, lim q2ru e~',,. (1 :S r :S l) 
u➔oo u➔oo 

exist in Aq (U). In other words, the coefficients of qru e~,r respectively q2ru e~,,,. in the 
expansion with respect to the monomial basis of Aq (U) tend to finite values in the limit 
(j --+ oo, 

PROOF. Fix 1 :S r :S l and let -oo < <7, T < oo. From Lemma 4.7.2 it is readily 
deduced that 

qru+rrer = b;(qu,qr)cp~'TIT + ... + bci(qu,qr)cpg,rlT• 

with bi (0 :S i :S r) some polynomial in two variables and b~ a non-zero constant poly­
nomial (the important fact here is that bi is a polynomial and not a Laurent polynomial). 
Hence 

(4.7.3) 

Since cpf' 7 --+ cpf'7 and cpf',,. --+ cpf'00 when <7 --+ oo, the lemma follows. 

In view of Lemma 4.7.3 we may set for 1 :Sr :S land -oo < T < oo, 

(4.7.4) e';°'T := lim qr(u+r-1)(-lYe~'r, e';°'oo := lim qr(2u-1)(-1Ye~'(T. 
u➔oo u➔oo 

□ 

It is clear from the definitions that e';°' 7 E 11,00 ,r (1 :S r :S l, -oo < T :S oo). Observe 
that the elements (-lYe~,r are mapped onto er(-x) E qx±1 ]w under the restriction 
mapping IT· It will be shown later on that the limit transitions (4.7.4) on the level of 
quantum Grassmannians tum out to be the proper analogue of the limit transitions 

(4.7.5) lim urer(u-1y) = er(Y), (1 :Sr :S l) 
u➔O 

(y = (Y1, ... , Yz) ), where er (y) = mw) (y) E C[y] 6 is the rth elementary symmetric 
polynomial (1 :S r :S l). It was shown in the previous chapter that the limit transitions 
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(4.7.5) play a crucial role for the limits from Koomwinder polynomials to multivariable 
big and little q-Jacobi polynomials. 

The elements er (1 :S r :S l) are algebraically independent generators of the algebra 
<C[x] 6 . In other words, we have an algebra isomorphism <C[x] 6 ---+ <C[y] which will be 
denoted in the same way as the algebra isomorphism <C[x±l ]W ---+ <C[y] (4.7.1): 

(4.7.6) P(e1(x), ... ,ez(x)) := P(x), (PE <C[x] 6 ). 

THEOREM 4.7.4. Let -oo < T < oo. The elements ec;-i,r (1 :S r :S l) mutually 
commute and are algebraically independent generators of the algebra 1-l00 ' 7 • Any zanal 
(oo,T)-sphericalfunctionrp00 ' 7 (.\) E 7-{00 , 7 (.\) (,\ E P't)isequaltoanon-zeroscalar 
multiple of 

pB (eoo,r e-oo,r · l q2(n-2l) l q2r+2(n-2l). q2) 
>-.I 1 , · · · , l , , ' ' ' ' 

where P/! (.; a, b, c, d; t) is the multivariable big q-Jacobi polynomial in base q2• 

PROOF. The elements e~'7 (1 :S r :S l) mutually commute for a finite by Corollary 
4.6.3. Combined with the definition of the elements e';-'' 7 (4.7.4), it follows that the e';-'' 7 

(1 :S r :S l) mutually commute. Hence the element Q( er"'7 , ..• , e'('' 7 ) E 1{00 ,r for a 
polynomial Q E <C[y] is well defined. 

For a finite and,\ E Pi, a zonal (a,T)-spherical function rp,,.' 7 (.\) E 7-la, 7 (.\) is 
given by 

(4.7.7) rpa,r(.\) := (-qa+r-l)i>-.1i?.>,.1(ef'r, ... ,er'T;ta,r;q2) 

with Pµ(.; t; t) the Koomwinder polynomial in base q2 (cf. Theorem 4.6.5). Using the 
elementary properties of the Koomwinder polynomials given in Remark 2.3 .11, this zonal 
(a, T)-spherical function can be rewritten as 

rp,,.' 7 (.\) = (sc)-l>-.1if>>-.1(scff, ... ,s~J{;tB(c:);q2), 

where S6 := q/c:(cd) ½, J;. := (-s 6 )-r e~,r, E := qa-(n-2t) and 

tB(c:) = (c:-1(q2c/d)½, -c:-1(q2d/c)½ ,rn(q2d/c)½, -c:b(q2c/d)½), 

with parameters a, b, c, d given by 

(4.7.8) a:= 1, b := q2(n-2l), C := 1, d := q2r+2(n-2l). 

Observe that s6 = q1-a-r, hence by the definition (4.7.4) of ec;-i,r, limE.J,o J;. = ec;-i,r 
for all r. Combined with the limit transition from Koomwinder polynomials to mul­
tivariable big q-Jacobi polynomials (cf. Corollary 3.4.6), we have that rp00 ' 7 (.\) ·­

lim,,.➔oo rpa,r (.\) exists as limit in Aq (U), and that 

(4.7.9) rpOO,T (.\) = p~ (er°'T l • •. l e'(''T; 1, q2(n-2[) l 1, q2r+2(n-2[); q2) 

with P/! (.;a, b, c, d; t) the big q-Jacobi polynomial in base q2 • It is clear that rp00 ' 7 (.\) E 
1{00 ,r (.\), but it may be zero since the algebraic independence of the elements e';-'' 7 (r E 
[1, l]) is not yet established. To prove that rp00 ' 7 (.\) is non-zero, we compute the quadratic 
norm llrp,,.' 7 (.\)11 2 with respect to the inner product (¢,'l/;) := h('l/;*¢), where his the 
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normalized Haar functional. Since all highest weights .X E Pt_ are self dual (i.e. V(.X) is 
isomorphic to its dual representation), and since the two-sided coideal to- is T-invariant, 
we have (<po-,r(.X)) * = <po-,r(.X). Then it follows from the definition (4.7.7) of <po-,r(.X), 
Corollary 4.7.1 and Theorem 2.6.6 that 

(4.7.10) II o-,r(.X)ll2 = h(( o-,r(.X))2) = -21>.11N(.Xq;tB(c);q2) 
<p <p 86 N(0; tB(E); q2 ) ' 

where N(µ; t; t) fort E VK and O < t < l is the quadratic norm of the Koomwinder 
polynomial Pµ (.; t; t) in base q2 with respect to the corresponding inner product(., .lt_,t 
(cf. Theorem 2.6.6). The limit E -J, 0 (equivalently, CJ ➔ oo) in (4.7.10) can now be 
computed in the left hand side and in the right hand side (cf. the proof of Theorem 3.4.5). 
It follows that 

NB(_xq. 1 q2(n-2!) 1 q2r+2(n-2!). q2) 
11 00 T (A) 112 ' ' ' ' ' 

<p ' = NB (O; 1, q2(n-2l), 1, q2r+2(n-2!); q2) ' 

where NB(µ; a, b, c, d; t) is the quadratic norm of the multivariable big q-Jacobi polyno­
mial Pf!(.; a, b, c, d; t) in base q2 (see Theorem 3.4.5). It follows in particular that the 
quadratic norm ll'Poo,r (.X) 11 2 is non-zero, hence <poo,r (.X) =/:- 0 for all .X E Pt_. Hence the 
elements <poo,r (.X) E 1-{ 00 ,r (.X) are zonal ( oo, T )-spherical functions for all .X E Pt_. 

It remains to prove that the e';',r (1 ~ r ~ l) are algebraically independent. Consider 
the finite dimensional subspaces 

EB 
The dimension of the linear subspace 1-lm is equal to the number of positive integers 
m = (m1, ... , m1) E Z~1 with 1ml := Li mi ~ m, since Wr- ~ w1 for all r E [O, l]. 
For such a sequence of positive integers m, set Qfil(y) := y"{" 1 •.. yr7'1. Since e';',r E 

ffi~=01-{00 ,r(ws) and 

EB 
we have Qfil(e"(°'T, ... , er'T) E 1-lm for all m with 1ml ~ m. Hence the algebraic 
independence of e';',T (1 ~ r ~ l) will follow from the fact that Qfil(e"(°'T, ... , er'T) 
(1ml ~ m) span 1-lm for all m E Z+ 

Observe that 1-lm is spanned by the zonal spherical functions <p00 ,r(.X) (A ~ mw1). 

Since P(!(x) (µ E P;i,) is of the form mµ(x) + LvEPJ,v<µ cvihv(x) for certain con­
stants Cv, it follows from the explicit expression (4.7.9) for <poo,r (.X) that each <poo,r (.X) 
with .x ~ mwz can be written as a linear combination of Qfil(e"(°'T, ... , er'T) (1ml ~ m). 
Hence, the monomials Qfil(e"(''T, ... , er'T) (1ml ~ m) span 1-lm. □ 

THEOREM 4.7.5. The elements e':;''00 (1 ~ r ~ l) mutually commute and are al­
gebraically independent generators of the algebra 1-{00 , 00 . Any zonal spherical function 
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tp00 , 00 (>,) (,\ E P-};) is equal to a non-zero scalar multiple of 

P L (-00,00 -00,00 2(n-2l) 1 2) 
>,I e, ' ... 'el ; q ' ; q 

where Pf: (.;a, b; t) is the multivariable little q-Jacobi polynomial in base q2 • 

PROOF. By Theorem 4.6.5 and by symmetry properties of the Koomwinder po­
lynomials (cf. Remark 2.3.11), a zonal (a, a)-spherical function 'P,,.,,,.(,\) E H,,.·,,.(,\) 
(,\ E P-};) is explicitly given by 

'P,,.',,.(,\) := (sc)-1"11 .P>,1(scff, ... ,s~f{;tds);q2 ), 

where Pµ (.; t; t) is the Koomwinder polynomial in base q2 and c := q2,,., s0 := q/s, 
J: := (-s0 )-re~',,.,andfL(c) := (C 1q,-aq,sbq,-q) with a:= q2(n-Zl) andb := 1. 
Using Corollary 3.3.4 together with the observation that limc.).o g = e':(°' 00 , the proof is 
analogous to the proof of Theorem 4.7.4. □ 

REMARK 4.7.6. Using the limits e':{°' 00 = limT-+oo e':(°' 7 (1 :S r ::;; l), Theorem 
4.7.5 can also be proved by sending T---+ oo in the results of Theorem 4.7.4. On the level 
of multivariable orthogonal polynomials this limit corresponds with the limit from multi­
variable big q-Jacobi polynomials to multivariable little q-Jacobi polynomials (3.6.25). 

REMARK 4.7.7. As a corollary of Theorem 4.7.4 and Theorem 4.7.5, the restricted 
Haar functional h : 1{,,.,T ---+ <C for a = oo, -oo < T < oo respectively for a = 
T = oo can be expressed in terms of the orthogonality measure of the multivariable 
big respectively little q-Jacobi polynomials, similarly as was proved for the case -oo < 
a, T < oo in Corollary 4.7.1. 

In the last two sections we have interpreted for -oo < a, T < oo, µ E P"t the Koomwin­
der, the multivariable big and the multivariable little q-Jacobi polynomial 

p ( . -q,,-+T+l -q-,,--T+l q,,--T+l q-,,-+T+2(n-2l)+l. q2) 
µ . ' ' ' ' ' ' 

(4.7.11) pB ( . 1 q2( n-21) 1 q2T+2( n-21). q2) 
µ . ' ' ' ' ' ' 

pL( ·q2(n-2l) l·q2) 
µ . ' ' ' 

in base q2 as zonal spherical function on quantum analogues of the complex Grassman­
nian. For each of these polynomials, the limit q t 1 can be computed using the limit 
transitions (3.6.11 ), (3.6. 9) respectively (3.6.10). The limits can be written in terms of the 
generalized Jacobi polynomial PJ (.; n - 2l, O; l) or, equivalently, in terms of the BC 
type Heckman-Opdam polynomial P(!0 (.; n - 2l, l, 1/2). This corresponds nicely with 
the classical interpretation of the Heckman-Opdam polynomial P(!0 (.; n - 2l, l, 1/2) as 
zonal spherical function on the complex Grassmannian U / K (see Section 4.2). 





CHAPTER 5 

Quantum Plucker coordinates 

5.1. Introduction 

In this chapter the algebraic properties of the quantized algebra Aq ( U / K) of regular 
functions on the complex Grassmannian 

U/K = U(n)/(U(n - l) x U(l)) ~ SU(n)/S(U(n - l) x U(l)), (l:::; [n/2]) 

are studied in terms of quantum analogues of Plucker coordinates. The Pliicker coordi­
nates on the complex Grassmannian U / K were discussed in detail in Section 1.3. For the 
generalization to the quantum setting it is convenient to consider the Plucker coordinates 
from a representation theoretic viewpoint as follows. 

The Dynkin diagram of K is obtained from the Dynkin diagram U by deleting its 
( n - l)th node. Consider the irreducible finite dimensional U -highest weight represen­
tation M := V((l n-1)) corresponding to the fundamental weight (1n-l) of the deleted 
node and let v E M be a highest weight vector. Then K C U is the sub-group of U 
which stabilizes the line v E lP'(M). This induces an embedding of the homogeneous 
space U / K into lP'(M), called the Pliicker embedding. Consider the linear dual M* as 
functions on U by the embedding ¢ t-+ ¢(. v) ( ¢ E M* ), and let { <Pi }i be a basis of 
M* consisting of weight vectors. Since the weight spaces are one dimensional, the ba­
sis elements are unique up to rescaling. Then, the elements <Pi(- v) are the holomorphic 
Pliicker coordinates on U / K. The holomorphic Plucker coordinates are sections of a par­
ticular line bundle over U / K. From a physical point of view, the holomorphic Pliicker 
coordinates correspond to coherent states on the complex Grassmannian U / K (for the 
terminology, see Perelomov [100]). The connection of this description of the holomor­
phic Plucker coordinates with the description of Pliicker coordinates in Section 1.3 can 
be made using the explicit realization of Mas the (n - l)th graded piece of the exterior 
algebra on en . The holomorphic Pliicker coordinates correspond then to the dual Plucker 
coordinates of Section 1.3. 

This construction of holomorphic Plucker coordinates can be immediately gener­
alized to the quantum setting (cf. [111], [52]). Indeed, consider the irreducible finite 
dimensional Uq(g)-representation Mq := V((1n-l)) of highest weight (1n-t), and let 
v be a highest weight vector. Furthermore, let { ¢i}i be a basis of weight vectors of the 
linear dual M;. Then, the elements <Pi (. v) are called the quantum holomorphic Pliicker 
coordinates on U / K or, in the terminology of [ 52], quantum coherent states on U / K. 
The quantum Plucker coordinates <Pi(- v) lie in the linear dual of Uq(g). Using the doubly 
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non-degenerate Hopf-*-algebra pairing between Uq (g) and Aq (U), they may considered 
as elements in Aq(U). Products of the form ¢;(.v)(</>j(.v))* lie in Aq(U/K). The el­
ements ( ¢j (. v)) * will be called the quantum anti-holomorphic Pliicker coordinates on 
U / K. The quantum holomorphic and anti-holomorphic Pliicker coordinates can be ex­
pressed in terms of quantum minors using the realization of Mq as the (n - l)th graded 
piece of the quantum analogue of the exterior algebra on en. 

As was shown in the previous chapter, the modules Wr := A~(V) ® A~(V*) (r E 

(1, l]) play a crucial role in the analysis of Aq (U / K). In fact, the irreducible decomposi­
tion of W7• is multiplicity free and the irreducible representations it contains are exactly 
all copies of the fundamental spherical representations V( w 8 ) (s E (0, r]). 

In Section 5 .2 the copy of V ( w r) within Wr will be realized as the kernel of an 
explicitly defined surjective intertwiner !11.,,. : Wr ➔ Wr-l• This intertwiner may be 
considered as a q-analogue of the contraction map. The contraction map Dr,r is a type of 
lowering operator, in the sense that it "removes" the highest fundamental spherical part 
ofWr, 

In the previous chapter, a surjective intertwiner Wr : W 1®r ➔ W 1• (cf. Proposition 
4.5.9) was constructed. This map will be used in this chapter as a type of raising ope­
rator. Using the lowering and raising operator, it is shown in Section 5.3 that there are 
2l sets of elements which each generate the algebra Aq ( U / K). More precisely, for each 
fundamental spherical weight wr (r E (1, l]), two sets of generators exist which can be 
realized as matrix elements of the module Wr. One set of generators corresponding to the 
largest module W1 is exactly the set consisting of products ¢i (. v) ( </>j (. v)) * of quantum 
holomorphic and anti-holomorphic Pliicker coordinates on U / K. 

In Section 5.4 it is shown that the algebra generated by the quantum anti-holomorphic 
Pliicker coordinates is exactly the subalgebra of Aq (U( n-l) )®Aq (SU(l) )-fixed elements 
in Aq (Mat( n, C)) and that the algebra generated by the quantum holomorphic and anti­
holomorphic Pliicker coordinates is exactly the subalgebra of Aq(U(n-l)) ®Aq(SU(l))­
fixed elements in Aq(U(n)). 

The algebraic structure of the algebra generated by the quantum anti-holomorphic 
Pliicker coordinates was clarified by Taft and Towber [126]. In Section 5.5, their results 
are shortly reviewed. We replace certain arguments from [126) by representation theoretic 
arguments from [96]. 

In Section 5.6 the algebra generated by the quantum holomorphic and anti-holomor­
phic Pliicker coordinates is studied in detail. A linear basis of the algebra in terms of 
"straightened" monomials of quantum Pliicker coordinates is constructed, and defining 
relations between the quantum holomorphic and anti-holomorphic Pliicker coordinates 
are given. The algebra Aq(U / K) can be extracted as the subalgebra of "zero-weighted" 
elements, i.e. it is the subalgebra spanned by straightened monomials for which the num­
ber of occurrences of quantum holomorphic Pliicker coordinates is equal to the number 
of occurrences of quantum anti-holomorphic Pliicker coordinates. 

In Section 5.7, the subalgebra of bi-Aq (K)-fixed elements is studied in terms of the 
quantum Pliicker coordinates. 
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5.2. The contraction map 

In the following proposition the q-analogue of the contraction map is defined. Recall 
the construction of the right Aq(U)-comodules A~(V) and A~(V*) in Section 4.3. 

PROPOSITION 5.2.1. Fix I ::; r, s ::; n. The linear mapping 

Or,s: A~(V) 0 A~(V*) ➔ A~- 1 (V) 0 A~- 1 (V*) 

defined by 

Or,s(VJ 0 vj) := L :q~i/:? VJ\i 0 vj\i (III= r, IJI = s) 
iEJnJ q ' 

is an intertwining operator of right Aq(U)-comodules. 

PROOF. Denote R for the comodule mapping on A~ (V) 0 Ag (V*) as well as for the 
comodule mapping on A~- 1 (V) 0 Ag- 1 (V*). Then, on the one hand, we have 

R r, ( *) ~ * ~ Sq(i;Jc)cK (t:L )* 
o Hr,s VJ 0 VJ = L.,_, VK 0 VL 0 L.,_, S (Jc- i) ',,J\i ',,J\i , 

IKl=r-1 iEJn.J q ' 
ILl=s-1 

and, on the other hand, 

(Or,s 0 id) o R(v1 0 vj) = L VK @vf 0 

IKl=r-1 
ILl=s-1 

Hence it suffices to prove that for IKI = r - I and ILi = s - I, 

(5 21) ~ Sq(i;Jc)cK.(cL_)*= ~ Sq(k;Lc\k)cKUk(cLUk)*. 
. . L...., s (Jc· i) "'I\i "'J\i L...., s (Kc\k· k)"'1 ',,J 

zEJnJ q ' kEKcn£c q ' 

Formula (5.2.1) will be proved by applying twice the Laplace expansions for quantum 
minors (see Section 4.3). First observe that the q-signum Sq has the following elementary 
properties: 

(5.2.2) 

Sq ( Ii u h J) = Sq ( Ii ; J) Sq ( h J) 

Sq(J; Ji U J2) = Sq(J; J1) Sq(J; J2) 

Sq(J; J) Sq(J; I)= (-q)1 1 11JI 

if Ii n I2 = 0, 
if J1 n h = 0, 

ifl n J = 0. 
From(5.2.2)itfollowsthatfori E In J, III= r, IJI = s, 

(523) Sq(J\i;JCUi) =(- )s-n (J·Jc) (J\"·") . . (I ") q Sq ' Sq i, i Sq c; i 

and fork E Kc n Le, IKI = r - I, ILi = s - I, 

(Kc\k·k)_1 = (- )s-nsq(K;k)sq(LUk;Lc\k) 
(5.2.4) Sq , q Sq(L;Lc) · 
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the first equality following by (4.3.19), the second by the Laplace expansion (4.3.17), 

by (5.2.3). Now, again by (4.3.17) it follows that LkEL" sq(k; U\k)tki ~;:\k = 0 if 
i E Jc. Hence, in the last line of the above computation, the sum may be taken over i E I 
instead of over i EI n J. Moreover, by the Laplace expansion (4.3.18) it follows that 

°" s (I\i· i)~K. t . = {sq(K; k)~fuk if k E Kc, 
~ q ' I\i ki O 'f k EK 
iEJ l ' · 

Hence, 

L Sq(k; Lc\k) Sq(K; k)~fuk~;:\k det~ 1 . 

kEKcn£c 

Now (5.2.1) follows by applying (4.3.19) and (5.2.4). 

Throughout this chapter, let Wr be the right Aq ( U)-comodule 

(5.2.5) 

□ 

By the previous proposition, we have an explicit intertwiner Or,r : Wr ➔ Wr-l of right 
Aq (U)-comodules. Our next objective is to prove that Or,r is surjective. To establish this 
result, we study the action of Or,r on Aq(K)-fixed vectors. In the next proposition an 
explicit linear basis for the space of Aq ( K)-fixed vectors in Wr is given. 

PROPOSITION 5.2.2. Fix I ::::; r ::; l. Write 

J~i) :={IC [I,n] I III= r, IIn [1,n -l]I = i} (0::::; i::::; r), 



and define 

(5.2.6) 

5.2. THE CONTRACTION MAP 

w~i) := L VJ ®vj E Wr. 
JEJ~i) 
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Then the vectors w~i) (0 :Si :S r)form a basis for the subspace of Aq(K)-fixed vectors 
in Wr. 

PROOF. It is obvious from the definition that the vectors w~i) (0 :S i :S r) are linearly 
independent. Moreover, it follows from Theorem 4.4.1 and the decomposition (4.5.14) 
that the subspace of Aq (K)-fixed vectors has dimension r+ 1. It therefore suffices to show 

that the elements w~i) are Aq(K)-fixed. Let I, J c [1, n] be such that III = IJI = r. 
Then 

(5.2.7) 
ifl E J~i), J E J~-il, i -/= j, 

"fl J J(il l , E r , 

with Ii:= In [1,n - l], h := {.i - n + l I j EI n [n - l + l,n]}, and similarly for J. 
By applying (4.3.14), (5.2.7), (4.3.19) and (4.3.16) it follows that 

(id®1rK)(R(w~il)) = L VK ®vt ® L 7rK(~f (~f)*) 

= L VK ® v'k ® l = w~i) ® 1, 
KEJ~i) 

which concludes the proof of the proposition. □ 

Observe that Or,r(w~i)) is an Aq(K)-fixed vector in Wr-l by Proposition 5.2.1 and 
Proposition 5.2.2, hence it can be uniquely written as a linear combination of the basis 

elements { w~~i}~~J. More precisely, we have the following lemma. 

LEMMA 5.2.3. Fix l :Sr :S l. Then, Or,r(w~i)) = c~i)w~i_::-/l + d~i)w~~ 1 with 

ii) = (-q) l-q2 { 
r-n (q2(n-!-i)_q2(n-r+1J) 

r 0 

PROOF. Observe that 

n (w(i)) = r,r r 

ifi = 0, 

if l :S i :S r, 

if O :S i :S r - l, 

ifi = r. 
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where the first term should be omitted when i = 0, and the second term should be omitted 
when i = r. Now 

Sq(Ic\j;j)-1 Sq(j; F\j) = (-q)"-n Sq(j; JC\j)2 

for I C [1, n], III = r - 1. Also, for I E '.J~i_::-f l one has 

n-l-i l _ q2(n-l-i+l) 
Sq(j; JC\j)2 = ~ q2s = ____ _ 

L 1 _ q2 
jE[l,n-1] s=O 

j(/;l 

whereas for I E '.J~i2 1 one has 

l+i-r 2(n-l-i) _ 2(n-,+l) 
Sq(j;Ic\j)2 = L q2(n-l-i+s) = q l _ ;z 

jE[n-l+l,n] s=O 
jf'/:.I 

This proves the assertion. □ 

COROLLARY 5.2.4. The intertwiner Or,r: W,. ➔ W,._ 1 is surjective. The kernel of 
Or,r is equal to the unique copy ofV(wr) within W,.. 

PROOF. It follows from Proposition 5.2.2 and Lemma 5.2.3 that the image of 0,.,,. 
contains the subspace of Aq(K)-fixed vectors in W,._ 1 . Since n,.,r is an intertwiner 
(cf. Proposition 5.2.1), it follows from the irreducible decomposition of the comodules 
W 8 (4.5.14) and from the fact that each V(w- 8 ) has non-zero Aq(K)-fixed vectors (cf. 
Theorem 4.4.1) that Or,r is surjective. Again by (4.5.14) and Proposition 5.2.1, it follows 
that the kernel of Or,,· is the unique copy of V( wr) within Wr, □ 

From Lemma 5.2.3 the following explicit expression for a non-zero Aq(K)-fixed vector 
in V ( W'r) C Wr can be derived. 

COROLLARY 5.2.5. Fix l :S r :S l. A non-zero Aq(K)-.fixed vector in V(wr) C 
A~(V) cgi A~(V*) is given by 

r (q2(l-r+I).q2) 
~ ' . (') 
L ( 2(1-n). 2) iwr' E V(wr), 
i=O q 'q i 

PROOF. The above vector is obviously non-zero, Aq (K)-fixed and an easy computa­
tion using Lemma 5.2.3 shows that the vector lies in the kernel of Or,r· The result follows 
now from Corollary 5.2.4. □ 

In the next proposition it is shown that the Aq(K)-fixed vectors w~r) (1 :S r :S l) can be 

reconstructed from Wi1 J using the "raising operator" W,. ( cf. Proposition 4.5.9). 

PROPOSITION 5.2.6. Let l :Sr :S l. Then Wr((wi1)/>Si'') = d,.w~r) with 

( -q)(;) ( 2 ')) 
dr = (l - q2)" q ; q~ r, 
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where \]i r is the intertwiner defined in Proposition 4.5.9. 

PROOF. By induction tor, the case r = 1 being trivial. For the induction step, recall 

the intertwiner E\ := (prr-l,l ® pr.;_ 1,1 ) o (idA;-'(V) ®~r ® idv•) defined in Lemma 
4.5.13. Then the induction step will follow from the formula 

1 2r 0 ( (r-1) A (1)) _ (- )r-1 -=!I__ (,·) 
T wr-1 '<Y W1 - q 1 2 WT -q 

(5.2.8) 

for 2 :S r :S l (compare with the proof of Proposition 4.5.9). Now it follows easily from 
Lemma 4.5.10 that for III = r - 1, 1 :S i :S n, 

E>r(v1 ® vj ®'Vi® vt) = 

Hence 

where 

{
(-qy- 1v1ui®Viui ifi(f.J, 

( )·r-1( 2 1)~ (sq(J\i;m))2 . * ifi E J. 
-q q - L.,_ Sq(J\i;i) 'VJUm®V1um 

m<z 

L CJ VJ® vj, 
JC[l,n-1] 

IJl=r 

CJ:=L (1+(q2-l)L(sq(J\(~U~);i_))2). 
. J Sq ( J\ ( Z LJ J); J) 
iE jEJ 

j>i 

A straightforward computation using (5.2.2) shows that 

r-1 1 2r 

CJ = ~ q2s = -=!i__ 
L.., 1- 2· 
s=O q 

This proves the proposition. □ 

Observe that Proposition 5.2.6 can be used to prove that the "constant term" ao of i.p~'T IT 
(cf. Lemma 4.7.2) is non-zero. In fact, a0 can be computed explicitly using Proposition 
5.2.6. 

5.3. Algebraic generators of Aq (U / K) 

Recall that the subspace of right Aq ( K)-invariant functions 

Aq(U/K) := {ip E Aq(U) I (id®7rK) 0 ~(ip) = i.p ® 1}, 

is a *-subalgebra and a left Aq ( U)-subcomodule of Aq (U). The goal of this section is to 
give several explicit sets of generators for Aq ( U / K). 
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Define an inner product on Wr by 

(5.3.1) (v10vj,vK 0vr) := (v1,vK)(vj,v.i) = 81,K8J,Lq-<2P,fJ) 

(cf. Section 4.3). Write Br for the map of Lemma 4.6.1 associated with the unitary 
comodule (Wr, (., .) ). Observe that 

(5.3.2) 

where I, J, K, L are subsets of [1, n] of cardinality r. 

PROPOSITION 5.3.1. Fix r E [1, l]. The elements 

1/J~i) := L ~}1,r](dn-r+l,n])* E Aq(U) (i E [O,r]) 

/EJ~i) 

are highest weight vectors of highest weight Wr with respect to the natural left Aq(U)­

coaction on Aq (U). Furthermore, the 1/)~i) (i E [O, r]) are right Aq (K)-invariant and 
they differ only by a non-zero scalar multiple. 

PROOF. Write Ur for the highest weight vector V[i,r] 18) v[n-r+i,n] of the unique copy 

ofV(wr)withinWr. Theelements1,Wl := Br(ur,w~i))(i E [O,r])arerightAq(K)­

invariant and satisfy ( 'Ir- 18) id) o ~( 7,&~i)) = z""r 18) 7,&~i) by Lemma 4.6.1, Proposition 

5.2.2 and Remark 4.3.1. We claim that the elements 1,&?l are all non-zero and that they 
differ only by a non-zero scalar multiple. The proof of the proposition is then completed 
by observing that 1/J~i) is a non-zero multiple of 7,&~i) for all i E [O, r] (cf. (5.2.6), (5.3.2)). 

For any i E [O, r] let v~i) E V ( w;) C Wr denote a non-zero Aq (K)-fixed vec­

tor. By Corollary 5.2.5 one has vtl = I:;;=0 ,\;w~i) with ,\; f. 0 for all i. Since 

the inner product(·,·) on Wr is invariant under the coaction of Aq(U), the vectors v~i) 

(0 :S i :S r) are mutually orthogonal. We may therefore assume that the v~i) have been 
rescaled such that they form an orthonormal basis of the subspace of Aq ( K)-fixed vectors 

in Wr. Thenw~i) = I:;=0 (w~i),v~j))v~j) with (w~il,v~r)) = I:;=0 ,\j(w~i),w~j)) = 

,\; I;JEJ~iJ q-(2p,,;:i) f. 0 for all O :S i :S r. Now 7,&~i) = (w~i), v~r))Br(ur, v~r)), since 

the V(wj) (0 :S j :S r - 1) lie in the orthogonal complement of V(wr) with respect 

to the inner product ( ·, •) on Wr, In particular, the 1,&?l (0 :S i :S r) differ only by a 

scalar multiple. Moreover, Br(ur, v~r)) f. 0, since the restriction of Br to V(wr) C Wr 

is injective. It follows that 7,&~i) f. 0 for all i E [O, r]. D 

By the Peter-Wey! decomposition (4.3.9) and Theorem 4.4.1, the left Aq(U)-como­
dule Aq (U / K) has a multiplicity-free irreducible decomposition, 

Aq(U/K) = EB VL(,\), VL(,\) := W(,\) n Aq(U/K), 

AEPi 

where VL(,\) is irreducible of highest weight,\. Combined with Proposition 5.3.1 and the 
fact that Aq (U) has no zero divisors we obtain the following proposition. 
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PROPOSITION 5.3.2. For Jl E Pt a highest weight vector}<,r the le.ft -~,,(C)-suhco­
module VL(Aµ) C Aq(U / K) is given by 

1/!µ := l/J~' 1/!? · · · 1/1;'' E A,,(C). 

where 1/!r := ·t/J~r) (1 :S r :S l), a, := Jl/ and a; := Jt; - /t ;+ 1 2 0 ( l :S i :S I - l ). 

Using Proposition 5.3.2 it is now possible to give several sets of algebraic generators 
of the subalgebra Aq(U / K). Fix r E [1, l]. For I. J C [l. 11] such that III = I.JI = ,. 

there are uniquely determined elements :ry'J E A" ( [ ·) such that 

(5.3.3) R(w~,.1)= L v1®v_je59:r"t,, R(11 1\0l)= L 111 1•.1 .rJ.J. 
lll=IJl=r lll=l.1I= 1 

By (4.3.14), the matrix elements XTJ are explicitly given by 

(5.3.4) XiJ = L ~k(~k)*, 
KC[l,n-l] 

IKl=r 

XIJ= L ~k(~k)*. 
KC[n-l+l,n] 

IKl=r 

If xIJ is non-zero, then it is equal to 0(v1 ® vj,wt1) if E = + respectively 0(v1 ® 

vj, w~o)) if E = - up to a non-zero constant. This implies by Lemma 4.6.1 that the x1 J 

are right Aq ( K)-invariant. 
Observe that the elements x1 J for r = 1 and J = { i}, .J = {j} satisfy 

(5.3.5) x:;; = <5ij - xt (1 :S i, j :S n) 

by(4.3.16). ThecontractionmapO,.,r: Wr-+ Wr-l andtheintertwiner~r: (Wi)®"-+ 
Wr can now be used as lowering operator respectively raising operator to prove the fol­
lowing main result of this section. 

THEOREM 5.3.3. Fix r E [1, l] and E E { +, - }. Then, the elements x11 (III = 
I.JI = r) generate the subalgebra Aq(U / K). 

PROOF. For r E [1, l] and EE { +, - }, let B; c Aq(U / K) be the unital subalgebra 
generatedbythex11 (III= I.JI= r). 

Fix r E [2, l]. By Lemma 5.2.3 we have Or,r(w~o)) = d~01 w~~ 1 with d~o) a non-zero 

constant. Now let Ro Or,r act on the vector w~0l, where R is the right Aq (U)-coaction 
on Wr-l, and use that Or,r intertwines the Aq(U)-coaction, then it follows that 

L Or,r(v1 ® vj) ® x11 = d}.0) L VK ® Vr, ® XKL· 
IIl=[Jl=r IKl=ILl=r-1 

Since VK ® Vr, (Kl = ILi = r - 1) form a linear basis of Wr-l, it follows that B;_1 ~ 

B;. Similarly, it follows from Or,·r ( w~")) = c.~") w ;.':__---; 1) with c~") a non-zero constant 

(cf. Lemma 5.2.3) that B-:_ 1 ~ B-:. Furthermore, by (5.3.5) we have Et = R1. Hence 
we have the following inclusions of subalgebras, 

Aq(U/K) 2 B1- 2 B 1--=-_ 1 2 ... 2 B 1 = Bt ~ ... ~ B(-1 ~Bi~ Aq(U/K). 
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So it remains to prove that Bt = Aq ( U / K). Since Bt is a left Aq ( U)-comodule sub­

algebra of Aq(U / K), it suffices to prove that 'ljJt) E Bt for r E [1, l] (cf. Proposition 

5.3.2). Now 'ljJ.~r·) = xt,rl[n-r+l,n]' so by the definition of Bf we have 1/J?J E Bt. For 

r E [2, l] we have ir((w?l)®r) = drwV) for some non-zero constant dr by Proposition 

5.2.6. Let Ro '1'i 1• act on (w?l )®r, where R is the right Aq(U)-coaction on Wr, and use 

that '1'i r intertwines the Aq (U)-coactions, then it follows that 

L '1'ir('Vi 1 ®vi, ®···®Vir @v;,)@x!it .. ,:z:tj, =dr L Vr®vj®xf1· 
i1,••· ,ir IJl=IJl=r 
jl ,··· ,jr 

Since the elements VJ ® vj (III = IJI = r) form a linear basis of Wr, it follows that 

'ljJ~r) = xt,r][n-,·+I,n] E Bt. This concludes the proof of the theorem. □ 

5.4. Algebras generated by quantum Plucker coordinates 

To simplify the notations, we set 

(5.4.1) 

In the terminology of the introduction, the elements (~fi,n-l])* (Ill = n - l) are the 
quantum anti-holomorphic Pliicker coordinates. Since detq lies in the center of Aq (U), 
the study of the algebraic relations between quantum holomorphic and anti-holomorphic 
quantum Pliicker coordinates is equivalent with the study of the algebraic relations be­
tween the elements t1, tj (Ill = IJI = l). This "ambiguity" is caused by the fact that we 
work here with the reductive group U(n) instead of its semisimple part SU(n) (which, 
in the quantum setting, amounts to dividing Aq(U) out by the relation detq = 1). In the 
reductive setting it turns out to be more convenient to work with the elements tr and tj, 
and we will therefore reserve the names quantum anti-holomorphic respectively holomor­
phic Pliicker coordinates to the elements t 1 respectively tj. In terms of these quantum 
analogues of the Pliicker coordinates, the algebraic generators x 11 of Aq(U / K) can be 
rewritten as x11 = t1tj for I, JC [1, n], III = IJI = l (cf. Theorem 5.3.3). 

For the study of the algebraic properties of Aq (U / K) it is convenient to study first 
the algebra generated by the quantum anti-holomorphic Pliicker coordinates tr (Ill = l) 
and the algebra generated by the Pliicker coordinates tr, tj (III = IJI = l). In this section 
these related algebras are characterized by certain invariance properties. 

Let Aq(SU(n)) be the algebra Ag(U(n)) divided out by the two-sided ideal gen­
erated by detq - 1, and set 1r : Aq(U(n)) -+ Ag(SU(n)) for the natural projection. 
There exists a uniqueHopf-*-algebrastructure on Aq(SU(n)) such that 1r is an homomor­
phism of Hopf-*-algebras. Any right Aq (U)-comodule (R, M) has a right Aq(SU(n))­
comodule structure with comodule map given by (id® 1r) o R. If M is irreducible as 
Aq(U)-comodule, then it remains irreducible as Aq(SU(n))-comodule. All ilTeducible 
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Aq(SU(n))-comodules arise in this way. Furthermore, V(A) ::::: V(A') as Aq(SU(n))­
comodule if and only if A - A' E Z(l n). Set 

(5.4.2) K 0 := U(n - l) x SU(l), Aq(K0 ) := Aq(U(n - l)) i31 Aq(SU(l)) 

and let nCJ.: : Aq(U(n)) ---+ Aq(K0 ) be the surjective Hopf-*-algebra homomorphism 
given by 

(5.4.3) 

Then 

(5.4.4) 

is a *-subalgebra and a left Aq (U)-comodule *-subalgebra of Aq (U). 

THEOREM 5.4.1. The left Aq(U)-comodule Aq(U / Ko) has the multiplicity-free ir­
reducible decomposition 

Aq(U/Ko) = EB VL(A), VL(A) := W(A) n Aq(U/Ko), 

.\EPio 

where VL(A) is irreducible of highest weight A. The set P-t of spherical weights are 

explicitly given by P'to := { Aµ,s I µ E Pt, s ~ -µ1} where 

)\µ,s := (µ1, • • • ,µ1,0, ... ,0,-s - µ1, ... - S - µ1) E P;t. 

A highest weight vector of the left Aq(U)-subcomodule VL(Aµ,s) C Aq(U / Ko) is given 
by 

ifs::; 0, 

ifs~ 0 

where 'I/Jµ is defined in Proposition 5.3.2. Furthermore, Aq(U / K 0 ) is generated as alge­
bra by the elements ti, tj (III = JJJ = l). 

A proof of Theorem 5.4.l can be given by repeating the arguments which were 
used in the previous sections and in Chapter 4 for proving the analogous results about 
Aq ( U / K). The details are omitted here. 

We identify the bialgebra Aq (Mat( n, q) with its image under the natural bialgebra 
embedding Aq(Mat(n, C)) '---+ Aq(U). Then 

(5.4.5) Aq (Mat(n, q / K 0 ) := { q> E Aq (Mat(n, q) I (Id i3J 1rCJ.:) o .6..( q>) = q> Q9 1} 

is a left Aq(U)-comodule subalgebra of Aq(Mat(n, q ). 
COROLLARY 5.4.2. (cf [89, formula (17)]) 

The left Aq(U)-comodule Aq(Mat(n)/K0 ) has the multiplicity-free irreducible decom­
position 

(5.4.6) Aq(Mat(n, C)/ Ko)= EB Vi((s1)), 

sEZ+ 
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where VL((l8)) := W((s1)) n Aq(Mat(n, CC)/ K0 ) is an irreducible left Aq(U)-comodule 
of highest weight ( s1 ). A highest weight vector of the left Aq (U)-subcomodule VL ( ( s1)) is 
(t[i,z]) 8 • Furthermore, Aq(Mat(n, CC)/ Ko) is generated as unital algebra by the quantum 
Plucker coordinates t1 (III = l). 

PROOF. Recall that the irreducible decomposition of Aq (Mat( n, CC)) under its natu­
ral Aq(U)-bicomodule structure is given by 

EB W(>.) 

(cf. [96]). The decomposition (5.4.6) and the statement about the highest weight vector 
in VL( ( s1)) are now direct consequences of Theorem 5 .4.1. Let B be the unital subal­
gebra of Aq(Mat(n, CC)/ K 0 ) generated by the t1 (III = l). Since B contains the high­
est weight vectors (t[i,z]) 8 and is stable under the left Aq(U)-coaction, it follows that 
B = Aq(Mat(n,CC)/K0 ). □ 

COROLLARY 5.4.3. There is a natural grading Aq(U / Ko) = EBmEZAm, where 

Furthermore, 

Am = { <p E Aq(U) I (id (5!)1fK) o 6.(¢) = <p ®(I® de(J')}. 

In particular, Aq (U / K) = Ao. 

PROOF. By direct calculations it is verified that t1 E A1 and tj E A-1 for all 
subsets I, J C [I, n] of cardinality l. Since Aq(U / K 0 ) is generated as algebra by the 
quantum Plucker coordinates t1, tj (III = IJI = l) (cf. Theorem 5.4.1), it follows that 
Aq(U / Ko) = EBmEZAm. The remaining assertions are straightforward. □ 

By Theorem 5.3.3, Theorem 5.4.1, Corollary 5.4.2 and Corollary 5.4.3 we may regard 
Aq (Mat( n, CC)/ K O) as the quantum algebra of anti-holomorphic polynomials on U / K 
and Aq(U / Ko) as the quantum algebra of complex-valued polynomials on U / K. Then, 
by Corollary 5.4.3, Aq (U / K) corresponds to the quantum algebra of zero weighted com­
plex valued polynomials on U / K. 

The subalgebra Aq(Mat(n, CC)/ K 0 ) has been studied extensively by Taft and Towber 
[126]. In particular, in [126] an algebraic characterization is obtained for the subalge­
bra Aq(Mat(n, CC)/ Ko) in terms of the quantum Pliicker coordinates t1 (III = l), and 
a linear basis is constructed in terms of straightened monomials in the tr's. Some of 
these results can be recovered from the explicit basis of the irreducible finite dimensional 
Aq ( U)-comodules as given in [96]. Since these results will play an important role in the 
remainder of this chapter, they will be treated in some detail in the next section, following 
mainly the line of arguments from [96]. 



5.5. ALGEBRAIC PROPERTIES OF ANTI-HOLOMORPHIC PLUCKER COORDINATES 145 

5.5. Algebraic properties of anti-holomorphic Plucker coordinates 

In the following lemma we give explicit quadratic relations for the quantum Plticker 
coordinates tr. 

LEMMA5.5.l. Forr1,r2 E [0,l], J1,J2,K C [1,n], IJ1I = l - r1, IJ2I = l - r2 
and IJ<I = r1 + r2, set 

Rq(r1,r2; J1, J2; K) := L sq(J1; K\L) sq(K\L; L) sq(L; Jz)tJ,u(K\LJiLUh· 

LCK 
ILl=r2 

Then, Rq(r1, r2; J1, J2; K) = 0 ifr1 + r2 ~ l + 1. 

PROOF. Follows easily from the generalized Plticker relations given in [96, Proposi­
tion 1.2] and from the definition of the quantum Plticker coordinates tr. □ 

Among the relations in Lemma 5.5.1, there are two types of quadratic relations which 
play an important role for the algebraic structure of Aq(Mat(n, q / K 0 ), namely the so­
called q-Gamir relations and the Young symmetry relations. The q-Gamir relations are 
by definition the quadratic relations 

Rq(l + 1-r,r; J1 , Jz;K) = 0, 

(5.5.l) (r E [1,l], llil = r -1, IJzl = l - r, IKI = l + 1) 

and the Young symmetry relations are by definition the quadratic relations 

(5.5.2) Rq(l, r; 0, Jz; K) = 0, (r E [1, l], IJzl = l - r, IKI = l + r). 
It turns out that the q-Gamir relations, as well as the Young symmetry relations, character­
ize the algebraic structure of Aq (Mat(n, q / K 0 ) completely. Before stating the precise 
result, we need to introduce some more notations and terminology. 

For A E P;; with An ~ 0, let SSTABn(A) be the semistandard tableaux of shape 
A with coefficients in [1, n]. In other words, TE SSTABn(A) is a sequence of numbers 
Tij E [1, n], where for fixed 1 :::; i :::; n, j runs through [1, .X.;], such that Tij < Ti+I,i and 
Tij ::; Ti,j+i for all the relevant i and j. For T E SSTAB,,,(.X.), let TUl c [1, n] be the 
set of numbers in the jth column ofT. Observe that the cardinality ofTUl is equal to the 
number of boxes in the jth column of T. For s E Z + and T E SSTABn ( ( s1)), set 

tr:= trC1>trc2J ... tr(sl E Aq(Mat(n, CC)/ Ko), 

The elements tr (TE SSTABn((s1)), s E Z+) are called the straightened monomials. 
The subspace At(V) spanned by the vectors {vr}1rl=I has a left Aq(U)-comodule 

structure given by the formula 

(5.5.3) L(vr) = L l}®VJ (III =l). 
IJl=l 

With this left Aq(U)-comodule structure, At(V) is irreducible of highest weight (11) 

with highest weight vector V[i,t] and lowest weight vector V[n-l+I,n]· The inner product 
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defined by (v1,VJ) = 81,J for III= IJI = l is left Aq(U)-invariant, where we use the 
convention that a left Aq (U)-comodule (L, M) with inner product(.,.) is left invariant if 

L m(l)(n(l))*(m(2),n(2)) = (m,n)l 'ilm,n EM 
(m),(n) 

(L(m) m(l) ®m(2) := L(m)). Let T(At(V)) := EBsEZ+ At(V) 0 s be the tensor algebra 

of the comodule At(V). The tensor algebra T(At(V)) has a unique left Aq (U)-comodule 
algebra structure such that the coaction on the tensors of degree 1 coincides with the coac­
tion (5.5.3) on At(V). Write L for the corresponding comodule mapping on T(At(V)). 
The comodule map L preserves the natural grading of the tensor algebra, i.e. the sub­
spaces At (V) 0 s are invariant subspaces. The linear map defined by 

Wa: T(A~(V)) ➔ Aq(Mat(n, C)/Ko), Wa(v1i ® v1s 0 ... 0 v!,) := t1i t1s ... t1s 

for IIJ I = l is a surjective left Aq (U)-comodule algebra homomorphism (the subindex a 
of \JI a stands for anti-holomorphic). By Lemma 5.5.1, the elements 

Rq(r1,r2; J1, J2; K) := 

L Sq(J1; K\L) sq(K\L; L) Sq(L; Jz)v.1,u(K\L) 0 VLLJh E A~(V) 02 

LCK 
ILl=r2 

forr1,r2 E [O,l], IJ1I = l - rz, IJ2I = l - r2 and IKI = r1 + r2 with r1 + r2 ~ l + l 
lie in the kernel of \JI a. The following theorem covers the essential results from [126]. A 
proof of the theorem is sketched in which certain arguments from [126] are replaced by 
representation theoretic arguments from [96]. 

THEOREM 5.5.2. Lets E Z+ 
(i) Wa maps At(V) 0 s surjectively onto VL((l8)) := W((l8)) n Aq(Mat(n, C)/K0 ). 

(ii) The set Ba(s) := {tr IT E SSTABn((s1))} is a linear basis ofVL((s1)). The disjoint 
union Ba := UsEZ+Ba(s) is a linear basis of Aq (Mat(n, C)/ Ko). 
(iii) The kernel of \JI a is generated as two-sided ideal by the q-Garnir type elements 

Rq(l + l - r, r; Ji, Jz; K) (r E [1, l], IJ1I = r - 1, IJzl = l - r, IKI = r + 1). 

(iv) The kernel of\J! a is generated as two-sided ideal by the Young symmetry type elements 

Rg(l, r; 0, Jz; K) (r E [1, l], IJ2I = l - r, IKI = l + r). 

PROOF. (i) Fix arbitrary subsets Ij C [1, n] of cardinality land set i := t1, t12 ••• tis. 
We have to show that i E W((l 8 )). 

The left Ag (U)-invariant inner product (., .) on A~ (V) induces in a natural way a left 
Ag(U)-invariant inner product on At(v)0 s, which will also be denoted by(.,.). Then 

i = (L( (v[n-l+l,nJ )08 ), VJ1 0 VJ2 0 ... 0 v1J, 

where we have used the notation 

(La; 0 ¢;,1/;) := La;(¢;,i/;), a; E Aq(U), ¢;,1/; E A~(V) 0 s. 
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Since (v[n-l+l,n])®s E At(V)®s isalowestweightvectoroftheuniquecopyofVL((s1)) 

in At (V)®s, it follows from the unitarity of(., .) that t E W ( (s1) ). 

(ii) In [126] it is shown that an arbitrary product t = t1i t12 ••• tis of Plticker coordinates 
can be rewritten as linear combination of straightened monomials tr (T E SSTABn ( ( s1))) 

by repeated application of the q-Garnir relations (5.5.1) as straightening relations. To­
gether with (i) this implies that VL((l8)) is spanned by the set Ba(s) of straightened 
monomials. Since the dimension of VL ( ( s1)) is equal to the cardinality of SSTABn ( ( s1)) 

(see [96]), (ii) follows. 
(iii) In the proof of (ii), only the q-Garnir relations (5.5.1) are needed to rewrite an arbi­
trary product t = th t12 ••• tis of Plticker coordinates as linear combination of straight­
ened monomials tr (TE SSTABn((s1))). Since the straightened monomials form a basis 
of Aq(Mat(n, C) /Ko), (iii) follows. 
(iv) In [126] it was stated that the Young symmetry relations are sufficient to straighten 
any product of quantum Plticker coordinates, but the proof given in [126] is not complete. 
A complete proof of this fact can be given using [35, Lemma 6.15]. The details will be 
omitted here. □ 

REMARK 5.5.3. Theorem 5.5.2 implies in particular that the restriction of iJJa to 
the Aq(U)-invariant subspace At(V) yields a left Aq(U)-comodule isomorphism from 

A~ (V) onto Span{ t1 }111=1 which maps VJ to t1 for all I. 

The tensor algebra T(At(V)) decomposes as a direct sum 

(5.5.4) T(A~(V)) = EB Ts,t, 
s,tEZ+ 

where Ts,t is the span of tensors v := v1i 181 v1,@ .. . 181 Vfs for which the weight w(v) := 

Lj=l LiEI, i is equal tot. This defines a grading on T(A~(V) ), namely 

Observe that 

Rq(r1,r2;Ji,h;K) ET2,t 

with t the sum of the entries of J1 , h and K. Combined with Theorem 5.5.2 (iii), it 
follows that Ker(iJJ a) is graded, 

(5.5.5) Ker(iJJ a) = EB (Ker(iJJ a) n Ts,t). 
s,tEZ+ 

On the other hand, set 

(5.5.6) Aa(s, t) := Span{tr IT E SSTABn((s1)), w(T) = t}, 

where w(T) := Li,j T;,j is the weight of T, then we have the direct sum decomposition 

(5.5.7) Aq(Mat(n,C)/Ko) = EB Aa(s,t) 
s,tEZ+ 
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by Theorem 5.5.2. Observe that Aa(s, t) s;; '11 a(Ts,t) for alls, t E Z+. In fact, by (5.5.5), 
we have the following lemma. 

LEMMA5.5.4. Foralls,t E Z+ wehaveAa(s,t) = 'Pa(Ts,t). lnparticular, the 
direct sum decomposition (5.5.5) is a grading, 

Aa(s, t).Aa (s', t') C Aa(s + s', t + t'), (s, s', t, t' E Z+) 

and for subsets Ij C [1, n] with IIj I = land t = L;=, LiElj i, we have t1, t1, ... tr, E 
Aa(s, t). 

5.6. The algebraic structure of Aq(U/ K0 ) and Aq(U / K) 

In this section the algebraic structure of the algebra Aq (U / K 0 ) of complex-valued 
polynomial functions on U / K is characterized in terms of the Pliicker coordinates tr, tj. 

The algebraic structure of the subalgebra A~ (Mat(n)/ K 0 ) of Aq(U) generated by 
the quantum holomorphic Pliicker coordinates tj (III = l) follows directly from Theo­
rem 5.5.2. Indeed, applying the *-involution to Lemma 5.5.1, quadratic relations for the 
Pliicker coordinates tj are obtained. In particular, "dual" q-Gamir relations and "dual" 
Young symmetry relations for the tj are obtained by applying the *-involution on the re­
lations (5.5.1) respectively (5.5.2). The map w a in Theorem 5.5.2 should be replaced by 
the map 

'11 ii : T(A~(V*)) -+ A;(Mat(n) / Ko), w h(vj, ® ... ® vjJ := ti, ... t1s 
for I Ij I = l, which is a surjective left Aq ( U)-comodule algebra homomorphism if the 
tensor algebra T(At(V*)) is given the left Aq(U)-comodule algebra structure induced 
from the left coaction 

L(vj) := L (d)* ® vj, (III= l) 
IJl=t 

on At (V*) (here the subindex h of w h stands for holomorphic ). In particular, At (V*) 
is isomorphic as left Aq (U)-comodule to the linear span of the Pliicker coordinates tj 
(III = l) (with comodule action given by the restriction of the comultiplication ~ on 
Aq(U)). The kernel of w h is generated as two-sided ideal by the dual q-Gamir type or, 
equivalently, by the dual Young symmetry type elements in At(V*)®2 • 

So the algebraic relations between the quantum holomorphic Pliicker coordinates and 
the antiholomophic Pliicker coordinates have to be studied in order to clarify the algebraic 
structure of Aq(U / K 0 ). Set 

(5.6.l) W := A;(V) EB A;(V*), 

and consider W as left Aq (U)-comodule. Let T(W) be the tensor algebra of W and ex­
tend the left Aq (U)-comodule structure on W ,to a left Aq (U)-comodule algebra structure 
on T(W). The tensor algebras T(At(V)) and T(At(V*)) can be naturally embedded into 
T(W) as left Aq (U)-comodule subalgebras. They generate T(W) as algebra. 
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Let \_[I : T(W) ➔ Aq(U / K 0 ) be the surjective left Aq(U)-comodule algebra homo­
morphism which coincides on T(A~(V)) (respectively T(A~(V*))) with Wa (respectively 
Wh), WelookforelementsinT(W)9 := Efls< 2 W®s whichgenerateKer(\Ji) C T(H,') 
as a two-sided ideal. -

Let Mand N be two finite dimensional left Ag(U)-comodules and fix linear bases 
{mi}; and {nJ}j for M respectively N. Let t~,t1:,t E Aq(U) be the matrix coef­
ficients of M respectively N. The matrix coefficients are uniquely determined by the 
requirement that L(mi) = Lj ttf 0 mj and L(ns) = Lt t~ 0 nt, Fix an inter­
twiner <I> E HomAq(U) (M, N) and let Cis E C be the coefficients in the expansion 
<I>(mi) = Ls Ci 8 n 8 • Then the matrix coefficients satisfy the relations 

L ttJ Cjt = L Cist~, \/ i, t 
.i s 

in Aq(U). Now recall from the proofofTheorem 5.5.2 that the tI (respectively the tj) can 
be obtained as matrix coefficients of the irreducible left Aq (U)-comodule A~ (V) (respec­

tively A~ (V*) ). The trivial one dimensional corepresentation occurs with multiplicity one 
in Wz = At(V) 0 A~(V*) C W®2 since A~(V*) is the dual representation of At(V). 
Explicitly, the representation space U0 '.:::' C of the trivial corepresentation is spanned by 
the element 

L (sq(l; Ic)) 2vI 0 v;. 

III=! 

This follows easily using the Laplace expansions for quantum minors, see ( 4.3 .17) and 
(4.3.19). So the non-zero intertwiner in HomAq(U) (C, A~ (V) @At(V*) ), which is unique 
up to a non-zero constant, yields the commutation relation 

(5.6.2) L (sq(I; 1c))2tit} = q2l(n-l) 

III=! 

in Aq(U / K 0 ). Other commutation relations between the quantum holomorphic and anti­
holomorphic Plticker coordinates arise from the fact that 

(5.6.3) 

as left Ag(U)-comodules. The comodules are indeed isomorphic due to the quasi-trian­
gular structure of the universal enveloping algebra Uq (g) (see [11] for more details). Here 
an isomorphism (5.6.3) will be constructed using the intertwiner 1 : V 0 V ➔ V 0 V 

(4.5.21) of left Aq(U)-comodules. Essentially the same techniques as in the proof of 
Lemma 4.5.10 can be used. The construction of the isomorphism is as follows. For 
i E [1, n -1], let ii E EndAq(U) (V®n) be the bijective intertwiner which acts as I on the 
ith and (i + l)th component, and as the identity on the other components. Let Si E 6n 
be the simple transposition Si = (i, i + 1). Fix a E 6 11 and let a = Si 1 s;2 ••• Si1 be a 
reduced expression for a. Set 

,(a):= 1i1 ° 1i2° ... 0 1i1 E EndAq(U)(V® 11 ). 
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Now ,1; o ,'j = ,'j o 'Yi if Ii - ii > 1 and ,1 satisfies the Yang-Baxter equation (4.5.22), 
so ,1(u) does not depend on the choice of reduced expression by Iwahori's Theorem. 
Consider the element Xl E 6n defined by 

( 1 2 ... 
Xl := n-l+I n-l+2 ... n 

(5.6.4) 
l+I l+2 

1 2 

The length of Xt is equal to l(n - l), and 

(5.6.5) XI= (sn-lBn-l+l ... Sn-i) ... (s2s3 ... s1+i)(s1s2 ... si) 

is a reduced expression for xz. It is not difficult to prove, using [35, Lemma 4.9], that 
there exists a unique bijective intertwiner 

i: A~(V)@ A;-1(V)-+ A;-1(V)@ A~(V) 

such that i o (pr1 @ pr.,,_1) = (prn-l @ pr1) o ,1(xz). An isomorphism (5.6.3) is now 
obtained using the isomorphism 

(5.6.6) A~(V*) ~ A;-1(V)@ <Cdet~ 1 

as left Aq (U)-comodules ( cf. proof of Lemma 4.5.10). To formulate the corresponding 
commutation relations of the matrix elements, set for subsets I, J, K, L C [I, n] of cardi­
nality l, 

(5.6.7) CK,L __ ( )-l(n-l),(Kc·K) (J·Jc)(-( ) rvs.) I,J .- -q Sq ' Sq ' ,, VJ@VJc ,VKc '<CY UL' 

where(.,.) is the Ag(U)-invariant inner product on A~-1(V)@ A~(V) defined by (v1c @ 
VJ, VKc @vL) = lif,KbJ,L• 

LEMMA 5.6.1. The quantum holomorphic and anti-holomorphic Plucker coordinates 
satisfy the commutation relations 

(5.6.8) t * t " CK,Lt t* L K = ~ J,J I J 

IIl=IJl=l 

for all subsets K, L C [I, n] of cardinality l. 

PROOF. From the explicit expression of 1' (4.5.21) and the explicit reduced expres­
sion (5.6.5) of x1 it follows that 

ry(V[n-l+l,n]@ V[l,n-l]) = V[l,n-1]@ V[n-l+l,n]· 

Applying the left Aq(U)-comoduie action and using that i is an intertwiner, one obtains 

c[I,n-l]c[n-1+1,n] _ " (-( rvs ) rvs )c[n-l+l,n]c[l,n-1] 
',,Kc ',,£ - ~ ,, VJ '<CY VJc 'VKc '<CY VL ',,J ',,Jc 

IIl=IJl=l 

for IKI = ILi = l. The lemma follows now by applying the antipode Son both sides of 
this equation and using (4.3.19). □ 

For subsets I, J C [I, n] of equal cardinality, say I = { i 1 < i2 < ... < ir} and 
J = {i1 < jz < ... < fr}, write I ::; J if is ::; is for alls E [I, r]. The following 
properties for the coefficients C1/,:/ (5.6.7) can now be derived. 
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LEMMA 5.6.2. The coefficients Cf'_/ (5.6.7) satisfy Cf'_/ = c;,{. Furthermore, 

the coefficients c{f are zero unless I ::; K and J :S: L. The diagonal coefficients are 

explicitly given by cf 'f = qlinJCI. 

PROOF. The proof involves a straightforward induction argument using the explicit 
construction of "y. □ 

Observe that, by the results so far obtained, the following four type of elements lie in the 
kernel of w: 

(5.6.9) 

L sq(I\M; M) Sq(M; J)vI\M ® VMuJ, 
MCJ:JMl=r 

L Sq(I\M; M) Sq(M; J)vMuJ Q9 v?v11, 
MCJ:IMl=r 

* ~ CK,L * VL Q9 VK - ~ S,T VS Q9 Vy, 
ISl=ITl=l 

q2l(n-l) - L Sq(M; Mc)2VM ® vM, 

IMl=l 

where r E [l, l] and I, J, K, LC [l, n] with III= l + r, JJI = l - rand IKI = ILi = l. 
THEOREM 5.6.3. (i) Fors, t E Z+ let B(s, t) be the set of elements ts(tr )* for 

which the pairs (S, T) satisfy SE SSTABn((s1)), TE SSTABn((t1)) and s<s) -/:- [n - l + 
1, n] or T(t) -/:- [n - l + 1, n]. Then, B := Us,tEZ+B(s, t) is a disjoint union and Bis a 
linear basis of Aq(U / Ka). 
(ii) The elements (5.6.9) generate Ker(w) as a two-sided ideal. 

PROOF. (i)Aq(U/K0 ) isspannedbytheelementsts(tr)* withS E SSTABn((sz)), 
TE SST ABn((tl)) ands, t E Z+, in view of Theorem 5.5.2 and Lemma 5.6.1. Fix now 
arbitrary S E SSTABn((sz)), T E SST ABn((t1)) with s(s) = T(t) = [n - l + 1, n]. 
To show that B spans Aq(U/K0 ), it suffices to prove that ts(tr)* can be rewritten as 
linear combination of elements in B. This follows inductively from the fact that ts(tr )* 
can be rewritten as a linear combination of elements tu(tv )* with U E SSTABn((ul)), 
V E SSTABn((v1)) where u :S: s, v :S: t and w(U) $ w(S), w(V) $ w(T), which in 
tum is a consequence of (5.6.2), Theorem 5.5.2 and Lemma 5.5.4. 

The linear independence of the set B can be established by comparing the leading 
terms of the elements in B (cf. Section 4.3). The technical details, which are similar to 
the leading term type arguments in [96, Section 2.2], will be omitted here. 
(ii) In the proof of (i) only the Young symmetry relations, dual Young symmetry relations, 
(5.6.2) and (5.6.8) are used to prove that Aq (U / Ko) is spanned by B. Since Bis a basis 
of Aq(U / K 0 ), the desired result follows. □ 

COROLLARY 5.6.4. The elements UsEZ+B( s, s) form a linear basis of Aq (U / K). 
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PROOF. The set of elements Us,tEZ+:s-t=mB(s, t) form a linear basis of Arn (cf. 
Corollary 5.4.3, Theorem 5.6.3). The corollary follows now from the fact that Ao 
Aq(U / K) (cf. Corollary 5.4.3). □ 

For rank 1, the coefficients cf :f (5.6.7) can be computed explicitly, and we obtain the 
following complete list of co~mutation relations between the quantum Plticker coordi­
nates tin and t;n (i, j E [1, n]) (cf. Theorem 5.6.3 (ii)), 

tintjn = qtjntin, tjnt:n = qt7nt)n (i < j), 

t7n tjn = qtjntln ( i f j), 
n 

"'q2(i-l)t· t* = q2(n-1) L_,; in/1,n , 

i=l 

t * t· - t· t* + (1 - 2)"' 2(k-i)t t* in in - in in q L..., q 'kn kn· 
k<i 

For rank 1, Theorem 5.6.3 has been proved before, see for instance [130], [96]. 

5.7. Some remarks on the subalgebra ofbi-Aq(K)-fixed elements 

The subalgebra ofbi-Aq(K)-fixed elements 1-[00 , 00 in Aq(U) was studied in the pre­
vious chapter using suitable limit arguments. In particular, we have seen that 1-l00 •00 is 
a commutative algebra generated by l algebraically independent elements and that the 
zonal spherical functions are given in terms of multivariable little q-Jacobi polynomials 
( cf. Theorem 4. 7 .5). 

Forr E [1, l], let Br be the map (4.6.2) associated with the unitary module (Wr, (., .) ), 
where (v1@ vj, VK@ v1,) = 81,K6J,Lq-(2p,tJ). Then, the elements 

(5.7.1) w~.,j := 0r(w~_i), w~j)) = L q-(2P,€I) d(d)*, i,j E [O, r] 
fEJ~il ,JEJ~iJ 

all lie in the subspace EEJ;=01-[ 00 , 00 (iv 8 ) C 1-[ 00 , 00 (cf. Lemma 4.6.1). Recall that the 
zonal spherical functions <p00 •00 ( wr) E 1-[ 00 , 00 ( wr) corresponding to the fundamental 
spherical weights wr (r E [1, l]) can be realized as the matrix coefficients 

0r(voo(wr), Voo(wr)), 

where v00 ( wr) is a non-zero Aq(K)-fixed vector in the unique copy of V( wr) within Wr. 
By Corollary 5.2.5, the following explicit expressions for the zonal spherical functions 
<p00 , 00 (wr) E 1-[ 00 , 00 (wr) (r E [1, l]) are obtained in terms of the bi-Aq(U / K)-fixed 
elements w~,j (i, j E [O, r]). 

LEMMA 5.7.1. Letr E [1,l]. Then 

r ( q2(1-r·+l); q2) ;( q2(/-r+l); q2) _ _ _ 

L (q2(1-n). q2) .(q2(l-n)-q2) _ J w~,J E 1-l00
'
00 (wr) 

i,J=O ' ·1, ' J 

is a zanal spherical function. 
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The bi-Aq(K)-fixed elements 'l/J:,O are explicitly given in terms of products of Plucker 
coordinates by 

l 

(5.7.2) w:,O = L q-(2p,E'i)t1tj E E91i00 ' 00 (wr), (i E [O,l]). 
r=O 

PROPOSITION 5.7.2. The elements w:,O (i E (1, l]) are algebraically independent 
generators of the algebra 1{00 , 00 of bi-Aq(K)-fixed elements in Aq(U). 

PROOF. By Theorem 4. 7 .5 it suffices to prove that { w:,O }i=i U { 1} is a linear basis 
of the (l + 1)-dimensional subspace EB~=01{00 , 00 ( w,. ). This is an immediate consequence 
of Corollary 5.6.4. □ 

REMARK 5. 7 .3. The algebraic independence of the elements \JI ;,o ( i E (1, l]) can also 
be proved using the monomial basis of Aq(U / K) which was constructed in the previous 
section (cf. Corollary 5.6.4). On the other hand, the fact that 1{00 ,00 is a commutative 
algebra seems to be difficult to prove directly. The indirect proof using limit arguments 
involving the one-parameter family of quantum Grassmannians (cf. previous chapter) 
seems to be the only proof known up to this moment. 





CHAPTER 6 

Quantized flag manifolds and irreducible 
*-representations 

6.1. Introduction 

The irreducible *-representations of the "standard" quantization Cq [U] of the algebra 
of functions on a compact connected simple Lie group U were classified by Soibelman 
[110]. He showed that a 1-1 correspondence between the equivalence classes of irre­
ducible *-representations of Cq [U] and the symplectic leaves of the underlying Poisson 
bracket on U exists (cf. [109], [110]). This Poisson bracket is sometimes called Bruhat­
Poisson, because its symplectic foliation is a refinement of the Bruhat decomposition of 
U (cf. Soibelman [109], [110]). The symplectic leaves are naturally parametrized by 
W x T, where .T c U is a maximal torus and Wis the analytic Weyl group associated 
with (U, T). 

The 1-1 correspondence between equivalence classes of irreducible *-representations 
of Cq [U] and symplectic leaves of U can be formally explained by the observation that 
in the semi-classical limit the kernel of an irreducible *-representation should tend to a 
maximal Poisson ideal. The quotient of the Poisson algebra of polynomial functions on 
U by this ideal is isomorphic to the Poisson algebra of functions on the symplectic leaf. 

The results referred to above raise the obvious question whether the irreducible *­
representations of quantized function algebras on U -homogeneous spaces can be clas­
sified and related to the symplectic foliation of the underlying Poisson bracket. This 
question was already raised by Lu and Weinstein [80, Question 4.8], who studied certain 
Poisson brackets on U-homogeneous spaces that arise as a quotient of the Bruhat-Poisson 
bracket on U. 

As far as I know, affirmative answers to the above mentioned question have been 
given so far for only three types of U-homogeneous spaces, namely Podles's family of 
quantum 2-spheres [101], odd-dimensional complex quantum spheres SU(n+ 1)/ SU(n) 
(cf. Vaksman and Soibelman [130]), and Stiefel manifolds U(n) /U(n - l) (cf. Podkolzin 
and Vainerman [102]). The relation between the irreducible *-representations of Podles 
spheres and the symplectic foliation of certain covariant Poisson brackets on the 2-sphere 
was observed by Lu and Weinstein [81]. 

In this chapter, the irreducible *-representations of a certain quantized *-algebra of 
functions on a generalized flag manifold are studied. More specifically, let G denote the 
complexification of U. The standard parabolic subgroups P C G and the Bruhat-Poisson 
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bracket on G are defined with respect to a fixed choice of Cartan subalgebra and system 
of positive roots. The generalized flag manifold U / K (K := Un P) naturally becomes a 
Poisson U -homogeneous space ( cf. Lu and Weinstein [80]). The quotient Poisson bracket 
on U / K is also called Bruhat-Poisson in [80]. The symplectic leaves of U / K coincide 
with the Schubert cells of the flag manifold G / P '.::::' U / K. 

It is straightforward to realize a quantum analogue Cg [ K] of the algebra of polyno­
mial functions on K as a quantum subgroup of Cg [U]. The corresponding *-subalgebra 
Cg [U / K] of Cg [K]-invariant functions in Cg [U] may be regarded as a quantization of 
the Poisson algebra of functions on U / K endowed with the Bruhat-Poisson bracket. The 
main result in this chapter is a classification of all the irreducible *-representations of 
Cg [U / K] for an important subclass of flag manifolds, which contains in particular the 
irreducible compact Hermitian symmetric spaces. For this subclass it will be shown that 
the equivalence classes of irreducible *-representations are parametrized by the Schubert 
cells of U / K. It should be emphasized that the flag manifold U / K is regarded here as a 
real manifold. This means that the algebra of functions on U / K has a natural *-structure, 
which survives quantization and allows us to study *-representations in a way analogous 
to Soibelman's approach [110]. 

For an arbitrary generalized flag manifold U / K we describe in detail how irreducible 
*-representations of Cq [U] decompose under restriction to Cq [U / K]. This decomposi­
tion corresponds precisely to the way symplectic leaves in U project to Schubert cells 
in the flag manifold U / K. It leads immediately to a classification of the irreducible *­
representations of the C* -algebra Cg (U / K), where Cg (U / K) is obtained by taking the 
closure of Cg [U / K] with respect to the universal C* -norm on Cg [U]. The equivalence 
classes of the irreducible *-representations of Cg ( U / K) are naturally parametrized by the 
symplectic leaves of U /K endowed with the Bruhat-Poisson bracket. 

For the classification of the irreducible *-representations of the quantized function al­
gebra Cg [U / K] itself it is important to have some sort of Poincare-Birkhoff-Witt (PBW) 
factorization of Cg [U / K], which in turn is closely related to the irreducible decompo­
sition of tensor products of certain finite dimensional irreducible U-modules. Such a 
factorization is needed in order to develop some sort of highest weight representation 
theory for Cq [U / K]. In Soibelman's paper [110], a crucial role is played by a similar 
factorization of Cg [U]. From Soibelman's results a factorization of the algebra Cg [U /T], 
corresponding to P minimal parabolic in G, can be derived. 

In this chapter a PBW type factorization for a different subclass of flag manifolds 
is derived using the so-called Parthasarathy-Ranga Rao-Varadarajan (PRV) conjecture. 
This conjecture was formulated as a follow-up to certain results in the paper [99] and was 
independently proved by Kumar [73] and Mathieu [88] (see also Littelmann [77]). The 
subclass of flag manifolds U / K considered here, can be characterized by the conditions 
that (U, K) is a Gelfand pair and that the Dynkin diagram of the subgroup K can be 
obtained from the Dynkin diagram of U by deleting one node (cf. Koornwinder [68]). 
These two conditions are satisfied for the irreducible compact Hermitian symmetric pairs 
(U,K). 



6.1. INTRODUCTION 157 

From an informal point of view, the PBW factorization in the above mentioned cases 
states that the quantized function algebra <Cq [U / K] coincides with the quantized algebra 
of zero-weighted complex valued polynomials on U / K. Equivalently, the PBW factor­
ization states that <Cq [U / K] is generated as algebra by the product of the generalized 
quantum holomorphic Pliicker coordinates and the generalized anti-quantum holomor­
phic Plucker coordinates (cf. Section 1.4). Recall that this result was already proved for 
the complex Grassmannian in the previous chapter (cf. Theorem 5.3.3). 

The quantized algebra of zero-weighted complex valued polynomials can be natu­
rally defined for arbitrary generalized flag manifold U / K. It is always a *-subalgebra 
of <Cq [U / K] and invariant under the <Cq [U]-coaction. It will be called the factorized *­
algebra associated with U / K. The factorized *-algebra is closely related to the quantized 
algebra of holomorphic polynomials on generalized flag manifolds studied by Soibelman 
[111], Lakshmibai and Reshetikhin [74], [75], and Jurco and Stovicek [52] (for the clas­
sical groups), as well as to the function spaces considered by Korogodsky [70]. 

In this chapter the irreducible *-representations of the factorized *-algebra associ­
ated with an arbitrary flag manifold U / K are classified and it is shown that the equiva­
lence classes of irreducible *-representations are naturally parametrized by the symplectic 
leaves of U / K endowed with the Bruhat-Poisson bracket. In particular, a complete clas­
sification of the irreducible *-representations of <Cq [U / K] is obtained whenever a PBW 
type factorization holds for <Cq [U / K], i.e. whenever <Cq [U / K] is equal to its factorized 
*-algebra. By yet unpublished results of the author, it turns out that <Cq [U / K] equals 
its factorized *-algebra for all flag manifolds U / K; combined with the results of this 
chapter, a complete classification of the irreducible *-representations of <Cq [U / K] is thus 
obtained. 

The chapter is organized as follows. In Section 6.2 the results by Lu and Weinstein 
[80] and Soibelman [110] concerning the Bruhat-Poisson bracket on U and the quotient 
Poisson bracket on a flag manifold are reviewed. In Section 6.3 we recall some well­
known results on the "standard" quantization of the universal enveloping algebra of a 
simple complex Lie algebra and on its finite dimensional representations. Furthermore, 
the construction of the corresponding quantized function algebra <Cq [U] is recalled and 
certain commutation relations between matrix coefficients of irreducible corepresenta­
tions of <Cq [U] are presented. They will play a crucial role in the classification of the 
irreducible *-representations of the factorized *-algebra. In Section 6.4 the quantized 
algebra <Cq [U / K] of functions on a flag manifold U / K and its associated factorized *­
subalgebra are defined. Furthermore it is shown that the factorized *-algebra is equal to 
<Cq [U / K] for the subclass of flag manifolds referred to above. In Section 6.5 the restric­
tion of an arbitrary irreducible *-representation of <Cq [U] to <Cq [U / K] is studied. We use 
here Soibelman's explicit realization of the irreducible *-representations of <Cq [U] as ten­
sor products of irreducible *-representations of <Cq [ SU (2)] ( cf. [110], see also [60], [130] 
for SU ( n) ). As a corollary, a complete classification of the irreducible *-representations 
of the C* -algebra Cq (U / K) is obtained. 
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Section 6.6 is devoted to the classification of the irreducible *-representations of the 
factorized *-algebra associated with an arbitrary flag manifold. The techniques used in 
Section 6.6 are similar to those used by Soibelman [110] for the classification of the 
irreducible *-representations of CCq [U], and to those used by Joseph [49] to handle the 
more general problem of determining the primitive ideals of CCq [U]. 

6.2. Bruhat-Poisson brackets on flag manifolds 

In this section results of Soibelman [110] and of Lu and Weinstein [80] about the 
Bruhat-Poisson structure on generalized flag manifolds are reviewed. Detailed discus­
sions about the terminology related to the theory of Poisson-Lie groups are omitted. The 
reader who is unfamiliar with the terminology is refered to [11] and [80]. 

Let g be a complex simple Lie algebra with a fixed Cartan subalgebra lJ c g. Let G 
be the connected simply connected Lie group with Lie algebra g (regarded here as a real 
analytic Lie group). 

Let RC IJ* be the root system associated with (g, IJ) and write 9a for the root space 
associated with a E R. Let L.l = { a 1 , ... , Ctr} be a basis of simple roots for R, and 
let R+ (respectively R-) be the set of positive (respectively negative) roots relative to L.l. 
We identify lJ with its dual by the Killing form "'· The non degenerate symmetric bilinear 
form on IJ* induced by,-., is denoted by(·,•). Let W c GL(IJ*) be the Weyl group of the 
root system Rand write s; = sa, for the simple reflection associated with a; E L.l. 

For a E R write da := (a, a)/2. Let Ha E 1J be the element associated with the 
coroot av := d-;_;1a E IJ* under the identification 1J '.:::' IJ*. Choose nonzero Xa E 9a 
(a E R) such that for all a, /3 E R we have [Xa, X-a] = Ha, ,-.,(Xa, X-a) = d-;;_ 1 and 
[Xa, X;3] = ca,/3Xa+/3 with ca,/3 = -c_a,-/3 E IR whenever a+ /3 E R. Let !Jo be the 
real form of 1J defined as the real span of the Ha's ( a E R). Then 

(6.2.1) 

is a compact real form of g. 
Set b := !Jo EB n+ with n+ := I::ER+ 9a· Then, by the lwasawa decomposition for 

g, the triple (g, u, b) is a Manin triple with respect to the imaginary part of the Killing 
form,-., (cf. [80, Section 4]). Hence u, b and g naturally become Lie bialgebras. The dual 
Lie algebra u* is isomorphic to b, and g may be identified with the classical double of u. 
The cocommutator '5 : g ---+ g I\ g of the Lie bialgebra g is coboundary, i.e., 

J(X) = (adx@ 1 + 1 @adx)r, 

with the classical r-matrix r E g I\ g given by the following well-known skew solution of 
the Modified Classical Yang-Baxter Equation, 

(6.2.2) r=i L da(X-a@Xa-Xa@X_a) Eu/\u. 
aER+ 

The cocommutator on u coincides with the restriction of '5 to u. 
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The corresponding Sklyanin bracket on the connected subgroup U c G with Lie 
algebra u has 

(6.2.3) 

as its associated Poisson tensor. Here l 9 respectively r 9 denote infinitesimal left respec­
tively right translation. This particular Sklyanin bracket is often called Bruhat-Poisson, 
since its symplectic foliation is closely related to the Bruhat decomposition of G, as will 
be shown in a moment. 

Let B be the connected subgroup of G with Lie algebra b, let T C U be the maximal 
torus in U with Lie algebra i~o, and set B+ :=TB. The analytic Weyl group Nu(T)/T, 
where Nu(T) is the normalizer of T in U, is isomorphic to W. More explicitly, the 
isomorphism sends the simple reflection Si to exp ( ~ (Xa; - X_a;)) /T. The double 
B+-cosets in G are parametrized by the elements of W. Hence we have the Bruhat 
decomposition 

G = II B+wB+· 
wEW 

By [133, Proposition 1.2.3.6] the Bruhat decomposition has the refinement 

(6.2.4) G= II BmB. 
mENu(T) 

Form E Nu(T) we set ~m := Un BmB. Then ~m ,f. 0 for all m E Nu(T), and we 
have the disjoint union 

(6.2.5) u = II ~m-

mENu(T) 

Now recall that multiplication U x B ➔ G is a global diffeomorphism by the Iwasawa 
decomposition of G. So for any b E Band u E U there exists a unique ub E U such that 
bu E ub B. As is easily verified, the map 

(6.2.6) 

is a right action of B on U, and the corresponding decomposition of U into B-orbits coin­
cides with the decomposition (6.2.5). On the other hand, if we regard B as the Poisson-Lie 
group dual to U, the action (6.2.6) becomes the right dressing action of the dual group 
on U (cf. [80, Theorem 3.14]). Since the orbits in U under the right dressing action 
are exactly the symplectic leaves of the Poisson bracket on U (cf. [108, Theorem 13], 
[80, Theorem 3.15]), it follows that (6.2.5) coincides with the decomposition of U into 
symplectic leaves (cf. [110, Theorem 2.21). 

Next, we recall some results by Lu and Weinstein [80] concerning certain quotient 
Poisson brackets on generalized flag manifolds. Let S c b. be a set of simple roots, and 
let Ps be the corresponding standard parabolic subgroup of G. The Lie algebra Ps of Ps 
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is given by 

(6.2.7) 

with rs := R+ U { a E RI a E span(S) }. Let Cs be the Levi factor of Ps, 

(6.2.8) Cs := IJ EB E9 9a, 
aEfsn(-rs) 

and set ts := Ps nu = Cs nu. Then ts is a compact real form of Cs. Set Ks := 

Un Ps C U, then Ks c U is a Poisson-Lie subgroup of U with Lie algebra ts (cf. [80, 
Theorem 4.7]). Hence there is a unique Poisson bracket on U /Ks such that the natural 
projection 1r: U ➔ U / Ks is a Poisson map. This bracket is also called Bruhat-Poisson. 
It is covariant in the sense that the natural left action U x U /Ks ➔ U /Ks is a Poisson 
map. 

Let Ws be the subgroup of W generated by the simple reflections in S, then we have 
Ps = B+ WsB+ (cf. [133, Theorem 1.2.1.l]). It follows that the double cosets B+xPs 
(x E G) are parametrized by the elements of W /W s. Hence we have the Schubert cell 
decomposition of U / Ks -:::: G / Ps: 

(6.2.9) U/Ks= IJ Xw, Xw:=(UnB+wPs)/Ks-=::B+w/Ps, 
wEW/Ws 

where w E W /Ws is the right Ws-coset in W which contains w. 
Now, by [80, Proposition 4.5], the subgroup Ks is invariant under the action of 

B, which implies that the B-action descends to U /Ks. The orbits in U /Ks coincide 
exactly with the Schubert cells. By [80, Theorem 4.6] the symplectic leaves of the Poisson 
manifold U /Ks are exactly the orbits under the B-action. We conclude ( cf. [80, Theorem 
4.7]): 

THEOREM 6.2.1. The Schubert cells of the flag manifold U /Ks are the symplectic 
leaves of U /Ks endowed with the Bruhat-Poisson bracket. 

Consider now the set of minimal coset representatives 

(6.2.10) W 5 := {w E W J l(wsa) > l(w) \:/a ES}. 

W 5 is a complete set of coset representatives for W/Ws, i.e. any element w E W can 
be uniquely written as a product w = w1 w2 with w1 E W 5 , w2 E W s. The elements of 
W 5 are minimal in the sense that 

(6.2.11) l(w1w2) = l(wi) + l(w2), (w1 E W 5 ,w2 E Ws), 

where l ( w) : = # ( R+ n w R-) is the length function on W. 
Observe that 7f maps the symplectic leaf I:m C U onto the symplectic leaf Xw(m) C 

u I Ks, where w(m) := m/T E w. We write 7fm : I:m ➔ xw(m) for the surjec­
tive Poisson map obtained by restricting 7f to the symplectic leaf I:m, The minimality 
condition (6.2.10) translates to the following property of the map 7f m, 
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PROPOSITION 6.2.2. Let m E Nu(T). Then Km : I:m ➔ xw(m) is a symplectic 

automorphism if and only ifw(m) E W 5 . 

PROOF. For w E W set 

nw := E9 9a, Nw := exp(nw)-
aER+nwR-

Observe that the complex dimension of N w is equal to l ( w). Write pru : G '.::' U x B ➔ U 
for the canonical projection. It is well-known that form E Nu(T) and for w E W 5 with 
representative mw E Nu(T), the maps 

<Pm : Nw(m) ➔ I:m, n r-+ pru(nm), 

'l/Jw : Nw ➔ Xw, n r-+ 7r(pru(nmw)) 

are surjective diffeomorphisms (see for example [9, Proposition 1.1 and 5.1]). The map 
'l/Jw is independent of the choice of representative mw for w. It follows now from (6.2.11) 
by a dimension count that 7rm can only be a diffeomorphism if w(m) E W 5 . On the 
other hand, if m E Nu(T) such that w(m) E W 5 , then ?rm = 1Pw(m) o ¢;;/ and hence 
1r m is a diffeomorphism. □ 

Soibelman [110] gave a description of the symplectic leaves I:m (m E Nu(T)) as a 
product of two-dimensional leaves which turns out to have a nice generalization to the 
quantized setting (cf. Section 6.5). For i E [1, r], let ii : SU(2) '---+ Ube the embedding 
corresponding to the ith node of the Dynkin diagram of U. After a possible renormaliza­
tion of the Bruhat-Poisson structure on SU (2), ii becomes an embedding of Poisson-Lie 
groups. Recall that the two-dimensional leaves of SU(2) are given by 

St:= { ( _°'7-1 !) E SU(2) I arg(/3) = arg(t)} (t E 11') 

where 1l' c <C is the unit circle in the complex plane. The restriction of the embedding ,i 
to S1 C SU(2) is a symplectic automorphism from S1 onto the symplectic leafI:m; C U, 
where m; = exp( ~(Xa; - X_aJ). Recall that mi E Nu(T) is a representative of the 
simple reflection s; E W. 

Form E Nu(T) let w(m) = si, s;2 • • • si, be a reduced expression for w(m) := 
m /T E W, and let tm E T be the unique element such that m = mi, m;2 • • • m;,_ tm. 
Note that tm depends on the choice of reduced expression for w(m). The map 

(g1, • • · , gz) r-+ 1i1 (g1 hi2 (g2) · · · 1i, (g1 )tm 

defines a symplectic automorphism from S( 1 onto the symplectic leaf I:m C U (cf. [110, 
Section 2], [114]). Observe that the image of this map is independent of the choice of 
reduced expression for w ( m), although the map itself is not. 

Combined with Proposition 6.2.2 we now obtain the following description of the 
symplectic leaves of the generalized flag manifold U /Ks. 
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PROPOSITION 6.2.3. Let m E Nu(T) and set w := m/T E W. Let w 1 E Ws, 
w2 E Ws be such that w = w1 w2 and choose reduced expressions w1 = S; 1 • • · s;p and 
w2 = s;p+i · · · si, · Then the map 

is a surjective Poisson map from St 1 onto the Schubert cell Xu:,. It factorizes through the 

projection pr: St 1 = S(P X sr(l-p)-+ S(P. ThequotientmapfromS(P ontoXu:,isa 
symplectic automorphism. In particular, we have 

Xu:,= (~mi 1 ~m; 2 • • • ~mip) / Ks. D 

See Lu [79] for more details in the case of the full flag manifold (Ks= T). 

6.3. Preliminaries on the quantized function algebra Cq [U] 

In this section some notations are introduced which are needed throughout the re­
mainder of this chapter. First, we recall the definition of the quantized universal en­
veloping algebra associated with the simple complex Lie algebra g. We use the notations 
introduced in the previous section. 

Set di := do:i and Hi := Ho:i for i E [1, r]. Let A= (a;J) be the Cartan matrix, i.e. 
a;J := d;1 (ai, aj)- Note that H; E ~ is the unique element such that aj(H;) = a;J for 
all j. The weight lattice is given by 

(6.3.1) 

The fundamental weights wo:i = Wi (i E [1, r]) are characterized by w;(Hj) = bij for all 
j. The set of dominant weights P + respectively regular dominant weights P ++ is equal 
to JK-span{wo:}o:E~ with 1K = Z+ respectively N. 

The quantized universal enveloping algebra U q (g) associated with the simple Lie 
algebra g is the unital associative algebra over C with generators K;' 1, X;± ('i = [1, r]) 
and relations 

(6.3.2) 

K;K.i = KjKi, KiK;- 1 = K;1 Ki= 1 

Kx± 1c 1 = ±o:j(Hi)x± 
i J i q.,. J 

+ _ _ + K; - K;- 1 

xi xj - xj xi = b;J _ 1 
q; - qi 

l-aij 

~ (-1)8(1 ~5%) qi (X;)l-aij-SX;(X;)8 = 0 (i-/: j) 

where q; := qd;, 
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A Hopf algebra structure on U q (g) is uniquely determined by the formulas 

~(xt) = x; ® 1 +Ki® x;, ~(xi-)= xi-® K;1 + 1 ® xi-, 

~(K±l) = K±l ® K±l 
'l, 't i ' 

S(K;-1) = Kf1, S(Xt) = -K;1x;, S(X:) = -X;K;., 
(6.3.3) 

c(K;-1) = 1, c(Xi±) = 0. 

In fact, Uq(g) may be regarded as a quantization of the co-Poisson-Hopf algebra structure 
(cf. [11, Ch. 6]) on U(g) induced by the Lie bialgebra (g, -ib), b being the cocommu­
tator of g associated with the r-matrix (6.2.2). Uq(g) becomes a Hopf *-algebra with 
*-structure on the generators given by 

(6.3.4) (K;-1 )* = K;1 , (Xt)* = q; 1 xi- Ki, (xi-)* = qiKi- 1 x:. 

In the classical limit q ➔ 1, the *-structure becomes an involutive, conjugate-linear 
anti-automorphism of g with -1 eigenspace equal to the compact real form u defined 
in (6.2.1). 

Let u± = Uq(n±) be the subalgebra of Uq(g) generated by X; ('i = [l, r]) and 
write u0 := Uq(IJ) for the commutative subalgebra generated by K;1 (i = [l, r]). Let 
Q (respectively Q+) be the integral (respectively positive integral) span of the positive 
roots. We have the direct sum decomposition 

aEQ+ 

where uta := { ¢ E u± I Ki¢K; 1 = qt'a(H;) ¢}. The Poincare-Birkhoff-WittTheorem 
for Uq(g) states that multiplication defines an isomorphism of vector spaces 

u- ® U0 ® u+ ➔ Uq(g). 

In particular, Uq(g) is spanned by elements of the form b_'IK"a( where b_,1 E U~'I' a( E 

U( (rJ, ( E Q+) and a E Q. Here we used the notation K" = K~' • • · K:r if a = 
I:i kiai. 

For a left Uq(g)-module V, we say that O -:/- v E V has weightµ E IJ* if Ki· v = 
qf (Hi) v = q(µ,ai lv for all i. We write Vµ for the corresponding weight space. Recall that 
a ?-weighted finite dimensional irreducible representation of Uq (g) is a highest weight 
module V = V ( ,\) with highest weight ,\ E P +. If v ,\ E V ( ,\) is a highest weight vector, 
we have V(,\) = I::EQ+ U~aV,\ by the PBW Theorem, hence the set of weights P(,\) 
of V ( ,\) is a subset of the weight lattice P satisfying µ :::; ,\ for all µ E P ( ,\). Here :::; is 
the dominance order on P (i.e.µ :::; 11 if 11 - µ E Q+ andµ < 11 ifµ :::; 11 andµ -:/- 11). 
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We define irreducible finite dimensional P-weighted right Uq (g)-modules with re­
spect to the opposite Borel subgroup. So the irreducible finite dimensional right Uq (g)­
module V(A) with highest weight A E p+ has the weight space decomposition V(A) = 
:z::::EQ+ v;..U;t, where v;.. E V(A) is the highest weight vector of V(A). The weights of 
the right Uq(g)-module V(A) coincide with the weights of the left Uq(g)-module V(A) 
and the dimensions of the corresponding weight spaces are the same. 

The quantized algebra Cq [G] of functions on the connected simply connected com­
plex Lie group G with Lie algebra g is the subspace in the linear dual Uq(g)* spanned 
by the matrix coefficients of the finite dimensional irreducible representations V (A) (A E 

P+)- The Hopf *-algebra structure on Uq(g) induces a Hopf *-algebra structure on the 
quantized function algebra Cq [G] C Uq(g)* by the formulas 

(6.3.5) 

(cpif;)(X) = (¢ ® ij;)ll(X), l(X) = s(X) 

ll(cp)(X ® Y) = cp(XY), c(¢) = ¢(1) 

S(cp)(X) = cp(S(X)), (cp*)(X) = cp(S(X)*), 

where¢, if; E Cq [G] c Uq(g)* and X, YE Uq(g). The algebra Cq [G] can be regarded as 
a quantization of the Poisson algebra of polynomial functions on the algebraic Poisson­
Lie group G, where the Poisson structure on G is given by the Sklyanin bracket associated 
with the classical r-matrix -ir (cf. (6.2.2)). Since the *-structure (6.3.5) on Cq [G] is 
associated with the compact real form U of G in the classical limit, we will write Cq [U] 
for Cq [G] with this particular choice of *-structure. Note that Cq [U] is a Uq (g)-bimodule 
with the left respectively right action given by 

(6.3.6) (X.cp)(Y) := cp(YX), (¢.X)(Y) := cp(XY) 

where¢ E Cq [U] and X, Y E Uq(g). The finite dimensional irreducible Uq(g)-module 
V ( A) of highest weight A E P + is unitarizable. Write (., . ) for a unitary inner product on 
V (A). Choose an orthonormal basis of V (A) with respect to (., . ) , 

(6.3.7) 

consisting of weight vectors v;,i) E V(A)µ- The index i will be omitted if dim(V(A)µ) = 
1. Set 

(6.3.8) C ).. (V)--(Y (j) (i)) p,i;v,.i .. /\. .- ..,-\. .Vv 'Vµ ' 

forµ, v E P(A) and 1 ::; i ::; dim(V(A)µ), 1 ::; j ::; dim(V(A),,). If dim(V(A)µ) = 
1 respectively dim(V(A),,) = 1 then the dependence on i respectively j in (6.3.8) is 
omitted. It is sometimes also convenient to use the notation 

Note that when A runs through P+ and µ, i, v and j run through the above-mentioned 
sets the matrix elements (6.3.8) form a linear basis of Cq [G]. Furthermore, we have the 
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formulas 

~(Cµ,\ i·v1) = "'cµ,\ h, s ISi c;; s·v1·, ,,, ~ ,,, ,,, 
(6.3.9) fI,S 

where sums for which the summation sets are not specified are taken over the "obvious" 
choice of summation sets. Using the relations (6.3.9) and the Hopf algebra axiom for the 
antipode S we obtain 

(6.3.10) 
u,s 

The elements (C;,i;v,j)* are matrix coefficients of the dual representation V(-\)* '.:::'. 
V(-a0 -\) (here a0 is the longest element in W). In fact, let 1r : Uq(g) -+ End(V(-\)) be 
the representation of highest weight A, and let ( •, •) be an inner product with respect to 

which 1r is unitarizable. Fix an orthonormal basis of weight vectors {v1r)}. Write 1r* for 
the dual representation, i.e. 1r* (X)¢ = ¢ o 1r(S(X)) for X E Uq (g) and¢ E V (-\)*. For 
u E V (-\) set u* := ( ·, u) E V (-\)*. Define an inner product on V (-\)* by 

(u*,v*) := (1r(K- 2P)v,u), u,v EV(-\), 

wherep = 1/2I:o:ER+ a E ~*. SinceS2 (u) = K- 2PuK2Pforu E Uq(g)and(*oS) 2 = 
Id on Uq(g), it follows that 1r* is unitarizable with respect to the inner product(·,·) on 

V (-\) * and that { ¢ ~~ : = q(µ,p) (vii))*} is an orthonormal basis of V (-\) * consisting of 

weight vectors (here¢~~ has weight-µ). Defining the matrix coefficients c=;~/- 11,j of 

( 1r*, V ( ,\) *) with respect to the orthonormal basis { ¢ ~~}, we then have 

(6.3.11) 

(cf. [110, Proposition 3.3]). A fundamental role in Soibelman's theory of irreducible*­
representations of Cq [U] is played by a Poincare-Birkhoff-Witt (PBW) type factorization 
of Cq [U]. For,\ E P+, set 

(6.3.12) 

Note that B,\ is a right Uq(g)-submodule of Cq [U] isomorphic to V(-\). Set 

(6.3.13) 

The subalgebra and right Uq (g)-module A+ is equal to the subalgebra ofleft u+ -invariant 
elements in Cq [U] (cf. [49]). The existence of a PBW type factorization of Cq [U] now 
amounts to the following statement. 

THEOREM 6.3.1. [110, Theorem3.l] Themultiplicationmaprn: (A++)*®A++-+ 
Cq [U] is surjective. 
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A detailed proof can be found in [49, Proposition 9.2.2]. The proof is based on 
certain results concerning decompositions of tensor products of irreducible finite dimen­
sional Uq (g)-modules which can be traced back to Kostant in the classical case [71, The­
orem 5.1]. The close connection between Theorem 6.3.1 and the decomposition of tensor 
products of irreducible Uq (g)-modules becomes clear by observing that 

(6.3.14) (BA)* B,,::: V(,\)* ® V(µ) 

as right Uq(g)-modules. 
Important for the study of *-representations of Cq [U] is some detailed information 

about the commutation relations between matrix elements in Cq [U]. In view of Theorem 
6.3.1, we are especially interested in commutation relations between the ct,i;A and C~J;A 

respectively between the ct,i;A and ( C~j;A)*, where,\, A E P+. To state these commu­
tation relations we need to introduce certain vector subspaces of Cq [U]. Let,\, A E P+ 
andµ E P(,\), v E P(A), then we set 

(6.3.15) 
N(µ, ,\; v, A):= span{C;\.,, C~;vA I (v, w) E sN}, 

N°PP(µ,,\;v,A) := span{C~;vAC~v.,, I (v,w) E sN} 

where sN := sN(µ, ,\; v, A) is the set of pairs (v, w) EV(,\)µ, x V(A),,, withµ' > µ, 
v' < v andµ'+ v' =fl·+ v. Furthermore, set 

(6.3.16) 
O(µ,,\;v,A) := span{(C;;;,,J*C~;vA I (v,w) E sO}, 

Q0 PP(µ,>..;v,A) := span{C~;vA(C;;;,,J* I (v,w) E sO} 

wheresO := s0(µ,>..;1/,A) isthesetofpairs (v,w) EV(>..)µ, x V(A)v, withp/ < µ, 
v' < v andµ-µ' = v -v'. If sN (respectively sO) is empty, then let N = N°PP = {O} 
(respectively O = Q0 PP = {O}). 

PROPOSITION 6.3.2. Let >..,A E P+ andv E V(A)µ, w E V(A)v-
(i) The matrix elements C~,,,. and C~;vA satisfy the commutation relation 

C A cA - (A,A)-(µ,v)cA CA d N( '. A) 
VjV>, WjVA - q WjVA V;V,\ mo /l, A, V, • 

Moreover, we have N = N°PP. 
(ii) The matrix elements ( C~.,, )* and ct.v satisfy the commutation relation 

' ,\ ' A ~ 

(C;;;vJ*C~;VA = q(µ,v)-(A,A)c~;VA (C~vJ* mod O(µ, >..; v, A). 

Moreover, we have O = Q 0 PP. 

Soibelman [110] derived commutation relations using the universal R-matrix whereas 
Joseph [49, Section 9.1] used the Poincare-Birkhoff-Witt Theorem for Uq(g) and the left 
respectively right action (6.3.6) of Uq(g) on Cq [U]. Although the commutation relations 
formulated here are slightly sharper, the proof can be derived in a similar manner and will 
therefore be omitted. 
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COROLLARY 6.3.3. Let A, A E P+ and v E V(A)µ, w E V(A)v- Then 

(6.3.17) c;;v;,_ c~;VA = q(µ,v)-(>-.,A)c~;vA c;;v;,_ mod N(v, A;µ, A). 

Note that Proposition 6.3.2(i) and Corollary 6.3.3 give two different ways to rewrite 
ct;v;,_ ct;vA as elements of the vector space 

W>-.,A := span{ c~';VA c;';v;,_ Iv' E V(A), w' E V(A)}. 

We will need both "inequivalent" commutation relations (Proposition 6.3.2(i) and Corol­
lary 6.3.3) in later sections. It follows in particular that, when v' E V(A) and w' E V(A) 
run through a basis, the elements C~';vA c;';v;,_ are (in general) linearly dependent. This 
also follows from the following two observations. On the one hand, W>-.,11. '.::::' V(A + A) 
as right Uq(g)-modules. On the other hand, V(A + A) occurs with multiplicity one in 
V(A) ® V(A), whereas in general V(A) ® V(A) has other irreducible components too. 

By contrast, the commutation relation given in Proposition 6.3.2(ii) is unique in the 
sense that, when v E V(A) and w E V(A) run through a basis, the ct;vA (C;;vJ* are 
linearly independent (cf. (6.3.14)). 

We end this section by recalling the special case g = s[(2, C). Set 

tu := c:;;w1, t12 := c::;-w1, 
t21 := C.".",;:, 1 ;w,, t22 := C.".",;, 1 ;-w, • 

(6.3.18) 

Then it is well~known that the ti/s generate the algebra Cq [SU(2)]. The commutation 
relations 

tkl tk2 = qtk2tk1, tlkt2k = qt2kt1k (k = 1, 2), 

(6.3.19) ti2t21 = t21t12, tut22 - t22tu = (q - q-1)t12t21, 

tn t22 - qt12t21 = 1 

characterize the algebra structure of Cq [SU(2)] in terms of the generators tij • The *­
structure is uniquely determined by the formulas ti1 = t22, ti2 = -qt21-

6.4. Quantized function algebras on generalized flag manifolds 

Let S be any subset of the simple roots ~- Sometimes S will be identified with the 
index set { i I ai E S}. Let p s c g be the corresponding standard parabolic subalgebra, 
given explicitly by (6.2.7). Define the quantized universal enveloping algebra Uq (Cs) 
associated with the Levi factor Cs of Ps as the subalgebra of Uq(g) generated by Kt1 
(i E [1,r]) andX; (i ES). ObservethatUq(ts) is aHoph-subalgebraofUq(g). 

For later use in this section we briefly discuss the finite dimensional representation 
theory of U q ( [5). Recall that [5 is a reductive Lie algebra with centre 

(6.4.1) Z(ts) = n Ker(ai) C ~-
iES 

Moreover, we nave direct sum decompositions 

(6.4.2) ~ = Z(Cs) EB ~s, Cs= Z(Cs) EB rt 
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where IJs = span{Hi}iEs and ti is the semisimple part of [s. The semisimple part ci is 
explictly given by 

(6.4.3) EB 9a· 
aErsn(-rs) 

Define the quantized universal enveloping algebra Uq ([i) associated with the semisimple 
part ti of t5 as the subalgebra of Uq(g) generated by K;'1 and xi± for all i E S. Observe 
that Uq([i) is a Hopf *-subalgebra of Uq(g). 

PROPOSITION 6.4.1. Any finite dimensional Uq(Cs)-module V which is completely 
reducible as Uq(IJ)-module, is completely reducible as Uq(Cs)-module. 

PROOF. Let V be a finite dimensional left Uq(ts)-module which is completely re­
ducible as Uq(IJ)-module. Then the linear subspace 

v+ := {v EV I xtv = 0 '<Ii ES} 

is Uq(IJ)-stable and splits as a direct sum of weight spaces. Let { vi}i be a linear basis of 
v+ consisting of weight vectors, and set v; := Uq(Ci)v;. Since Uq(Ci) is the quantized 
universal enveloping algebra associated with a semisimple Lie algebra, it follows that 
V = L~ v; is a decomposition of V into irreducible Uq([i)-modules. On the other 
hand, the v; are Uq (Cs )-stable since the vectors v; are weight vectors. Hence V = L~ v; 
is a decomposition of V into irreducible Uq(ts)-modules. □ 

There are obvious notions of weight vectors and weights for Uq(Cs)-modules. With a 
suitably extended interpretation of the notion of highest weight, the irreducible finite di­
mensional Uq (Cs )-modules may be characterized in terms of highest weights. We shall 
only be interested in irreducible Uq(t5 )-modules with weights in the lattice P. For in­
stance, the restriction of an irreducible P-weighted Uq (g)-module to Uq (Cs) decomposes 
into such irreducible Uq(ts)-modules. 

Branching rules for the restriction of finite dimensional representations of Uq (g) to 
Uq ([s) are determined by the behaviour of the corresponding characters. Since the char­
acters for P-weighted irreducible finite dimensional representations of Uq(g) and Uq(Cs) 
are the same as for the corresponding representations of g and ts, we have the following 
proposition. 

PROPOSITION 6.4.2. Let,\ E P+. The multiplicity of any P-weighted irreducible 
Uq (Cs )-module in the irreducible decomposition of the restriction of the Uq (g)-module 
V(,\) to Uq(Cs) is the same as in the classical case. 

Next, we define the quantized algebra of functions on u I Ks. Let ls: Uq(g)* --+ 
Uq(ts)* be the dual of the Hopf *-embedding ls : Uq(ts) '----+ Uq(g), and set 

Cq [Ls] := ls(Cq [G]) = { ¢ o ls I¢ E Cq [G]}. 

The formulas (6.3.5) uniquely determine a Hopf *-algebra structure on Cq [Ls], and 
ls then becomes a Hopf *-algebra morphism. We write Cg [Ks] for Cq [Ls] with this 
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particular choice of *-structure. Assume now that S :/= ~- Define a *-subalgebra 
CCq[U/Ks] c CCq[U] by 

CCq[U/Ks] := {¢ E CCq[U] I (id® ls)~(¢)=¢® 1} 

= { ¢ E CCq [U] IX.¢= c(X)¢, V XE Uq(Cs)} 
(6.4.4) 

The algebra CCq [U /Ks] is a left CCq [U]-subcomodule of CCq [U]. We call it the quantized 
algebra of functions on the generalized flag manifold U /Ks. 

Similarly, the quantized function algebra CCq [Kil corresponding to the semisimple 
part Ki of Ks can be defined as the image of the dual of the natural embedding U q ( ci) '---+ 

Uq(g). Its Hopf *-algebra structure is again given by the formulas (6.3.5). The subalgebra 
CCq [U / Ki] then consists by definition of all right CCq [Kil-invariant elements in CCq [U]. 
Note that CCq [U / Kil C CCq [U] is a left Uq(IJ)-submodule and that CCq [U / Ks] coincides 
with the subalgebra of Uq(IJ)-invariant elements in CCq [U / KH 

We now tum to PBW type factorizations of the algebra CCq[U/Ks]. Let P(S), 
P+(S), respectively P++(S) be the OC-span{wa:}a:ES with OC = Z, Z+ respectively N. 
Set sc := ~ \ S. The quantized algebra A~01 of holomorphic polynomials on U / Ks is 
defined by 

(6.4.5) Ahal·- ffi s .- w 
.\EP+(Sc) 

where B>. is given by (6.3.12) (cf. [74], [75], [111], [52] and [70]). Note that A~01 is a 
right Uq(g)-comodule subalgebra of CCq [U], (6.4.5) being the (multiplicity free) decom­
position of A~01 into irreducible Uq(g)-modules. A~01 is generated as algebra by the 
elements c:,i;z:v, (µ E P( w s), i E [1, dim(V ( w s) µ], s E Sc), which are called the (gen­
eralized) quantum holomorphic Plilcker coordinates on U / Ks. The right Uq(g)-module 
algebra (A~01 )* C CCq [U] is called the quantized algebra of anti-holomorphic polyno­
mials on U/Ks. The elements (C:',i;z:vJ* (µ E P(ws),i E [1,dim(V(ws)µl,s E Sc) 
are called the (generalized) quantum anti-holomorphic Plilcker coordinates. 

LEMMA 6.4.3. The linear subspace 

Ai:= m((A~01 )* ®A~01 ) C CCq[U], 

where mis the multiplication map of CCq [U], is a right Uq (g)-submodule *-subalgebra of 
CCq [U]. 

PROOF. Proposition 6.3.2(ii) implies that Ai is a subalgebra of CCq [U]. The other 
assertions are immediate. □ 

The subalgebra Ai is generated as algebra by the quantum holomorphic and anti-holo­
morphic Plilcker coordinates on U /Ks. 

REMARK 6.4.4. In the classical setting (q = 1), the algebra Ai (#Sc = 1) can be 
interpreted as algebra of functions on the product of an affine spherical G-variety with its 
dual. The G-module structure on Ai is then related to the doubled G-action (see [97], 
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[98] for the terminology). These (and related) G-varieties have been studied in several 
papers, see for example [98], [97] and [78]. 

The algebra Ai c <Cq [U] is stable under the left Uq(IJ)-action, so we can speak of 
Uq(IJ)-weighted elements in Ai. Let As be the left Uq(IJ)-invariantelements of Ai. Then 
As C <Cq [U] is a right Uq(g)-module *-subalgebra of <Cq [U]. 

LEMMA 6.4.5. We have Ai C <Cq [U / KH so in particular As C <Cq [U / Ks]. Fur­
thermore, 

(6.4.6) 

PROOF. Choose.\ E P+(Sc)andi ES. ThenwehaveX;-v.\ = OandKi-V,\ = V,\. 

It follows that <Cv.\ c V(.\) is a one dimensional Uq, (.s1(2; <C))-submodule, where we 
consider the Uq, (.s1(2; <C)) action on V (.\) via the embedding¢;: Uq,(.s1(2; <C)) '-+ Uq (g). 
It follows that xi- · V,\ = 0. This readily implies that Ai C <Cq [U / K~]- The remaining 
assertions are immediate. □ 

In view of Lemma 6.4.5, we may consider the subalgebra Ai as the quantum analogue 
of the algebra of complex-valued polynomial functions on the real manifold U / K~ and 
the algebra As as the quantum analogue of the algebra of zero-weighted complex-valued 
polynomials functions on U / Kl Note that As is generated as algebra by the products 
c:,i;w.(C;':,J;wJ* (µ,v E P(ws), i E [1,dim(V(ws)µ)], j E [1,dim(V(ws)v)] and 
s E Sc). 

DEFINITION 6.4.6. As C <Cq [U / Ks] is called the factorized *-subalgebra associ­
ated with U / Ks. 

In view of Theorem 6.3.1, there is reason to expect that the factorized algebra As 
is equal to <Cq [U / Ks] for any generalized flag manifold U / Ks. We prove this fact (see 
Theorem 6.4.10) for a certain subclass of generalized flag manifolds that we shall de­
fine and classify in the following proposition. For the proof in these cases we use the 
so-called Parthasarathy-Ranga Rao-Varadarajan (PRV) conjecture, which was proved in­
dependently by Kumar [73] and Mathieu [88]. The PRV conjecture gives information 
about which irreducible constituents occur in tensor products of irreducible finite dimen­
sional g-modules. 

Recall the notations introduced in Section 6.2. The following proposition was ob­
served by Koomwinder [68]. 

PROPOSITION 6.4.7. ( [68]) Let Ube a connected, simply connected compact Lie 
group with Lie algebra u, and let p C g be a standard maximal parabolic subalgebra. Let 
K C Ube the connected subgroup with Lie algebra t := p nu. Then (U, K) is a Gelfand 
pair if and only if one of the following three conditions are satisfied: 
(i) (U, K) is an irreducible compact Hermitian symmetric pair; 
(ii) (U,K) '.:::' (S0(2l + l),U(l)), (l 2': 2); 
(iii) (U,K) '.:::' (Sp(l),U(l) x Sp(l- l)), (l 2': 2). 
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PROOF. For a list of the irreducible compact Hermitian symmetric pairs see [ 40, Ch. 
X, Table V]. The proposition follows from this list and the classification of the compact 
Gelfand pairs (U, K) with U simple (cf. [72, Tabelle l]). □ 

Let (U, K) be a pair from the list (i)-(iii) in Proposition 6.4.7, and let (u, t) be the asso­
ciated pair of Lie algebras. Then t = ts for some subset S C ~ with #Sc = 1. We call 
the simple root 0: E sc the Gelfand node associated with (U, K). 

A dominant weight A E P + is called spherical if the the subspace of K -fixed vectors 
in V(.\) is one dimensional. The corresponding representation V(.\) is then also called 
spherical. We write Pf c P+ for the subset of dominant spherical weights. 

PROPOSITION 6.4.8. Let (U, K) be a pair from the list (i)-(iii) in Proposition 6.4. 7, 
and let 0: E ~ be the associated Gelfand node with corresponding fundamental weight 
w : = w a. Then we have a multiplicity free irreducible decomposition of U q (g )-modules 
of the form 

l 

V(w)* ® V(w) '.::'. EB V(µi) 
i=O 

for certain l E N, where µ0 := 0 E P+ and {µ;}i=i is a subset of the dominant spher­
ical weights Pf. Furthermore, every A E Pf can be uniquely written as a Z+-linear 
combination of theµ; 's (i E [l, l]). 

DEFINITION 6.4.9. The spherical weightsµ; (i E [l, l]) are called the fundamental 
spherical weights associated with (U, K). 

PROOF. It is well known that the trivial representation V(O) occurs with multiplicity 
one in the tensor product decomposition of V ( w) * ® V ( w). Furthermore, observe that 

(6.4.7) 

as right Uq (g)-modules. By Proposition 6.4.2 we have the multiplicity free decomposition 
as right Uq(g)-modules 

(6.4.8) Cq[U/K] '.::'. EB V(.\), 
\EP_f_' 

from which it follows that the decomposition of V ( w) * ® V ( w) is multiplicity free, and 
that its irreducible constituents are all spherical. 

Kramer [72, Tabelle 1] presented for each pair (U, K) from the list (i)-(iii) in Propo­
sition 6.4.7 a set of dominant spherical weights {µ;}i=i satisfying the property that every 
A E Pf can be uniquely written as a Z+-linear combination of the µ;'s (i E [l, l]). The 
µ; 's are explicitly given as Z+-linear combination of the fundamental dominant weights 
'wj (j E [l, r]). In case of the Hermitean symmetric spaces U / K, there is an elegant pro­
cedure to recover the µ; 's as linear combinations of the fundamental dominant weights 
from the corresponding Satake diagrams [125]. 
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We show now that all spherical representations V(µi) (i E [1, l]) are constituents of 
V ( w) * l8l V ( w) by using the PRY conjecture, which states the following. Let A, µ E P + 
and w E W. Let [A+ wµ] be the unique element in P+ which lies in the W-orbit of 
A+ wµ. Then V([A + wµ]) occurs with multiplicity at least one in V(A) 18) V(µ). For 
each pair (U, K) from the list (i)-(iii) of Proposition 6.4.7, it is now possible to find 
explicit Weyl group elements Wi E W such that 

[w - wiw] = µi, (i = [1, l]). 

Combined with the PRY conjecture and the fact that V(w)* ~ V(-a0w), this implies 
that V(µi) is a consituent of V(w)* 18) V(w) for all i E [1, l]. 

As an example, we follow the procedure for the compact Hermitian symmetric pair 
(U, K) = (SO(2l), U(l)) (l 2': 2). We use the standard realization of the root system 

R of type D1 in the l-dimensional vector space V = I:~=l &i, with basis given by 
O:i = ci - ci+i (i = [1, l - 1]) and 0:1 = c1-1 + c/. The fundamental weights are given by 

Wi = Cl + c2 + ... + ci, (i < l - 1), 

W/-1 = (c1 + c2 +,,, + c!-1 - ci)/2, 

w1 = (c1 + c2 + ... + c1-1 + ci)/2. 

Set w = w1 (i.e. sc = { o:i} ). Let a i be the linear map defined by c j 1-t -c j (j = i, i + 1) 
and cJ 1-t cj otherwise. Then ai E W (i = [1, l - 1]). If l = 2l' + 1, then 

(6.4.9) 
w - 0"10"3 ... 0"2i-l w = W2i, (i = [1, l' - 1]), 

If l = 2l' then we have 

(6.4.10) 
W - 0"10"3,,, 0"2i-l W = W2i, 

w - a1a3 .. ,a211-1w = 2w1. 

(i = [1,l' -1]), 

By comparison with [72, Tabelle 1] it follows from (6.4.9) (respectively (6.4.10)) that 
all the fundamental spherical weights of the pair (U, K) = (SO(2l), U(l)) have been 
obtained. The other cases are checked in a similar manner. 

To complete the proof, we have to show that the V(µi) (i E [0, l]) are the only ir­
reducible constituents which can occur in the tensor product decomposition of V ( w) * 18) 

V ( w). This is also proved case by case. The cases corresponding to the exceptional 
groups can be directly verified using for instance the maple-package "qtensor" of Stem­
bridge [115] 1 . The special case (U, K) = (SU(p+l), S(U(p) xU(l))) of this proposition 
was proven in the previous chapter, see ( 4.5 .14 ). The remaining cases can be checked by 
showing that for A E Pf\ {µiH=o• we have A 1:. w - a0w, which implies that V(A) 
cannot occur as constituent of V ( w) * 18) V ( w). □ 

We are now in the position to prove the main result of this section. 

1http://www.math.lsa.umich.edu/~jrs/maple.html 
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THEOREM 6.4.10. The factorized *-subalgebra As is equal to Cq [U /Ks] if 
(i) S = 0, i.e. U /Ks = U /T is the full flag manifold; 
(ii) #Sc = 1 and the simple root a E 3c is a Gelfand node. 
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PROOF. To prove (i) we look at the simultaneous eigenspace decomposition of Cq [U] 
with respect to the left Uq(l:J)-action on Cq [U]. The simultaneous eigenspace correspon­
ding to the character con Uq(IJ) is exactly Cq [U /T]. Using Soibelman's factorization of 
Cq [U] ( cf. Theorem 6.3.1) and Lemma 6.4.5, it is then easily checked that Cq [U /T] = 
A0. To prove (ii) we note that 

l 

E9V(µi) '.:::'. (Bw)*Bw c As 
i=O 

as right Uq(g)-modules by Proposition 6.4.8 and (6.4.7) (here we use the notations as 
introduced in Proposition 6.4.8). Now Cq [U] is an integral domain (cf. [49, Lemma 9.1.9 
(i) ]), hence V >. v 11 E As is a highest weight vector of highest weight ,\ + µ if v >., v 11 E As 
are highest weight vectors of highest weight ,\ respectively µ. It follows that 

E9 V(,\) Y A{a}c 
>.EP_f 

as right Uq(g)-modules. Combining with (6.4.8), it follows that A{a}c = Cq [U / K{a}c ], 

as requisted. □ 

Observe that Theorem 6.4.10 for quantum Grassmannians was already proved in the 
previous chapter. In fact, for quantum complex Grassmannians we have shown that 
Ai= Cq[U/KiJ in Theorem5.4.1, so in particular As= Cq[U/Ks]. 

REMARK 6.4.11. By yet unpublished results of the author, it turns out that As equals 
Cq [U /Ks] for any generalized flag manifold U /Ks. 

In the remainder of the chapter we study the irreducible *-representations of the *­
algebras As and Cq [U /Ks]. In the next section the restriction of the irreducible *-repre­
sentations of Cq [U] to the *-algebras As and Cq [U / Ks] is considered first. 

6.5. Restriction of irreducible *•representations to Cq [U / K] 

We first recall some results from Soibelman [110] concerning the irreducible *-re­
presentations ofCq [U]. Let { eihEZ+ be the standard orthonormal basis of l2(Z+)- Write 
B(l2 (Z+)) for the algebra of bounded linear operators on l2(Z+)- Then the formulas 

1rq(t11)ej = J(I - q2J)ej-I, 1rq(t12)ej = -qi+1ej, 
(6.5.1) 

1rq(t21)ej = qJej, 1rq(t22 )ej = ✓(1- q2U+Il)ej+i, 

with 1r q ( t11 )e0 = 0, uniquely determine an irreducible *-representation 

1rq: Cq [SU(2)]---+ B(l2(Z+)). 
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Now the dual of the injective Hopf *-algebra morphism ¢i: Uq; (.s((2; C)) '-+ Ug (g) cor­
responding to the ith node of the Dynkindiagram (i E [1, r]) is a surjectiveHopf *-algebra 
morphism ¢'!i: <Cg [U] -» <Cg; [SU(2)]. In particular, we obtain irreducible *-representa­
tions 1r; := 1rg; o ¢'!i : <Cg [U] ➔ B(l2 (Z+)). 

On the other hand, there is a family of one dimensional *-representations Tt of <Cg [U] 
parametrized by the maximal torus t E T ::: 'll'r (11' C ((', denoting the unit circle in 
the complex plane). More explicitly, let tr : Uq(b) '-+ Uq(g) be the natural Hopf*­
algebra embedding, and set <Cq [T] := span{ </>µ}µEP C Uq(b)*, where</>µ (KO") := q(µ,<7) 
for u E Q. The formulas (6.3.5) define a Hopf *-algebra structure on <Cg [T]. Then 
lr : <Cg [U] -t <Cg [T], lr ( <p) : = <p O lT is a surjective Hopf *-algebra morphism. Any 
irreducible *-representation of <Cq [T] is one dimensional and can be written as ft ( ¢1,) := 

t!L for a unique t ET::: 1l'r. Here t!L := t'{' 1 .•• t~n,. forµ= I:;=1 m;-cv;. So we obtain 
a one dimensional *-representation Tt := Tt O lr of <Cg [U], which is given explicitly on 
matrix elements c;,i;v,J by the formula 

(6.5.2) Tt ( c;,i;v,j) = r5µ,vr5i,jt1'. 

The following theorem completely describes the irreducible *-representations of <Cq [U]. 

THEOREM 6.5.1 (Soibelman [110]). Let u E W, and fix a reduced expression u = 
s;1 Si1 · • • s;1• The *-representation 

(6.5.3) 

does not depend on the choice of reduced expression (up to equivalence). The set 

{1r(J"@TtltET,uEW} 

is a complete set of mutually inequivalent irreducible *-representations of<Cg [U]. 

Here tensor products of *-representations are defined in the usual way by means of 
the coalgebra structure on <Cg [U]. The irreducible representation 1r e with respect to the 
unit element e E W is the one dimensional *-representation associated with the counit c 
on <Cg [U]. In Soibelman's terminology, the representations 1r(J"@ Tt are said to be associ­
ated with the Schubert cell XO" of U /T (cf. Section 6.2). 

We also mention here an important property of the kernel of 1r O", which we will re­
peatedly need later on. Let Uq (b+) be the subalgebra of Ug (g) generated by the K;-1 and 
the xt (i E [1, r]). For any,\ E P+, the *-representation 1r(J" satisfies 

(6.5.4) 7r(J"(C;;vJ = 0 (v (/. Ug(b+)VO">-.), 1rO"(c;ffA;vJ -I- 0 

(cf. [110, Theorem 5.7]). Formula (6.5.4) combined with [9, Lemma 2.12] shows that the 
classical limit of the kernel of 1r O" formally tends to the ideal of functions vanishing on 
XO". 

Fix now a subset S <;; 6. We freely use the notations introduced earlier in this 
chapter. Our next goal is to describe how the *-representations 1r O" decompose under 
restriction to the subalgebra <Cq [U /Ks]. Consider the selfadjoint operators 

(6.5.5) LO">-.;>-.:= 1rO"((C,;>-.;>-.)*C,;>-.;>-.) 
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for >. E P+(Sc). Let a = Bi1 • • • Bi1 be a reduced expression for a, and set 7fa = 
7ri1 0 7fi2 0 · · · 0 7fi1 • Then it follows from [110, Proof of Proposition 5.2] (see also [110, 
Proof of Proposition 5.8]) that 

(6.5.6) 

where the scalar c E 11' depends on the particular choices of bases for the irreducible 
representations V(µ) (µ E P+), and with 

(6.5.7) 'Yk := Bi1Bi1-1 ···Sik+l(o:ik) (1 ~ k ~ l-1), 'YI:= O:ii· 

The proof of (6.5.6), which was given in [110] under the assumption that>. E P++• is in 
fact valid for all dominant weights >. E P+. It follows from (6.5.1), (6.5.5) and (6.5.6). 
that l2(Z+)®l(a) decomposes as an orthogonal direct sum of eigenspaces for La>.;>., 

(6.5.8) l2(Z+)®l(a) = EB H,(>.),· 

,EI(>.) 

where I(>.) C (0, 1] denotes the set of eigenvalues of La>.;>., and H,(>.) denotes the 
eigenspace of La>.;>. corresponding to the eigenvalue 'Y E I(>.) (we suppress the depen­
dance on a if there is no confusion possible). Observe that 1 E I(>.) and that La>.;>. is 
injective. 

Recall the definition of the set W 8 of minimal coset representatives (cf. (6.2.10)). 
An alternative characterization of W 8 is given by 

(6.5.9) 

where Rt := R+ nspan{S} (cf. [9, Proposition 5.1 (iii)]). Using this alternative descrip­
tion of W 8 we obtain the following properties of La>.;>. for>. E P++ (Sc). 

PROPOSITION6.5.2. Suppose that a E W 8 and>. E P++(Sc). Then 
(i) La>.;>. is a compact operator; 
(ii) The eigenspace Hi(>.) of La>.;>. corresponding to the eigenvalue 1 is spanned by the 

vector e~l(a). 

PROOF. Fix a>. E P++(Sc), and let a= sit Bi2 • • • Bi1 be a reduced expression of a 
minimal coset representative a E W 8 . It is well-known that 

(6.5.10) 

where the 'Yk are defined by (6.5.7). We have 'Yk E R+ \ Rt by (6.5.9). It follows 
that (>., 'Y:) > 0 for all k, since>. E P++(Sc). By (6.5.1) and (6.5.6) it follows that 

Hi(>.)= span{e~!(a)} and that H,(>.) is finite dimensional for all"( EI(>.). Since the 
spectrum of La>.;>. (which is equal to I(>.) U {0}) does not have a limit point except 0, we 
conclude that La>.;>. is a compact operator (cf. [105, Theorem 12.30]). □ 

We recall now the following well-known inequalities for weights of finite dimensional 
irreducible representations of g (or, equivalently, Uq(g)). 
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PROPOSITION 6.5.3. Let A E P+ andµ, v E P(A). Then (A, A) ?: (µ, v), and 
equality holds if and only ifµ = v E WA. 

For a proof of the proposition, see for instance [ 53, Proposition 11 .4]. The proof is 
based on the following lemma, which we will also need later on. The lemma is a slightly 
weaker version of [53, Lemma 11.2]. 

LEMMA 6.5.4. Led E P+ andµ E P(A) \ {A}, and let mi E Z+ (i E [1, r]) be 
the expansion coefficients defined by A - µ = I::i miai, Then there is an l ::; i ::; r with 
mi > 0 and A(Hi) -:/- 0. 

We now have the following proposition, which can be regarded as a quantum ana­
logue of the "if' part of Proposition 6.2.2. 

PROPOSITION 6.5.5. Let CJ" E ws. Then 'TflT restricts to an irreducible *-representa­
tion of the factorized *-algebra As. In particular, 'TflT restricts to an irreducible *-repre­
sentation ofCq [U / Ks]. 

PROOF. Let A E P++(Sc) and CJ" E ws. Suppose H C l2(Z+)®l(IT) is a non-zero 
closed subspace invariant under 7f1TIAs· Set 'Y := IILITA;AIHII, Then 'Y > 0 since LITA;A 

is injective, and 'Y is an eigenvalue of LITA;AIH by Proposition 6.5.2(i). Let H, be the 
corresponding eigenspace. We claim that 

(6.5.11) 7flT((c;,i;A)*c;,i;A)H, = 0, µ-:/- CJ"A. 

Suppose for the moment that the claim is correct. Then (6.3.10) and (6.5.11) imply 'Y = 1, 
hence H, = span{ e:l(IT)} by Proposition 6.5.2(ii). So every non-zero closed invariant 

subspace contains the vector e:l(IT). Since HJ_ is also a closed invariant subspace, we 
must have HJ_ = {0}, i.e. H = l2(Z+)®l(IT). Remains therefore to prove the claim 
(6.5.11). By (6.5.4) we have 7flT(C;,i;A) = 0 ifµ< CJ"A. Hence 

L ((CA )*CA ) _ (A,A)-(µ,1TA) ((CA CA )*CA CA ) 1TA;A'Tf1T µ,i;A µ,i;A - q 1f1T µ,i;A ITA;A ITA;A µ,i;A 

= q2(A,A)-2(µ,ITA)7f ((CA. )*(CA )*CA CA. ) 
IT µ,i;A 1TA;A 1TA;A µ,i;A 

_ 2(A,A)-2(µ,ITA) ((CA )*CA ) ((CA )*CA ) - q 1f IT µ,i;A IT A;A 7f IT IT A;A µ,i;A ' 

where we used Proposition 6.3.2(i) in the second equality and Proposition 6.3.2(ii) in the 
first and third equality. So (6.5.11) will then follow from 

(6.5.12) 7flT((C;A;A)*c;,i;A)H, = 0, µ-:/- CJ"A, 

in view of the injectivity of LITA;A· Fix h EH, andµ E P(A) withµ -1- CJ"A. By Lemma 
6.4.5wehave(C;A;J*C;;i;A E As C Cq[U/Ks],hencethevector 

(6.5.13) 

lies in the invariant subspace H. Again using the commutation relations given in Propo­
sition 6.3.2 and Corollary 6.3.3, we see that his an eigenvector of LITA;A with eigenvalue 
i := q2(A,1T- 1 (µ)-A)'Y, We have i > 'Y by Proposition 6.5.3. By the maximality of 'Y, we 
conclude that h = 0. This proves (6.5.12), hence also the claim (6.5.11). □ 
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DEFINITION 6.5.6. The irreducible *-representation 1r(J' (O' E Ws) ofCq [U/ Ks] is 
said to be associated with the Schubert cell Xrr C U / Ks. 

The following proposition can be regarded as a quantum analogue of Proposition 6.2.3 as 
well as of the "only if" part of Proposition 6.2.2. 

PROPOSITION 6.5.7. Let O' E W, and let O' = uv be the unique decomposition of O' 

with u E ws and v E Ws. For 1r(J' = 1fu@ 1fv (cf (6.2.11)) and t ET, we have 

(1r(J' @Tt)(a) = 1fu(a)@ iJ<9l(v), a E Cq [U/ Ks]. 

PROOF. Recall that the one dimensional *-representation Tt factorizes through lr : 
Cq [U] -+ Cq [T] and that 1ri factorizes through¢>; : Cq [U] -+ Cq; [SU(2)]. The maps lr 
and</>"; (i E S) factorize through ls : Cq [U] -+ Cq [Ks] since the ranges of lT and </>i 
(i E S) lie in the Hopf-subalgebra Uq(ls). Hence 1r,,@ Tt (v E Ws, t E T) factorizes 
through ls, say 1f v @ Tt = 1r v,t o l8. Then we have for a E Cq [U / Ks], 

(1r(J'@ Tt)(a) = (1ru@ 1fv@ Tt) o ~(a) 

= (1ru@ 1fv,t) 0 (id@ ls)~(a) 

= 1fu(a) @7rv,t(l) = 1fu(a) @id®!(v), 

which completes the proof of the proposition. □ 

LEMMA 6.5.8. The *-representations {1r(J' }(J'Ews, considered as *-representations 
of As respectively Cq [U / Ks], are mutually inequivalent. 

PROOF. Let0",0"1 E Ws withO" =/- 0"1 and>. E P++(Sc). ThenO">. =/- 0"1A, since 
the isotropy subgroup {O' E WI O'A = >.} is equal to Ws by Chevalley's Lemma (cf. 
[58, Proposition 2.72]). Without loss of generality we may assume that O' >. 'l_ rr' >.. Then 
we have 1r(J',((C,;>.,J*C,;>.,>.) = 0 by (6.5.4). On the other hand, L(J'>.;>. is injective. It 
follows that 1r (]' '/:. 1r (]', as *-representations of As. □ 

Let now 11-llu be the universal C*-norm on Cq [U] (cf. [23, Section 4]), so 

(6.5.14) llallu := sup ll(1r(J' @Tt)(a)II, a E Cq [U]. 
(J'EW,tET 

Let Cq(U) (respectively Cq(U / Ks)) be the completion of the *-algebra Cq [U] (respec­
tively of the *-algebra Cq [U / Ks]) with respect to 11-llu- All *-representations 1r(J' @ Tt of 
Cq [U] extend to *-representations of the C*-algebra Cq (U) by continuity. The results of 
this section can now be summarized as follows. 

THEOREM 6.5.9. Let S <;; ~- Then { 1r(J' }(J'Ews is a complete set of mutually in­
equivalent irreducible *-representations of Cq (U /Ks). 

PROOF. This follows from the previous results, since every irreducible *-represen­
tation of Cq(U / Ks) appears as an irreducible component of O'ICq(U/Ks) for some irre­
ducible *-representation O' of Cq (U) (cf. [26, Proposition 2.10.2]). □ 
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Theorem 6.5.9 does not imply that {1ra- L,Ews is a complete set of irreducible *-repre­
sentations of the *-algebra <Cq [U / Ks] itself. Indeed, it is not clear that any irreducible 
*-representation of <Cq [U / Ks] can be continuously extended to a *-representation of 
C q ( U /Ks). In the remainder of this chapter we will deal with the classification of the 
irreducible *-representations of As. In particular, this will yield a complete classifica­
tion of the irreducible *-representations of <Cq [U /Ks] for the generalized flag manifolds 
U / Ks for which the PBW factorization is valid (cf. Theorem 6.4.10 and Remark 6.4.11). 

6.6. Irreducible *-representations of As 

Let S ~ ~ be any subset. In this section it is shown that { 1r a-} a-E w s exhausts the set 
of irreducible *-representations of As (up to equivalence). We fix therefore an arbitrary 
irreducible *-representation T : As ---+ B ( H) and we will show that T ~ 1r a- for a (unique) 
a- E ws, In order to associate the proper minimal coset representative a- E ws with T, 

we need to study the range T(As) c B(H) of Tin more detail. For,\_ E P+(Sc) and 
µ, v E P(.\.), let r>-(µ; v), TA(v) c B(H) be the linear subspaces 

(6.6.1) 
TA(µ; v) := {T((C;;vJ*C~;vJ IVE V(.\.)µ, WE V(.\.)v }, 

TA(v) := {T((C;;vJ*C~;vJ Iv EV(.\.), WE V(.\.)v}-

For,\_ E P+(Sc), set 

(6.6.2) 

and let Dm(.\.) be the set of weights v E D(.\.) such that v' ~ D(.\.) for all v' < v. By 
(6.3.10), we have D(.\.) -f. 0, hence also Dm(.\.) -f. 0. We start with a lemma which is 
useful for the computation of commutation relations in T( As) C B ( H). 

LEMMA 6.6.1. Let.\., A E P+(Sc) and v E Dm(.\.). Let v E V(.\.), v' E V(.\.)v, 
with v' < v and w, w' E V(A). Then the product of the four matrix elements (C,~;vJ*, 

c~';v;.' (Ct;vJ*, and ct,;VA' taken in an arbitary order, is contained in Ker(T). 

PROOF. Since Ker( T) is a two-sided *-ideal in As, it follows from the definitions 
that 

(C~;vJ*C~';VA (c;;vJ*Ct,;v;. E Ker(T). 

If the product of the four matrix coefficients is taken in a different order, then we can 
rewrite it by Proposition 6.3.2 and by Corollary 6.3.3 as a linear combination of products 
of matrix elements 

(C~;vJ*C~';vA (C;;vJ*C;,;v;. 

with x' E V ( ,\_) v" and v" ::; v' < v. These are all contained in Ker( T), since v E 
Dm(.\.). □ 

LEMMA 6.6.2. Let,\_ E P+(Sc) and v E Dm(.\.). Then 
(i) TA (v; v) -f. {O}; 
(ii) v = a- .\.for some a- E ws. 
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PROOF. Let A E P+(Sc) and v E Dm(.\). Fix weight vectors v E V(.\)µ, w E 
V(.\)v such that Tv·w := T((C;.v )*C~-v ) =f. 0. By Lemma6.6.1, we compute 

1 1 ). ' ). 

(6.6.3) 
(T )*T - (µ,v)-(,\,,\) (C,\ (C,\ C,\ )*C,\ ) 

v;w VjW - q T v;v.x VjVA w;v,x WjV,\ 

= T(C;;v>, (C;;vJ*)Tw;w, 

where Proposition 6.3.2(ii) is used in the first equality and Proposition 6.3.2(i) is used in 
the second equality. On the other hand, (Tv;w)*Tv;w =f. 0 since B(H) is a C*-algebra, so 
it follows that Tw;w =f. 0. In particular, T,\(v, v) =f. {O}. Formula (6.6.3) for v = w gives 

0 =f. (Tw;w)*Tw;w = T(C~;v>, (C~;vJ*)Tw;w = qC>.,,\)-(v,v)rw;wTw;w, 

where Proposition 6.3.2(ii) is used in the last equality. It follows that (.\, .\) = (v, v), 
since Tw;w is selfadjoint. By Proposition 6.5.3 we obtain v = a-A for some a- E W 5 . □ 

(6.6.4) 

This definition makes sense since dim(V(.\)v) = 1 by Lemma 6.6.2(ii). Furthermore, 
L,/;,\ is a non-zero selfadjoint operator which commutes with the elements of T( As) in 
the following way. 

LEMMA 6_.6.3. Let A, A E P+(Sc) and v E Dm(.\). For v E V(A)µ, w E V(A)µ, 
we have 

L ((CA )*CA ) _ 2(v,µ' -µ) ((CA )*CA )L 
v;.,\ T V;VA WjVA - q T v;VA WjVA v;A· 

PROOF. By Lemma 6.6.1 and the commutation relations in Section 6.3 we compute 

L,/;,\T((CtvJ*C~;vJ = q(,\,A)-(v,µ)T((CtVA c;v;vJ*C;v;V>, c~;vJ 

= q2(,\,A)-2(v,µ)T((CA )*(C,\. )*C,\. cA. ) 
V,VA Vv 1 V>,. Vv,V>. W,VA 

_ 2(v,µ' -µ) ((CA )*CA )L - q T v;vA w;vA v;A, 

where Proposition 6.3.2(ii) is used for the first and fourth equality, Proposition 6.3.2(i) is 
used for the second equality, and Corollary 6.3.3 is used for the third equality. □ 

It follows from Lemma 6.6.3 that Ker(Lv;,\) <;; His a closed invariant subspace. By the 
irreducibility of T, we thus obtain the following corollary. 

COROLLARY 6.6.4. Let A E P+(Sc) and v E Dm(.\). Then Lv;,\ is injective. 

The minimal coset representative a- of Lemma 6.6.2(ii) is unique and independent of 
.\ E P + ( sc) in the following sense. 

LEMMA 6.6.5. There exists a unique a- E W 5 such that Dm(A) = {a-.\} for all 
.\ E P+(Sc). 
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PROOF. Let A E P++(Sc) and v E Dm(A). Then there exists a unique u E W 5 

such that v = uA by Lemma 6.6.2(ii) and by Chevalley's Lemma (cf. [58, Proposition 
2.27]). Fix furthermore arbitrary A E P+(Sc) and v' E Dm(A). Choose au' E W 
such that v' = u' A. By Lemma 6.6.1 and the commutation relations of Section 6.3, we 
compute 

L L (A,A)-(v,v') ((CA cA )*CA CA ) 
v;A v';,,\ = q T v';A v;A vjA v';A 

= q3(A,A)-3(v,v')T((CA )*(CA )*CA cA ) 
1.1 1 ;A v;A v' ;A v;A 

_ q2(A,A)-2(v,v') L L 
- v';A 1.1;A, 

where Proposition 6.3.2(ii) is used in the first and third equality and Proposition 6.3.2(i) 
is used twice in the second equality. If we repeat the same computation, but now using 
Corollary 6.3.3 twice in the second equality, then we obtain 

Lv;AL1/';A = q 2(v,v')- 2(A,A) Lv';ALv;A, 

hence 

(q2(A,A)-2(v,v') _ q2(v,v')-2(A,A))L L - O 
v';,,\ v;A - · 

By Corollary 6.6.4 we have Lv';AL,/;A -/:- 0, so we conclude that 

(A, A) - (v, v') = (A, A - u-1u' A) = 0. 

Since A E P++(Sc) and A E P+(Sc), it follows from Lemma 6.5.4 that A = u- 1 u' A, 
i.e. v' = UA. Hence, Dm(A) = {uA} for all A E P+(Sc). □ 

In the remainder of this section we write u for the unique minimal coset representative 
such that Dm(A) = { u A} for all A E P+ (Sc). We are going to prove that T '.::::'. -rr,,. First 

we look for the analogue of the distinguished vector e~t(,,) (cf. Proposition 6.5.2(ii)) in 
the representation space Hof T. 

The spectrum I(A) of L,,A;A is contained in [O, oo ), since L,,A;A is a positive operator. 
By considering the spectral decomposition of L,,A;A, the following corollary of Lemma 
6.6.3 and [60, Lemma 4.3] is obtained. 

COROLLARY 6.6.6. Let A E P+(Sc). Then I(A) C [O, oo) is a countable set with 
no limit points, except possibly 0. 

The proof of Corollary 6.6.6 is similar to the proof of [110, Proposition 3.9] and of 
[60, Proposition 4.2]. 

By Corollary 6.6.6 we have an orthogonal direct sum decomposition 

(6.6.5) H= EB 
,EI(A)nIR>o 

into eigenspaces of L,,A;A, where H,(A) is the eigenspace of L,,A;A corresponding to the 
eigenvalue 1'· Let l'o ( A) > 0 be the largest eigenvalue of L,, A;A. 

LEMMA 6.6.7. Let A E P+(Sc), v E V(A), w E V(A),,, and assume that v-/:- UA. 
Then T((C;;v,. )*C~;vJ(H,o(A)(A)) = {O}. 
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PROOF. Let A E P+(Sc), v E V(A)µ and w E V(A)v- By Lemma 6.6.1 and the 
commutation relations in Section 6.3, we compute 

LuA;AT((C~;vJ*C~;vJ = T(CtO';,,;V;,, (C~;v;,, c:O';,,;vJ*C~;vJ 
- (A,A)-(µ,uA) (CA (CA )*(CA )*CA ) 
- Q T Vu>..iV>.. v;V,\ Vu>,..iV>.. WjV,\ 

=q2 (A,A)- 2(µ,<TA)T((CA. )*CA . )T((CA . )*CA. ) 
V,V.>,, Vu>. ,V>. Vc7,\ ,V>.. W,V>.. ' 

where Proposition 6.3.2(i) is used in the second equality and Proposition 6.3.2(ii) is used 
in the first and third equality. This computation, together with the injectivity of L.,. A;A, 
shows that it suffices to give a proof of the lemma for the special case that v = vu A. So 
we fix h E H'Yo(A)(A) and w E V(A)v with v E P(A) and v i, uA.. It follows from 

Lemma 6.6.3 that h := T((CtO';,,;vJ*C~;vJh is an eigenvectorof L.,.A;A with eigenvalue 

i'o(A) = q2(A,.,.-'(v)-A)1'o(A). ByProposition6.5.3wehavei'o(A) > 1'o(A),henceh = 0 
by the maximality of the eigenvalue 1'o (A). □ 

COROLLARY 6.6.8. 1'o(A) = lforall A E P+(Sc). 

PROOF. Follows from (6.3.10) and Lemma 6.6.7. □ 

The linear subspace of<Cq[U] spanned by the matrix elements {C,;.'µ;µ}µEP+ is a subal­
gebra of <Cq [U] with algebraic generators C;~i;w; (i E [1, r]). This follows from the fact 

that C,;.'µ;µC~v;v = Aµ,vc:t:v);µ+v' where the scalar Aµ,v E 1' depends on the parti­
cular choices of orthonormal bases for the finite dimensional irreducible representations 
V(µ) and V(v) (cf. [110, Proofof Proposition 3.12]). Then it follows from Proposition 
6.3.2 and Lemma 6.6.1 that 

(6.6.6) L.,.(µ+v);µ+v = L.,.µ;µLuv;v 

for all µ, v E P+(Sc), hence span{L.,.A;AhEP+(Sc) is a commutative subalgebra of 
B(H). Set 

(6.6.7) H1 == n H1 ( Wi), 
iESC 

thenH1 c H 1(A) foral!A. E P+(Sc) by(6.6.6). 

LEMMA 6.6.9. H1 = H1(A)forall A E P++(Sc). In particular, H 1 i, {O}. 

PROOF. Forµ E P+(Sc) we have IIL.,.µ;µ11 = 1. Moreover, for any h EH, 

(6.6.8) h E H1(µ) {:} IIL.,.µ;µhll = llhll-

This follows from the eigenspace decomposition (6.6.5) for L.,.µ;µ and the fact that 1 is 
the largest eigenvalue of Luµ;µ- Let A E P++(Sc) and choose arbitrary i E sc. Then 
A=µ+ wi for certainµ E P+(Sc). By (6.6.6), we obtain for h E H 1 (A), 

11h11 = IIL.,.A;Ahll = 11£.,.,,;µL.,.wi;wihll 

::; IILrni;ro,hll::; llhll, 
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hence we have equality everywhere. By (6.6.8), it follows that h E H 1 ( z.:v"i). Since i E sc 
was arbitrary, we conclude that h E H 1. □ 

LEMMA 6.6.10. Let,\ E P+(Sc). For all v E V(A)µ withµ =J CJA. we have 

T((C;;vJ*C;,,>.;vJ(Hi) CH{ 

PROOF. Let A E P++(Sc), ,\ E P+(Sc), and v E V(,\) 1, withµ =J CJA. andµ E 
P(A). Then 

(6.6.9) Lall.;/\. T((C~vJ*C;,,>.;vJ = q2(A,>.-a-'(µ))T(( c;;vJ*C;,,>.;vJLaA;A 

by Lemma 6.6.3. By Lemma 6.5.4 we have (A,,\ - CJ-1 (µ)) > 0. Hence, 

T((C;;vJ*C;,,>,;vJ(H1) = T((C~;v>. )*C;,,>,;vJ(H1 (A)) 

c E9H-y(A) = H1(A)1- =Ht, 
-y<l 

which completes the proof of the lemma. 

COROLLARY 6.6.11. dim(Hi) = 1. 

PROOF. By Lemma 6.6.7 and Lemma 6.6.10 we obtain for any 0 =J h E H 1, 

T(As)h C span{h} EB Ht, 

□ 

where the overbar means closure. Since Tis irreducible, it follows that span{h} = H 1. 

□ 

Any vector h E H1 with 11h11 = 1 can serve now as the analogue in the representation 

space Hof the distinguished vector e~l(a) in the representation space of 7ra· By compar­
ing the Gelfand-Naimark-Segal states of T and 7ra taken with respect to the cyclic vector 

h E H1 (11h11 = 1) respectively e~l(a), we obtain the following lemma. 

LEMMA 6.6.12. We have T '.::::' 7ra as irreducible *-representations of As. 

PROOF. Fix an h E H1 with 11h11 = 1, and define the Gelfand-Naimark-Segal states 
<Pn <Pn:,, : As -+ C by 

(6.6.10) 

Then we have for¢= ¢ 7 (respectively¢= <Pn:,,), 

(6.6.11) ¢((c;,i;>.)*C;,j;>.) = t5µ,a>.t5v,a>. 

for,\ E P+(Sc), µ, v E P(A), i E [1, dim(V(A)µ)], and j E [1, dim(V(A)v)]. Indeed, 
(6.6.11) for¢= ¢T follows from Lemma 6.6.7 and Lemma 6.6.10. For¢= <Pn:,,, recall 
that 1r a is an irreducible *-representation of As (Proposition 6.5.5). We have seen in the 
previous section that La>.;>.= 1ra((C;>.;>.)*C;>.;>.) is injective for all,\ E P+(Sc), hence 
CJA. ED(,\) (cf. (6.6.2)) for all,\ E P+(Sc). By (6.5.4), we actually have CJA. E Dm(A) 
for all ,\ E P+(Sc). Hence the labeling CJ E ws of 'lfu coincides with its (unique) 
minimal coset representative defined in Lemma 6.6.5. Furthermore, the one dimensional 
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subspace H 1 for 1r,, is equal to span{ e~l(IT)} (cf. Proposition 6.5.2(ii), Lemma 6.6.11). 
So (6.6.11) for¢= <P1ru follows again from Lemma 6.6.7 and Lemma 6.6.10. 

By linearity it follows from (6.6.11) that <Pr = <P1ru, hence T and 1r,, are unitarily 
equivalent *-representations (cf. [26, Proposition 2.4.1]). □ 

The results of this section may be summarized as follows. 

THEOREM 6.6.13. For all Si;~' {1r,, }O"Ews is a complete set of mutually inequiv­
alent, irreducible *-representations of the factorized *-subalgebra As. 

Combining Proposition 6.5.7, Theorem 6.4.10 and Theorem 6.6.13 we obtain the 
following theorem. 

THEOREM 6.6.14. { 7r O"} rrEW s is a complete set of mutually inequivalent, irreducible 
*-representations of Cq [U /Ks] in the the following cases: 
(i) S = 0, i.e. U /Ks= U /Tis the full flag manifold; 
(ii) #Sc = 1 and the simple root a E 5c is a Gelfand node. 
For these cases the restriction to Cq [U / Ks] of the universal C*-norm on Cq [U] coincides 
with the universal C* -norm on Cq [U /Ks]. 

In fact, Theorem 6.6.14 is true for all generalized flag manifolds U / Ks in view of 
Remark 6.4.11. 
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