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Introduction 

The present monograph deals with two different but related topics. The first 
one is the regularity theory of Fourier integral operators. We restrict our at­
tention to non-degenerate operators but allow phase functions to be complex 
valued. The non-degeneracy means that the canonical relation of the operator 
is locally a graph of a diffeomorphism between cotangent bundles of two man­
ifolds. Such operators arise naturally as propagators (solution operators) for 
partial differential equations. The theory of these operators is well developed 
and we refer the reader to excellent monographs [11], [27], [7 4]. Regularity 
properties of these operators have been under study for a long time. The L2 

boundedness of operators of zero order was established in [25], but was essen­
tially known in different forms before (see, for example, [16]). The boundedness 
properties of Fourier integral operators in LP spaces for 1 < p < oo were estab­
lished in (62]. The authors prove that operators of order -(n - 1)11/p - 1/21 
are bounded from Lfomp(Y) to Lf0 c(X), where n = dim X = dim Y. However, 
in this paper the authors came up with an interesting condition called "the 
smooth factorization condition", which allows to improve LP estimates given 
certain information on the dimension of the singular support of the Schwartz 
integral kernel of the operator and singularities of its wave front. All this 
concerns operators with real phase functions. 

Fourier integral operators with complex phases appear naturally in differ­
ent problems. The theory of operators with complex phases was systematically 
developed in [37] and (38]. It was used in [74] to describe solution operators 
for the Cauchy problem for partial differential operators with complex char­
acteristics. L2 boundedness of these Fourier integral operators of zero orders 
is due to [38], and to [26] in greater generality. The complex phase is used in 
the analysis of the oblique derivative problems ([38]) and in the description of 
projections to kernels and cokernels of pseudo-differential operators with non­
involutive characteristics ([12]). In a way the use of complex phase functions 
is more natural than the real ones. First, there are no geometric obstructions 
like the non-triviality of Maslov cohomology class. Second, one can use a single 
complex phase function to give a global parameterization of a Fourier integral 
operator ([33]). 

The first chapter of this monograph describes the LP properties of Fourier 
integral operators with complex phases. We suggest a local graph type condi­
tion (L) which insures that operators of order -(n -1) I 1/p-1/21 with complex 

1 



2 Introduction 

phases are bounded from L~omp to Lf0 c. If the imaginary part of the phase func­
tion is zero, that is if the phase function is real, our condition (L) is equivalent 
to the local graph condition for real phase functions. In Section 1.12 we propose 
the smooth factorization type condition (F) for the complex phase. Again, if 
the phase function is real valued, our condition (F) is equivalent to the smooth 
factorization condition of [62]. Under this condition we establish better LP 
properties of operators. We provide the reader with the necessary background 
information on Fourier integral operators in Sections 1.1, 1.2, 1.3, as well as 
the overview of the regularity theory for real and complex phase functions in 
Sections 1.4 and 1.6. 

It is convenient to use the complex domain for the analysis of the smooth 
factorization condition. This is the second topic of the present monograph. We 
will state a general problem of singularities of affine fibrations which includes 
the smooth factorization condition as a particular case. Let D be an open 
subset of <C". An affine fibration in D is a family of affine subspaces of D 
which locally do not intersect and whose union equals to almost the whole of 
D. These subspaces will be controlled by kernels of holomorphic mappings. To 
be more precise, let A : D ➔ <Cpxn be a holomorphic matrix valued mapping. 
Let k = max.;E!:2 rank A(() be the maximal rank of A in D. The set n(k) where 
it is maximal, is open and dense in D, and on this set the mapping 

:x: ( i--+ ker A(() 

is regular from D(k) to the space of all (n - k)-dimensional linear subspaces of 
D. Our main condition will be that :x defines a fibration in n(k), which means 
that for ( E D(k), :xis constant on ( +ker A((). This setting will be made more 
precise as conditions (Al), (A2) in Chapter 2. 

An important case occurs when A= Dr is the Jacobian of a holomorphic 
mapping r : D ➔ (CP. In this case r is constant on ( + :x(() for all ( E n(k). 

This means that the level set r-1 (f(()) is an affine subspace of D, equal to 
( + :x((). Such fibrations will be called Jacobian. Conditions (Al), (A2) will 
be called (r Al), (r A2) in this case. If r itself is a gradient of a holomorphic 
mapping ¢ : D ➔ <C, the fibration will be called a gradient fibration. In this 
case A(() = D2 ¢(() is the Hessian of ¢. In our applications ¢ will be the 
complex analytic extension of the phase function of a Fourier integral operator 
when the phase function is real analytic. 

In Chapter 2 we will study these fibrations and especially their singular 
sets. It turns out that the mapping :xis meromorphic and we can use methods 
of complex analytic geometry. All the background information will be provided 
in Section 2.5. 

Chapter 3 is complementary to Chapter 2 and there we will study fibrations 
of gradient type in both real and complex setting. In Chapter 4 we will apply 
results of Chapters 1 and 2 to derive further estimates for analytic Fourier 
integral operators. Those are operators whose phase function is real analytic. 
Based on the estimates for the set of singularities for corresponding fibrations 
in Chapter 2, we will show that the smooth factorization type condition (F) 
holds automatically in a number of cases. 



Introduction 3 

Finally, in Chapter 5 the analysis will be applied to several problems. In 
Section 5.1 we will describe several applications of the regularity theory of 
Fourier integral operators. We will go on to discuss regularity properties of 
solutions of hyperbolic equations in Section 5.2. In Section 5.4 we will allow 
the characteristic roots of a partial pseudo-differential equation to be complex. 
However, in order to be able to apply the theory of Fourier integral operators 
with complex phases, we will assume that the imaginary part of characteristic 
roots is non-negative. Then, according to [7 4], the Cauchy problem is well posed 
and its propagator is a Fourier integral operator with complex phase. We will 
derive estimates for fixed-time solutions of these equations in LP spaces. We will 
also discuss the improvements when the smooth factorization type condition 
(F) is satisfied. In some cases it is satisfied automatically, for example in R4 

or R5 , when coefficients of the operator may depend on time, but not on the 
other variables. As another application, we will briefly discuss LP estimates for 
the oblique derivative problem in Section 5.5. 

The present monograph is based on the author's doctoral thesis. However, 
there only operators with real phases were investigated, meanwhile the empha­
sis of this monograph is on operators with complex phases. Parts of this book 
have appeared in several papers. Chapter 4 is a complex valued phase version 
of [52], where analytic operators with real phases were considered. Some results 
of Section 5.2 have appeared in [53] and in [55]. Section 1.11 has appeared in 
[54]. A survey of the regularity theory of operators with real phases has ap­
peared in [56]. However, Chapter 2 presents a more general problem (Al), (A2) 
for holomorphic matrix valued functions. Some of its results were announced 
in [57] and [58]. We would like to mention the paper [59], which is related to 
the LP estimates under the failure of the factorization condition. However, we 
did not feel it would take an integral part in this book and we mention it only 
briefly in Remark 1.12.4. The results on the complex phase were announced in 
[60]. Above all, in this book we tried to emphasize the geometric role played by 
the affine fibrations in the regularity theory, especially in the case of complex 
phase functions in Section 1.12. 

Finally, it is a pleasure for me to thank several people who have contributed 
in one way or another to the appearance of this work. First, I would like to 
thank Hans Duistermaat for all the support which I have had from him during 
my years at the Utrecht University as his graduate student. His influence 
on my understanding of Fourier integral operators and my work can not be 
overestimated. I would like to thank departments of mathematics of Utrecht 
University, the Johns Hopkins University and University of Edinburgh, and 
finally the Imperial College, where I was able to continue to work on this 
project. I am also grateful to Chris Sogge, Andreas Seeger, Anders Melin, Ari 
Laptev and Yuri Safarov for interesting discussions about real and complex 
phases. 
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Chapter 1 

Fourier integral operators 

In this chapter we will discuss Fourier integral operators. The exposition will 
include both real and complex phase functions. We will provide essential def­
initions and point to the references for the general theory. Section 1.4 gives 
an overview of the regularity properties of Fourier integral operators with real 
phase functions. In Section 1.6 we will give a brief introduction to the regularity 
properties of operators with complex phases. However, we will not give proofs 
in these sections as we will prove more general statements for complex phases 
later. These sections are informally written and can be read independently. 

Section 1. 1 contains the necessary definitions from the theory of Fourier 
integral operators with real phases. Section 1.2 gives backgrounds on the use 
of complex phase functions. It also gives several references to more detailed 
sources. In Section 1.3 we recall the necessary facts from the relevant function 
theory. 

In Section 1.5 we describe the smooth factorization condition for Fourier 
integral operators with real phases and how it enters the regularity theory. 
This is where the relation with affine fibrations of the following chapters plays 
a role and some discussion of it can be found in Section 1.5.2. Section 1. 7 
contains the LP-estimates for Fourier integral operators with complex phases. 
We introduce condition (L) which plays a role of the local graph condition in 
the analysis. The proof of these estimates is given in Section 1.9. Estimates in 
LP spaces imply estimates in other function spaces in Section 1.10. In Section 
1.11 we consider the question of the sharpness of the estimates. To determine 
the order of the best possible estimate it is sufficient to consider real phases. 
An application of the stationary phase method gives the best possible orders 
for all dimensions of the singular support of the operator. As a consequence, 
we also derive a representation formula for bounded elliptic operators of small 
negative orders. 

An analogue of the smooth factorization condition for complex phases is 
formulated in Section 1.12 (condition (F)). There we also establish the improved 
LP estimates under this condition. These estimates are best possible in view of 
the arguments of Section 1.11. In the case of the real phase functions, results 
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6 Chapter 1. Fourier integral operators 

of Sections 1.7 and 1.12 imply results of [62] on the regularity properties of 
Fourier integral operators. 

In the sequel, our primary concern will be the local analysis. However, 
global constructions often help to give a better insight in problems at hand. The 
intrinsic global characterization of Fourier integral operators was systematically 
developed in [25], [9], [27]. Excellent expositions of the theory can be found 
in [14], [15]. Many important to us notions are described in [35]. The global 
theory is based on constructions of the symplectic geometry. 

1.1 Fourier integral operators with real phases 

We start by recalling several relevant notions from the symplectic geometry. 
Let M be a smooth real manifold. A form w is called symplectic on M if it is 
a 2-form on M such that dw = 0 and such that for each m E M the bilinear 
form Wm is antisymmetric and non-degenerate on T mM. The pairs (T mM, wm) 
and (M, w) are called the symplectic vector space and the symplectic manifold, 
respectively. Let X be a smooth real manifold of dimension n. The canonical 
symplectic form a on the cotangent bundle T* X of X can be introduced as 
follows. Let 1r : T* X 3 (x, e) f-t x E X be the canonical projection. Then for 
(x, e) E T* X the mappings D1r(x,e) : T(x,e) (T* X) ➔ TxX and e : TxX ➔ ~ 
are linear. Their composition 

is a 1-form on T* X. Its derivative a = da is called the canonical 2-form on 
T* X and it follows that a is symplectic. This form corresponds to the form 
r,7=1 dpj I\ dqj in mechanics, with possible change of sign. It can be shown 
that any symplectic form takes the latter form in symplectic coordinates. The 
same objects can be introduced on complex analytic manifolds. 

A submanifold A of T* Xis called Lagrangian if (T(x,e)A)"" = T(x,oA, where 

(T(x,e)A)'7 = {p E T(x,e)(T* X): a(p, q) = 0 \:/q E T(x,e)A}. 

In particular, this implies dim A = n. A submanifold A of T* X\0 = { (x, e) E 
T* X : e ::j:. 0} is called conic if (x, e) E A implies (x, re) E A for all r > 0. Let 
:EC X be a smooth submanifold of X of dimension k. Its conormal bundle in 
T* X is defined by 

N*:E = {(x,e) E T*X: x E :E,e(ox) = 0, \:/ox E Tx:E}. 

The proofs of the subsequent statements can be found in [14], [15], [27]. We 
mainly follow [11]. 

Proposition 1.1.1. (1) Let A C T* X\0 be a closed submanifold of dimen­
sion n. Then A is a conic Lagrangian manifold if and only if the form a 
in {1.1.1) vanishes on A. 

(2) Let :E C X be a submanifold of dimension k. Then its conormal bundle 
N* :E is a conic Lagrangian manifold. 
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(3) Let ACT* X\O be a conic Lagrangian manifold and let D1r(x,1:,) : T(x,1:,)A ➔ 
TxX have constant rank equal to k for all (x, ~) E A. Then each (x, ~) E A 
has a conic neighborhood r such that 

(a) ~ = 1r(A n r) is a smooth submanifold of X of dimension k, 

(b) An r is an open subset of N*~. 

In the sequel we will mainly deal with conic Lagrangian manifolds and we 
will need their local representations. For this purpose, we consider a local 
trivialization Xx (JE.n \0) of T* X\O, where we can assume X to be an open set 
of dimension n. However, in the sequel we will also need a slight generalization 
of it, so that we allow the dimensions of X and the fibers differ. Thus, let r 
be a cone in Xx (JE.N\0). A smooth function¢>: Xx (JE.N\O) ➔ lE. is called 
a phase function, if it is homogeneous of degree one in 0 and has no critical 
points as a function of (x, 0): rp(x, T0) = Tq>(x, 0) for T > 0 and d(x,e)ef>(x, 0) -::/- 0 
for all (x,0) EX x (JE.N\O). A phase function is called non-degenerate in r if 

(x, 0) E r, der/>(x, 0) = 0 imply that d(x,e) 8 <tiJ;• 0 ) are linearly independent for 
J 

j = 1, ... ,N. 

Proposition 1.1.2. (1) Let r be a cone in Xx (JE.N\O) and let¢> be~ non­

degenerate phase function in r. Then there exists an open cone r :) r 
such that the set 

Cq, = {(x,0) E f: deef>(x,0) = O} 

is a smooth conic submanifold of Xx (JE.N\O) of dimension n. The map­
ping 

y<ti : Cq, 3 (x, 0) 1---t (x, dxef>(x, 0)) ET* X\O 

is an immersion, commuting with the multiplication with positive real 
numbers in the fibers. Let us denote Aq, = T<P(Cq,)-

(2) Let A be a submanifold of T* X\O of dimension n. Then A is a conic La­
grangian manifold if and only if every (x, ~) E A has a conic neighborhood 
r such that An r = Aq, for some non-degenerate phase function ¢>. 

Naturally, the cone condition for A corresponds to the homogeneity of¢>. 
We give the following definition for the completeness, although we will not 

use it in the sequel. Let A be a closed conic Lagrangian submanifold of T* X\O. 
A distribution u is called the Lagrangian distribution of order m associated to 
A, v, E Jm(X, A), if 

n 

IT Pju E 00 H1:_c!~-n/4 (X), 
j=l 

(1.1.2) 

whenever Pj E '1! 1 (X) are properly supported pseudo-differential operators 
whose principal symbols Pj ( x, ~) vanish on A and 00 H1:.'!i,-nf 4 is the localization 
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of the usual Besov space. First, a distribution u E S' (IR.n) belongs to the Besov 
space 00 H" (IR.n), if u E Lfoc (IR.n) and 

For a smooth manifold X of dimension n the space 00 Ht0 c(X) is defined to 
be the space of all u E D' ( X) such that ( 'lj;u) o x- 1 is in 00 H" (IR.n) whenever 
fl C X is a coordinate patch with coordinates x and '1/J E Ca° (fl). More details 
can be found in [27, 25.1] and [65, 6.1]. 

Let now X, Y be open in IR.n and let <I> be a non-degenerate phase function. 
Let a E S;'(X x Y x JR.N) be a symbol of type p and order m, which means 
that 1/2 :S p :S 1, a E C00 (X x Y x JR.N), and for every compact subset K of 
X x Y and any multi-indices a, (3 holds 

for all ( x, y) E K and 0 E JR.N \ 0. Operators of the form 

Tu(x) = { { ei<I>(x,y,e)a(x, y, 0)u(y)d0dy. 
./y .JIT/}.N 

(1.1.3) 

are called Fourier integral operators. Expression (1.1.3) can be understood in 
the classical sense if m + N < 0 and u E C0 (X), when the integral is absolutely 
convergent. The integral kernel of (1.1.3) is equal to 

K(x, y) = { ei<I>(x,y,O)a(x, y, 0)d0. 
.JIT/}.N 

According to Proposition 1.1.2, the set 

A¢= {(x, y, dx<f>(x, y, 0), dy</>(:c, y, 0)) : de<f>(x, y, 0) = O} 

(1.1.4) 

(1.1.5) 

is a conic Lagrangian submanifold of T*(X x Y)\O of dimension 2n. It follows 
that for p = l, the kernel (1.1.4) is a Lagrangian distribution in X xY associated 
to A<1> of order µ = m - n/2 + N /2, I( E P'(X x Y, A<1>)- Conversely, any 
Lagrangian distribution K E Iµ (X x Y, A) can be microlocally written in the 
form (1.1.4) modulo C00 , with p = l (cf. [65, Theorem 6.1.4]). The kernel 
(1.1.4) is also called the Fourier integral d'istribution. In general, If (X, A) will 
denote the space of Fourier integral distributions consisting of Fourier integral 
distributions 

u(x) = { ei¢(x,e)a(x, 0)d0, 
.JITl}.N 

(1.1.6) 

with A locally equal to A¢ as in Proposition 1.1.2, a E s;n(X x JR.N), p > 1/2, 
andµ=m-n/4+N/2. 
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The behavior of the integral (1.1.3) can be independent of some of the 
variables 0 and the order of T is taken to be µ = m + (N - n) /2, which is the 
order of its Lagrangian distribution (in this case we have X x Y instead of X). 
The following theorem describes the family of phase functions corresponding 
to the same Fourier integral distribution (1.1.4) (Theorem 2.3.4 in [11]). We 
formulate it for the general case of It(X, A) as in (1.1.6), rather than for a 
particular case It(X x Y, A). 

Theorem 1.1.3. Suppose ¢(x, 0) and ¢(x, 0) are non-degenerate phase func­

tions at (x0 ,00 ) EX x (JRN\O) and at (x0 ,00 ) EX x (JRA\o), respectively. 

Let r and r be open conic neighborhoods of ( Xo' Bo) and ( Xo' Bo) such that 
Tct, : Cct, -t r ct, and T;p: Ci, -t r¢ are injective, respectively. If Act, = A;p, then 
any Fourier integral d·istribution, defined by the phase function ¢ and an am­
plitude a E S;;"(X x JRN),p > 1/2, with ess supp a contained in a sufficiently 
small conic neighborhood of ( x 0 , 00 ), is equal to a Fourier integral distribution 

defined by the phase function¢ and an amplitude a E s;i+½(N-N\x x JRN). 

In particular, the phase function <I> of the operator T in ( 1.1.3) can be 
always written in the form 

with some function 'ljJ and l E ]Rn. This fact will be often used in the sequel. 
The function 'ljJ ( as well as <I>) is also called the generating function for A1>. 

Thus, the notion of Fourier integral operator becomes independent of a 
particular choice of a phase function associated to the Lagrangian manifold A. 
The set 

C =A'= {((x,t), (y,ry)) E T*X x T*Y: (x,y,l,-TJ) EA} 

is a conic Lagrangian manifold in T* X\OxT*Y\O with respect to the symplectic 
structure O"X EB -ay and it is called a homogeneous canonical relation from 
T* Y to T* X. The space of integral operators with distributional kernels in 
It'(X x Y,A) will be denoted by It(X,Y;C) and it is the space of Fourier 
integral operators associated to the canonical relation A'. 

1.2 Fourier integral operators with complex 
phases 

In this section we will discuss the use of complex valued phase functions in the 
theory of Fourier integral operators. We will give only an overview as a reader 
can consult [7 4], [14], [27] for details. 

As before, Fourier integral operators are operators which can be represented 
microlocally in the form 

Tu(x) = ! { ei1>(x,y,e)a(x, y, 0)u(y)d0dy. 
Y }'/Kn 

(1.2.1) 
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The integral makes sense only if Im <I> 2 0. The rest of the properties of the 
phase function are similar to the real ones. Let V c ]Rn x IRn x IRN \ { 0} be 
a conic set. A smooth in V function <I> = <I>(x, y, 0) is called a reg'ular phase 
function of positive type, if 

(i) <I> has no critical points: d<I> -::f. 0 on V. 

(ii) <I> is positive homogeneous of degree one in 0: <I>(x, y, t0) = t<I>(x, y, 0) for 
t > 0. 

(iii) d( 8<I> / 801), ... , d( 8<I> / 80 N) · are linearly independent over e on C<I>JR = 
{(x,y,0) EV: w0 = O}. 

(iv) Im <I>(x,y,0) 2 0 on V. 

In order to set up the calculus of such operators one uses the notion of almost 
analytic continuation. 

A function f : U --+ e on an open set U C e is called almost analytic in 
Ufll. = Un IRn, if f satisfies the Cauchy~Riemann equation in UJR of infinite 
order, that is 8 f and all of its derivatives vanish in UJR. In a natural way 
one defines an almost analytic extension of a real manifold X requiring that 
corresponding coordinate functions are almost analytic in X. The positivity of 
the canonical relation C means that 

for all ( u, v) E C, where u x and uy are the standard symplectic forms on T* X 
and T*Y, lifted to their almost analytic extensions. Let us give more details 
now. 

Let !l be an open subset of ]Rn and let p : !l --+ IR be a non-negative Lipschitz 
function. A function f : !l --+ IR is called p-fiat on !l if for every compact set 
K C !l and for every integer N 2 0 there exist a constant C = C(K, N) > 0 
such that lf(x)I ~ Clp(x)IN, for all x EK. 

This notion defines an equivalence relation on the space of function on !l. 
Thus, two functions f and g are called p-equivalent if f - g is p-fiat on !l. 
A function is called fiat on a compact set K C !l if it is p-fiat with p(x) = 
dist (x,K). 

Let function f E C00 (!l) be p-fiat. Then all its derivatives na f are also 
p-flat. It follows that f is flat on K if and only if na f(x) = 0 for all x E K 
and all a. 

Let now O be an open subset of en and let K be a closed subset of 0. 
A function f E C00 ( 0) is called almost analytic on K if for j = 1, . . . , n the 
functions 8if are flat on K. For a set O C en by OIR we denote the intersection 
OnlRn. On the other hand, for an open set !l c IRn we denote !1 = !l+ilRn c C" 
and will identify !l with !1 n { Im z = O}. 

Each function f E C00 ( OJR) defines an equivalence class of almost analytic 
functions on OJR, which consists of functions in C00 ( 0) which are almost ana­
lytic on OR, modulo functions which are flat on OJR. Any representative of this 
class is called an almost analytic continuation of f in O. 
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Let O be an open subset of en, Jvf a smooth submanifold of codimension 
2k of O, K a closed subset of O. Then M is called almost analytic on K if 
every point z0 of K has an open neighborhood U in O in which there exist 
k complex smooth functions Ji, ... , fk, almost analytic on Kn U, and such 
that in the set U, M is defined by the equations Ji (z) = ... = f k (z) = 0, and 
differentials dfi, ... , dfk are e-linearly independent. We say that two almost 
analytic submanifolds M1 and M 2 of O are equivalent, if they have the same 
dimension, and the same intersection MP/. with IE.n, and locally fJ - ,9j are 
flat functions on MR, where M1 and M2 are defined by Jj and ,9j, respectively. 
Thus, a real manifold n defines an equivalence class of almost analytic manifolds 
in 0. A representative of this class is called an almost analytic continuation of 
n in en. 

For further definitions in this section we will mostly follow [14]. Let now M 

be a real symplectic manifold of dimension 2n, and let M be its almost analytic 
continuation in e2n. Let A C M be an almost analytic submanifold containing 
the real point p0 E M, and let ( x, ~) be be real symplectic coordinates in a 
neighborhood W C IE.2n of the point p0 . Let (x, [) be almost analytic contin­
uation of the coordinates (x, ~) in W so that (x,[) map W diffeomorphically 
onto an open subset in e2n. Let g be an almost analytic function such that 
Im g 2 0 in IE.n, and such that A is defined in a neighborhood of p0 by the 

equations [ = 8g ( x) /ox, x E en . An almost analytic manifold A satisfying 
this property in some real symplectic coordinate system at every real point is 
called a positfoe Lagrangian manifold. An almost analytic manifold A C M 
is called a strictly positive Lagrangian manifold if dim AR = 2n and AP/. is a 
submanifold in M, O" °' !Ac, ~ 0 for all local representatives A°' of A and for 
all local almost analytic continuations O"a of the symplectic form O" on Tp(M), 

----------- -----------and if i- 10"(v,v) > 0 for all v E Tp(A)\Tp(AR), p E AIR, where Tp(AR) is the 
complexification of Tp(AIR)- The local coordinates x, [ on A are almost analytic 
continuations of local coordinates (x, ~) on AP/.. 

Proposition 1.2.1. Let M, A and W be as before. If (y, rj) is another almost 

analytic continuation of coordinates in W and A is defined by the equation 
rj = H (y) 'in a neighborhood of the point p0 , then A is locally equivalent to the 
manifold rj = 8h(fj) / 8fj, y E cc;n, where h is an almost analytic function and 
Im h 2 0 in IE..n . 

Furthermore, let <I> be a regular pha8!; function of the positive type that is 
defined in a conical neighborhood, Let <I> be an almost analytic homogeneous 
continuation of <I> in a canonical neighborhood in en X en X (eN\O). Let 

Then the image Aq; of the set Cq; under the map 
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is a local conical positive Lagrangian manifold. Further, A<I>, is the image of 

C<I>,, and when i is replaced by an equivalent almost analytic continuation, the 
manifold A;p is replaced by an equivalent conical positive Lagrangian manifold. 

A manifold AC T*(X x Y)\O is called a positive canonical relation if A' = 
{ ( x, l ,Jb!})_: ( x, l, y, -ry) E A} is a closed conical positive Lagrangian manifold 

in T*(X x Y)\O and An:i: c (T* X\O) x (T*Y\0). The set of Fourier integral 
operators Iff (X, Y; A) with positive canonical relation A, p > 1/2, with symbols 
in S~'(X x Y x lRn) is defined as for the operators with real phase functions. 
There is a usual definition of the principal symbol and the calculus of such 
operators holds as well. We can refer the reader to [37] and [74] for the details. 

1.3 Spaces of functions 

In this section we will briefly discuss function spaces, which will be used 
throughout this monograph. Let X be a smooth manifold with a measure dx. 
For 1 ~ p < oo by LP(X) we will denote the usual space (of the equivalence 
classes) of measurable functions f on X with finite norm I IJI IP = Ux If IPdx) 1 IP_ 
For O < p < 1 this expression fails to be a norm and the substitute for LP(X) 
in the analysis of singular integrals are Hardy spaces HP(X). The general 
theory of complex and real variable versions of Hardy spaces can be found in 
[67], [70], [18], [68], where one can also find proofs of subsequent statements of 
this section. Since our interest are the local properties, we restrict to the real 
Euclidean case of HP (JR.n). 

Let S be the Schwartz space of smooth rapidly decreasing functions, equipped 
with a countable family of seminorms 

11¢lla,,6 = sup lx"'8~¢(x)I. 
xERn 

Let <I> ES and fort> 0 define <l>t(x) = cn<J>(x/t). Then for a distribution f 
the convolutions f * <Pt are smooth and one defines the maximal operator 

M1>J(x) = sup l(f * <l>t)(x)I. 
t>O 

Let :F be a finite collection of seminorms on S and one defines 

SF= {<I> ES: ll<!>lla,,6 ~ 1 for all 11 · lla,,6 E F}. 

The maximal operator associated to the family SF, determining the approxi­
mation of the identity, is now defined by 

MFf(x) = sup M1>f(x). 
<I>ES,;r 

For the definition of the Hardy space HP (JR.n), we take the space of functions, 
satisfying one of the following equivalent conditions. 
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Proposition 1.3.1. Let f be a distribution and let O < p :S oo. Then the 
following conditions are equivalent: 

(1) There is a function <I> ES w'ith J <I>dx-::/- 0 so that M1>f E LP(JRn). 

(2) There is a collection F so that MFf E LP(lR71 ). 

The expression llfllHP = IIM1>fll£P can be taken to be the norm of HP(JRn). 
Note, that it is equivalent to I IMFI ILP and it is actually a norm only if p 2'. 1. 
For O < p < 1, the topology of HP can be defined by the metric d(f,g) = 
Iii - glli!p• 

In the case 1 < p :S oo, a simple argument shows that HP (JRn) coincide 
with the Lebesgue spaces LP (JRn). However, already for p = 1 one only has 
HI (JRn) C LI (JRn). On the other hand, if f E L~omp(lRn) satisfies the moment 
condition J f dx = 0 ( which is in fact necessary for f to belong to HI (mn)), 
then f E Lq (JRn) for any q > 1 implies f E HI (JRn). One often makes use 
of an atomic decomposition of Hardy spaces, similar to the classical Calder6n­
Zygmund decomposition. For O < p :S 1, an HP atom is a function a such 
that 

(1) a is supported in a ball B, 

(2) lal :S IBI-I/p almost everywhere, 

(3) J x°"a(x)dx = 0 for all a with lal :S n(p-I - 1). 

An HP atom belongs to HP(ffin) with uniform bound and to LP(JR'") with 

/ la(x)IPdx :S 1, 

which follows from (1) and (2). One has the following characterization of HP 
in terms of HP atoms. 

Proposition 1.3.2. Let O < p :S 1. 

(1) Let ak be a collection of HP atoms and let >.k E C satisfy 
Lk l>-k IP < oo. Then the series 

f = LAkak 
k 

converges distributionally, its sum f belongs to HP (JRn), and 

(1.3.1) 

(2) Let f E HP(JRn). Then f can be written as a sum of HP atoms as in 
(1.3.1), which converges in HP norm. Moreover, 
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Let X be an open subset of JR.n. For O < 1 < 1 the Lipschitz (Holder) space 
Lip ( X, 1 ) consists of functions f for which there exists a constant A. such that 
lf(x)I :SA. almost everywhere and 

sup lf(x - y) - f(x)I :S A.lyl' 
X 

holds for all y with x - y E X. Minimal A. satisfying these two inequalities can 
be taken to be the norm off (cf. [66], [75], [4]). The Hardy space H 1 plays an 
important role in the complex interpolation method. 

Proposition 1.3.3. Let Tz be a family of linear operators on JR.n, parameter­
ized by complex z with O :S Re (z) :S 1. Suppose that for all simple (step-) 
functions f, g, vanishing outside a set of finite measure, the map 

is bounded and analytic in the open strip O < Re (z) < 1 and is continuous in 
its closure. Suppose that IITzfllu :S CollfllH1 for Re (z) = 0 and IITzfllq, :S 
C1llfllp1 for Re (z) = 1. Then also 

(1.3.2) 

with Pt and qt defined by 1/Pt = (1- t) + t/p1 and I/qt= (1- t) + t/q1. 

The proof is based on the duality between H 1 and EMO ([18]). 

Proposition 1.3.4 (Hardy-Littlewood-Sobolev). For every O < 1 < n, 
1 < p < q < oo and 1/q = 1/p - (n - 1 )/n, there exists a constant A.pq such 
that 

There is a similar result in Hardy spaces ([68, III.5.21]). 

Proposition 1.3.5. The operator I0J = f * (IYI-') allows an analytic ex­
tension on the set -n(p-1 - 1) :S Re 1 < n, when J xa f(x)dx = 0 hold for 
lo:I :S n(p-1 - 1) and p :S 1. For every 0 < p < q < oo and 1/q = 1/p-(n-1 ) /n, 
there exists a constant A.pq such that 

The same result holds for q = oo, p :S 1 and O < p = q < oo, Re 1 = n. 

The development of the complex Hardy space theory can be traced in [78] for 
<C and in [13], [66], [70] for en. The real theory in terms of maximal operators 
and Calderon-Zygmund decomposition can be found in [18]. Applications of 
Hardy spaces to several problems of the theory of singular integral operators 
appeared already in [23]. The general theory and applications can be found in 
[66], [70] and [68]. 
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1.4 Overview of the regularity theory for the 
real phase 

In this section we will give a brief informal overview of the regularity properties 
of Fourier integral operators. In the sequel by the continuity in LP ( or from 
LP to LP) we will always understand the continuity (of a linear operator) from 
Lfomp to Lfoc· Because LP results may depend on the geometric structure of 
the wave front of the operator, we will discuss several related problems from the 
singularity theory of the wave fronts. Singularities arising in the LP theory are 
a particular case of the singularities of affine fibrations, discussed in Chapters 
2 and 3. 

Let T be a Fourier integral operator with real phase. As in Section 1.1, this 
means that locally T is of the form 

Tu(x) = { { ei<I>(x,y,e)a(x, y, 0)u(y)d0dy, 
}][/1.m 11[//.N 

(1.4.1) 

where a E sv(!Rn x ]Rm x JRN) is a symbol of order v. The phase function <l> 

is smooth, real valued, non-degenerate, and positively homogeneous of degree 
one in 0. The Schwartz integral kernels of operators of the form (1.4.1) are 
Lagrangian distributions ( or Fourier integral distributions). The wave front of 
the Lagrangian distribution of an operator T defines a geometric invariant for 
the operator T. Indeed, the set 

W F(T) = {(x, dx<l>(x, y, 0), y, dy<l>(x, y, 0)) : de<l>(x, y, 0) = O} (1.4.2) 

in the cotangent bundle T* (JRn x ]Rm) does not depend on the choice of a phase 
function <l>. If T* (JRn x ]Rm) is equipped with its standard symplectic form, then 
the conic set in (1.4.2) becomes a Lagrangian submanifold of the cotangent 
bundle T* (JRn x ]Rm). The converse statement is one of the main results of 
the global theory of Fourier integral operators. It can be formulated more 
conveniently in the manifold setting. Let X and Y be real smooth manifolds 
of dimensions n and m, respectively, and in this paper we will assume that 
n = m. Let ax and ay denote the canonical symplectic forms on T* X and 
T*Y, respectively. Let C be a conic Lagrangian submanifold of the cotangent 
bundle T* X\O x T*Y\O equipped with the symplectic form ax EB -ay. Then 
C defines a family of Fourier integral operators T with W F(T)' = C, locally of 
the form (1.4.1). The set C is called the canonical relation. If we fix an order 
v of a symbol a in (1.4.1), the family of operators Tis denoted by Iµ(X, Y; C), 
where µ = v + (N - n)/2. Let us give now several important examples of 
Fourier integral operators. If we taken= m = N, a= 1, and 

<l>(x, y, 0) = (x - y, 0), (1.4.3) 

then the right hand side of ( 1.4.1) is a composition of the Fourier transform and 
its inverse in ]Rn, and T is the identity operator in this case. If a phase function 
<l> of an operator Tis given by (1.4.3) and its symbol a is polynomial in 0, then 
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T defines a partial differential operator with symbol a. If a phase function <I> of 
Tis given by (1.4.3) and its symbol a E sv is arbitrary, then T defines a pseudo­
differential operator with symbol a. The space of pseudo-differential operators 
of order µ is denoted by \Jiµ. The solution operator to the wave equation has 
the phase function of the form <I>(x,y,0) = (x -y,0) + 101. In Section 1.5.3 we 
will give more examples of convolution operators and in Chapter 5 the solution 
operators to the Cauchy problem for hyperbolic equations will be regarded as 
Fourier integral operators as well. 

In this monograph we will be interested in the continuity properties of the 
described operators in various function spaces. The best behavior is exhibited 
by pseudo-differential operators. Thus, pseudo-differential operators P E w0 

of zero order are continuous (as linear operators) from LP to LP for all 1 < 
p < oo. Moreover, a pseudo-differential operator P E \Jiµ of orderµ E lE. can 
be extended to a continuous operator from the Sobolev space L~ to Lf_µ for 
all k E JE., k ~ µ, and 1 < p < oo. Similar results hold in Lipschitz spaces, 
operators P E \]iµ are continuous from Lip (r) to Lip (r - µ) for all 'Y > µ. 
However, the phase function <I> for pseudo-differential operators is of the form 
(1.4.3) and its canonical relation C is equal to the conormal bundle to the 
diagonal in JE.n x ]Rn. For the Fourier integral operators the structure of the 
canonical relation C is much more complicated and their continuity properties 
depend on the geometric structure of the corresponding canonical relations. 

Let TE J0 (X, Y; C) be a Fourier integral operator of zero order, associated 
to the canonical relation C. Let 1r xx y, 1r x, 7ry be the canonical projections: 

T* X\O ~ C ~ T*Y\0. 

17rxxY 

XxY 

(1.4.4) 

It turns out that the continuity properties of a Fourier integral operator T 
rely heavily on singularities of the projections 1rx x y, 1r x, 1ry. Projections 
1r x, 1ry can be diffeomorphic only simultaneously and in this case for every 
Ao = (x0 , fo, y0 , 'f)o) E C there exists a symplectomorphism x (a diffeomor­
phism preserving the symplectic structure) in a neighborhood of the point 
(y0 , 'f)o) E T* Y\ 0 such that in a neighborhood of Ao, the canonical relation C 
has the form 

{(x,l,Y,TJ): (x,l) = x(y,ry)}. (1.4.5) 

In this case, C is locally equal to the graph of a canonical symplectic transfor­
mation and is called a local canonical graph or just a local graph. It is clear that 
C being a canonical graph implies that the projections 1rx, 1ry are diffeomorphic 
from C to T* X\O and T*Y\O, respectively. In particular, this implies n = m. 
The converse is also true. In fact, assume that, say, 7ry : C ➔ T*Y\O is a 
local diffeomorphism. Then, the canonical relation is locally of the form (1.4.5) 
in (y, ry) coordinates and the condition of C to be Lagrangian for a-x EB -a-y 

implies that a-x E9 -a-y vanishes on C and a-y = x* ( a-x). The latter means 
that x* is a symplectomorphism and C is a canonical graph. 
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In this monograph we will be interested in applications to the hyperbolic 
partial differential equations, where canonical relations are local canonical 
graphs. Such operators arise as solution operators of hyperbolic Cauchy prob­
lems. In this case, the mapping 1rx le o 1ry1 is equal to x in (1.4.5) and defines 
a local diffeomorphism from T*Y\O to T* X\O. It follows that dimensions of 
X and Y coincide. Operators TE J0 (X, Y; C) with a local canonical graph C 
are continuous in L2 ([16], [25], [27]). The proof is based on the fact that the 
canonical relation of T o T* is the conormal bundle of the diagonal in X x X, 
and, therefore, it is a pseudo-differential operator of order O and hence bounded 
on L2 . In general, for 1 < p < oo, p -:j::. 2, Fourier integral operators of order 
zero need not be bounded on LP. 

From the point of view of the LP continuity of Fourier integral operators, 
pseudo-differential operators and operators arising as solution operators to the 
wave equation are two opposite cases. The phase function of the latter has the 
form (x-y, l) + Ill in ]Rn, and Littman ([34]) has shown that the corresponding 
operators T E Iµ(X, Y; C) are not bounded in LP whenµ > -(n - 1)11/p -
1/21. The LP properties of solutions to hyperbolic Cauchy problems for the 
equations of the wave type have been studied in many papers ([67], [44], [40], 
[3]). Lipschitz and LP estimates for the wave equation on compact manifolds 
were derived in [8] and some results for hyperbolic equations are in [71]. General 
results on LP continuity were obtained in [62]. Let us describe them in more 
detail. Operators T E F'(X, Y; C) are bounded from Lfornp to Lf0 c ifµ ~ 
-(n- l)ll/p-1/21 and this order is sharp if Tis elliptic and d1rxxYlc has full 
rank, equal to 2n - 1, anywhere. These conditions hold for operators arising as 
solutions to strictly hyperbolic Cauchy problems in some cases. There is the 
same loss of order by (n - l)ll/p-1/21 in Sobolev and in Lipschitz spaces (in 
Lipschitz spaces p = oo). If we denote °'P = ( n - 1) 11 / p - 1 /2 I, then operators 
T E Iµ(X, Y; C) are continuous from L~ to L~-ap-µ and from Lip (a) to 
Lip (a - 0:00 - µ). The proof of the LP boundedness is based on the complex 

interpolation method. Having the L 2 boundedness of zero order operators, 
the problem reduces to showing that operators of order -( n - 1) /2 are locally 
bounded from the Hardy space H 1 to L1 . 

1.5 Overview of the low rank conditions 

1.5.1 Smooth factorization condition 

In general, the projection 1r xx y satisfies inequalities 

n ~ rank d1rxxYlc ~ 2n - 1, (1.5.1) 

because C is conic. The boundary cases are pseudo-differential operators with 
no loss of smoothness and solutions to strictly hyperbolic partial differential 
equations with the loss of ( n - 1) /2 derivatives. An important ingredient influ­
encing the best order for LP continuity is the rank in (1.5.1). Here it is essential 
that p -:j::. 2 because the L2 results do not depend on the rank in (1.5.1). Now, we 
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will formulate the important result due to [62] for the operators in I%(X, Y; C), 
which assures the improved LP regularity under the following condition. The 
canonical relation C will be said to satisfy the smooth factorization condition, if 
there exists k, 0 :S k :Sn - 1, such that 1rxxY can be locally factored by fiber­
preserving homogeneous maps on C of constant rank n+k. More precisely, this 
means that for every Ao = (x0 , fo, y0 , 770 ) E C there is a conic neighborhood 
U>-.0 of Ao in C, and a smooth map 7f>-.0 : C n U>-.0 --+ C, homogeneous of degree 
0, such that 

rank d7f>-. 0 

1rxxYlcnu,,. 0 

n+k, 

(1.5.2) 

Under the condition that C is a local graph and under the smooth factorization 
condition, the operators in If(X, Y; C), 1/2 :Sp :S 1, are bounded from Lfomp 
to Lfoc provided 1 < p < oo andµ :S (-k + (n- k)(l - p))ll/p-1/21. 

The smooth factorization condition is not necessary for operators T E P 
with µ :S -kll/p - 1/21 to be continuous in LP. Several examples show that 
the continuity is possible when the factorization condition fails ( [59]). 

The relaxation of the smooth factorization condition is an open problem. 
The best result would be to show that operators TE Jl'(X, Y; C) are bounded 
fromLfomp t0Lf0 c providedµ :S -kll/p-1/21, 1 < p < oo, and rank d1rxxYlc :S 
n + k:. Note that the proof of this result for k = n - 1 is based on the continuity 
result from H 1 to L1 for operators of the order -(n - 1)/2. One can assume 
that these operators are also weakly continuous in L1. However, this problem 
is still open. The factorization condition is interesting in its own right and it 
allows fascinating generalizations, which we will discuss in Chapters 2 and 3. 

The smooth factorization condition is trivially satisfied in two cases: pseudo­
differential operators with k = 0 and the maximal rank case with k = n - 1, 
where 7f>-. 0 is the projection along the conical direction. It turns out, that under 
some natural conditions on the canonical relation C, corresponding to the most 
important cases, it is extremely difficult to exhibit the failure of the smooth 
factorization condition. 

Now, we will describe the geometric meaning of this condition. On a smooth 
submanifold I:00 of the set :E = 1r xx y ( C) the canonical relation can be found 
back as the conormal bundle N* I:00 of I:00 • The set :E is the singular support 
of the Schwartz integral kernel of the operator T. The co normal bundle N* I:00 

of I:00 c X x Y is defined by 

N*I;OO 

Thus, the diagram 

{(x,~,y,77) E T*(X x Y): (x,y) E I:00 , 

~(bx)+ 77(by) = 0, V(bx, by) E T(x,y)I: 00 }. 

N*I: 00 CC 

1 7fXxY 

I;OO 

(1.5.3) 

(1.5.4) 
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defines a smooth local fibration over :E00 with affine fibers. In these terms the 
factorization condition becomes equivalent to the condition that the smooth 
fibration of N* :E00 allows a smooth extension to C. This smooth extension is 
defined by the levels of the mapping 1rA0 • In Chapters 2 and 3 we will analyze 
this property with different degrees of smoothness of fibrations. However, the 
theory becomes much more subtle if we assume that the described fibration 
over :E00 is analytic. The analyticity assumption is quite natural and is almost 
always satisfied. In fact, if a critical point of a phase function has finite order of 
degeneracy, then the phase function is actually even a polynomial in a suitably 
chosen coordinate system in a neighborhood of the critical point. On the 
other hand, there are very few infinitely degenerate critical points, because 
the coefficients of the Taylor expansion of such phase function have to satisfy 
infinitely many independent algebraic equations. Another reason is that the 
study of Fourier integral operators is often reduced to the asymptotics of the 
oscillatory integrals corresponding to the associated Lagrangian distributions. 
However, the asymptotic behavior ( as A --+ oo) of the oscillatory integrals 
J eAc/>'ljJ depends essentially on the first terms of Taylor expansion, namely the 
power of the highest order term of the asymptotic expansion corresponds to the 
first non-vanishing term of the Taylor expansion ([9], [2]). In particular, the 
analyticity assumption is satisfied for the propagation operators of hyperbolic 
partial differential equations with analytic coefficients. The properties of the 
oscillatory integrals with analytic phase functions were studied in, for example, 
[2]. The corresponding geometric constructions can be found in [27], [14]. 
The singularities of wave fronts are analyzed in (l]. The smooth factorization 
condition is called the holomorphic factorization condition if all mappings in 
(1.5.2) are analytic (and hence holomorphic after the continuation to a complex 
domain). We will show, that under the analyticity assumption the holomorphic 
factorization condition holds in the most important cases. Some results of this 
type can be found in (52] and [53]. There are alternative presentations of 
Lagrangian distributions which make use of complex-valued phase functions. 
Fourier integral operators associated to such functions have been studied in (37] 
and global representations of Lagrangian distributions were obtained in (33]. 
A survey of the main theory is in (14]. 

The converse sharpness results for the wave-type equations can be found in 
[40], (44], (62] for the case when rank d1rxxYlc = 2n-1 somewhere. For essen­
tially homogeneous symbols (St with p = 1) we will generalize the sharpness 
results to arbitrary ranks. We will show that the order -kll/p - 1/21 is sharp 
for all elliptic Fourier integral operators provided rank d1rxxYlc :S n + k. 
As a consequence it follows that elliptic operators of small negative orders 
which are continuous in £P or from LP to Lq can be obtained as a composition 
of pseudo-differential operators with Fourier integral operators induced by a 
smooth coordinate change. Some results of this type appeared in (54] and we 
will describe them in Section 1.11. There, we will also mention the case of 
an arbitrary p where the sharpness of the orders for general elliptic operators 
under a rank restriction condition for the projection 1rxxYlc is not settled in 
general. In Chapter 4 we will provide examples of the failure of the factoriza-
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tion condition in general and for the canonical relations corresponding to the 
translation invariant operators in !Rn. 

Now we will briefly describe the smooth factorization condition in terms of 
the phase function of a Fourier integral operator. From now on, we will replace 
the frequency variable 0 by t in the cases when the dimensions of X, Y and 
the frequency space 3 coincide. By the equivalence-of-phase-function theorem 
(Theorem 1.1.3 below), we can assume that a phase function <I> of an operator 
TE Iµ(X, Y; C) is of the form 

<I>(x,y;t) = (x,t) - </J(y,t). 

Therefore, the corresponding wave front is given by 

and C = A~ = { (x, t, y, -17) : (x, t, y, 17) E A<t> }. The local graph condition is 
equivalent to 

(1.5.5) 

on the support of the symbol of the operator T. The mapping 

defines a diffeomorphism from Y x 3 to C. The level sets of the mapping 
1r xx y : C ➔ X x Y correspond to the kernels of the linear mapping d1r xx y I c, 
or to the kernels of the mapping d1rxxY o d"f. It is straightforward that 

Therefore, fibration (1.5.5) reduces to the fibration defined by the kernels 
ker¢~€(y,t), or by the level sets of the mapping (y,t) i--+ v'€¢(y,t) on the 
set where the rank of ¢~€ is maximal. A simple example of the failure of the 
factorization condition is already possible in ffi.3 • The fibers of the function 

(1.5.6) 

(i.e. the level sets of v' </J(y, t) with respect to t) are straight lines with the slope 
equal to y2 / y1 • It is clear that the corresponding fib ration is not continuous at 
zero. In the case when a phase function is real analytic we will concentrate on 
its complex extension and on the holomorphic mapping 

Let us discuss the corresponding singularity problem in terms of affine fibrations 
in more detail. 
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1.5.2 Parametric fibrations 

First let us reduce the general manifold setting to open sets in JE.n. It does not 
restrict the generality since we are interested in local properties of operators. 
Note that sets X and Y have equal dimensions which follows from the condition 
that the canonical relation is a local graph. In general, the canonical relation of 
a Fourier integral operator in T* X x T*Y can be regarded as a smooth family 
of Lagrangian submanifolds of T*JE.n parameterized by points in T*JE.n. Let us 
first show that from this point of view the ranks of the projection to the base 
space differ by n. It follows from the equivalence-of-phase-function theorem 
(Theorem 1.1.3) that a homogeneous canonical relation has the form 

(1.5. 7) 

in a neighborhood of a point (x0 , fo, y0 , 170 ). The generating function¢ satisfies 

The phase function of an operator TE It(X, Y; A) has the form 

<I>(x,y,~) = (x,~) - cp(y,~) (1.5.8) 

and A = A<I> is locally the collection of the points 

The set in (1.5. 7) will be often denoted by A<I>, with phase function <I> as in 
(1.5.8). Microlocally, the Schwartz kernel of operator T has the form 

K(x,y) = { ei((x,f:.)-1>(v,Olb(x,y,~)d~ 
}Rn 

(1.5.9) 

with some symbol b E S%. Therefore, locally, modulo smooth terms, the 
Schwartz kernels of operators in It'(X, Y; A') are finite sums of kernels of the 
form (1.5.9) with symbols b E sr Each of the kernels has this form in its own 
coordinate system. 

Therefore, we will assume that X and Y are open sets in JE_n. The local 
graph condition is equivalent to the condition 

(1.5.10) 

on the support of the symbol of T. In this local coordinate system, the projec­
tion 1r xx y I A takes the form 

(1.5.11) 

The level sets of the projection 1rxxYIA can be parameterized by points ~' 
for which the gradient Vr:,cp(y,~) is constant. On the other hand, in view 
of Proposition 1.1.1 an open submanifold Ao of the canonical relation A is 
equal to the conormal bundle N*"E,0 of a smooth submanifold "E,0 of the set 
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1: = 1rxxY(A). It follows that the level set of the projection 1rxxYIA in Ao at 
the point (x0 ,fo,Yo,1/o) is a linear subspace of T(* )(Xx Y). By (1.5.11), xo,Yo 
these linear subspaces are parameterized by the pairs ((, v' yc/>(y, 0 ). Therefore, 
points ( in the level set of v' c,c/J(y, () form a linear subspace of then-dimensional 
frequency space 3. It is clear how this subspace depends on (y, (): 

Lemma 1.5.1. The mapping 'Y: Y x 3---+ T* X x T*Y defined by 

is a diff eomorphism from Y x 3 to A. For every y E Y, the restriction ( i---+ 

'Y(Y, () is a diffeomorphism from 3 to An (JRn x ]Rn x {y} x ]Rn), with the inverse 
given by the projection ( x, (, y, 1/) H (. 

Therefore, the linear mapping d1rxxYIA is isomorphic to d1rxxY o d"flYxS 
and, in particular, their kernels are isomorphic. The latter is 

We obtain 

(1.5.12) 

We proved the following characterization of the projection in terms of the phase 
function: 

Theorem 1.5.2. Let a local graph A be defined by the generating phase func­
tion 
<l>(x, y, () = (x, () - cp(y, (). Then, for every O ::; k ::; n - 1, the following 
statements are equivalent. 

(1) rank d1rxxYIA., ::; n + k. 

(2) rank d1rxxY o d"fl{v}xs::; k for ally E Y and 'Y from Lemma 1.5.1. 

(3) rank ~;t (y, () ::; k for ally E Y and ( E 3. 

Remark 1.5.3. By the linearity of the level sets of the projection 1rxxYIA, it 
follows that the equality 

7rx~y(7rxxY(.X.)) n A= kerd1rxxYIA(.X.) 

holds locally at every .X. E A. On the other hand, if we use linearity of the level 
sets of the mapping v' E,c/J(y, () and the isomorphism in (1.5.12), we get that the 
level sets of the mapping 

( 1---7 v' E,c/J(y, () 

are defined by the kernels of the matrix Dlf,c/J(y, (). The same conclusion follows 
if we apply the argument of Section 3 to the function ¢ directly. 
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The level sets of 1rxxYIA correspond to the level sets of the gradient \7 e</J(y, () 
with respect to (. In particular, they are disjoint and are extendible to an open 
set n in C1', provided that¢ is analytic. Therefore, we have fibrations in On Rn 
and n by the level sets ( with respect to () of the gradient \7 e </J(y, () and its 
holomorphic extension. 

Remark 1.5.4. If the maximal rank of d1rxxYIA equals n + k, we denote by 
A (k) the set on which it is attained. In terms of fibrations, the fibration by 
linear subspaces in Remark 1.5.3 is also defined by the smooth mapping 

XlR : "')'- 1 (A (k)) 3 (y, () I-+ ker ~;t (y, () E Gn-k (Rn). (1.5.13) 

The factorization condition (1.12.2) is equivalent to the condition that the 
mapping XlR o'Y- 1 is locally smoothly extendible from A(k) to A. This extension 
corresponds to the fi bration by the kernels ker d1r Ao , where 1r Ao is as in ( 1.12. 2). 
In terms of fibrations, the set of essential singularities of the mapping XJR is 
equal to nsing n (Rn x Rn), where nsing is the set of essential singularities of 
the complex extension of the mapping XJR. 

The following example shows that the factorization condition is not trivial. 
In view of Remarks 1.5.3 and 1.5.4, by Theorem 1.5.2 the factorization condition 
reduces to the study of the inequality ker </J~e (y, () :S k. In this case we have 
rank d1rxxYIA~ :Sn+ k by Theorem 1.5.2, (3). The function 

1 k+l 

</J(y, () = (y, () + (n ~(Y16 + Yi(i) 2 

satisfies the necessary rank condition in a neighborhood of (n = l. On the 
other hand, we have 

Yi z:=:,!i(Y16 + Yi(i) 
Y2(Y16 + Y26) 

Yk-1 (Y16 + Yk-l(k-1) 
0 

0 

e~ z:=:,!i(Y16 + Yi(i) 2 

(1.5.14) 

For points y with Yi -:/- 0, 1 :Si :S k + 1, the level sets in (1.5.14) correspond to 
the level sets if the mappings Y16 + Yi(i, 2 :S i :S k + 1. The direction of the 
level sets is now determined by fractions yify1 , 2 :S i :S k + 1, which are not 
continuous at y = 0. We obtain 

Example 1.5.5. Let 1 :S k :Sn - 2 and let x, y, ( E Rn. The function 

1 k+l 

<I>(x,y,() = (x-y,()- (n ~(Y16 +Yi(i)2 
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satisfies the rank condition 

and defines a local canonical graph A<1>, for which the fibration by the level sets 
of the mapping 1rxxYIAq, does not allow a continuous extension over y = 0. 

Remark 1.5.6. In the case of k = 0, the operators are conormal and their 
analysis can be reduced to the analysis of pseudo-differential operators by com­
posing them with Fourier integral operators induced by a smooth coordinate 
transformation (see Section 1.11.2). For such operators, the factorization con­
dition is trivially satisfied. The case of k = n - l correspond to the inequality 
rank d1rxxYIA :S 2n - 1, when the factorization condition is satisfied because 

A is conic. In this case, one can take 7r>.0 in (1.12.2) to be the projection in the 
conic direction. 

Remark 1.5. 7. The failure of the factorization condition implies that the sin­
gular support ~ of an operator T can not be a smooth manifold. Indeed, if 
~ is a smooth manifold, then A = N*~ and the factorization condition holds. 
Conversely, the fact that ~ is not smooth does not imply the failure of the 
factorization condition. For example, let us take a semicubic parabola G in IB.3 : 

G = { x E IB.3 : Xi = x~, X3 = 0} 

and define~ by~= {(x,y) E IB.6 : x - y E G}. It is straightforward that a 
corresponding phase function <p has the form 

It is clear that ~ is not smooth at zero. Meanwhile, the factorization condition 
holds for <p, which will become clear in Section 4.2. 

In Chapter 3, we will discuss fibrations in the real setting in the classes cm. 
For now, we restrict ourselves to one example. 

Example 1.5.8. Fork EN the function 

<p(x, Y, ~) = (x - Y, ~) - ~~ (y~+ly~+l 6 + (Yi + y~)6) 2 , y E lRn, ~ E lRn 

satisfies condition rankfl~<p :S 1 and defines a local canonical graph, for which 
the fibration by level sets of the function '\\<p is continuously extendible over 
y = 0. Moreover, this extension is locally c2k- 1 , but not C2k. 

1.5.3 Operators, commuting with translations 

Here we want to give an intuitive argument for the LP continuity under the 
factorization condition for the translation invariant operators. Let X, Y be 
open sets in ]Rn. Let an operator TE Iµ(X, Y; A') commute with translations. 
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It follows that T is a convolution operator with some distribution w. This 
distribution w is a Lagrangian distribution of order µ, associated to some real 
conic Lagrangian manifold C C T* X. Let C satisfy the smooth factorization 
condition. This condition means that the rank of the projection 1r : C -+ Rn 
does not exceed k, is equal to k at points in general position, and the projection 
1r can be factored in a composition 

1r = a o (3, 

where (3 is a fibration from A to some k-dimensional smooth manifold M and 
a is a smooth mapping from M to Rn. The mapping a induces the pullback 
a* from C 00 (Rn) to C 00 ( M) by a* f = f o a and the pushforward a* from 
(C00)'(M) to (C0 )'(Rn) by a*g = goa*. Letµ be a smooth positive compactly 
supported measure in M. Then the distribution v = a*µ defines a Fourier 
integral distribution with the Lagrangian manifold C, obtained from A by fixing 
an arbitrary point in T* X. The pullback a* maps measures in M to measure 
in Rn, hence v is also a measure in Rn. In order to see that v = a*µ defines a 
Fourier integral distribution we write v in some local coordinates z in M: 

v(x) (21r)-n J J ei(x-y,{)v(y)dyd' 
(21r)-n J J ei(x-y,{)(a*µ)(y)dyd' 
(21r)-n J J a;(ei(x-y,{))(z)µ(z)dzd, 
(21r)-n J J ei(x-a(z),e) µ(z)dzdf 

As a candidate for the distribution w above we can take the Fourier integral 
distribution v. One readily checks that the order of v as a Fourier integral 
distribution is equal to -k/2. For the convolution operator with v we have the 
estimate 

based on the translation invariance of the LP norm. Letting p go to one we get 
the continuity of operators of order -k/2 in LP spaces, which corresponds to 
the expected orders. 

1.6 Fourier integral operators with complex 
phase functions 

The theory of Fourier integral operators with complex valued phase functions 
was systematically developed in [37] and good expositions of the theory can be 
also found in [74], [14], [27]. An approach using positive conic ideals instead 
of almost analytic extensions is presented in Sections 25.4 and 25.5 in [27]. 
The L2 continuity was established in [38] in the case when C is the graph of a 
positive complex canonical transformation and then was generalized in [26] to 
more general canonical relations. In the present chapter, under a local graph 
type condition we will establish LP estimates for operators with complex valued 
phase functions. These results extend results of [62] to the complex case as well 
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as results of [38] to the case of LP with any 1 < p < oo. The result is sharp if 
the imaginary part of the phase function vanishes or is small (see [62], [65], [54] 
for the arguments in the real case). However, if it becomes large, the regularity 
properties can be improved and we will give some conditions for it as well. 

Let us note here that the use of complex valued phase function is advanta­
geous in many situations. It is well known that canonical relations of Fourier 
integral operators do not allow global parameterizations with a single real val­
ued phase function due to the non-triviality of Maslov cohomology class. How­
ever, it was shown in [33] that such global parameterizations become possible 
if one allows phase functions tci be complex valued. In this way our estimates 
allow to apply the regularity theory of Fourier integral operators to certain 
global problems. 

Let C C (T* X\O) x (T*Y\O) be a smooth complex positive homogeneous 
canonical relation, closed in T*(X x Y)\O. As usual, the tilde denotes an almost 
analytic extension of the corresponding space. 

The L 2 continuity of operators in J0 (X, Y; C) was established in [38] in 
the case when C is the graph of a positive complex canonical transformation 
and then was generalized in [26] to the following formulation. Assume that 
for every 'Y in the real subset CR of C the maps from (T,yC)IR to the tangent 
spaces of T* X and T*Y are injective. Then the operators in J0 (X, Y; C) are L 2 

continuous. Moreover, one can also assume that locally the maps CR--+ T* X\O 
and CR --+ T*Y\O from the real subset CR are injective. In this case the 
operator To T* belongs to '11~12 , which imply the L 2 continuity of T. 

The proof of LP estimates in Theorem 1.7.1 consists of a standard complex 
interpolation argument between the L2 continuity of zero order operators and 
the continuity from H 1 to L1 of operators of order -(n - 1)/2 in Theorem 
1.7.2. In order to establish the latter it is sufficient to obtain uniform bounds 
for all atoms due to the atomic decomposition of H 1 . If the support of an 
atom is large, the estimates follow easily from the Cauchy-Schwartz inequality. 
However, if the support is small, we need an additional almost orthogonality ar­
gument. Applying a refined Littlewood-Paley decomposition to the operators, 
it is possible to replace the phase function by its linear approximation on every 
dyadic region in the frequency space. Then we have to take into account the 
fact that the phase function is complex valued. It turns out that we can replace 
it by a non-degenerate real valued phase function in the integration by parts 
argument and still have the desired estimates for the kernels. The singular sup­
port of the integral kernel can also be replaced by the singular support of the 
corresponding operator with a real valued phase function and the exceptional 
set is constructed for this new operator. Let us note here that we can deduce 
certain LP properties of operators by applying corresponding results for opera­
tors with real valued phase functions. Below we give an argument, from which 
it follows that operators with complex phase of order µ are continuous from 
L~omp to Lfoc' providedµ::; -(n -1/2)11/p-1/21. This estimate follows from 
the observation that we can always regard an operator with complex phase as 
an operator with real phase of the same order and of type 1/2. However, we 
will see that the bound above is never sharp, even for elliptic operators. This 
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is the reason why a more refined analysis is necessary, and the local graph type 
assumption (1.7.2) in Theorem 1.7.1 will be used to relate dyadic peaces of 
the operator to some operators with real phase, for which we can perform the 
integration by parts procedure. 

By the standard duality argument we get the estimates in Lipschitz space. 
We also establish the continuity from L2 to LP by reducing the operators to 
fractional integrals. This result is applied to analyze the regularity properties of 
a parametrix in Section 5.5. We also derive LP~Lq properties of Fourier integral 
operators with complex phase and these properties are in general sharp as well. 
In Section 1. 7 we consider the case of Iµ with complex phases and in Section 
1.12 we consider the general case It, 1/2 :S pl, and the smooth factorization 
type condition. In Section 1.10 we discuss LP-Lq estimates as well as other 
spaces. 

1. 7 Estimates for operators with complex phases 

Let ~nd Y be smooth manifolds of dimension n and let C C (T* X\0) x 

(T*Y\0) be a complex positive homogeneous canonical relation. Let T E 
Iµ(X, Y; C) be a Fourier integral operator of orderµ. As usual, modulo C00 

we can write T locally as an integral operator with the kernel 

A(x, y) = { ei<I>(x,y,e)a(x, y, 0)d0, 
J~N (1.7.1) 

where a is a symbol of orderµ+ (n - N)/2 and q> is a smooth regular phase 
function of positive type. By the equivalence-of-phase-function theorem, we can 
always write the kernel of a Fourier integral operator Tin the form (1.7.1) with 
N = n. Therefore, in this monograph without loss of generality we will always 
assume N = n. By the symbol class sm in this section we will always mean 
the symbol class Sf0 unless we state otherwise. The notation a(x, y, 0) E sm 
means that it is a smooth function, satisfying 

Let C C (T* X\0) x (T*Y\0) be a smooth complex positive homogeneous 
--------canonical relation which is closed in T*(X x Y)\0. Let q> be a regular phase 

function of positive type, locally parameterizing C. Our main assumption will 
be that there exists T E IE., such that 

(L) Re cI> + T Im cI> defines a local graph in T*(X x Y)\0. 

Locally, this means that 

det Ox80( Re q> + T Im cI>) =/=- 0, det Oyoe( Re q> + T Im cI>) =/=- 0 (1. 7.2) 

on the support of the symbol a. Condition (1.7.2) is an analogue of the local 
graph condition. For example, if Im q> = 0, it is equivalent to the local graph 
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condition for C saying that the projections from CR to T* X and T*Y are locally 
diffeomorphic. In general, as it will be clear from Lemma 1.8.1, assumption 
(1. 7.2) with T E JR is equivalent to the same assumption with some T E C. 
Indeed, the determinants in (1. 7.2) are polynomial in T, which means that if 
(1.7.2) holds for some T, it also holds for all but finitely many Tin CC. Therefore, 
(L) is equivalent to the existence of T E CC such that ( 1. 7. 2) hold on the support 
of the symbol of a. 

We should also note that condition (1. 7.2) is invariant in the following sense. 
Given an operator T E Iµ(X, Y; C), according to [33], there exists a single 
complex valued phase function <I>, which parameterizes C globally. Such <I> does 
not depend on a particular choice of the coordinate system in ( x, y, 0)-variables. 
Note finally, that in the general case with N 2". n condition (1.7.2) should be 
replaced by condition that the rank of the matrix Ox 80 ( Re <I> + T Im <I>) equals 
n. 

Theorem 1.7.1. Let C C (T* X\O) x (T*Y\O) be a smooth complex positive 
hom;!Jl.!!:!!!ous canonical relation which is closed in 

T* (X x Y) \ 0. Let <I> be a regular phase function of positive type, locally pa­
rameterizing C. Assume that condition (L) holds. Letµ~ -(n-l)ll/p-1/21, 
1 < p < oo. Then the operators in Iµ(X, Y; C) are continuous from Lfomp(Y) 
to Lf0 c(X). 

Note that the conditions of Theorem 1.7.1 imply the L 2 continuity of 
J0 (X, Y; C) (as in [26, Theorem 3.5]), which we will freely use in the rest 
of the paper. Let us, however, give a more direct argument for L 2 continuity. 

There is a simple argument showing certain LP properties. It also shows 
that Theorem 1.7.1 does not not follow from its real valued counterpart. Using 
assumption (L), we can always write the operator TE Iµ(X, Y; C) in the form 

Tf(x) = J ei(Re<Hrlm<I>)a(x,y,0)e-(l+ir)Im<I>f(y)d0dy, (1. 7.3) 

with real T E JR and with the phase function Re <I> + T Im <I> defining a real 
canonical relation which is a local graph (condition (L)). The symbol of this 
operator is 

a(x, Y, 0)e-(l+iT) Im <I>(x,y,0) 

and it belongs to S';:12 if a E Sµ. This follows from the fact that e-(l+iT) Im <I> E 

Sf12 . See Lemma 5.3 in [38] for the detailed argument. Regarding T as an 

Fourier integral operator with real phase in I';:12 , we get that T is bounded on 
LP whenµ~ -(n - 1/2)11/p- 1/21, according to Section 1.5.1. However, this 
order is not as good as the one in Theorem 1. 7 .1. In order to improve this order 
in Theorem 1.7.1, we need to avoid the reduction to a real phase function and 
perform the almost orthogonality argument in the complex case. Thus, for the 
proof we will make a construction similar to the real case as in [62], making 
some necessary modifications. However, this argument already shows the L 2 

boundedness of operators of order zero. Indeed, according to (1. 7.3), we can 
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view Tin Theorem 1.7.1 as a Fourier integral operator with real phase, of order 
zero and type 1/2. It now follows from, for example [20], that Tis bounded on 
L2. 

One can simplify the kernel (1.7.1) in the following way (see also the proof 
of Theorem 3.5 in [26]). Let 'Y = (x0 , fo, y0 , rJo) E CIR and let qi(x, y, 0) be a 
regular phase function of positive type at (x0 , fo, y0 , 00 ). The corresponding 
canonical relation will be denoted by C,t,. Then fo = qi~(x0 , y0 , 00 ) and 7/o =· 
-qi~(x0 , y0 , Bo) are real. Assume that fo and r70 are nonzero and that the critical 
point of qi ( x, y, 0) + (y, 7J) as a function of y, 0 is non-degenerate at (y0 , 00 ), 

x = x0 , 7J = 7/o. Let ¢( x, 7J) be the critical value of an almost analytic extension 
of qi(x, y, 0) + (y, rJ). Thus means that ¢(x, rJ) = qi(x, y, 0) + (y, rJ) at the points 
where f)qi / ay = -7] and f)qi / 80 = 0. The almost analytic continuation of C,t, 
is 

- { ( f)qi f)qi) f)qi } 
C,t, = x, ax' Y, - ay ' 80 = O (1. 7.4) 

and ¢(x,7J) - (Y,7/) defines the complex canonical relation 

(1.7.5) 

At the critical points f)qi/80 = 0 the canonical relations (1.7.4) and (1.7.5) are 
equal. According to Lemma 2.1 of [37] the function ¢ is of positive type and 
by Theorem 4.2 of [37] for classical symbols the kernel (1.7.1) can be given by 

A(x, y) = { ei(¢(x, 77 )-(y, 77)la(x, y, rJ)drJ, 
}]Rn (1. 7.6) 

where a E 5µ and ¢ is of positive type. Localizing by partitions of unity, may 
assume that the symbol a is compactly supported in x and y. By the complex 
interpolation techniques, we will show that Theorem 1. 7 .1 follows from the 
following endpoint result. 

Theorem 1. 7.2. Let C C (T* X\0) x (T*Y\0) be a smooth complex positive 
homogeneous canonical relation satisfying the conditions of Theorem 1. 7.1. Let 
TE J-(n-I)l 2 (X, Y; C) be an operator with the integral kernel locally given by 
(1. 7.6). Then T is continv,ous from HI to LI. 

Let us make some remarks about the sharpness of the orders above. In the 
case Im qi = 0, the operator has a real phase function and the estimates in The­
orem 1.7.1 are sharp if the rank of the canonical projection from C C T*(X x Y) 
to Xx Y has maximal rank equal to 2n-1 at some point. However, when Im qi 

becomes strictly positive and large, we can make certain improvements using 
representation (1.7.3) of T. Thus, in general one can expect the improved esti­
mates since the symbol in (1. 7.3) contains an exponent to the negative power. 
For example, if Im c/> in (1.7.6) behaves like irJI, T regarded as an operator 
with real valued phase function, is a smoothing operator. In general, if m 2". 0, 
1/2 ::; p::; 1 are such that 

e- Im¢ E 5-m 
p,I-p, 
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then T is a bounded operator from Lf omp to Lfoc, provided µ ::; - ( n - p) 11 / p -
1/21 + m, 1 < p < oo. This follows easily from the real phase results. Indeed, 
according to Lemma 1.8.1 below, there is O < E < 1, such that l]i = Re <I> + 
Ei Im <I> is a non-degenerate phase function of positive type and such that Cw 
satisfies the conditions of Theorem 1.7.1. It follows, that we can regard T as 
a composition of an operator with phase function l]i and symbol of order µ, 
with a pseudo-differential operator of order -m. Since this pseudo-differential 
operator is bounded from LP to L'fn, we obtain the statement. 

1.8 A relation between real and complex phases 

We begin with an observation relating our operators to the real Lagrangian 
distributions. 

Lemma 1.8 .1. Let A C T* X \ 0 be a closed conic positive Lagrangian manifold. 
Let <fa(x,0) E C 00 (r),r c Xx (JE.N\o), be a non-degenerate phase f11nction 
which generates A locally near ( x 0 , 00 ) E ( C ¢ )R. Then the matrix 

(1.8.1) 

has rank N at (x0 , 00 ) for allµ E C in the complement of a discrete s11bset of 
C. 

S11ppose, in addition, that N ~ n and that there e.r,ists T E C s11ch that 

rank ( Re <P~ri + T Im <P~ri) = n. 

Then the rank of 

Re ,I-." + µ Im ,I.JI '+'xri '+'xri (1.8.2) 

is maximal, eq11al to n, for all µ E C in the complement of a discrete s11bset of 
C. 

Proof. The fact that ¢ is non-degenerate means that the matrix 

Re ( <P~x, ¢~0) + µ Im ( <P~x, <P~0) 

has rank Nat (x0 , 00 ) forµ= i. The rank condition is an algebraic condition 
in µ which implies the statement. For the second part, the rank condition for 
(1.8.2) is algebraic and open, n ::; N, therefore we obtain the second statement. 

Remark 1.8.2. The arg11ment of Lemma 1.8.1 can be 11sed in order to show 
that there exists a real conic Lagrangian manifold A0 , containing AR, s11ch that 
If(X,A) C Ii;z(X,Ao) for every p > 1/2. 

In order to see it one finds a non-degenerate matrix in (1.8.1) with real T 

and writes u E If (X, A) as 

u(x) = J ei( Re <f,+T Im <f>la(x,B)e-(l+iT) Im ¢dB. (1.8.3) 
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Then the phase function in the first exponent in (1.8.3) defines a real La­
grangian manifold A0 , meanwhile 

e-(Hir) Im¢ E So 
1/2· (1.8.4) 

Let us make some observations, ~ifying the symplectic aspects of the prob­

lem. Let C C (T* X\O) x (T*Y\O) be a smooth complex positive homoge­
neous canonical relation such that for every 'Y E CR the projections (TyC)R ➔ 
T(T* X) and (TyC)R ➔ T(T*Y) are bijective. It is sufficient to restrict our­
selves to the linear case first. Let S1, S2 be real symplectic finite dimensional 
vector spaces with complexifications Sl'I:, S2re, and with complexified symplec­
tic forms cr1 and cr2 • Let A C Sire EB S2re be a linear positive canonical relation 
from S2 to S1. It means that A is a linear complex subspace of Sire EB S2re, 
Lagrangian with respect to the difference cr1 - cr2, where cr1 and cr2 are lifted 
to S1 EB S2, and such that 

Suppose that the projections of AR = An (S1 EB S2 ) to S1 and S2 are bijective. 
Let 

>11 ={XE Sire: (X,O) EA}, ,\z ={XE S2re: (O,X) EA}, (1.8.5) 

let 
S12 = { Re X: XE ,\i}, S22 = { Re X: XE .-\2} 

and let S11 and S21 be symplectically orthogonal complements of S12 and S22 
in S1 and S2, respectively. Then we have S1 = Su EB S12 and S2 = S21 EB S22-
It follows from Lemma 3.3 in [26] that the decomposition 

A = Ao EB .-\1 EB .-\2 

is unique, where .,\1 (.,\2) is a strictly positive (negative) Lagrangian plane in 
S12re (S12re), respectively, and Ao is the graph of a symplectic isomorphism from 
S21re to Sure- The planes .-\1 and .-\2 in this decomposition are given by (1.8.5). If 
we assume that Aj = AjREBiAjR for j = 0 or 1, we get AR= AoREBArnEBA2R• The 
set Arn consists of XE S1 with (X,O) EA. However, in this case (X,O) EAR 
and hence X = 0. The same argument applies to .,\2 and we obtain that 
.,\1 = .,\2 = {O} and A= Ao is the graph of a symplectic isomorphism from S2re 
to S1re;.2:_his would also imply that C is locally a graph of a symplectomorphism 
from T* X to T*Y. 

1.9 Proofs 

Let us now prove Theorem l. 7.2. For a function f E H 1 (IB.n) we will use its 
atomic decomposition 
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similar to the one described in Section 1.3, where L laQ I is comparable to 
IIJIIH1 and the atoms aQ E H 1 satisfy 

(1) Every aQ is supported in the cube Q C ~n. 

(2) I laQ I loo ::; IQl-1 · 

(3) The cancellation property JQ a(y)dy = 0. 

Therefore it is sufficient to establish the uniform estimate IITaQllu < C for 
all atoms aQ with small cubes Q. In fact, if the sidelength of Q is larger than 
one, the Cauchy-Schwartz inequality and L2 continuity of T imply 

which is uniformly bounded by the second property of the atoms. 
The idea of the proof for small cubes Q is to make a dyadic decomposition 

of T and to replace T by an operator with a complex linear phase function of 
positive type. For every such operator we make integration by parts replacing 
the complex phase function by a non-degenerate real phase function according 
to Lemma 1.8.l. 

For every,\= 2J we consider the set TJ';. of points on the unit sphere §"-1, 
ITJ'>. I = 1, such that ITJ';. - TJ{ I 2'. .\-1/ 2 if v =/- v', and for every 7/ E §"-1 there 
exists a TJ';. with IT/ - TJ';. I ::; .\-1/ 2 . Let N(.\) be the maximal number of points 
TJ';. for a fixed .\. It it easy to see that 

(1.9.1) 

The points TJ';. define a set of roughly equally distributed directions in the phase 
space. Let 

r'.( = {TJ: lr1/ITJI -TJ'>.I::; 2.\-112 } 

be the corresponding conical decomposition of the 7)-space. Let x';. be an asso­
ciated partition of unity (see [68, IX.4.4]). The functions x'.( are homogeneous 
of degree O in 7/ such that 

(i) Every x'.( is supported in f'.(. 

(ii) For all 7) =/- 0 and all A holds Lv x'.((TJ) = l. 

(iii) IB~x'.((TJ)I::; Aa,\lal/2 17/l-lal_ 

Such family can be constructed by taking a smooth non-negative function /3( u), 
supported in lul ::; 2, and equal to one in lul ::; l. Then one defines 

and 

(1.9.2) 
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Let 0>-. be a dyadic decomposition in the phase space. Let 0 be a smooth function 
supported in the interval (1/4, 1) such that 
:Z::::1 0(2-1.s) = 1 for alls> 0. Let 0>-.(TJ) = 0(>.- 1 ry). Let Bo= 1 - Lt>O 021. 

Lemma 1.9.1. Let a>-. (x, y, TJ) = X>-. (ry)0>-. (ry)a(x, y, TJ). Define 

A>,.(X, y) = r ei(¢(x,77)-(y,77))a>,.(x, Y, ry)dry. 
}Rn 

Then for all y, y' E JE.n we have 

I IA>-.(x,y)ldx '.S c>.-(n-l)/2 , and (1.9.3) 

(1.9.4) 

Proof. By a rotation we assume that 'T/l = 'T/>-. and ry' = (ry2, ... , TJn) is perpen­
dicular to 'T/>-.. Denote 

Then the original phase function is 

¢(x, TJ) - (y, TJ) = (¢~(x, 'T/n - Y, TJ)(¢(x, TJ) - (¢:/x, 'T/n, 7/)) 
= (¢~(x, 'T/n - y, TJ) + r(ry). 

We have the following estimates for r(ry): 

(1.9.5) 

(1.9.6) 

if N 2: 1 and 'T/ E supp a>-. (x, y, ry). Estimates (1.9.5) and (1.9.6) hold for Re r 
and Im r in view of their homogeneity, since the first two terms in the Taylor 
expansion vanish at 'T/>-.· It follows then that (1.9.5), (1.9.6), also hold for r(ry). 

We can rewrite A>-. as 

(1.9.7) 

where b>-.(x,y,ry) = eir(1J)X>-.(TJ)0>-.(TJ)a(x,y,ry). Define the self adjoint operator 

(1.9.8) 
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The fact that a E s-(n-l)/2 and the choice of x'.< imply that 

(1.9.9) 

and in view of (1.9.5) and (1.9.6) the same estimate holds for b'.<(x,y,TJ). Inte­
gration by parts implies 

(1.9.10) 

where 

Hr(x,y) = (1 + >.21(¢~(x,rJrJ -y)il2)-N (1 + .\l(¢~(x,rJrJ -y)'12rN. 
(1.9.11) 

We will need the following 

Lemma 1.9.2. Let z,a,/3 E JR and letµ E JR be such that lµI::; 1/4. Then 

1 + .\lz - a - i/31 2 2': 1/2(1 + ,\(z - a - µ/3)2) 

for every ,\ 2 0. 

Proof. The case withµ= 0 is easy. Assume thatµ> 0. We have 

(z - a - µ/3) 2 + (1 + tt2 )/32 - lz - a - i/31 2 = 2µ/3(µ/3 + a - z), 

which implies 

(z - a - µ/3) 2 + (1 + µ 2 )/32 ::; lz - a - i/31 2 + 2µ1/Jllz - a - µ/JI. 

It follows that 

1 + .\lz - a - i/31 2 2': 
1 + ,\ [(1 + µ 2 )/32 + (z - a - µ/3) 2 - 2µ1/Jllz - a - tt/31]. 

The statement would follow from the inequality 

(1.9.12) 

Let's consider two cases. First, assume that µl/31 ::; ¼lz - a - µ/31- Then 

1 2 
2µ1/Jllz - a - µ/31 ::; 2(z - a - µ/3) , 

implying (1.9.12). On the other hand, if µl/31 2': ¼lz - a - µ/31, we get 

(1 + µ2)/32 1 + µ2 1 + µ2 1 
2µ1/31 2': 2µ2µ1/31 2': 2µ2 41z - a - µ/31 2': 2lz - a - µ/31 
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whenµ::; 1/4. Thus, (1.9.12) follows. The caseµ< 0 is similar. The proof of 
the lemma is complete. 

We now apply Lemma 1.9.2 to (cp~(x, ry';J - y) with ft::; 1/4. It follows that 

Ht(x,y)::; r 2NCN(l + -\2 1( Re cp~(x,ry';J +µIm cp~(x,r1';.J -y)il 2)-N 
(1.9.13) 

(1 + -\I ( Re cp~(x, TJA) +µIm cp~ (x, TJA) - y )'12)-N 
for anyµ::; 1/4. We fix O < µ < 1/4 for which the matrices in Lemma 1.8.1 
have maximal ranks (we write µ rather than T to emphasize that ft is real). 
Then the mapping 

XI-+ Re cp~(x,Tjn +µIm cp~(x,ry';J 

is non-degenerate, implying that J IHr(x, y)ldx ::; C,\-(n+I)/2 if N > n/2. 
Since the support of b\(x,y,ry) has volume at most,\· ,\(n-l)/2 and estimate 
(1.9.9) holds for b\, the integral in (1.9.10) is bounded by,\, Estimate (1.9.3) 
now follows. Differentiation in y introduces a factor bounded by \ so we get 

which implies (1.9.4). 
In order to take into account the singular support of the operator, we define 

an exceptional set with respect to the real valued phase function 'I/; = Re cp + 
µ Im cp for a fixed µ E JR as above. Let the atom aQ be supported in the cube 
Q centered at y0 and with sidelength 8. For every 'TJA define a rectangle 

where 1rr is the orthogonal projection in the direction of 'TJA, Let NQ = Uv R'.;-1, 
Then because the mapping 'ljJ~(x, ry) has a non-vanishing Jacobian in x for every 
TJ, we get 

INQI::; C1N(a-1)(a-1)-(n+1)/2 ::; C28, 

Lemma 1.9.3. Let Q and 8 be as above. Then for every y E Q and,\ ~ s-1 

holds 

(1.9.15) 

Proof. We will argue similar to [68, IX.4. 7] with a difference that we replace 
the phase function by its real modification. According to the choice of the 
set ryf, there exists a unit vector TJ':i'-1 such that ITJr - TJ':i'-1 I ::; a1!2 . Since 
NQ = Uv R8_1 , x eJ. NQ implies x eJ. Rj_,, which in view of (1.9.14) means 

(1.9.16) 
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We have IY - y0 I ::; J because y E Q, and since c can be assumed sufficiently 
large, applying triangle inequality to (1.9.16) and multiplying by >.J, we obtain 

(1.9.17) 

when >. 2: J-1 . Now we can perform the integration by parts argument as in 
(1.9.10) and insert (1.9.17) into (1.9.3). We use the estimates 

(1 + o:2)-N (1 + /32)-N :S 22N (1 + o: + /J)-2N, o:, /J 2: 0, 

with 0: = >-I (y -1/!; (x, 77n h I and /3 = >.1/21 (y -1/!; (x, 77n )'I, and 

(1 + >-l(Y -1/J;(x,77D)1I + >.112 l(Y -1/J;(x,77D)'l)-1 ::; c>.-lJ-l 

in order to get 

H';(x,y) :S cr1J-1(1 + >-l(y-1/J;(x,77D)il 

+ >.1/21 (y -1/!; (x, 77D )' l)l-2N' A 2: s-1' (1.9.18) 

from (1.9.11). Using inequality (1.9.10) and the fact that 1/J~,7 is non-degenerate, 
we get 

With 2N - 1 > n we obtain (1.9.15). 
The final estimate in our preparation is 

Lemma 1.9.4. Let T be as in Theorem 1.7.2. Then the uniform estimate 

r ITaqldx ::; C 
}Nq 

holds for all cubes Q with sidelength bounded by one. 

Proof. The proof is relied on the fact that the operator To (I - ~)(n-l)/4 

belongs to I 0 (X, Y; C') and, therefore, is bounded on L2 , 

(1.9.19) 

The rest of the argument is standard. The Hardy-Littlewood-Sobolev inequal­
ity for fractional integrals yields 

(1.9.20) 

where Pn = 2n/(2n -1). By the second property of atoms we have llaQIIPn :S 
IQl-1 / 211 . Applying the Holder inequality to Taq, (1.9.19) and (1.9.20), we 
obtain, 
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End of the proof of Theorem 1.7.2. We set,\= 21 now. Let 

where a>.(X,Y,TJ) = 0>.(TJ)a(x,y,TJ). Then a21(x,y,TJ) = Lva~1(x,y,TJ) and 
because of (1.9.1) with,\= 21, the estimates of Lemma 1.9.1 and Lemma 1.9.3 
imply 

(1.9.21) 

(1.9.22) 

(1.9.23) 

Writing T21 a(x) = .f A21 (x, y)a(y)dy, we have a decomposition TaQ = I:1 + I:2 , 

where 

(1.9.24) 

For the first sum we can use the cancellation property for the atom aQ, .f a(y)dy = 
0, to obtain T21aQ(x) = .fQ[A21 (x, y) - A21 (x, y0 )]aQ(y)dy. Using (1.9.22), we 
get 

and 

For the second sum we can use (1.9.23) to obtain 

L21>5-1 .fJR.n\Nq IT21aQ(x)ldx 
< C (L21> 0-1 2-IJ-l) llaQll1 
< c. 

The estimates for I:1 and I:2 yield IITaQllu(JR.n\No) SC, which, together with 
Lemma 1.9.4, imply .fJRn ITaQ(x)ldx SC and the statement of Theorem 1.7.2. 

Proof of Theorem 1.7.1. The adjoint operator T* belongs to J0 (Y, X; (c- 1 ) 1 ) 

and it is clear that c-1 satisfies the assumptions of Theorem 1.7.1 as well. 
Therefore we may assume that 1 < p < 2 and for 2 < p < oo take the adjoint 
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operators. Now the statement follows by complex interpolation. In fact, one 
can define the analytic family of Fourier integral operators Tz with kernels 

Az(x,y) = Ln ei(</>(x,ry)-(y,ry))a(x,y,r,)(l + lr,12)2/2dr,. 

The £ 2 continuity of zero order order operators implies 

11Tzfll£2 :S Czllfll£2, Re Z = (n - 1)(1/p- 1/2), 

meanwhile Theorem 1.7.2 means 

The bounds Cz depend only on finitely many derivatives of symbols and hence 
the constants Cz have at most polynomial growth in lzl. The complex interpo­
lation techniques of Proposition 1.3.3 imply the theorem. 

Finally, for the sake of the factorization condition (F) in Section 1.12 let us 
prove a slightly stronger version of Lemma 1.9.2. 

Lemma 1.9.5. Let z, a, (J E Ilit Then for every O < µ0 < 1/ v'3 there exists 
i5 > 0 such that for everyµ E JR with lµI :S µo holds 

1 + >-lz - a - ifJl2 2: <5(1 + >.(z - a - µ(3)2) 

for every >. 2: 0. 

Proof. The case with µ = 0 is easy. Assume that µ > 0. Let us indicate 
the difference with the proof of Lemma 1.9.2. Let i5 = 1 - 2µ0 / Jl + µ6. The 
condition O < µ 0 < 1/v'3 implies 1 > i5 > 0. The statement of the Lemma 
would follow from 

1 + >-lz - a - ifJl 2 2: 
1 + >. [(l + µ2)(32 + (z - a - µ(3) 2 - 2µlfJllz - a - µfJI] 

and from the inequality 

(1.9.25) 

The first inequality is the same as in Lemma 1.9.2. For the second one let us 
consider two cases. First, assume that µlfJI :S 1;" lz - a - µ(JI. Then 

2µlfJllz - a - µ(JI :S (1 - i5)(z - a - µ(3) 2 , 

implying (1.9.25). On the other hand, if µlfJI 2: 1;" lz - a - µ(JI, we get 

(1 + µ2)(32 1 + µ 2 1 + µ2 1 - i5 1 
2µlfJI 2: 2µ2µlfJI 2: 2µ2-2-lz - a - µ(JI 2: 1- i51z - a - µ(JI, 

provided that 1~~
2 1;2. 2: 1 ~ 0 . This is equivalent to (1 - <5) 2 2: 14:;2 , which is 

2 

an increasing function ofµ > 0, but (1 - <5) 2 2: 14;:g due to our choice of <5. 
Thus, (1.9.25) follows. The case µ < 0 is similar. The proof of the lemma is 
complete. 
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1.10 Estimates in other spaces 

As consequence of Theorem 1.7.1 we obtain estimates in other function spaces. 

Corollary 1.10 .1. Let C be as zn Theorem 1. 7.1 and let 
TE J0 (X, Y; C). Then 

(i) Tis continuous from (L~+(n-l)/ll/p-l/2I )comp(Y) to (L~)Loc(X) for every 
a E IR, 1 < p < oo. 

(ii) Tis continuous from Lip (a+ (n - 1)/2)comp(Y) to Lip (a)1ac(X) for 
every a E IR. 

(iii) T is continuous from (L~+n(l/ 2-l/q))comp(Y) to (L~)lac(X) for every 
a E IR and 2 :S q. 

The first part follows from Theorem 1. 7 .1 and properties of pseudo-differential 
operators. The second part follows from Theorem 1.7.2 and the duality argu­
ment (see (62], [68]). For the third part we write 

T = (I - tj,.)11,;2 o (I - 1::!..)-µ/ 2 o T, 

so T is continuous from £ 2 to Lq when (I - l::!..)µ/2 is. According to Hardy­
Littlewood-Sobolev theorem there is the loss of n(l/2-1/q) derivatives (Propo­
sition 1.3.4). Statement (iii) of Corollary 1.10.1 can be generalized to £P-Lq 
continuity: 

Theorem 1.10.2. Let C be as in Theorem 1. 7.1. Let 1 < p :S q :S 2. Let 
µ :S 1/q - n/p + (n - 1)/2. Then the operators in Iµ(X, Y; C) are continuous 
from Lramp(Y) to Lj0 JX). The dual statement holds for 2 :Sp :S q < oo. 

Let us first note that the the statement of this Theorem is in general sharp. 
For example, if Im <I> = 0, then according to the remarks above, T satisfies the 
local graph condition. If µ > 1 / q - n / p + ( n - 1) /2, T is elliptic, and the rank 
of the canonical projection from the canonical relation to the base space equals 
2n - 1, then there exists a function f E Lramp such that T f (j. Lfoc· Such 
f can be constructed uniformly for all T (see Section 1.11). The statement 
of Theorem 1.10.2 follows from Theorem 1.7.1. Indeed, the statement would 
follow by a standard complex interpolation argument between Theorem 1.7.1 
and the fact that operators of order -n/2 are continuous from the Hardy space 
H 1 to £ 2 . To show the latter, let S E 1-n/2 (X, Y; C) be a Fourier integral 
operator with complex phase of order -n/2. We can write Sas 

S =So (I - 1::!,,.r/4 o (I - 1::!..)-n/4, 

which is a composition of (I - l::!..)-n/4 with a Fourier integral operator of zero 
order, with complex phase satisfying assumptions of Theorem 1. 7 .1. This latter 
operator is therefore continuous in £ 2 , meanwhile (I - l::!..)-n/4 is continuous 
from H 1 to £ 2 by the Hardy space version of the Hardy-Littlewood-Sobolev 
theorem (see Proposition 1.3.5). 

Let use now make some remarks concerning the case of real phase functions. 
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Remark 1.10.3. Let TE Iµ be microlocally given by 

Tf(x) = r r eiif>(x,y,Oa(x,y,Of(y) dy d~, 
}rpj_n }JP{n 

where <I> is real valued. Let 1 < p, q < oo. Then by interpolation the operator 
T: LP(JE.11 )-+ Lq(JE.11 ) is continuous providedµ::; n(l/q - 1/p) and p::; 2::; q. 
For p = 1 the statement holds if we replace L1 (JE.11 ) by the Hardy space H 1 (JE.11 ). 

However, in the case rank Dl~<I> = n - 1 this statement can be improved. 
Let 1 < p, q < oo and let p', q' denote their conjugates. Then operator T is 
continuous from LP(JE.11 ) to Lq (JE.11 ) provided 

1 n n -1 
µ::; q - p + -2-, q::; p', 

n 1 n -1 
µ::; q - p - -2-, q?. p'; 

The statement extends to the case of p = 1 if we replace L1 (JE.11 ) by the Hardy 
space H 1 (JE.11 ). 

The proof of Remark 1.10.3 follows by the complex interpolation method 
between Theorem 1.7.1 and the fact that under conditions of Remark 1.10.3 the 
operator Tis continuous from H 1 (JE.11 ) to L 00 (JE.11 ) provided 11, = -(n + 1)/2. 
The sharpness of the bound forµ in Remark 1.10.3 is shown in [68, IX.6.16] for 
operators with the phase function <I>(x, y, 0 = (x - y, ~) + 1~1- See also Section 
1.11. 

Remark 1.10.4. It follows from Proposition 1.3.5 with p = 1 and q = 2 that 
operators of order -n /2 are continuous from H 1 to L2 . 

As a consequence, we get a statement for pseudo-differential operators. 

Proposition 1.10.5. Let P E wµ(X) and let 1 < p ::; q < oo. Then P 
L~omp(X)-+ Lioc(X) is continuous, whenµ::; -n(l/p - 1/q). 

Proof. Let us give a direct proof without using the interpolation technique. 
The case p = q is well known and it follows, for example, from Theorem 
1.12.1 with k = 0 and µ ::; 0. Let us assume now that p < q. The operator 
(I - 6.)-1•/2 o Pis continuous in LP and the statement reduces to the properties 
of the operator (I - 6.)µ/2 . Its principal symbol is homogeneous of degree µ 
and its integral kernel has degree -n - µ in Ix - YI- Therefore, the operator 
(I - 6.)µf2 is of the form 

with 'Y = n + µ. For µ < 0, it follows from Proposition 1.3.4 that I, is 
continuous from LP to Lq provided 1/q = 1/p+ µ/n. This completes the proof 
of Proposition 1.10.5. 
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1.11 Sharpness of the estimates 

In this section we will discuss the sharpness of the orders of LP -bounded Fourier 
integral operators in Iµ(X, Y; C) with real phases for different ranks of the 
projection d1rxxYlc- We will show that the orders for the general LP-LQ 
continuity depend on the rank of d1rxxYlc and that the orders derived in this 
chapter are sharp. For the question of the sharpness of the orders it is sufficient 
to consider operators with real phase functions. 

Let X and Y be smooth paracompact n-dimensional manifolds and let 
TE J~'(X, Y; C) be a Fourier integral operator with a real canonical relation C. 
In the sequel we will concentrate on the essentially homogeneous case (p = l). 
However, for 1/2:::; p < l, the sharpness of the orderµ= -(n - p)ll/p - 1/21 
for the continuity in LP can be shown by the following example. Let ~ be a 
manifold given by the set of points ( x', x", y', y") with x' = y' and Ix" -y" I = l. 
Let C be the conormal bundle N*~ of ~- Let w(O be a smooth function, 
homogeneous of degree zero for large (, supported in the truncated cone 

{( = ((,(') E JE.k+l X ocn-k-l : 1(1 2: 1, l('l/2:::; 1(1:::; 2ICI}, 

and equal to one in an open truncated subcone. Let T be a convolution operator 
with the kernel 

K(x, y) = .I l!J(()eil~l1-p l(lµei[(x-y,~)+l(lldf 

One can readily check that TE It(JE.n, ocn; C). Let §u(() = (1+1(1 2 )-u/2 . Then 
9u E LP for a > n(l - l/p). Acting by T on 9u and applying the stationary 
phase method in polar coordinates for e, one can show that Tgu (j. Lf0 c for a 
converging to n(l - l/p), andµ > -(n - p) 11/p- 1/21. Asymptotic expansions 
for such operators were derived in [77] and the analysis was used in [62] to show 
that the orderµ is sharp in Theorem 1.12.l. 

1.11.1 Essentially homogeneous case 

In the essentially homogeneous case with p = l one can show that the order 
JL = -kll/p - 1/21 is sharp for arbitrary LP continuous elliptic operators with 
real phases satisfying the condition 

rank d1rxxYlc:::; n + k. (1.11.1) 

It turns out that in order to check that an operator is not continuous in LP it 
suffices to let T act on functions f with point singularities in LP. In this case 
the singularities of T f can appear only in directions transversal to some fixed 
k-dimensional manifold in X. 

Theorem 1.11.1. Let the real canonical relation C be a local canonical graph 
such that the inequality rank d1r xx y I c :::; n + k holds with O :::; k :::; n - l, and 
the rank n + k is attained somewhere. Then elliptic operators TE Iµ(X, '.Y; C) 
are not bounded from Lfamp(Y) to Lf0 c(X), providedµ > -kll/p - 1/21 and 
1 < p < 00. 



42 Chapter 1. Fourier integral opera.tors 

Let us note at once that by the equivalence-of-phase-function theorem it is 
sufficient to consider operators T in JE:n with kernels, locally given by 

(1.11.2) 

with symbols b E Sµ supported in compact sets with respect to x and y. The 
local graph condition means that the phase function ¢ satisfies 

(1.11.3) 

on the support of b. Locally A has the form { ('v ~ ¢, ~, y, '\7 y<P)}. We can assume 
that 1 < p ::::; 2. For 2 <pit suffices to consider the adjoint operator T* and the 
statement follows from the result for the conjugate index p' = p/(p - 1) < 2. 

The set C0 = {,\. E C : rank d7rxxYlc(A) = n + k} is not empty and 
is open in C. Let Ao = ( xo, fo, Yo, TJo) E Co. Consider a family of functions 
fs(Y) = ((I -t:.)-sf2'5y0 )(y) for a fixed value of Yo E Y. Let K_ 8 be the integral 
kernel of (I - t:.)-s/2 • Then we have 

Using standard estimates for Schwartz kernels of pseudo-differential operators 
((64], (11], (68]), we get that IK-s(Y,Yo)I::::; Cly - Yol-n+s in some local coor­
dinate system. This means that is E Lf0 c if and only ifs> n(l - l/p). 

Let ~ = 7r xx y ( C n U), where U C Co is a neighborhood of Ao. Because the 
rank of 7r xx y is constant in U, the set ~ C X x Y is a smooth k-dimensional 
manifold, given by equations hj(x,y) = 0, 1 :S j ::::; n - k, in a neighborhood 
of Yo- The vectors 'v h1 , ... , 'v hn-k are linearly independent on ~- Then, 
microlocally, C is the conormal bundle of ~, and the phase function of the 
operator T assumes the form 

n-k 
<I>(x,y,A) = LAJhj(x,y). 

j=l 

Since a composition with a pseudo-differential operator does not change the 
canonical relation, we get that To (I -t:.)-s/2 E Jµ-s(X, Y; C). It follows that 
T fs(x) =To (I - t:.)-sf2 (Sy0 )(x), which in local coordinates can be written as 

Tfs(x) ]~n (frrin-k ei L >.;h;(x,y)a(x, 5.)Syo (y)d>.)dy 
f]Rn-k ei(X,h(x,yo)) a(x, >.)d>. 
(21r )n-k (J=·-la) (x, h(x, Yo))' 

(1.11.4) 

where 5. and h are vectors with components Aj and hJ, respectively, and F-1 

is the inverse Fourier transform. The symbol a E 3µ-s+k/ 2 (JE:n-k) is obtained 
from the symbol of the operator To (I - t:.)-s/2 by using the stationary phase 
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method, where we can eliminate k variables. The inverse Fourier transform of 
the symbol a with respect to the second variable is 

where PE wm(Iin-k) is a pseudo-differential operator of order m = n- s + k/2 
with symbol a(x, ,\) E sm and K is the integral kernel of P. The function 
K((,O) is equivalent to 1c1-(n-h,)-m_ For the set I;YO = {x: (x,yo) EI:} we 
have dist(x, I:y0 ) ~ lh(x, Yo)I, and, therefore, 

(2n)"-k(J::·- 1a)(x, h(x, Yo))~ ldist(x, I;y0 )l-(n-k)-(p-s+k/2), 

locally uniformly in x. It follows from (1.11.4) that the function Tis is smooth 
in I:y0 • Hence Tis {j. Lf0 c(IE.n) if and only if 

p(n - k + µ - s + k/2) 2:: n - k. (1.11.5) 

Fors it means that s ~ µ + (n - k)(l - 1/p) + k/2. Thus, in order to have 
is E Lf0 c and Tis (j. Lfoc' it is sufficient to have the inequality 

n(l - 1/p) < µ + (n - k)(l - 1/p) + k/2, 

which is equivalent toµ> -kll/p - 1/21. 
Concerning LP - Lq continuity we have: 

Corollary 1.11.2. Let T and C satisfy conditions of Theorem 1.11.1 and let 
1 < p, q < oo. Then T is not bounded from Lfomp(Y) to Lfoc(X), provided 
µ > n(l/q - 1/p) - k(l/q - 1/2). 

To prove this we can apply the same argument as in the proof of Theorem 
1.11.1. The only difference is that now we do not need to assume p ~ 2 and 
inequality (1.11.5) is replaced by 

q(n - k + µ - s + k/2) 2:: n - k. 

Remark 1.11.3. In the case when k = n-1 and 1 < p ~ q ~ 2, the statement 
of Corollary 1.11.2 complements the statement of Remark 1.10.3. 

By duality we also have a statement, analogous to the one in Theorem 
1.11.6, for indices 2 < p ~ q < oo. 

Remark 1.11.4. The operator Tin Theorem 1.11.1 is not bounded as a linear 
operator in Sobolev spaces L~ ➔ L~-kll/p-l/2I-µ' 1 < p < oo. 

1.11.2 A representation formula for continuous operators 
of small negative orders 

According to Proposition 1.10.5 pseudo-differential operators of zero order are 
continuous in LP for 1 < p < oo. Now we will show that all LP continuous 
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elliptic Fourier integral operators with real phases can be obtained from pseudo­
differential operators by a composition with operators, induced by a smooth 
coordinate change. A smooth mapping c, : X -+ Y induces the pullback c,* : 
C 00 (Y)-+ C 00 (X), defined by (c,* f)(x) = f(c,(x)). It is not difficult to see that 
c,* is a Fourier integral operator with phase function (c,(x)-y, ry). The canonical 
relation of c,* is equal to the graph of the mapping cf : T* X\O-+ T*Y\O, where 
ri(x,l) = (c,(x),-(tDc,x)- 1 (0). 

Theorem 1.11.5. Let 1 < p < oo, p =/:- 2, and O 2: µ > -11/p - 1/21. Let 
C be a real local canonical graph. Then an elliptic operator T E Jl'(X, Y; C) 
is continuous from Lfomp(Y) to Lf0 c(X) if and only if there exist pseudo-­
differential operators PE \J1''(X), Q E \J1µ(Y) such that T =Po c,* = c,* o Q, 
where c,* is the pullback by a smooth coordinate change from X to Y. 

Proof. The pullback c,* is continuous in LP. Pseudo differential operators P 
and Q of order µ ~ 0 are continuous in LP. Therefore, T is also continuous in 
LP. Conversely, let k be such that n + k = max.>.EC rank dJrxxYlc(.\). Then 
n - k is the maximal dimension of the set I: = 7rXxY(C) C Xx Y. In view 
of Theorem 1.11.1 and LP continuity of T, it is necessary that k = 0. This 
means that rank dJrxxYlc = n and I: is a smooth n-dimensional submanifold 
of Xx Y. The rank of the differential dJrxlE of the projection Jrx: Xx Y-+ X 
is equal to n because C is a local canonical graph. Surjectivity of dJr x IE and 
condition dim I: = n imply that Jrx IE is a diffeomorphism and I: can be locally 
parameterized by I: = {(x, c,(x))}, for some diffeomorphism c, : X -+ Y. It 
follows that the canonical relation of the pullback c,* is the conormal bundle 
of I:, which is C'. Therefore, an operator Q in T = CJ+ o Q must be pseudo-­
differential, since its canonical relation is the conormal bundle to the diagonal 
in X x Y. A similar argument in Y implies that the formula in the theorem 
holds for an operator P with the same mapping c,, since the canonical relation 
of c,* equals C'. 

Theorem 1.11.6. Let 1 < p ~ q < 2 and -n(l/p - 1/q) 2: µ > -(1/q -
1/2) - n(l/p - 1/q). Let T E Iµ(X, Y; C) be elliptic and let C be a real 
local canonical graph. Then T is continuous from Lfomp(Y) to LlajX) if and 
only if there exist pseudo-differential operators P E \[!'' (X), Q E \J1µ(Y), such 
that T = P o c,* = c,* o Q, where c,* is the pullback by some diffeomorphism 
c,: X-+ Y. 

The continuity of T follows from the continuity from LP to Lq of pseudo-­
differential operators of order -n(l/p - 1/q) (Proposition 1.10.5). 

Note also that Corollary 1.11.2 with k = n implies the sharpness of the 
orders in Proposition 1.10.5 for elliptic operators P. 

1.12 Smooth factorization condition for com­
plex phases 

In this section we discuss an analogue of the smooth factorization condition for 
complex phase functions. The results of this section were announced in [61]. 
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As we mentioned in Section 1.5, the LP estimates can be improved if the rank 
d7fx x y restricted to the real wave front of the operator does not attain 2n - 1. 
The exact statement is in the beginning of Subsection 1.5.1. 

The similar situation happens in the case of complex phase functions. Let 
us recall first the factorization condition for the real non-degenerate phase 
function \Jl(x, y, 0). Let Aw be locally defined by 

Aw {(x,y,dx\Jl(x,y,0),dyW(x,y,0)): d0\Jl(x,y,0) = O} 

C T*(X x Y). (1.12.1) 

The smooth factorization condition for \JI can be formulated as follows. Sup­
pose that there exists a number k, 0 ::; k :=; n - l, such that for every 
Ao = (x0 , fo, y0 , TJo) E Aw, there exist a conic neighborhood U>,0 C Aw of 
Ao and a smooth homogeneous of zero order map 7f>.0 : Aw n U>,0 ---+ Aw with 
constant rank rank d7f>, 0 = n + k, for which holds 

(1.12.2) 

Recall, that under this assumption, operators T E I%(X, Y; Aw) with 1/2 ::; 
p :=; 1 are LP-bounded if 1 < p < oo andµ:=; -(k + (n - k)(l - p))ll/p - 1/21 
(see Section 1.5.1). 

Let now 'P be a non-degenerate complex phase function. Let 'P satisfy the 
local graph type condition (L) of Section 1. 7 for some T E lK. Recall that it 
then satisfies (L) for all but finitely many TE IR and it satisfies (1.7.2) for all 
but finitely many T E CC. Our smooth factorization type condition (F) for 'P 
will be the following condition 

(F) There exists a real ITI < 1/v'3 such that condition (L) holds with this T 

and, moreover, the real phase function \JI = Re 'P + T Im 'P satisfies the 
real smooth factorization condition ( 1.12. 2) with some k, 0 ::; k ::; n - l. 

Note that if the phase function 'P is real, condition (F) is just the smooth 
factorization condition for the real valued phase function. The reason to impose 
condition ITI < 1/v'3 is technical and is due to Lemma 1.9.5. Under condition 
(F) we have 

Theorem 1.12.1. Let C C (T* X\O x T*Y\O) b~mooth positive homo­

geneous canonical relation which is closed in T*(X x Y)\O. Let 'P be a reg­
ular phase function of positive type, locally parameterizing C. Assume that 
'P satisfies the smooth factorization type condition (F). Let µ ::; -( k + ( n -
k)(l - p))ll/p - 1/21 with l < p < oo and 1/2 ::; p :=; 1. Then operators 
TE I%(X, Y; C) are continuous from L~omp to Lfoc· 

Operators T E 1g(x, Y; C) are continuous in L2 and this result does not 
depend on the factorization condition. Indeed, the argument of Section 1. 7 
using formula (1. 7.3) reducing the situation to the operators in If;2 with real 

phases (see also Remark 1.8.2), shows that operators in IJ(X, Y; C) with C as 
in Theorem 1.12.1 are bounded in L2 . 
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As usual, we can assume that the kernel of Tis given by (1.7.1). Proof of 
Theorem 1.12.1 is based on the complex interpolation method (as in Proposition 
1.3.3) applied to the continuity in £ 2 and in the Hardy space H 1, for which we 
have 

Theorem 1.12.2. Let C satisfy conditions of Theorem 1.12.1, let its Schwartz 
integral kernel be given by (1.7.1), and let the number N of frequency variables 
be equal ton. Assume that the symbol a E s;/2+(n-k)(l-p)/Z in (1.7.1) vanishes 

outside a compact set in JR,~ x ~. Then T is continuous from H 1 (ffi.n) to 
£1 (ffi.n). 

Let us indicate briefly some ideas behind the proof of the above theorem. 
Let us begin with pointing out the difference with the proof of Theorem 1. 7 .1. 
Let a be a symbol of order -(n - 1)11/p- 1/21 and type (1, 0), and we assume 
that 1 < p s; 2. Let T2 be a family of Fourier integral operators with Lagrangian 
distributions 

Az(x, y) = 
{ ei<1>(x,y,0Ja(x, Y, 0)(l + 1012) ½[(n-1)(l/p-1/2)-(n-1)/2+z(n-1)/2Jd0. 

}~n 

The continuity of zero order operators in £ 2 implies 

and Theorem 1.12.2 implies 

Constants Cz depend on finitely many derivatives of the symbol and, therefore, 
have polynomial growth in lzl. Let us apply Proposition 1.3.3 with t = 2(1 -
1/p). We have 1/Pt =I/qt= l-t/2, (n-1)(1/p-1/2)-(n-1)/2+t(n-1)/2 = 
0, so that Tt = T and Theorem 1.12.1 with k = n - I and p = I follows from 
Proposition 1.3.3. Similarly, Theorem 1.12.1 follows from Theorem 1.12.2 if we 
t k E S -(k+(n-k)(l-p))/l/p-l/2/ d k l a e a p an erne s 

Az(x, y) = J~n ei<l>(x,y,B)a(x, y, 0) 
(1 + 1012) ½[-(k+(n-k)(l-p)) /1/p-1/2/+(z-l)[k+(n-k)(l-p)]/2] d0. 

To prove Theorem 1.12.2, it is convenient to use an atomic decomposition 
f = Lk Akak, as in Proposition 1.3.2. If a ball B from the definition of an 
atom contains the unit cube, the Cauchy-Schwartz inequality implies 

1/2 t 1/2 IITakllu ::::; Cl supp akl IITakllL2 ::::; CI supp akl llakllL2, 

which is uniformly bounded in view of the second property in the definition of 
atoms. Therefore, Proposition 1.3.2 reduces the statement of Theorem 1.12.2 to 
proving the uniform bound I I Tak I lu ::::; C for all atoms supported in sufficiently 
small balls. This estimate can be obtained using a number of decompositions 
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in the frequency space. However, decomposition in the phase space will be 
related to the real phase function \Ji = Re <.I> + T Im <.I> satisfying the smooth 
factorization type condition (F). First one uses a conic decomposition of the 
phase space and applies a dyadic decomposition to each cone. Using the cor­
responding partition of unity, it is possible to replace the phase function of T 
by a linear function, in each domain, so that integration by parts yields L1 

estimates. However, to get the estimate outside the exceptional set NQ one 
needs to use the L2-boundedness of certain pseudo-differential operators. 

The proof of Theorem 1.12.2 is similar to the proof of Theorem 1.7.2. How­
ever, some modifications are necessary. There are also certain additional com­
plications related to the fact that the phase function is complex. We will 
indicate the difference with the proof of Theorem l. 7.2. 

First, in the proof of Theorem 1.12.2 it will be more convenient to us to 
interchange the roles of x and y. Thus, as before, we may assume that the 
integral kernel of the operator Tin Theorem 1.12.2 is given by 

with some symbol a E St. Thus, we have to show that operators with such 

kernels are continuous from H 1 to L 1 , if a E s;m(k,p) is supported in a narrow 
cone in ~-space, and m(k, p) = k/2 + (n - k)(l - p)/2. 

Let T E IR be such that condition (L) is satisfied and let 

1/J(y, ~) = Re cp(y, ~) + T Im cp(y, ~). 

Since 'ljJ satisfies the real local graph condition, we may assume that there exists 
a k-dimensional submanifold Sk(Y) of sn-l n f for some narrow cone r, Sk(Y) 
varies smoothly with y, and such that sn-1nr is parameterized by ( = (y( u, v), 
for (u, v) in a bounded open set U x V near (0, 0) E JRk x IB.n-k-l _ Furthermore, 
(y(u, v) E Sk(Y) if and only if v = 0, and 

1/J~(y, (y(u, v)) = 1/J~(y, (y(u, 0)). 

Let us now describe constructions similar to those of the proof of Theorem 1.7.2 
in Section 1.9. We keep in mind that later we will set ,\ = 21. Thus, let u'.< be 
a collection of points in U, such that lu'.< - uf I 2:: C0 >.- 1/ 2 for v-:/- v', and such 
that U is covered by balls centered at u'.< and radius c1 >.- 1/ 2 . Let Nk(>.) be the 
maximum of such points for a fixed>.. It is easy to see that Nk(>.) = O(>.k/2 ). 

Let~'.<= (y(u'.<, 0) and let x'.<(y) = 1/J~(y, e;.J. Let the atom aQ be supported 
in the cube Q centered at some y0 with sidelength 8. For sufficiently large lvf 
let RL be the set of all x such that 

for all vectors e' tangential to s k (y) at ~r' and 



48 Chapter 1. Fourier integral operators 

for all unit vectors e" which are normal to Sk(Y) at~.\· Thus, Rt, is a rectangle 
with k sides of length of order ,\-1/ 2 and n - k sides of length of order ,\-P. 

Let 
Nk(>..) 

NQ= LJ LJ Rt,. 
yEQ v=l 

Then 

The argument of Lemma 1.9.4 gives 

Indeed, Ta (I - ~)-m(k,p)/2 E 1g(x, Y; C) is bounded in L2 . Therefore, by the 
Hardy-Littlewood-Sobolev inequality, 

where Pn = (2 -p):~+kp. By the second property of atoms, we have I laQ I IPn < 
IQI-Hl/Pn. Hence by the Holder inequality we obtain 

-p(n-k) 

IITaQll2 :S CIQI 2 n . 

Finally, by the Cauchy-Schwartz inequality, we get 

r ITaQldx :S CINQl1I2 IITaQll2 :S CIQl(n-k)p/n · IQl-p(n-k)/n :SC. 
}Nq 

Note that to derive this estimate we used the size of NQ which is determined by 
the fact that the real phase function 'ljJ defines a local graph, that is <let i/Ji~ =/. 0. 

Now we need an estimate outside the exceptional set NQ. Let xt be a 
partition of unity in u-coordinates, such that, as before for the partition in 
(1.9.2), 

Define the partition of unity xt on r corresponding to the directions ~.\, by 
setting 

XA(s[(u,v)) = XA(u), s > 0. 

Then we define aA similar to Section 1.9, by 
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As before, the estimate for IITaQllu(IRn\NQ) will follow from the estimate 

r IAK(x,y)ldx::::: c>..-k/2(.\.J)-l, 
}!Rn\NQ 

(1.12.3) 

when>.. 2 s-1, and where i5 is the sidelength of Q, and if for ally, y' E JE.n we 
would have 

(1.12.4) 

which will be used when >.. < s-1. 
By a rotation, we may assume that every ( E r splits into ( = (t, e') E 

JE.k x JE.n-k where (" is normal to sk (y) at (f = !( ur, 0). Define the operator 

LK = (1 - (>..112ve,>..1/2vd) (I- (Vv'E",>..PVE")). 

The fact that a E s;m(r,p) implies that 

l(LK)NaK(x,y,()I::::: CN>..-m(k,p), 

and, as before, the same estimate holds for bK. Recalling that xK (y) = cj/f. (y, (K)­
x, integration by parts yields 

AK(x,y) = (1 + IV(c/>~(y,(K) - x)"l 2)-N x 

x (1 + 1>..1/2(c/>~(y, (K) - x)'l2)-N KtN(x, y), (1.12.5) 

where 

(1.12.6) 

Note that similar to Section 1.9, we always use Lemma 1.9.5 instead of Lemma 
1.9.2 in the integration by parts argument to get rid of the complex phase, by 
replacing c/> by 'ljJ = Re cf>+ T Im cf> with T for which condition (F) holds. All 
such estimates are similar to the one in (1.9.13). Condition (F) guarantees that 
µ0 < 1/ ,/3 in Lemma 1.9.5. The rest of the proof is similar to [62], but some 
changes are necessary in order to take into consideration the imaginary part of 
the phase function. 

If we dilate RL be a factor C(>..J)-1 the resulting rectangle will still be 
contained in NQ. Hence we can use the Cauchy-Schwartz inequality in x" to 
obtain for y E Q 

JIRn\NQ IAK(x, y)ldx::::: 

C >..-p(n-k)/2 r ((1 + i>..1/2(,IJ (y cv) _ x)'12)-N x 
N Jix'l<CJ!/2 V'f. ,c,z 

x (J IKfN(x',x",y)l 2dx 11 )
112 dx'+ 

CN>..-p(n-k)/2(.\J)(2N-n+k)p/2 f ((1 + i>..1/2(c/>~(y,(r)- x)'12)-N X 

x (J IKfN(x',x",y)l2dx 11 )112 dx'. 
(1.12. 7) 
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For fixed x' and f let the pseudo-differential operator SIN (x', () be given by 

[SIN(x', e)J] (x") = >..m(k,p) l (L';JN b';_ (x', x", y, (, (')}((')ei(x" ,E.") d(', 

which is of order O and type (p, l - p). Let g be a smooth function, defined 
on m.n-k with the property that §(C) = 1 for I(' I ::; 8, which vanishes for 
ICI ~ 16. Define .9>. = g(>..- 1 · ). Then 

KIN(x, y) = >..-m(k,p) / [SIN(x', e)J>.] (x")ei(x' ,E.')d(, (1.12.8) 

where}>.((') = §>.(C)e-i(¢~(y,E.rJl)a-'.{.((,('), where a-';_ is a smooth bounded 
cutoff function in a narrow cone around (I, a-';_ ( () = 1 on supp X>. and equal 
to O outside the cone twice the support of x';.. Function }>. depends on (' as a 
parameter. 

The condition Im <I> ~ 0 means Im¢::; 0 since <l>(x, y, () = (x, () - ¢(y, (). 
Suppose that Im ¢(y,(r.) < 0. Then by the Euler identity Im (¢~(y,(r),0 
is equal to Im ¢(y, (I) and is strictly negative at ( = (I. Therefore, if >.. is 
sufficiently large, then ( E supp a-';_ implies that ( and (I are sufficiently close, 
so that Im (¢~ (y, (r), () < 0 for all ( E supp a-';_. In fact, for sufficiently 
large >.. we can always choose partition u';_ such that Im ¢(y, ('.{.) < 0, unless 
Im ¢(y, () equals to zero in an open set around some ( = (r. If>.. is large, we 

can assume that this set contains supp a-';_. But in this case, Im ( ¢E (y, ('.{.), () 
is O since the derivative with respect to ( is O at (I. It follows that in all cases 
for sufficiently large >.. we have Im ( ¢~ (y, (r), () ::; 0 for all ( E supp a-';_. 

This implies that 

Observe now that SIN(x',() = 0 for f outside a set of measure bounded by 
C>..k/2. Finally, since pseudo-differential operators of order 0 and type (p, 1- p) 
are bounded on L2 , we get 

(.f IKIN(x'' x"' y) l2dx") 1/2 ::; 
c>..-m(k,p) >..k/2 I lf>-1 IL2(JR:n-k) 

::; C>..(n-k)p/2 
(1.12.9) 

for large >... The argument on the sign of Im ( ¢~ (y, (r), () depends on y, but 
we have y E Q and the support of the symbol a( x, y, () is compact in ( x, y), so 
we obtain (1.12.9) uniformly if>.. is larger than some absolute constant >..0. 

Performing the x'-integration in (1.12.7) yields the estimate (1.12.3), for 
>.. > 5-1 . The same argument also yields 

where the extra factor >.. is introduced because of the differentiation with re­
spect toy. But this inequality implies (1.12.4). The rest of the proof proceeds 
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similarly to the end of the proof of Theorem 1. 7.2 after Lemma 1.9.4. The only 
difference is when the sum there is over l > 0 such that A = 2' < Ao. The 
support of}>. is bounded in e' and SfN(x',() vanishes for E,' outside a set of 
bounded measure. This implies that the estimate (1.12.9) is still valid. More­
over, there are only finitely many l > 0 with 21 < Ao, and each of the integrals 
in ~ 1 is multiplied by some constant, this constant can be chosen uniform with 
respect to the small cubes Q since the symbol a(x, y, t) is compactly supported 
in ( x, y). This completes the proof of Theorem 1. 7 .2. 

Proposition 1.12.3. Let the canonical relation C satisfy conditions of Theo­
rem 1.12.1. Let 1 < p ::; q ::; 2 and letµ ::; -n/p + (n - k)/q + k/2. Then 
operators TE Iµ(X, Y; C) are continuous from L~omp(Y) to Lf0 c(X). The dual 
statement holds for 2 ::; p ::; q < oo. 

The statement follows by the interpolation method between the statements 
of Theorem 1.12.1 and Remark 1.10.4. Similarly, we get that operators from 
Iµ are continuous from Lip (a - k/2 - µ) to Lip (a) for all a ER 

Remark 1.12.4. Let us note that the factorization condition is not necessary 
for operators in Theorem 1.12.1 to be bounded. Thus, in [59] it is shown that 
Fourier integral operators with phases as in Example 1.5.5 of Section 1.5.2 and 
of order of Theorem 1.12.1 are still LP-continuous. For example, if the phase 
function of an operator TEJµ("JE.3 , "JE.3 , C) is given by 

in a conic neighborhood of 6 = 1 away from t = 0, then the factorization 
condition fails for C. However, operators T are still bounded from L~omp to 
Lfoc, provided that 1 < p < oo and µ ::; - I 1 / p - 1 / 2 I. Note that in this case 
k = 1 and the order -11/p - 1/21 can not be improved according to Section 
1.11. 
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Chapter 2 

Affine fibrations 

2.1 Introduction 

The singularity theory of the fibrations and the fibers of the regular mappings 
have been under study for a very long time. One of the early references is [49]. 
Many general results can be found, for example, in [32], [51], [63]. One is often 
interested in the singularities of fibrations and of the fibers themselves. In this 
monograph we will study the following classes of fibrations. We assume that the 
fibers are regular and, moreover, that locally they have a very simple form of 
affine spaces. Let n be an open subset of en. The fibers are ( n - k )-dimensional 
affine subspaces of n, equal to the kernels ker A(l) of a holomorphic matrix 
valued mapping A: n-+ axn, on the set where the rank of A(l) is maximal 
and equal to some k ::; n - 1. It follows that the fibration is regular on an open 
dense subset of n, i.e. the fibers do not intersect and behave analytically with 
respect to their position. We will analyze its singularities in the complement 
of this regular set. 

A particular case arises when the matrices are Jacobi matrices of a regular 
(holomorphic) mapping r. In this case A = Dr and the regular fibers can 
be defined as level sets of this holomorphic mapping r. The direction of the 
fibers is the same as the direction of the kernels of the Jacobi matrix Dr. In 
such way we are led to consider a more general case of the fibrations defined 
by the shifted kernels of the Jacobi matrix, for which the fibers of the mapping 
become the ruled analytic varieties constituted by the kernels. 

Problems of this type arise in the analysis of the regularity properties of 
Fourier integral operators and hyperbolic equations, see (62], although there 
they are formulated in a very different form in the real domain. However, 
the analysis in en. allows to draw many conclusions in the real domain as 
well. In particular, some results of this chapter will be applied to establish 
the LP-regularity properties of Fourier integral operators, which turn out to 
be sharp ([52], [54]). As a consequence, in (53], sharp LP-regularity is derived 
for solutions of hyperbolic Cauchy problems in four dimensions. The results of 
tqis chapter extend some of the analysis of [54] to the general case of fibrations 

53 
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defined by kernels of arbitrary holomorphic matrix valued functions. Here it 
will appear in subsequent chapters. 

In general, the affineness assumption holds generically in the study of La­
grangian manifolds, which can be viewed as closures of smooth (analytic) conor­
mal bundles. Regular fibers in this case are the fibers of a conormal bundle. 
Results of this chapter imply, in particular, that certain singularities are im­
possible in lower dimensions. 

First, in Section 2.2 we formulate the problem in the invariant case cor­
responding to the Fourier integral operators commuting with translations. In 
this case the generating function is </>(y, ~) = (y, ~) - H ( ~). According to the 
theory of Fourier integral operators (Section 1.5.2), functions H : V -+ lE. on an 
open subset V of JE_n have the following property. The maximal rank k of the 
Hessian D 2 H(O is strictly less than n, and points~ where rank D 2 H(O = k is 
maximal form an open set U. One of the interesting properties of the gradient 
r: ~ M 'V H(O is that for every point~ EU the level set r- 1(r(~)) locally in a 
neighborhood of~ coincides with the affine space~+ ker D 2 H(~)- If His real 
analytic, then the holomorphic extension r of the gradient 'V H has the same 
property in some open neighborhood of the open set V in en. This property 
motivates the study of holomorphic mappings r with properties (Al), (A2) 
formulated below. 

2.2 Fibrations with affine fibers 

2.2.1 Affine fibrations setting 

Now we will give a precise formulation of the first problem. Let A be a holomor­
phic mapping from a connected open subset n of en to (CPXn' with P, n E N. 
Assume that for some k :S n - 1 holds 

(Al) max(Efl rank A(~)= k. 

We will be interested in the kernels of A(~) and thus the condition k :S n - 1 
is natural. The set n can be decomposed into disjoint union of the sets n(i) of 
the points ~ E n with rank A(O = i, i = 0, ... , k. Then the set D\n(k) where 
rank A(~) < k is an analytic subset of n without interior points and in the 

open dense subset n(k) the mapping 

x: ~ f---t ker A(~) 

is holomorphic from n(k) to the Grassmann manifold <Gn-k (en), where <Gn-k (en) 
consists of all (n - k)-dimensional subspaces of en. Let us denote by nsing the 
subset of~ E D\D(k) such that x can not be extended to a holomorphic mapping 
u-+ <Gn-k (en) on any open neighborhood u of~ in n. Thus, the mapping X 

is regular at ~ E n(k) and such points will be called regular. Its complement 
n\n(k) will be called the e:rceptional set. It consists of the removable singular­
ities at D\(n(k) u nsing) and essential singularities (or simply singularities) at 
nsing_ 
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An additional assumption which we will make is that the affine subspaces 
~ + x(~) define a local fibration in 0. It means that locally there is exactly one 
fiber through a regular point, or that the regular fiber is the same for all points 
contained in it. In other words, x(~ + () = x(~) for all ~ E O(k), ( E x(O, 
such that ~ + ( E O(k). For the later convenience we formulate it here in the 
following form: 

(A2) For every~ E n(k) and rJ E n with rJ E (~ + x(~)) n n(k), the subspaces 
x( ~) and x( rJ) are equal. 

If(~+ x(~)) n n is connected (which certainly is the case if n is convex or if 
we require that for any affine subspace L in n of codimension k the set L n n 
is connected), property (A2) is global in n(k). Thus, for simplicity we will 
assume that n is convex, which is not restrictive because we will analyze only 
local singularities. The mapping x is holomorphically extendible to the open 
subset n\nsing containing n(k)' and we will denote this extension also by X. 

Then, for every ~ E O\nsing, xis also constant on (~ + x(~)) n n. And, if 
trJ E O\Osing, then (~ + x(~)) n (rJ + x(rJ)) n (O\Osing) is empty, or, if not, 
x(~) = x(rJ). This property extends (A2) from O(k) to n\nsing_ This makes it 
possible to define the following equivalence relation in O\nsing_ The relation 
~ ~ rJ if rJ E ~ + x( ~) and x( ~) = x( rJ) defines an equivalence relation in n \ nsing, 
the factor space O\nsing / ~ is a smooth analytic space of dimension k and the 
projection~ r+ (~ + x(~)) n (O\nsing) is an analytic submersion. In this sense 
(~ + x(~)) n (O\nsing), ~ E O\nsing, define a smooth fibration of O\Osing_ 

The simplest singular fibration can be defined for n = en by taking for 
one dimensional fibers open rays starting from zero. Clearly, such fibration is 
analytic for all ~ E en, ~ -j. 0, and the singular set nsing = {O}. However, 
it turns out that it is impossible to construct a holomorphic mapping A, for 
which the described lines would be the kernels of A. 

Condition (A2) can be regarded as a definition of the fibrations in n. The 
linearity of the fibers is, therefore, essential. Let us give now an important 
example related to the theory of Fourier integral operators. Let X be a smooth 
(analytic) manifold of dimension n and let T* X denote the cotangent bundle 
of X. Let A be a (conic) analytic Lagrangian submanifold of T* X. Let 7r : 
T* X -+ X be the canonical projection. It follows that H(A) is semi-analytic 
as the image of an analytic set A under a proper mapping 7!". Let I; denote its 
regular part. Manifold I; is smooth and its conormal bundle 

N*I; = {(x,~): x E I;,~(Jx) = 0 for all Jx E TxI;} 

is a conic Lagrangian submanifold of T* X, densely contained in A. It follows 
from the Poincare lemma that every (x, ~) E A has a conic neighborhood C 
such that A n C is locally equal to the set of points 

where ¢ is a generating function for A. The detailed proof of this can be found 
in [11, 3.7]. In this notation the fibers of d7rlA correspond to the kernels of the 
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Hessian D 2¢ and the fibration in A is defined by the mapping A(~) = D 2¢(~). 
The regular set n(k) is the set of points ~ from N*'E,. This example will be 
discussed in more detail in the next chapters. 

2.2.2 Jacobian affine fibrations setting 

A particular case of (Al), (A2) happens when we assume that A is a Jacobian 
of a holomorphic vector valued mapping r: n ➔ (CP. However, this generalizes 
the previous example, where r = V ¢. In the case of a general r the matrix 
A = Dr is not necessarily symmetric as in the case when it is a Hessian of a 
holomorphic function ¢ as above. However, later we will derive a number of 
results without using the symmetricity. Relations between ¢ and the fibration 
x defined by A= D 2¢ will be explored in Chapter 3 in more detail. As conse­
quence, we will derive there several properties of fibrations in the Lagrangian 
manifolds (as above) as well as related properties of Fourier integral operators, 
for which¢ is related to their phase functions. Thus, for future convenience we 
formulate condition (Al) in this case as 

(rAl) The matrix A(~) is the Jacobian, A(O = Dr(~), for all ~ E n, of a 
holomorphic mapping r: n ➔ (CP. For this A holds max(EO rank A(~) = 
k. 

Here, if r = (r1, ... , rp), then Aij(~) = a(jr;(~). 
Condition (A2) can now be formulated in terms of r, both locally and 

globally in n. Condition (A2) means that the mapping x = ker Dr is constant 
along x(~) for each ~ E n(k). It then follows that r is constant on x(O 
(Proposition 2.8.2). Because ~ E n(k), the level set r- 1 (r(O) is a smooth 
analytic manifold of dimension n - k, locally at ~, locally containing the ( n - k )­
dimensional affine space~+ x(~). It then follows that~+ x(~) itself is the level 
set of r, locally at r Condition (A2) is, therefore, equivalent to 

(r A2) For every ~ E n(k) the affine subspace ~ + x(~) is locally (at ~) equal to 
r-1(r(~)), the fiber of r passing through r 

The global version of the condition (r A2) is the following 

(rA2') For every~ E n(k) the affine subspace (~+x(~))nn is equal to r-1(r(~)), 
the fiber of r passing through r 

As before, x can be extended to D\nsing_ In view of our assumption that 
D is convex, for every ~ E D\nsing, r is constant on (~ + x(~)) n n. And, 
if~' TJ E D\nsing, then (~ + x(~)) n (TJ + :x(TJ)) n (D\nsing) is empty, or, if 
not, x(~) = x(TJ). As before, x induces an equivalence relation in D\nsing 
and a smooth fibration of D\nsing by (~ + x(~)) n (n\nsing), ~ E D\nsing_ 
The mapping r factorizes through this fibration (see Corollary 2.8.4 for the 
details). Therefore, conditions (A2), (r A2) and (r A2') are equivalent. A 
further characterization of this property will be given in Proposition 2.8.2. 

The assumption (r A2) of the linearity of the fibers is essential for the anal­
ysis. Thus, we will show that for k ::; 2 the set nsing of singular points is 
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empty, which even for k = l is not the case if we restrict to the assumption 
(r Al) only (Example 2.8.1). However, in a number of important cases, (f A2) 
is satisfied, especially if r is the gradient of a holomorphic function ¢, which 
then, because D 2 ¢(~) = Dr(~) has rank ::; k < n, necessarily is a solution of 
the Monge-Ampere equation D 2¢(~) = 0. 

We will be interested in the properties of the singular set rising. It is shown 
in [52] and in Chapter 1 that for all 1 ::; k ::; n - l there exist analytic families 
fy(~) of mappings satisfying (fAl), (fA2) for every yin an open subset of 
cm, rn 2: 2, for which the singular set rising is not empty. The construction 
there is similar to the CT-processes centered at some point of rising ([63]). This 
problem will be formulated in the next section. However, if such family r y 

consists of only one mapping r, the theory becomes much more subtle. In 
[52] the partial results of this chapter have been applied to establish the £P­
regularity properties for the translation invariant Fourier integral operators 
(for more discussion see Chapter 4), which are in fact sharp (Section 1.11). In 
general, the gradient of an analytic phase function corresponding to a Fourier 
integral operator in a space of dimension n+ 1 satisfies conditions (r Al), (r A2) 
(Theorem 4.2.3). With this approach one can interpret the set ri as a section of 
the closure of an analytic conormal bundle and rising as the set of the essential 
singularities for the canonical projection in this closure. Again, this leads to 
a description of the wave front sets of a class of Fourier integral operators 
(Chapter 4) and to improvements in the regularity theory of the hyperbolic 
partial differential equations (Sections 5.2 and 5.4). 

There is a number of interesting problems related to fibrations arising in 
this way. Thus, for a given fibration u 0 in an open dense set ri0 in ri, we would 
like to determine whether there exists a holomorphic mapping r satisfying con­
ditions (r Al), (r A2), such that the fibration defined by u coincides with the 
fibration defined by u 0 in ri0 n ri(k). The construction of a phase function ¢ 
for a given r(O = ,;7Ecp(~) leads to further complications. In Chapter 3 we will 
derive necessary and sufficient conditions in terms of a system of partial differ­
ential equations with coefficients corresponding to a given fibrations. However, 
the regularity (analyticity) of the fibration does not immediately imply that 
solutions of the constructed system of differential equations are sufficiently reg­
ular. Moreover, this system depends on the choice of a local coordinate system 
in the Grassmannian. It would be interesting to obtain an invariant description 
of the results of Chapter 3 as well as their generalization to spaces of higher 
dimensions. The results of this chapter (for example, Theorems 2.4.2 - 2.4.5) 
describe possible dimensions of the set rising under conditions (Al), (A2). They 
also give some understanding of its structure. It would be interesting to inves­
tigate its further properties, especially in the case of gradient fibrations. For 
example, in Section 3.4, we will give examples of fibrations of gradient type 
for which rising is not empty. However, in all our examples, the set rising is 
affine and its dimension is equal ton - 2. It is not clear whether the condition 
dim rising = n - 2 is necessary for the fibrations of gradient type. 
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2.3 Formulation for the parametric fibrations 

2.3.1 Affine fibrations setting 

Let us briefly consider a more general problem allowing y dependence. Let A 
be a holomorphic mapping from an open connected set n c cm x C" to cpxn. 

The dependence of A = A(y, ~) on y can be assumed to be smooth. In this 
case all the results are smooth in y and holomorphic in ~-

Let k: :=; n - 1 be the maximal rank of A(y, ~) in n, 

Let f1(k) be the set of points (y, ~) where the maximal rank k: is attained. It is 
open and dense in n. The mapping 

x: (y,() H ker A(y,~) 

is holomorphic from f1(k) to the Grassmannian Gn-k (C") of (n-k:)-dimensional 
linear subspaces of en. Let nsing denote the set of the essential singularities of 
x, i.e. the set of points (y, ~) E !1 such that the mapping x does not allow a 
holomorphic extension to any neighborhood of (y, ~) in !1. It is clear that the 
sets n(k) and nsing are disjoint. As before, the following condition guarantees 
that kernels of A define a fibration with respect to f: 

(R2) For every (y, ~) E n(k) and (y, TJ) E f1(k) with TJ E (~ + x(y, ~)), the affine 

spaces x(y, ~) and x(y, TJ) are eq11,al. 

Similar to conditions (Al), (A2), condition (R2) means that x defines a local 
holomorphic fibration in !1\nsing_ Example (1.5.6) with A= D 2 cp shows that in 
general fibrations can have essential singularities. If we fix a value of y or if we 
take A independent of y, then conditions (Rl), (R2) are equivalent to conditions 
(Al), (A2) above. It turns out that simple examples as in (1.5.6) are impossible 
in the problem (Al), (A2) and the analysis becomes more interesting. For 
example, one of the necessary conditions for an analytic set nsing to be the 
set of the essential singularities of a mapping x associated to a holomorphic 
mapping A is the following dimension estimate: 

k: - 1 < dim nsing < n - 2 
- ~ - ' 

provided that A(y, 0 = A(~) is constant in y, and nsing stands for the set of 
the essential singularities of x associated to A(~), as in the previous section. 

2.3.2 Jacobian affine fibration setting 

Here, as before we assume that there is a holomorphic mapping r from an open 
connected set !1 c cm x ccn to (CP, such that A = Df. Let k: :=; n - 1 be the 
maximal rank of the Jacobian D(f(y, ~) in n, 



2.4 Main results 59 

The following condition guarantee the linearity of the level sets of r with respect 
to l: 

(fR2) For every (y, l) E !1(k) the affine space (y, l) + (0, x(y, l)) locally coincides 
with the level set r- 1(f(y,l)) through the point (Y,0-

Again, if we fix a value of y or if we take r independent of y, then conditions 
(Rl), (R2) are equivalent to conditions (Al), (A2) above. In this case the 
analysis becomes even more interesting. For example, one of the necessary 
conditions for an analytic set nsing to be the set of the essential singularities of 
a mapping x associated to a holomorphic mapping r is the following dimension 
estimate: 

max{k -1,n - k + 1}::;: dim€ nsing::;: n - 2, 

provided that f(y, l) = f(l) is independent of y, and nsing stands for the set 
of the essential singularities of x associated to A(l) = Df(l)- In particular, 
nsing can not contain isolated points. 

In view of the similarity of two problems described above we will use the 
same notations in their analysis. In order to eliminate any confusion, we will 
always consider problem (Al), (A2) unless we explicitly state otherwise. 

2 .4 Main results 

Our main results are Theorems 2.4.1-2.6.4, 2.8.3, 2.9.2, which however employ 
the notation introduced later. Theorem 2. 7. 7 with the upper bound on the 
dimension of nsing is quite standard (in the spirit of [51]). It turns out, that the 
singularities are removable if the fibers are of codimension 1 or 2, i.e. if k = l or 
k = 2. In particular, it follows that for n = 3 the singular set is always empty, 
which corresponds to the fact that in 4-dimensional space, playing an important 
role in the applications to the theory of strictly hyperbolic equations in physics, 
the translation invariant Fourier integral operators satisfy the assumption for 
the regularity in Chapter l. Summarizing the main results, we state them here 
in a form avoiding the notation introduced later. 

Theorem 2.4.1. Let A satisfy (Al), (A2). Suppose that nsing is not empty. 
Then the singular set nsing is an analytic subset of !1 and for every l E nsing 

holds 

Under the Jacobian condition (fAl), we have a stronger statement. 

Theorem 2.4.2. Let r satisfy (fAl), (fA2). Suppose nsing is not empty. 
Then the following holds: 

(i) The singular set nsing is an analytic subset of !1 and for every l E nsing 

we have 
max{ k - l, n - k + l} ::;: dim€ nsing ::;: n - 2. 

In particular, 3::;: k::;: n - l, and n ~ 4. 
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(ii) Let ~ E nsing be a point in the smooth {regular) component of nsing. Let 
~ = limi-+oo~i, ~i E n(k), and <Gn-k(en) 3 x = lim;-+oox(~;). Then 
X C T~nsing_ 

As a consequence we get that in the case k :::; 2 all singularities are remov­
able: 

Theorem 2.4.3. Let r satisfy (fAl), (fA2). Let k < 2. Then the singular 
set nsing is empty. 

The estimates on the dimension of nsing in (i) of Theorem 2.4.2 and The­
orem 2.4.3 together with the statement of Theorem 2.4.2, (ii), are sharp, in a 
sense that all the intermediate dimension can be exemplified with even entire 
mappings in en : 
Theorem 2.4.4. For every 3:::; k:::; n -1 and 2:::; d:::; min{k -1,n - k + 1} 
there exist a holomorphic mapping r : en ➔ en satisfying (f A 1), (f A2), and 
such that dim nsing = n - d. Moreover, r can be chosen S'U,Ch that n\n(k) = 
nsing_ 

Note, that similar results remain valid if eP is replaced by an arbitrary 
analytic space. Finally, we would like to formulate precisely the relation for 
the mappings with affine fibers and properties (Al), (A2). 

Theorem 2.4.5. Let f : n ➔ ep be holomorphic, n open subset of en. Let no 

be open and dense inn and suppose that for every~ E n 0 the fiber r- 1 (r(~)) 
through ~ is an affine subspace of n of codimension k, k :::; n - 1. Then r 
satisfies properties (rAl), (fA2), and nsing c n\n0 . 

There are different ways to formulate the problems in a more general setting. 
One way is to observe that x is a meromorphic mapping and work in the 
category of meromorphic mappings. Another way is to define the set Mor(X, Y) 
of morphisms from the analytic set X to the (compact) analytic set Y as follows. 
The morphism x belongs to Mor(X, Y) if there is an analytic subset C of X 
such that locally dim C < dim X and such that there is a holomorphic mapping 
x: X\C ➔ Y. Then x consists of the pair (C, x). However, our analysis will 
sometimes rely on the fact that the fibration x is related to a holomorphic 
mapping r (as in (rAl), (fA2)) which is fixed in this monograph. Thus, ifwe 
chose to work with morphisms which are smooth on a dense open part of n, a 
number of results would be lost. This is the reason for us to avoid the general 
category language and to restrict to the local properties of x. 

2.5 Methods of complex analytic geometry 

In this section, we will review some notions and facts of complex analytic: 
geometry which will be frequently used in the sequel. Following [51], let us 
define meromorphic mappings. 
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Definition 2.5.1. A mapping T : X ➔ Y between complex manifolds X and 
Y is called meromorphic, if the following three conditions hold. 

(1) For every x E X the image set T(x) C Y is non-empty and compact in 
Y. 

( 2) The graph of the mapping T, that is the set all pairs ( x, y) E X x Y 
such that y E T(x), is a connected complex analytic subset of X x Y of 
dimension equal to the dimension of X. 

(3) There exist a dense subset X* of X, such that for every x E X* the image 
set T( x) consists of a single point. 

One of the important tools for the analysis of the structure of analytic sets 
are dimension estimates. Let M be a complex n-dimensional manifold and let 
E C M be an arbitrary subset of M. Dimension of E is defined by 

dimE = sup{dimF: F c E}, 

where supremum is taken over all smooth submanifolds of l'vf contained in E. 
If the set on the right hand side is empty, we assume that the supremum is 
-oo. If E is a submanifold or an analytic subset of M, then this notion of 
dimension coincides with the standard, used in the analytic geometry. If 1r is a 
projection from the Cartesian product to one of the sets, then the upper bound 
for the dimension of the preimage is given by the following theorem. 

Theorem 2.5.2. Let E C M x N, where M, N are complex manifolds. Let 
1r : E ➔ M be the natural projection. Assume that for k E N holds 

dim 1r-1 (z) S:: k, \:/z E 1r(E). 

Then dim E S:: k + dim 1r(E). 

By a globally analytic subset of the manifold M we mean any set of the form 

where .fi, ... , fk are some holomorphic functions on M. A subset Z of the 
manifold M is called analytic if every point of M has an open neighborhood U 
such that the set Zn U is globally analytic in U. Analytic subsets of open sets 
in M are called locally analytic in M. In particular, a set Z is analytic in M if 
and only if it is locally analytic and closed. 

Theorem 2.5.3. (1) Let V C M and W C N be non-empty subsets of mani­
folds M and N, respectively. Then the product V x W is (locally) analytic 
in M x N if and only if both V and W are (locally) analytic in M and 
N, respectively. 

(2) (The Analytic Graph Theorem) Every contin1t0us mapping f : M ➔ N 
W'ith analytic graph 'tS holomorphic. 



62 Chapter 2. Affine fibrations 

(3) Every proper analytic subset Z of a connected manifold M is nowhere 
dense and its complement M\Z is open and connected. 

If V C M and W C N are locally analytic subsets, then the mapping 
f : V -+ W is called holomorphic if every point in V has an open neighborhood 
U in M such that flunv is the restriction of a holomorphic mapping from U 
to N. 

Theorem 2.5.4. Let k E N and let f be a holomorphic mapping defined above. 
Then 

(1) dimV 2'. k+dimf(V), ifdimf-1 (w) 2'. k for allw E f(V). 

(2) dim V ::S k +dimf(V), if dimf- 1 (w) :S k for all w E f(V). 

The proof of the first part is based on the reduction of the estimate to a 
subset Z of the image f (V) of dimension equal to dim f (V). So, in this case, 
the set f (V) can be semi-analytic. The second estimate is based on Theorem 
2.5.2. If the level sets are of the same dimension, we have 

Corollary 2.5.5. Let Z C W be a locally analytic subset of N. If dim 1-1 ( w) = 
k holds for all w E Z, then dim f- 1 (Z) = k + dim Z. 

For z E V let lzf denote the germ of the fiber off 

at the point z. 

Theorem 2.5.6. (1) (semicontinuity) The mapping 

V 3 z t-+ dimlzf 

is upper semicontinuous: for all a E V the inequality dim lzf ::S dim laf 
holds in some neighborhood of a. 

(2) The inequality dim lzf 2'. dimz V - dim f (V) holds for all z E V. 

(3) (Cartan-Remmert). For every k E N the set {z E V : dimlzf 2'. k} is 
analytic. 

The set E is called analytically constructible if there exist analytic sets V 
and W such that E = V\W. 

Theorem 2.5.7. Let V, W C M be analytic sets. Then the closures of any 
connected component of the set V\ W, any open and closed set in V\ W, and, 
in particular, the set V\ W, are unions of some simple components of V not 
contained in W, and so they are analytic. The family of the connected compo­
nents of the set V\ W is locally finite. 

We will also need the following 
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Proposition 2.5.8. If V is an analytically constructible set, then the set V\ V 
is nowhere dense in V. 

Proofs of the above statements can be found in [32] in II.1.4, II.3.4, V.1.1, 
II.3.6, V.3.2, V.3, IV.2.10. The last proposition is a remark on p. 250 in [32]. 
By [51] and [32, V.5.1] we have: 

Theorem 2.5.9 (Remmert's Proper Mapping Theorem). If f : X ---+ Y is a 
proper holomorphic mapping of analytic spaces, then its range f (X) is analytic 
in Y. Consequently, the image of each analytic subset of X is an analytic 
subset of Y. 

Let us briefly review some other techniques. A subset Z of a complex 
manifold M is called thin, if it is closed, nowhere dense, and for every open 
set n in M every holomorphic function on D\Z which is locally bounded near 
n n Z extends to a holomorphic function on n. An important statement which 
will be of use to us is the following ([32, II.3.5]): 

Proposition 2.5.10. Every nowhere dense analytic subset of a complex man­
ifold M is thin in M. 

If Eis a nowhere dense subset of a non-empty set F, where both E and F 
are analytically constructible in M, then dim E < dim F. In fact, as in [32, p. 
253], we have 

Proposition 2.5.11. For E and F as above, E is nowhere dense in F if and 
only if dim2 E < dim2 F for all z E E. 

If Mis connected, we have the following property ([32, II.3.6]). 

Proposition 2.5.12. If the complex manifold M is connected, then every proper 
analytic subset Z of M is nowhere dense and its complement M\Z is connected 
and open. 

An important inequality for studying dimensions of analytic sets is that for 
any analytic germs A1 , ... , Ak at a point a of a complex manifold M, holds 

codim (A1 n ... n Ak) :S codim A1 + ... codim Ak. (2.5.1) 

The proof can be found in [32, III.4.6]. Let now f;, i = 1, ... , k, be analytic 
functions on a neighborhood of a such that f;(a) = 0, for all i = 1, ... , k. Let 
Zti denote the zero set off;. As a consequence of (2.5.1), we get 

or 

(2.5.2) 
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2.6 Some properties of affine parametric fibra­
tions 

In this section we will discuss several general properties of parametric fibrations 
and their implications for the non-parametric case with k = 1. Thus, under 
conditions (fRl), (fR2) we have: 

Theorem 2.6.1. Let r satisfy conditions (fRl), (fR2) with k = 1 and let 
(y,l) Ensing_ Then the mapping 17 H f(y,17) is constant. 

To prove this, we start with two lemmas. 

Lemma 2.6.2. Let A satisfy conditions (Rl) and (R2). For w Ensing and for 
every k-d'imensional linear subspace C of C:11 there exists a sequence Wj E n(k) 
such that Wj converges to w as j ➔ oo, x(wj) converges to x E <Gn-k (en) as 
j ➔ oo, and x n C -j:. {O}. 

Proof. The set G ( C) = { L E <Gn-d en) : L n C = { 0}} is holomorphically 
diffeomorphic to <e,k(n-k) (cf. [32, B.6.6] and [32, Prop., p.367]). Therefore, if 
there exist a neighborhood U of the point win n such that the image x(Unn(k)) 
is contained in a compact set in G(C), then w (/. nsing_ For the latter conclusion 
we use Proposition 2.5.10, which means, in particular, that every bounded 
holomorphic function on the complement of an analytic subset of U has a 
holomorphic extension to U. 

Lemma 2.6.3. Let r satisfy conditions (fRl), (fR2). For every point (y, 0 E 
nsing and for every k-dimensional linear subspace C of en there exists a linear 
subspace L of C with dim L 2'. 1 such that for every l E L holds 

Proof. According to Lemma 2.6.2 there exists a sequence Wj ➔ (y, l) with 
Wj E n(k) such that the limit limj x(wj) = x exists and x n C -j:. {O}. Let 
L = xn C. In view of condition (R2) for all Wj = (YJ, lj) and Zj E x(wj) holds 
f(YJ, lJ + Zj) = f(Y.i, l.i). The statement of the lemma now follows from the 
continuity of r. 

The proof of Theorem 2.6.1 follows from Lemma 2.6.3 with k = 1, since in 
this case Lemma 2.6.3 holds for an arbitrary C. 

Corollary 2.6.4. Let r satisfy (fAl), (fA2) with k 
essential singularities nsing is empty. 

1. Then the set of 

Proof. Let l E nsing_ According to Theorem 2.6.1 the mapping 'f/ H f(77) is 
constant inn and the matrix D(r vanishes. This contradicts k = 1. 
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2. 7 General properties of affine fibrations 

In this section we will analyze some structural properties of the singular set 
nsing and establish several general properties of affine fibrations. From now 
on we will always assume that the mapping A satisfies (Al) and (A2), unless 
stated otherwise. 

We start with noting that the graph of x is given by 

and we also define 

Clearly E is a closed analytic subset of !l x Gn_k(en) and 

which is the complement in E of the closed analytic subset E n { ( (, L) E 

!l x Gn_k(en) : ( E !l\!l(k) }. Let x(() C Gn_k(en) be the set of the limits of 
x((j) as (j -+ (, (j E !l(k). 

For V C Gn-k (en) we define the set V by 

V= u L. 
LEV 

We will use the following properties of the mapping V 1--t V: 

Proposition 2.7.1. Let V be an analytic subset of Gn_k(en). Then Vis an 
analytic subset of en. Moreover, 

dim V ::; dim V + n - k. 

If dim V ~ l, then dim V ~ n - k + l. 

Proof. The incidence relation I defined by 

is an analytic ( even algebraic) subset of en X Gn-k (en). Let 7r1 : ( (, L) 1--t ( 

be the projection from en X Gn-k (en) to en and let V be an analytic subset 
of Gn_k(en). Then 

v = 1r1(I n (en x V)). 

The set en X V and, therefore, In ( en X V) is analytic in en X Gn-k (en)' so V 
is analytic if the mapping 1r1 is proper by Remmert's proper mapping theorem 
2.5.9. This is indeed the case in view of the compactness of the Grassmannian 
Gn_k(en). 
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Now we will prove the estimate of the dimension. Let 1r2 : ( f, L) i-+ L be the 
projection from en X <Gn_k(en) to <Gn-den). We have 1r2(In (en XV))= V 
and let v E V C <Gn-den). The fiber of 1r2 in v in In (en x V) is the set 
{(f,v) : f Ev}, so that dim(1r21 (v) n In (en x V)) = dimv = n - k. The 
application of Theorem 2.5.4 implies that dim(In(en x V) = n-k+dim V. The 
projection 1r1 can not increase the dimension and the estimate of Proposition 
follows. 

Assume now that dim V 2". I and dim V = n - k. The set V is analytic, 
therefore it has at most finite number of irreducible components at each point. 
By definition of V, each of this components can be only a ( n - k )-dimensional 
subspace of en. But this would imply that the set V is finite, a contradiction 
with dim V = I. The proof is complete. 

Now we can prove 

Proposition 2. 7.2. The following holds: 

(i) The set G is analytically constructible, the closure G is analytic. The set 
x(O is analytic and connected. The set k([) is analytic in en. 

(ii) We have k([) C ker A([) for every [ E n. 

(iii) If [ E nsing, then dim x( 0 2". I and dim k( [) 2". n - k + I. On the other 
hand, if [ E D \ nsing, then x( [) conta·ins only one element L E <Gn-k (en) 
and k([) = L. 

(iv) Moreover, if [ E nsing and C is an irreducible component of k( [), then 
dim C 2". n - k + I. 

(v) If [ E n(k-l) n nsing, then k([) = ker A([) and dimk(f) = n - k + I. 

Proof. (i) We have already shown that G is analytically constructible. The 
closure G is analytic because the closure of any analytically constructible set 
is an analytic set (Theorem 2.5.7). It follows that 

is an analytic subset of <Gn_k(en), since {0 xx([)= ({0 x <Gn_k(en)) n G 
and hence analytic, implying the analyticity of x(f) by Theorem 2.5.3, (1). 

Now we shall prove that x(f) is connected. Let U, V be open subsets of 
<Gn_k(en), UnV = 0 and x(f) C (UUV). Let A= {77 E n(k): x(77) EU} 
and B = {77 E n(k) : x(77) E V}. Then A and B are disjoint open subsets of 
[2(k). There is an open neighborhood W of[, such that W n n(k) is connected 
and W n [2(k) C AU B. Hence An W n [2(k) = 0 or B n W n [2(k) = 0 and it 
follows that x(f) n U = 0 or x(f) n V = 0. This completes the proof that x(f) 
is connected. 

The analyticity of k(f) in en follows from Proposition 2.7.1. 
(ii) The inclusion (and equality) holds for f E D\nsing_ Now, let f E nsing 

and let x 0 E k(O. Then there exists a sequence [j E n(k) such that [j 
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converges to l in ri and x(lj) converges to x0 in the Grassmannian. Then 
we have x(lj) = ker A(lj) and A((i )x(lj) = 0. Taking a limit and using the 
continuity of A, we get A(l)x0 = 0, which means x0 C ker A(l). Because this 
holds for any x 0 E k(l), we obtain the statement. 

(iii) If l (/. rising, then x(l) consists of one point, so that dim x(l) = 0. 
Conversely, if l E rising we have that for every C E (Gk (<Cn) the set 

is a hypersurface (for general n, k with singularities, analytically constructible 
in Gk (<C") x CGn-k (<Cn ), see [32, p.367]), the intersection property x(O n 
CGn-d<Cn )c -:/= 0 for every C E CGk(<C") implies that x(l) is infinite, hence 
dim x(l) can not be equal to zero. Proposition 2.7.1 implies that dim k(l) 2 
n-k+l. 

(iv) Suppose again that dimC ~ n - k. Then CE CGn-k(<Cn), CE x(l)­
The set x(l) is connected by (i) and contains more than one element by (iii). 
It follows that C belongs to the closure of a smooth part of x(l) of positive 
dimension, which implies that C is contained in an irreducible component of 
k(l) of dimension 2 n - k + 1, in contradiction with the assumption that C is 
an irreducible component of k(l). 

(v) If l E ri(k-l) n rising, then ker A(l) is a linear subspace of codimension 
k-1, and l E rising implies that k(l) has codimension k -1. For 77 E ker A(l), 
77 -/= 0, let L denote the linear span of 77. Then L C ker A(l) and there exists 
C E Gk (<Cn) such that L = ker A(l) n C. By Lemma 2.6.2, there exists x 0 E 
x(O with dim(xo n C) 2 1. Then xo n C c ker A(O n C = L and, therefore, 
xo n C = L. This implies 77 E L = x0 n C c x0 c k(l) and the equality of 
Ji-(0 and ker A(l). 

Remark 2.7.3. The statement of Proposition 2.7.2, (iii), implies in particu­
lar, that for l E rising holds dim€ ( l + Jc( 0) 2 n - k + 1. 

Remark 2.7.4. The graph of the mapping xis analytic in ri x CGn-k(<C"). 
The analytic graph theorem (Theorem 2.5.3, (2)) implies then that the following 
conditions are eq'uivalent: 

(i) x is locally bounded. 

(ii) x is continuous. 

(iii) x is holomorphic. 

(iv) rising is empty. 

Remark 2. 7.5. For k = n - 1 we have CGn-dC") = lP'(<Cn) and by Chow's 
theorem ([6]) it follows that x(O must be algebraic, defined by some homoge­
neous polynomial equations in <en. For arbitrary k, using Plucker embedding 
CGn-d<Cn) -+ lP'(A n-k<en) and Chow's theorem, it follows that x(l) is algebraic 
in A n-kccn. 
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Remark 2. 7.6. If for an algebraic variety V we denote by TIJ V its Zariski 
tangent space at TJ, which is the intersection of all ker D f ( TJ) with f a polyno­
mial, which is constant on V, then it follows that, for every TJ E k(~) such that 
~ + TJ En, we have TIJk(~) c kerA(~ + TJ). 

In view of Proposition 2. 7.2 and compactness of G-n-k (<Cn ), the mapping x: 
n ---+ G-n-k (<Cn) is meromorphic in a sense that it coincides with holomorphic 
mapping x on n(k), its graph is analytic and the values x(~) for ~ E n\nlk) 
are compact. Now we will derive an upper bound on the dimension of nsing_ 

Theorem 2. 7. 7. The set nsing is an analytic subset of n with 

dim nsing ::;: n - 2. 

Proof. In fact, this is a consequence of [51, p.369]. However, let us give an 
idea of its proof. Let 1r be the restriction to G of the projection (~, L) ---+ 
( Then, according to a theorem of Cartan and Remmert (Theorem 2.5.6, 
( 3)), the set ~ of the points g E G such that the dimension of the germs 
at g of the fiber 1r- 1 (1r(g)) has positive dimension is an analytic subset of 
G, so an analytic subset of n x G-n-k(<Cn). On the other hand, due to the 
compactness of G-n-k (<Cn ), 1rJ 0 is a proper analytic mapping from G to n, so 
in view of Remmert's proper mapping theorem (Theorem 2.5.9), 1r(G) is an 
analytic subset of n. However, 1r(G\G) = nsing, so nsing is an analytic subset 
of n. 

By Proposition 2.7.2 and Proposition 2.5.8, the set G\G is nowhere dense 
in G. Then, by Proposition 2.5.11, we have dim G\G < dim G and since 
every analytically constructible set is a locally finite union of analytically 
constructible leaves ([32, Prop.3(2),p.249]), we have dimG = dimG. Thus, 
dim G\ G :=;: dim G - 1 = n - l. The projection 1r of G\ G to the first factor by 
Proposition 2.7.2 has dimension of each fiber 2: 1 and image equal to nsing_ By 
Theorem 2.5.4 we get 

dim nsing ::;: dim G\G::;: n - 2. 

Proposition 2. 7.8. The mapping x is holomorphically extendible over every 
point~ E D\nsing_ The set D\nsing is a connected subset of D and, therefore, 
x allows the holomorphic extension to n \ nsing. This e:rtension coincides with 
the restriction of x to D\nsing. Moreover, for every ~ E D\nsing and TJ E 
(~ + x(~)) n (D\nsing) we have x(O = X(TJ). 

Proof. By definition of nsing each point ~ E n\nsing is a removable singularity 
for x and the mapping x is extendible in a neighborhood of this point in 
D\nsing, which is an open subset of n. It is also connected by Proposition 
2.5.12, and x has the global holomorphic extension to n\nsing, say x 0 . The 
graph of x 0 is between the graphs of x and x in n x G-n-k (<Cn ). It follows that 
the closure of the graph of x 0 is equal to the graph of x and this implies that 
x 0 is equal to the restriction of x to n\nsing_ Suppose now, that~ and T/ are as 
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in the conditions of Proposition 2.7.8. Let li E f!(k), li ➔ l- Then there exists 
a sequence T/j E (lj + x(lj)) n f!(k) such that T/j ➔ ry. Then x(TJj) ➔ x(ry) as 
xis extendible over ry. But x(lj) = x(ryj) because l.i,T/j E f!(k) and (A2), so 
that x(l) = limj x(lj) = x(ry). 

Now we will introduce the equivalence relation defined by the fibration x. 
On the regular subset f!(k) two points are in the same equivalence class if they 
belong to the same fiber. The closure of such equivalence relation defines a 
relation on f!, for which the class of a point l E f! consists of the limit cone 
x(O. In particular, for l E f!' = f!\f!sing the equivalence classes are of the 
same dimension as for l E f!(k). This is used to establish some relations with 
rising and estimate its dimension. 

Proposition 2.7.9. The set 

is a closed analytic subset off!' x f!', smooth, dim R = 2n - k. Moreover, R 
defines an equivalence relation in f!', namely 

(i) (l, l) E R for every l E f!'. 

(ii) If (l,r1) ER, then (TJ,l) ER. 

(iii) If (l, ry) ER and (TJ, () ER, then (l, () ER. 

If l E f!' then 
R(O = {TJ E f!': (l, TJ) ER} 

is the equivalence class of~ and f!' is partitioned into equivalence classes. The 
set f!' /R is a smooth complex analytic manifold of dimension equal to k. 

Proof. The statements in the first sentence about Rare obvious, with dim R = 
n + (n - k) = 2n - k. Properties (ii) and (iii) follow from Proposition 2.7.8. 
If R(~) n R(ry) -::/-©,then R(l) = R(ry) and f!' is equal to the union of R(ffs. 
Because R is a closed subset of f!' x f!', the quotient space f!' /R of equiva­
lence classes is a Hausdorff topological space, when provided with the strongest 
topology for which the natural projection p : ~ 1--t R(~) is continuous. Using 
transversal sections we see that actually f!' /R is a smooth complex analytic 
manifold of dimension equal to k, since dim R(l) = n - k. 

The set Rn (f!(k) x f!(k)) is equal to the complement of 

((f!\f!(k)) X f!) U (f! X (f!\f!(k))) 

in the analytic subset 

{ (l, TJ) E f! x f! : TJ - ~ E ker A(~)} 

(2.7.1) 

off! x f!. Because the set (2.7.1) is an analytic subset off! x f!, it follows that 
R is analytically constructible and the closure R of R in f! x f! is an analytic 
subset off! x f! (Theorem 2.5.7). Thus, we have 



70 Chapter 2 . .Affine fi.brations 

Lemma 2. 7 .10. The set R = R n ( n' x n') is analytically constructible, its 
closure R is an analytic subset of n X n and 

dim(R\R)::; 2n - k - l. 

Proof. We have already shown that R is analytically constructible and its 
closure R is analytic. Then the set Rn (f2(k) x n(kl)) is dense in R and 
Proposition 2.5.11 and 2.7.9 imply 

dim(R\(R n (n(k) x n(kl))) < dim R = 2n - k. 

The dimension estimate of Lemma follows from it. 
We have the projections 

1r1 : (f, ry) i----+ f : n x n ➔ n, 1r2 : (f, ry) i----+ TJ : n x n ➔ n, 

which are analytic mappings. We will actually consider the restrictions of 1r1 

and 1r2 to R. Note that 1r2 ( 1r 11 ( {fl) n R) is equal to the cone k( f) over x( f). 
Because by Theorem 2.7.7 the set nsing is an analytic subset of n, also 

R~ing = 1?_, n (nsing X n) 

is an analytic subset of f2 X f2 and we have the analytic mappings 7r1 : ntng --t 

nsing, which is surjective, and 1r2 : R~ing ➔ n. We have 

u (f + k(f)) = 1r2(Rn (nsing X D)). (2.7.2) 
l;EQsing 

Note that the dimension estimate dim nsing ::; n-2 in Theorem 2.7.7 follows 
also from Lemma 2.7.10. Indeed, the set Rn (nsing x n') is contained in R\R, 
so has dimension ::; 2n - k - l. The fibers of 1r1 from Rtng onto nsing have 
dimension 2: n - k + l. Hence dim nsing ::; n - 2. 

Proposition 2.7.11. The following estimates hold: 

(2.7.3) 

dim nsing + n - k + l ::; dim(R n (nsing X D)). (2.7.4) 

Proof. The estimate (2. 7.3) follows immediately from (2. 7.2). By Proposition 
2.7.2 for each w E 1ri(R~ing) = nsing the fiber 1r11(w) restricted to R~ing 
satisfies dim 1r11(w) 2: n - k + l, hence by Theorem 2.5.4 we get (2.7.4). 

Now we will analyze the structure of nsing_ Let us first overview a general 
construction and then concentrate of the case k = n - l. 
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By a m-dimensional projective subspace of the space lP' = lP'(e") we mean 
any subset of lP'(e") of the form lP'(L), where LE <Gm+l (e"). For more dis­
cussion on the general structure of these sets see [32]. By <Gm (JP') we denote 
the set of all m-dimensional projective subspaces of lP'(e"), so that we have the 
bijection 

If L is one dimensional, we will identify L with lP'(L) and <Go (JP') with JP'. Via 
this mapping w we can identify elements of <Gm (JP') with (m + 1)-dimensional 
linear subspaces of en. Let V = <Gn-k-l (JP') and for a given L E V and 
complementary to w- 1 (L) k-dimensional linear subspace H of en, let 7rL,H be 
the linear projection from en onto H along L. 

Let VH = lP'(H) be the space of directions in H. Then 'Tr£,H induces a holo­
morphic rational fiber bundle from V\{lP'(L)} onto lP'(H). The fiber -rrZ~(M) 
over any ME lP'(H) consists of all KEV such that K-/:- lP'(L) and KC L+M, 
so that 

-rrz,~(1\11) = <Gn-k-l (lP'(L + M))\{lP'(L)}. 

Adding (the points of) lP'(L) to it, we get the spaces <Gn-k-l (lP'(L + M)) c,,, 

<Gn-k (L + M) in <Gn-k-l (JP') as the closure of the fibers. Thus, 7rL,H defines an 
almost fibration V ---+ lP'(H) with (n - k)-dimensional projective subspaces as 
fibers, except that all fibers intersect each other at the subspaces of L in V. 

We may assume that not for all t E f!(k) we have x(t) = L. This implies 
that 

is equal to the complement in r! of an algebraic subset of complex codimension 
?: 1. Hence n1k) is a connected, open and dense subset of f!(k) and of r!. On 

ntf l we have the set valued mapping 'Tr£,H OW OX: ntf l ---t lP'(H). 
Let us do now the technically simpler case of k = n - 1, which will turn 

out to be the most important case later. The above construction simplifies. 
We consider the projection of the fibers to some hyperplane H in C", which 
can have its own singularities. Let L E lP'(e") be given and let an (n-1)­
dimensional linear subspace Hof en be complementary to L. Let 7r£,H be the 
linear projection from en onto H along L. The projective space lP'(H) is the 
space of directions in Hand 7rL,H induces a holomorphic rational fiber bundle 
from lP'(e")\{L} onto lP'(H). The fiber -rrz~(M) over any ME lP'(H) consists 
of all KE lP'(C") such that K-/:- Land Kc L + M, so that 

-rrZ,~(M) = lP'(L + M)\{L}. 

Adding L to it, we get the spaces lP'(L + M) in lP'(en) as the closure of the 
fibers. Thus, 7rL,H defines an almost fibration lP'(C") ---+ lP'(H), except that all 
fibers intersect each other at L in JP'( en). 

We may assume that not for all t E f!(k) we have x(t) = L. As before, the 
set 
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is a connected, open and dense subset of fl(k) and of n. On DikJ we have the 

holomorphic mapping 7f£,H OX: n1k) -+ JP(H). 
Let ntng be the set of t E fl such that 1fL,H O X does not have a holo­

morphic extension to any open neighborhood of r Clearly nt ng c nsing. 

If t E nsing \ ntng' then 7r L,H maps x( t) to the single value of the analytic 
extension of 7rL,H ox over l, say M, which means that x(l) C !P(L + M). 
By Proposition 2.7.2 we have dimk(l) 2'. n - k +land dimlP'(L + 111) = 
dim(L + M) = n - k + l = 2, so we get that it is open in JP(L + M). It follows 
that x(l) is an open conic subset of JP(en ). If lj E nsing and lJ -+ l in n, 
Lj E x(lJ), Lj-+ Lin JP(en), then LE x(t). This implies that l Ensing and 
x(l) contains all limit positions of elements of x(lJ), j-+ oo. In particular, if 
0 E nsing\ntng, x(O) = !P(J), J a 2-dimensional linear subspace of en, and we 

choose L' E JP((['.Il) with L' (/._ J, then l (/. nsing\nt~g for all l in a neighborhood 
of zero. Thus, we have proved 

Proposition 2.7.12. Let k = n - l. For every l Ensing there exist an open 
neighborhood U of l in fl, such that nsing n U = ntng n U for L in an open 
dense subset of <Gn_k(en). 

Now we want to establish estimates from below on the dimension of nsing_ 
We will need the following simple result from linear algebra, the proof of which 
is obvious. 

Lemma 2.7.13. Let A E epxn with rank A = k, attained on a subrnatrix 
Af E ekxk of the rows and columns with numbers in£ and M respectively, 
£ C {l, ... ,p}, MC {l, ... ,n}. Then for each l::; r::; k and {,\i}i=l C £ 
there exist {µi} i·= 1 C M, such that det At ::/- 0, where A~'. E CC x r is a 
submatrix of A, obtained by the intersection of rows A; with columns µ;, i = 
1, ... ,r. 

The following Lemma shows the ambiguity of a blowing-up in the case when 
its center Sis not an immersed manifold. We assume that the functions defining 
the blowing-up do not have a common factor vanishing at the points of S. If 
S is a smooth manifold of codimension k, then the fibers of the blowing-up 
over the points of Sare equal to the projective space !Pk-l (cf. [32], [63]). If 
S is analytic, then the above procedure can be applied to the interiors of its 
irreducible components of different dimensions, leading to the projective spaces 
of different dimensions. See [24] for more details in fuller generality. For our 
purposes it is important that the fibers are not zero dimensional, or that the 
blowing-up is not holomorphically extendible over its center. 

Lemma 2. 7.14. Let f : n -+ eP be holornorphic, fl open and connected in 
en, p 2'. 2, ft 0. Let S = {l E fl: f(t) = O}, fo ES, dim1;o S::; n - 2. Then 
there is no open neighborhood U of fo in n such that the holornorphic mapping 

F: l i---+ eJ(l) : D\S-+ JP(0') 

has a holornorphic extension to U. 
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Remark 2.7.15. The condition dim~0 S:::; n - 2 is equivalent to the condition 
that Ji, ... , f P do not have a common factor, which is zero at fo. The set 
F(fo) of limit values of F at fo is an algebraic subvariety of W'(!C?) of positive 
dimension. 

Proof. The argument as in Lemma 2.6.2, shows that if there exists a hyper­
plane H in W'(«Y) such that F(fo) n H is empty, then F has a holomorphic 
extension to a neighborhood of fo, which we also denote by F. The converse 
also holds. Then there exists an index i such that T/ E F(fo), 17 -::f. 0 imply 
T/i -::f. 0. Because of the continuity of F at fo, we get an E > 0 and a neighbor­
hood U of fo inn such that~ EU, TJ E F(~) imply IT/ii~ EITJil for every j -::f. i. 
It follows that if~ E U\S then Ji(~) -::f. 0, or 

s n u C fi-l (0) n u C S, 

in contradiction with dim J;-l (0) = n - 1 and dimfo S :::; n - 2. This completes 
the proof of Lemma. 

Proposition 2.7.16. Either nsing is empty or dim~ nsing ~ k - 1 for every 
~Ensing_ 

Proof. By Lemma 2.7.13 there exist subsets .C,M of {l, ... ,n}, with k ele­
ments, such that D-t (0 = <let A;j (~)iE.C,jEM is not equal to zero for all~ E n. 
Let Z.c,M be the zero set of D-t in n. Then, for ~ E O\Z.c,M, we have 
T/ E ker A(~) if and only if 

(2.7.5) 
jEM mv!M 

Moreover, the equations (2. 7.5) can be solved with respect to T/j, j E M and 
we get that (2. 7.5) is equivalent to 

(2.7.6) 

in which ff~(~) is a polynomial in the coefficients of A(fl. For each j EM, 

let z1,M be the common zero set of the functions JJ:::'M, m (/. M, and D-t, 
after we have divided away possible common factors. Because O\Z.c,M is dense 
in 0, we get from Lemma 2.7.14 that z1_M c nsing_ The number of m (/.Mis 

n - IMI = n - k, and with D-t holds 

dim~ z1_M ~ n - (n - k + 1) = k - 1 

by (2.5.2). Hence we get the estimate dim~ nsing ~ k - 1. 

Proposition 2. 7 .1 7. If k = n - 1, then either nsing is empty or dim nsing = 
n - 2. Moreover, if A is an irreducible component of nsing, then dim A = n - 2. 
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Proof. The first statement follows from Proposition 2.7.16 and Theorem 2.7.7. 
Now, for£, Mas in the proof of Proposition 2.7.16 there exist unique numbers 
1:::; l,m:::; n, l (j. £, m (j. Mand we denote ~Im= ~:Z1 and zt M = Zftn• The 
second statement will follow if we show that ' 

rising= u Z k 
lm· 

From the proof of Proposition 2.7.16 we see that Z{'m C rising, so it is sufficient 
to prove that for every f E rising there exist l, m, k such that ~lm -:j. 0, J/<m -:j. 0 
and f E zlkm· By Lemma 2.7.13, for every l there exists m such that ~lm -:j. 
0. Let f E rising_ Then ~lm(l) = 0, because otherwise f E ri(n-l)' but 
rising n ri(n- 1) = 0. The system (2.7.6) becomes 

fk (l) 
T/k = dl: m T/m' k =I m. 

If for all k E M the functions Hm (f) = 0, this would imply that all 7/k = 0, 
k =J m, which means that the fibration would be constant. Thus, for every m 
there exist l and k such that fl'm -:j. 0. The condition f (/. zlkm would mean that 
f 1":,,, (0 =/ 0, or 1]m = 0. If this is true for all m, then all T/m = 0, a contradiction 
with rising =J 0. The proof is complete. 

2.8 Affine fibrations of Jacobian type 

In this section we will always assume that A is of the Jacobian type, A= Dr, 
and that properties (fAl) and (fA2) are satisfied. First of all, we can recall 
Corollary 2.6.4, which states that if k = 1 then rising is empty, that is there 
can be no essential singularities in fibrations by hyperplanes. 

Note, that the assumption (r A2) of r being constant along x(f) is very 
essential. Assumptions (f Al) alone do not guaranty the emptiness of rising for 
k = 1. It is shown by the following example. 

Example 2.8.1. Let r(O =(fr+ f~ + f~,0,0) E C3 . Then 

26 26) 
0 0 , 
0 0 

thus k = 1, ri(l) = C3 \{0} and for f E ri(l) with 6 =/ 0, the kernel x(f) is 
spanned by 

The singular set is rising= {O}. 

-6/6 
0 
1 

However, the mapping r is not constant along x(f). Related to the as­
sumption (r A2), we have the following characterization: 
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Proposition 2.8.2. For every l E D(k) the mapping r is constant on (l + 
x(t)) n D, i.e. 

r(() = r(t) (2.8.1) 

for all ( E (l + x(l)) n D if and only if x(O is constant on (l + x(l)) n D, i.e. 

x(O C ker Dr(() (2.8.2) 

for all ( E (l + x(O) n D with the equality if ( E (l + x(O) n D(k). 

Proof. Differentiation of (2.8.1) with respect to the basis elements of x(O 
implies (2.8.2). For ( E D(k) the dimensions of both sides coincide, so that the 
equality holds. Conversely, it follows from (2.8.2) that Dr(t + ri)x(l) = 0 for 
T/ E x(l) and therefore r(t + ri) is constant along x(l), which is (2.8.1). 

In case of the rank drops by one, we have the following 

Theorem 2.8.3. Assume that l E Dsing and that l E D(k-l), i.e. rank Dr(t) = 
k - 1. Then r(t + A) = r(~) for all A E ker Dr(~), l + A ED. 

Proof. Denote M = ker Dr(~). Note, that t E D(k-l) implies dim M = 
n - k + 1. For every x0 = limj-+oo x(lj) as D{k) 3 lJ --+ l, we have that 
x 0 C M by continuity of Dr. For each one dimensional linear subspace L of 
M there exists a k-dimensional linear subspace C of en , such that L = M n C. 
On the other hand 1 ~ dim(x0 n C) and x 0 n CC Mn C = L, which implies 
that x 0 n C = L. Hence, by Lemma 2.6.3, r(~ + A) = r(t) for all A E L. 
Because this holds for every one dimensional subspace L of M, we get that 
r(t +A)= r(O for all A EM. The proof is complete. 

Proof of Theorem 2.4.5: Assume, that the properties (rAl) and (rA2) 
are satisfied for r with some m ~ n (instead of k). Then, by the implicit 
function theorem we have that the regular fibers of rare (n - m)-dimensional, 
and, therefore, m = k, and thus we have (rAl) and (rA2). For l E Do 
define A(l) = r-1 (r(O) - t. By the assumption A is the mapping from Do 
to Gn-d en). The mapping r is constant on ( t + A ( t)) n D and hence by 
Proposition 2.8.2 we get A(l) c ker Dr(() for ( E (l + A(~)) n D. In particular, 
A(l) = ker Dr(t) for all t E D0 n D(kJ and we obtain (r A2) on Don D(kl. The 
set Do n D ( k) is dense in D and D ( k). Therefore, for every t E D ( k) there exists a 
sequence lJ E D0 nD(kl, convergent to l- The compactness of Gn-k (en) implies 
the existence of a subsequence of lj, such that the corresponding subsequence of 
x(lJ) converges to some x0 E Gn-k (en). Without loss of generality we denote 
this subsequence also by lJ. For every 17 E ( l + x 0 ) n D there exists a sequence 
T/J E ( lJ + x( lJ)) n D, such that T/j converges to T/ · The above proof of (r A2) for 
D0 nD(k) implies that r is constant on l_i+x(lJ), and, therefore, r(ri.i) = r(tJ)­
Letting j to infinity, we get that r(ri) = r(t) and ri E r-1 (r(t)). The argument 
holds for any TJ E (t + x 0 ) n D, and we obtain (t + xo) n D c r- 1 (r(~)). By the 
implicit function theorem the fiber r- 1 (r ( l)) is a smooth analytic submanifold 
of D of codimension k and, therefore, coincides with l + x 0 locally at l- On 
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the other hand, x is holomorphic at ~' implying x(~) = x 0 and (r A2) for all 
~ E [!(k), 

Finally, if~ E nsing, then Proposition 2. 7.2 implies that the fiber through ~ 
is of codimension strictly less thank, and hence~ (j. r!0 . The proof is complete. 

The following is the consequence of Proposition 2.7.9. 

Corollary 2.8.4. Let p be the natural pro_jection 

p: n' 3 ~ 1----t R(~) E n' /R. 

The mapping r : ~ 1----t r(~) is constant on the R(~), so there is an analytic 
mapping g : n' /R -+ (CP' such that 

r = g op. (2.8.3) 

The mapping g is an immersion on [!(k) /R, that ·is, at each point its tangent 
mapping is in_jective, because rank Dr= k implies rank Dg 2". k. 

Remark 2.8.5. The factorization conclusion (2.8.3), when restricting to the 
real domain, implies the "factorization condition" of Section 1. 5.1, especially 
when nsing is empty. 

Remark 2.8.6. If(~, ry) E R, then still r(~) = r(ry) by the continuity of r. 
So, if ft denote the smallest closed equ'ivalence relation which contains R, then 

(~, ry) E ft ⇒ rm = r(ry). 

If ft has an equivalence class with nonempty interior, then r is constant and 
k = 0. 

Lemma 2.8.7. We have the inclusion 1r2(R n (nsing x r!)) C n\n(k). 

Proof. Let~ E nsing, let C be an irreducible component of x(~) and let C0 be 
its smooth part. Because r = r(~) is constant on ~ + k(~), we have for every 
ry0 E c 0 such that ~ + ry0 En, that T,p0 c ker Dr(~+ ry0 ). So by Proposition 
2.7.2, (iii), dimker Dr(~+ ry0 ) 2". n - k + l or~+ rJ° E r!\f!(k). Because c0 is 
dense in C and n is open, every 'f/ E C can be approximated by ry0 E c 0 such 
that~ +ry0 E n, hence~ +ry0 E r!\f!(k). Because r!\f!(k) is closed inn, it follows 
that ~ + C c n\n(k). Because this holds for every irreducible component C of 
k(~), we get~+ k(~) C r!\f!(k) and because this holds for every~ Ensing, we 
get 1r2(Rn (nsing X r!)) C n\n(k)_ 

As a consequence of Proposition 2.7.11, we get 

Corollary 2.8.8. The following estimate holds: 

n- k+ 1::::; dim1r2(Rn (nsing x r!))::::; n-1, (2.8.4) 
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Proof. The estimates (2.8.4) follow immediately from (2.7.2), Lemma 2.8.7 
and the fact that dim O\O(k) :::; n - l. 

Now we will prove some consequences of the relative position of osing and 
-rr2(R n (Osing x 0)), which we will use later to show that certain cases are 
impossible. In what follows we will assume that the set osing of essentially 
singular points is not empty. 

Proposition 2.8.9. The following holds: 

(i) osing C 1r2(R n (Osing X 0)) C O\O(k). 

(ii) If osing = 7r2 (Rn (Osing X 0))' then the clos'Ure R, can be decomposed into 
relations on (O\osing) X (O\Osing) and on osing X osing_ In form'Ulas, 

Rn (Osing X 0) C osing X osing. 

Moreover, ·in this case 

n - k + l ::S: dim( osing 

for every ( E osing. 

(iii) If osing i 7r2 (Rn (Osing X 0)) and 

l = _ max . dim(Osing n (T/ + x(r7))), 
i7E1r2 (Rn(f.lsmg x rl\f.lsmg)) 

then 

(2.8.5) 

(iv) If in addition to (iii) either dim(Rn (Osing X O\Osing)) = dim(Rn (Osing X 

0)) or dim1r1(Rn (Osing X O\Osing)) = dimosing, then 

(2.8.6) 

(v) Let osing i 1r2(R n (Osing X 0)). Then for any ( E osing with t (/. 
1r1(R n (osing X O\osing)) we have l + Jc(t) Cosing_ Moreover, in this 
case k :2: 3 and dim( osing :2: n - k + l. 

Proof. (i) The first inclusion follows from the fact that if l E osing, then it 
is a limit point of some sequence (i E O(k) because of the density of O(k) in 
0. By Proposition 2.7.9, (i), it follows that ((;, (;) E R c R and, therefore, 
(t,t) ER, (l,l) E Rn (Osing X 0) and t E 1r2(Rn (osing X 0)). The second 
inclusion is Lemma 2.8. 7. 

(ii) The statement follows easily from definitions and the last part of (ii) 
from (2.7.3) and Remark 2.7.3. 
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(iii), (iv) Assume now that nsing -:j:. 1r2 (Rn (nsing x !1)). To abbreviate the 
notation, we denote 

B Rn (nsing X n\nsing), 
C 1r2(B) = 1r2(R~ing)\nsing, 
D 1r1(B). 

For rJ E C the fiber of 1r2 : B ---+ C over rJ consists of all (l, ry) with l E nsing 
and l E rJ + x(ry) = rJ + x(ry), i.e. 1r21 (TJ) n B = (nsing n (TJ + x(ry)), ry). Thus, 
by Theorem 2.5.4, we obtain 

dimB :S maxdim(nsing n (77 + x(ry))) + dim C. 
1JEB 

(2.8.7) 

We have 1r:;1(!1\nsing) = f! X (n\nsing) and the set n\nsing is open inn, hence 
B is open in R~ing. Moreover, for the set B we have 

B = R~ing n (!1 X (n\nsing)) = R~ing n 1r:;1(n\nsing) 
= R~ing\(nsing X nsing), 

hence Bis analytically constructible and Bis analytic. The set nsingn(ry+x(ry)) 
is an analytic subset of x(ry), proper, in view of rJ (/. nsing, so dim(nsing n (77 + 
x(ry))) :Sn - k - l. Hence from (2.8.7) we also have 

dim B :S n - k - 1 + dim C. (2.8.8) 

Note that if B is also dense in R~ing, then dim B = dim B = dim ntng and 
estimates (2.7.4) and (2.8.8) imply (2.8.6). If Bis not dense in R~ing, then B 
is a component of the analytic set R~ing with 

dim B = dim B < dim R1ing. 

Now we will deduce the estimates for the dimension of nsing_ The fiber of 
1r1 : B ---+ D over l E D consists of points ( l, rJ) with rJ E ( l + x( l)) and 
'T/ (/. nsing_ It follows that 7r11(0 n B = (t, (n\nsing) n (t + x(O)), so 

dim D + mindim(n\nsing) n (t + x(t)) :S dim B. 
~ED 

(2.8.9) 

If t E nsing then dim x(O 2'. n - k + 1 by Proposition 2. 7.2, (iii). The set x(t) 
does not have isolated points by the same Proposition, (i) and it follows that 
dim((D\nsing) n (l + x(t))) 2'. n - k + 1 for l ED, so 

dim D + n - k + 1 :S dim B. (2.8.10) 

By the first part of Proposition we get C c !1\f!(k) and dim C :S n - l. This, 
the estimates (2.8.10) and Theorem 2.5.4, (ii), imply 

dim D < dim B - ( n - k + 1) 
< dim C - (n - k + 1) + max1]EB dim(nsing n (t + x(t))) 
< k - 2 + max1]EB dim(nsing n (t + x(O)), 



2.8 Affine fi.brations of Jacobian type 79 

which is (2.8.5) and (iii) is proved. 
Combination of (2.8.10) and (2.8.8) yields dim D ~ dim C-2, which implies 

(2.8.6) if dim D = dim rising by dim C ~ dim 1r2 (R1ing). On the other hand, if 
dimB = dimR1ing, then (2.8.8) and (2.7.4) yield dimrising+2 ~ dimC, which 
again imply (2.8.6) if we use that dim C ~ dim 1r2 (R1ing). 

(v) Let~ E rising\1r1(B). This means (Rn1r1 1(~)) nB = 0 and in view of 
Rn Ir1 1m C R~ing we get 

Rn Ir11 (~) C nting\B C Rn (rising X rising). 

On the other hand Rn 1r1 1 (~) = (~, ~ + k(~)), and 

~ + k(~) = Irz (~, ~ + k(~)) C Ir2 (Rn (rising X rising)) C rising. 

Now, this implies 

n - k + 1 ~ dimk(O ~ dim rising~ n - 2, 

and it is possible only if k 2". 3. The proof is complete. 

Corollary 2.8.10. We have proved 

dim D ~ dim C - 2 ~ n - 3. 

Note, that statements (ii), (iv), (v) of Proposition 2.8.9 still hold in the case 
of general fibrations. The proof of (iii) makes use of Lemma 2.8.7, which uses 
the Jacobian structure of A. 

Corollary 2.8.11. If dim rising = n - 2, then the set D = 1r1(R n (rising X 

ri\rising)) has measure zero in rising, or "the largest part" of rising consists of 
Jr1 (Rn (rising X rising)). 

Remark 2.8.12. Note that the inclusion 

Rn (rising X ri\rising) C Rn (rising X ri) 

is strict because for any ~ E rising the point (~, ~) E R does not belong to the 
left hand side. The set Rn (rising x ri\rising) is open in Rn (rising x ri) and 
the the condition of Proposition 2. 8. 9, (iv), may fail if it is an open component 
of strictly lower dimension. 

As consequence for the positions of 1ri(B) and rising, we get 

Proposition 2.8.13. The following holds: 

(i) If 1r1(B) -f- rising, then dim~ rising 2". n - k + 1 for every~ E rising\1r1(B) 
and k 2". 3. 

(ii) If Ir1 (B) = rising, then dim rising ~ n - 3. 
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Proof. (i) The conditions~ E nsing and ~ (/. 1r1 (B) just mean that dim x(~) 2 
n - k + 1 and~+ x(~) c nsing_ Hence by Theorem 2.7.7 

n - k + 1 S dim~ nsing s n - 2 

and, therefore, also k 2 3. 
(ii) The mapping 1r1 : B ➔ nsing is surjective. For every ~ E nsing the fiber 

is equal to ( ~' ( ~ + x( ~)) n O'). Using the same argument as in the proof of 
Proposition 2.8.9, (iv), we get dim(~+ x(~)) n O') 2 n - k + 1 and by Theorem 
2.5.4 we conclude that 

dimB 2 dimnsing + n - k + 1. 

Next we consider the mapping 1r2 from B into the analytic subset O\O(k), 
not necessarily surjective. For each 77 E 1r2 ( B) the fiber over 77 is equal to 
( ( 77 + x( 77)) n nsing, 77). Because ( 77 + x( 77)) n nsing is an analytic SU bset of 
(77 + x(77)) n O with nonempty interior, we get dim(r1 + x(77)) n nsing s dim(r7 + 
x(77)) - 1 Sn - k - 1. Again, by Theorem 2.5.4 we conclude that 

n -1 2 dimO\D(kl 2 dimB - (n - k -1) 

and the proof is complete. 

Corollary 2.8.14. If k = 2, then dim nsing S n - 3. 

Proof. An application of Proposition 2.8.13, (i), (ii). 

Theorem 2.8.15. If n = 3 and k = 2, then nsing = 0. 

Proof. Proposition 2. 7.17 and Corollary 2.8.14 imply that nsing is empty. 

Now we turn back to the case of arbitrary 1 S k S n - 1. 

Example 2.8.16. Consider the mapping 

en 3 (x1, ... ,Xt,Yl, · · · ,Yn-l) f---t 

m-1 I 

( L YiXi + Ym L Xi, Y1, ... 'Yt, Y1+1, ... 'y,., 0) E en 
i=l 

with 2 Sm S l Sr Sn - l, 0 E en-r-1. The singular set is given by 

nsing = {(x,y) ED: Y1 = ... = Yrn = 0}, 

so that 
dim nsing = n - m. 

The dimension of the regular fibers is equal to l - 1 + (n - l) - r = n - r - 1, 
hence we have 

rank Dr S r + 1. 

The limit set 1r2(R n (Osing x 0)) is the set of Yi = 0, 1 S i S m, ar·bitrary 
X1, · · · , X[ and Yr+l, ... , Yn-l, and is equal to nsing. 
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Note, that if m = l, then D\D(k) = nsing_ As a consequence, we have the 
converse to Proposition 2.8.9, (ii). 

Proof of Theorem 2.4.4: It is sufficient to take r = k - 1 and m = d in 
Example 2.8.16 and in view of k - 1 :S n - d, d :S n/2 and hence d :S n - d, 
the mapping 

d 

r(x1,••· ,xd,YI,··· ,Yn-d) = (LYdXd,YI,··· ,Yk-1,0) E en 
i=l 

is well defined and satisfies the required conditions. The equality dim nsing = 
n - d follows from the fact that if not all Yi, 1 :S i :S d are equal to zero, then 
rank Dr at such point is equal to k. On the other hand, clearly the points 

with Yi = 0 for all 1 :S i :S d belong to nsing. This finishes the proof. 
We can see from Theorem 2.4.4 that the case k = 2 and not all dimensions 

of nsing are obtained in this way. This is partly explained by Proposition 2.7.16 
and is not without a reason, which we intend to show next. First we will show 
that the complementary intersection of nsing with any fiber is impossible. 

Theorem 2.8.17. Let dim nsing = k - 1 and let A be a smooth component 
of the same dimension. Assume that there exist a k-dimensional surface S 
containing A, transversal to D\D(k), and rJ (/. nsing such that ri+x(ri) intersects 
S transversally at a point of A. Then nsing is empty. 

Proof. Let t5: n ➔ cn-k be the the determining mapping for x((), ( E n(k). 

The mapping t5 is given by a meromorphic mapping which takes all values in an 
arbitrary neighborhood of ( = 0, which we assume to be in nsing_ Let A be the 
smooth part of nsing with dim A= k-1, it is a complex analytic manifold with 
the origin in its closure. Let S be a complex analytic k-dimensional surface 
containing A and transversal to D\n(k), as in the assumption. The fact that 
most of the limit directions of the fibers x(() are in 1r2 (R n (nsing x D)) C 
D\D(k), hence transversal to S, makes that each regular fiber x((), ( E n(k) 

intersects S transversally in view of 

dim S + dim xl 0 ckJ (() = k + (n - k) = n. 

This implies that every point of A is a point of indeterminacy of t5ls- But this 
is in contradiction with the fact that the points of indeterminacy of t5ls form a 
set of codimension 2 in S, being the zero set of at least two analytic equations. 
This implies that A is empty, a contradiction. 

Corollary 2.8.18'. Let k = n - 1 and let A be a smooth component of nsing_ 

Let rJ E 1r2 (R n (nsing x D')) and ( = (17 + x(ri)) n A. Then x(ri) C T~A. 

Proof. We have dim A= n - 2 by Proposition 2.7.17. If 7/ + x(ri) is not tan­
gential to A, then we have the existence of S satisfying conditions of Theorem 
2.8.17 and a contradiction. 
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2.9 Limiting properties of the fibers 

In this section we will show that in the case 1r2(R n (nsing X !1)) ,j:. nsing in 
Proposition 2.8.9, the intersection of the fibers with nsing can not be transver­
sal. As a result, we get additional estimates on the dimension of nsing_ 

Proposition 2.9.1. Let 1r2(R n (nsing X !1)) =I- nsing, A a smooth component 
of nsing and assume that there exists (EA such that k(() </.- T~A. Then nsing 
is empty. 

Proof. Let ( E nsing with ( + k( () </.- nsing. Then because of the connectedness 
of x( 0 there exist different x 1 , x 2 E x( 0, not contained in nsing and in T~ nsing. 
The set Ktr of all H E CGk+l (en) such that H n X1, H n X2 are not contained 
in TE nsing, is open and dense in CGk+ 1 (en). The set 

is open and dense in (Gk+l (en). For i = 1, 2 the sets 

are open and dense in CGk+1 (en), their intersection is open and dense in (Gk+l (en) 
and we take H E K1 n K2 n Ko n Kt,·. Let r7 E Di h,) be close to ( with x( 'T/) close 
to one of xi. Then, by transversality, dim(ry + x(r1)) n (( + H) = l. The set 
n(k) n ('T/ + x(ry)) is not empty, and hence is open and dense inn n (ry + x(r1)). 
Therefore, there exists ( E n(k) n (ry + x(ry)), ( close to (17 + x(ry)) n (( + H), 
such that there exists Ho E K1 n K2 n Kon Ktr with ( E Ho. Thus, without 
loss of generality we may take H = H0 . Now, by (r A2), x(ry) = x((), implying 
that the mapping 

r = fi(UH)nrl 

satisfies ker D 1 (() x(() n H, which is one dimensional, and, therefore, 
rankD1 (() = dimH - 1 = k. Moreover, if 0 E kerD1 ((), then 1 (0) = 
r( 0) = r( () = 1 ( () because 0 E x( (). This means that conditions (r Al) and 
(r A2) are satisfied for 1 . Let 'T/j E n(kJ such that 'T/j -+ ( and x('T/j) converges 
to one of Xi. 

Because the set 

n(kl(H) = {( E (( + H) n !1: rank D,(() = k} 

is open and dense in (( + H) n n, we can find (j E n(k) (H) which are arbitrary 
close to (( + H) n ('T/j + x(ryj)), from which it follows that x((j) is arbitrary 
close to x('T/j ). Note, that n(k) (H) c n(k) and xis constant on an open dense 
subset of ('TJ + x(ry)) n !1, 7] E O(k). 

This proves that at the limit point ( in (( + H) n (( + x) we get all H n x(() 
as limits of H n x((j), (j E n(k) (H), (j-+ (, or ( is in the singular set for the 
mapping I by HE K0 , the Xi n HE x(O n Hare two different limit lines for 
the fibration defined by 1 . On the other hand, we have 

nsing(r) C nsing(r) n H, 
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implying (l + Xi) n H ct nsing(,) because l + Xi ct nsing(r) by the choice of 

T,;nsing(,) C T,;nsing(f) n H 

and by HE Ktr we get that H n x; ct T,;nsing(,). This is a contradiction with 
Corollaries 2.8.18, 2.8.11 and Proposition 2.7.17 applied to ry with n = k + I. 
In case n = 3, this is also a contradiction with Theorem 2.8.15, which says that 
for n = 3, k = 2 the singular set is empty. 

Proof of Theorem 2.4.3: For k = l this is Theorem 2.6.4. For k = 2 by 
Proposition 2.7.2, (iii), for l E nsing we have dim k(l) ~ n - l and, therefore, 
conditions of Proposition 2.9.1 are satisfied. 

Finally, Theorem 2.4.2 follows from 

Theorem 2.9.2. Let n~ing be not empty. Then for every smooth point l in 

nsing holds k( O c T,; nsing. Moreover, J or every l E nsing we have 

n-k+l 
k-I 

< dim,; nsing, 
< dim,; nsing. 

Proof. The first statement follows from Proposition 2.7.16. The inclusion 
x(l) C T,;nsing implies dim,; nsing ~ dim k(l) and the first estimate follows 
from Proposition 2.7.2. The last estimate is Proposition 2.8.9. 
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Chapter 3 

Affine fibrations of gradient 
type 

In this chapter we will concentrate on different topics. First, we will intro­
duce local coordinates in n and in the Grassmannian, and derive several local 
characterizations of the fibrations. In particular, conditions for the global ex­
tendibility of fibrations in the direction of fibers will be discussed. 

Further, we will study fibrations of gradient type. These are fibration cor­
responding to mappings r for which r = \7 </> for some holomorphic function ¢. 
This case is closely related to Fourier integral operators, where cp would be the 
generating phase function with factored out conic direction. The analysis will 
be carried out in both complex and real settings at the same time. 

Questions of reconstruction of the phase function from a given local fibra­
tions will be discussed to a certain extent. Finally, we will present families of 
functions cp for which the smooth factorization condition fails. Note, that if the 
parameter dependence is allowed, examples are quite easy to construct (Section 
1.5.2). However, if there is no parameter dependence, that is when the corre­
sponding Fourier integral operator is translation invariant, the construction of 
examples is more complicated. We present such families in Section 3.4. 

3.1 Fibrations in local coordinates 

In this section we continue to always assume that r satisfies conditions (r Al), 
(fA2). Without loss of generality we can assume that the origin of the space 
en belongs to the open set !1. Clearly, if the fibration x is continuous at zero, 
that is, if O (/. nsing, then there is a neighborhood U of the origin, disjoint from 
nsing, such that the fibers through the points of U are close to the fiber x(O) 
through zero. Therefore, there exists a k-dimensional linear subspace of en, 
transversal to all x(~) for~ E U. On the other hand, if O E nsing and U c !1 is 
a small open neighborhood of zero, then for every HE <Gk(en), either the set 

UH = { ~ E Un n(k) : x(~) n H = {0}} 

85 
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is empty, or it is open and dense in Un D,(k), and hence in U. Thus, for H with 
non-empty set UH, we can choose a coordinate system around zero such that 
H is parameterized by points (h, 0) E Ck x C'-k and that on an open dense 
subset of the set D,(k) all fibers are transversal to the k-dimensional subspace 
of (h, 0) E e,k x e,n-k. Let 7rh : en -+ Ck denote the projection to the first 

k coordinates. Let D,~k) be the set of all points h E 7rh(!1) with (h, 0) E n,(k). 
The set of all h E 1rh(!1) such that (h, 0) E !1 we denote by D,h· 

For the simplicity in notations throughout this section we will identify en 
with e,ixn, so that the elements of rr,n are the rows with n elements in C. 
In this notation we parameterize the fibration by a matrix valued mapping 
R : n,~k) c e,k -+ e,(n-k)xk. The fibers x(h, 0) can be parameterized by A in 
some neighborhood of the origin in rr,n-k: locally we have 

x(h,0) = {(h+ ,X.R(h),,X.),,X. E rr,n-k} 
= {(h+ 'f:,~:;/ AiRi(h),,X.),,X. E rr,n-k}. 

The rows of R(h) will be denoted by Ri(h) E Ck, i = I, ... , n - k, and the 
components of each row Ri(h) by R{ (h), j = I, ... , k. The j-th column of 
R(h) we denote by Ri (h) E rr,n-k, j = I, ... , k, and its elements by Ri (h). In 
order to avoid any confusion with this notation, we write 

k 

( Rl 
Rf R~ 

R 

Ri_k Ri ) 
(n - k), 

R;,_k n-k 

Rt ( Rl Rf .. . Rf ) ' 

D~ c::: :::: ) 
Condition (r A2) that r is constant on x can now be written as 

f(h + ,X.R(h), ,X.) = r(h, 0), Vh E Un ntl, ,X. E V, 

in some neighborhood U x V c (Ck x e,n-k) n D, of the origin. 

Lemma 3.1.1. Define'"'(: D,h -+ CP by 1(h) = f(h, 0). Then 

{8;f(h + ,X.R(h), ,X.)}}=l [h + ~ A.1DR1(h)l = D1(h). 

for all h E !!~k). 

Proof. Differentiating rJ in (3.1.2) with respect to hm, we obtain 

BmfJ(h,0) 0 trJ(h+,X.R(h),,X.) 
8mfJ(h + ,X.R(h), ,X.)[1 + ,X.8mRm(h)] 

+ L1::;i::;n-k,i#m airj(h + ,X.R(h), ,X.)[A8mRi(h)]. 

(3.1.1) 

(3.1.2) 

(3.1.3) 
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In matrix notation it means (3.1.3). 
The group GLn(C) acts on r in a natural way. For A E GLn let us denote 

Proposition 3.1.2. Let r satisfy conditions (fAl), (fA2). 

(1) For every A E GLn the mapping r A : A-1(0) ---+ (CP satisfies (fAl), 
(fA2). Moreover, f2(kl(r A)= A-1(f2(kl(r)) and 
nsing(rA) = A-l(nsing(r)). 

(2) There exists A E GLn, such that the mapping r'A (A- 1 (0))h ---+ ('.P 

defined by r'A(h) = rA(h,O) satisfies 

rank Dr'A(h) = k 

for h in an open dense subset of (A- 1 (0))h-

Proof. Statement (1) is straightforward. Now we will prove (2). Let i1, ... , ik 
be the minimal indices, for which there exist j 1, ... , jk and~ E f2(k), such that 

( 
8;1 rii (~) 

<let : 

Oi1fjk(~) 

(3.1.4) 

For T -::j:. 0 define Ar E GLn by 

k 

Ar( = T( + L (ze;" 
l=l 

where e1 stands for the l-th standard unit basis vector of en. By the first part of 
the proposition the mapping r AT satisfies conditions (fAl), (fA2). Jacobian 
of the mapping 1' AT has the form 

flr'AT(() = (3.1.5) 

( 
T01f1(Ar() + 0;1f1(Ar() 

T01f p(Ar() ~ Oii r p(Ar() 
) 

In particular, this matrix contains a block of the form 

( 
T81rj1 (Ar(); 8;J,i1 (Ar() 

T01fjk (Ar()+ Oi1 rjk (Ar() 
) 
(3.1.6) 

The determinant of this block does not vanish for some ( E A_;:- 1 (f2(k)) in view 
of the choice of i1, ... ,ik and ji, ... ,jk as in (3.1.4), if Tis sufficiently small. 
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Finally, in view of the analyticity of r, the block (3.1.6) is non-degenerate on 
the complement of an analytic set in f1(k) 1,, implying the last statement. 

In view of Proposition 3.1.2 without loss of generality we may assume that 
the mapping I in (3.1.3) satisfies the non-degeneracy condition of Proposition 
3.1.2, (2). Thus, for the global fibrations we get 

Proposition 3.1.3. Let r : C" -+ (CP be an entire holomorphic function. Then 

for every h E n~k) the condition rank D,(h) = k implies that the matrices 
DR1(h) are nilpotent for all I ::; l::; n - k. 

Proof. Suppose that some DR10 (h) is not nilpotent and let µ E C be its 
nonzero eigenvalue. Equation (3.1.3) holds locally in h, >., but both sides are 
holomorphic with respect to >., so by the analytic continuation it holds for all 
,\ E C, because r is an entire function. Substitution of >.1 = -µ- 1<5u0 leads to 
the degeneracy of D1(h), a contradiction. 

Example 3.1.4. Definer: C4 -+ C4 by 

f(6,6,6,~4) = (66 +6~4,6,6,0). 

The fibration associated tor is global, and for the mapping rand its restriction 

1 (h1,h2,h3) = (h1h2,h2,h3,0) 

holds 

Dr(<) ~ 0 ~ r n ' Do(h) ~ 0 '[ n 
Proposition 3.1.3 holds for all h E C3 with h2 -::f. 0. Localization R of the 
fibration x satisfies the equality Df(h, 0) ( R~h)) = 0, from which we conclude 
that R 1(h) = -h3/h2, R 2 (h) = 0, R 3(h) = 0, with nilpotent matrix DR(h) = 

( 
0 h3h; 2 -h;') 
0 0 0 · 
0 0 0 

Example 3.1.5. The rank of the matrix Dr can drop by a number larger 
than one at points of O\f1(k). For r 1 (~) = (66 + 6~4, ~i, ~~, 0) and f 2 (~) = 
½((66 +6~4)2,~i,~~,0) we have 

6 6 
0 26 
0 0 
0 0 
6a(0 

0 
0 
0 

t ~) 
26 0 ' 
0 0 

6a(~) ~4a(~) 
6 O 
O 6 
0 0 

with a(~) 66 + 6~4- Therefore, rank Df116=6=0 1, 
rank Df1l~=o = 0 and rank Df2IEi=EFO = 0. 
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3.2 Fibrations of gradient type 

In what follows we prove the results simultaneously for two fields of scalars, lE. 
and <C, which we will denote by K In this notation for m 2: 1 we will write 
cm (JKn) for the space cm (JE.n) when 1K = JE., and for the space of holomorphic 
functions when 1K = <C. 

We consider the case of the fibration by codimension k hyperplanes, corre­
sponding to the conditions (fAl), (fA2), with r having a gradient form, that 
is 

(3.2.1) 

for some function 1/J: 0 ➔ lK. If the mapping r is as in (3.2.1), the associated 
fibration will be called the fibration of gradient type. Fibrations of this type will 
appear in Section 4, where r is of the form (3.2.1) with a generating function 
¢ or its non-homogeneous version 1/J. In this case Dr = D21/J and fibers x of 
the mapping r correspond to the level sets of the gradient 'v'I/J. In general, 
we will make some smoothness assumptions, but we note, that the following 
statements are valid where all the derivatives make sense, so at least at the 
open subset f!(k) with rank D 2 'lj1 = k. We adopt notation (3.1.1), related to 
the mapping 

R: n~k) Cock ➔ oc(n-k)xk 

as in the previous section for the case r = 'v'I/J as well. 

Theorem 3.2.1. (1) Let'ljJ E C2 (1Kn). Thefibration by the level sets of'v'lj1 
is given by the mapping R : l[(k ➔ JK( n-k) x k in a neighborhood U x V C 
]Kk X ocn-k of the origin, i.e. 

'v'I/J(h + >..R(h), ,\) = 'v'I/J(h, 0), \:/h E Un n~k), ,\ E V, 

if and only if 

D21/J(h + >.R(h), ,\) ( RT(h) ) = 0 E ocnx(n-k)' 
In-k 

\:/h E u n n~k)' ,\ E V. 

In this case 1/J must be of the form (3.2.4) with 

81/J 
¢(h) = 1/J(h, 0), Xk+1(h) = ~h (h, 0), l = l, ... , n - k. 

u k+l 

(3.2.2) 

(3.2.3) 

If 1/J E C 3 (ocn), then ¢ and Xk+l satisfy equations (3.2.5),(3.2. 7) in n~k). 

(2) Let function 1/J be defined by 
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n-k k 

= cp(h) + L >.t[L Oj</J(h)R{ (h) + Xk+1(h)], (3.2.4) 
l=l j=l 

where ¢ E C3 (IKn) solves the system of½ (k-1 )k(n- k) partial differential 
equatfons 

1 ~ m < j ~ k, l ~ l ~ n - k 

and let functions Xk+t E C2 (lKn), l = l, ... , n - k, satisfy 

k 

OjXk+t(h) + L OjO;</J(h)Rf (h) = 0, 
i=l 

1 ~ j ~ k. 

(3.2.5) 

(3.2.6) 

Then 'ljJ satisfies the factorization condition (3.2.2) locally in h, >., for 
which 

(3.2.7) 

Proof. (1) Differentiation of (3.2.2) with respect to >. yields 

at oi'l/J(h + >.R(h), >.) = L~=l 8m8i'l/J(h + >.R(h), >.)Rt(h) 
+ 8k+;8fif;(h + >.R(h), >.) 

V8j1J(h + >.R(h), >.) ( 1L~; ) . (3.2.8) 

In view of (3.2.2) this is equal to zero. Because this holds for all 1 ~ j ~ n 
and 1 ~ i ~ n - k, we get (3.2.3). Now assume (3.2.3) to hold. Differentiating 
Oft/1(h+>.R(h),>.) for 1 ~ j ~ n with respect to A;, we obtain equation (3.2.8). 
Writing this for all i, j in matrix notation, we get 

the latter equals zero by (3.2.3). Hence 
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which is (3.2.2). Differentiating 'lj;(h + >..R(h), >..) with respect to>.., we obtain 

where the last equality follows from (3.2.2). Thus, 'lj; must have the form (3.2.4). 
Now let us prove (3.2.5). Writing (3.2.3) in a scalar form once again, and 

substituting >.. = 0, the equalities for 1 :S j :S k yield 

k 

L OiOjc/>(h)RI(h) + Ok+tOj'lj;(h, 0) = 0, 1 :S l :Sn - k, 
i=l 

which are equations (3.2.7) in view of 'lj; E C 2 (1Kn) and OjOk+t'l/J = Ok+t8j1/;. 
The relations OmOjXk+t = OjOmXk+t for 'lj; E C 3 (1Kn) and (3.2.7) imply 

k k 

{)~ (L OiOjcp(h)RI(h)) = a!. (L 8i8mef>(h)RI(h)). 
m i=l J i=l 

In view of ef> E C 3 these equations imply (3.2.5). 
(2) Define 'lj; as in (3.2.4). First we observe that equations (3.2.5) guarantee 

the existence of Xk+t E C 2 (1Kn) satisfying (3.2.7). Differentiating (3.2.4) with 
respect to hm, 1 :S m :S k, we get 

Om'l/J(h + >..R(h), >..)(1 + >..8mRm(h)) 

+ L Oi'l/J(h + >..R(h), >..)(>..8mRi(h)) 

8 
= ohm 'lj;(h + >..R(h), >..) 

n-k k 

= Omc/>(h) + L >..t[L(OmOjc/>(h)R{ (h) 
l=l j=l 

n-k k 

= Omc/>(h) + L >..t[L Ojcp(h)omR{ (h)], 
l=l j=l 

where we used definitions (3.2.4) and (3.2.7). In matrix notation we get 

n-k n-k 

"v~'lj;(h + >..R(h), >..)(h + L >..1DR1(h)) = Vt'l/J(h, O)(Ik + L >..1DR1(h)) 
l=l l=l 

and for h, >.. satisfying (3.2.7) we get Oj'lj;(h + >..R(h), >..) = Oj'lj;(h, 0), 1 :S j :S k, 
independent of>... For the other components of "v'lj; we differentiate (3.2.4) with 
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respect to >..1 and get 

the last equation follows from definition (3.2.4). This implies 

in view of the just proved factorization property for 1 :S _j :S k. The proof is 
complete. 

It follows from Theorem 3.2.1 that being a fibration of gradient type is 
equivalent to the system of equations (3.2.5) if we regard (3.2.7) as a definition 
of Xk+l. Expression (3.2.5) in the matrix form becomes 

8mR1(h)(D2 cp(h))j = 8jRt(h)(D2 cp(h))m, 1 :S l :Sn - k, 

for each row R1 of R, where (D 2 cp(h))J is the _j-th column of D 2 cp(h). Denoting 
by ~/~rn the space of symmetric k x k-matrices, we conclude 

Corollary 3.2.2. Condition (3.2.5} is equivalent to the condition 

1 :S l :Sn - k. 

Note, that in our notation 8mR1(h) is the m-th column of the matrix 
DR1(h), and them-th row of DR1(hV, which is the reason for the transpose. 

Remark 3.2.3. Suppose that instead of the gradient form (3.2.1) we assume 
that both Dr and D"'( are symmetric square matrices after a possible elim­
ination or addition of dependent rows. Then the symmetricity condition of 
Corollary 3.2.2 follows from equation (3.1.3) of Lemma 3.1.1, after multiplica­
tion from the left by (Ik + I:1 >..1DR1(h))T and using the symmetricity of Dr 
and D"'(. However, the matrix DR(h)T D1(h) in the examples of Section 3.1 
need not be symmetric, in comparison with Corollary 3.2.2. 

3.3 Reconstruction of the phase function 

The construction of the function 'lj; in Theorem 3.2.1, (2), clearly depends on the 
singularities of the fibration R. In the case of lK = IR by cm(U) we denote the 
usual space of m times continuously differentiable functions in U, 1 :Sm, :S oo, 
and analytic functions with m = w. In the complex case lK =Call these spaces 
coincide with the space of holomorphic functions in U. 
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Let !10 be the set of all points in !1 satisfying condition (3.2.7): 

n-k 

!lo= {(h,>.) E !1 n (IK" X ocn-k): det(Ik + L >-1DR1(h)) :/- O}. (3.3.1) 
l=l 

Assume now that a fibration R is of class cm in an open subset na of nh, ¢ is 
in cm+1 (!1) and all Xk+l E Cm(!1). Then the mapping 

with components 

(3.3.2) 

det Dif>(h, >.) = det ( Ik + ,\iR(h) R(h) 
ln-k 

n-k 

) = det(Ik + L >-1DR1(h)), 
l=l 

which is not zero when (h, >.) E !10 . By the implicit function theorem the 
mapping if>- 1 is also cm in if>(1rh 1 (!1a)n!1o). The statement of Theorem 3.2.1, 
(2), implies that on !10 the function 'I/; satisfies 

k n-k 

('I/; 0 if>)(h, ,\) = ¢(h) + L Oj¢(h)(if>1 (h, ,\) - h)j + L AtXk+t(h), 
j=l l=l 

implying that 'I/; E cm in if>(1rh 1 (!1a) n !lo) C if>(!1). Thus, we arrive at 

Proposition 3.3.1. Let R : na c !11i C ]Kk -+ JK(n-k)xk and let na be an 
open subset of !l1i. Let 3 ~ m ~ oo or m = w, RE cm(na), ¢ E cm+1 (!11i), 
Xk+t E cm(n1i). Let !10 be given by (3.3.1) and let if> be as in (3.3.2). Then 
the function~) defined in (3.2.4) is of class cm in if>(1rh 1 (!1a) n no) c if>(n). 

Assume now, the the sets 1Th 1 ( na), !1 and !10 are locally equal, let U denote 
their open intersection. In particular, this is the case with m = w, when the 
fibration is locally analytic, given by an analytic mapping R, for which the 
condition (3.2. 7) is locally satisfied. As it is shown in Proposition 3.1.3, it can 
hold even globally if all DR1 are nilpotent. According to Theorem 3.2.1, the 
system of partial differential equations (3.2.5) is a sufficient condition for the 
existence of a function 'I/;, for which the fibration by the level sets of V'I/; is 
locally given by R. Proposition 3.3.l implies that 'I/; is analytic in if>(U). 

However, the existence of a solution ¢ in cm of system (3.2.5) of second 
order partial differential equations is not automatic. In the complex case (JK = 
C) one can use Cauchy-Kovalevskaya theorem, to obtain an analytic solution ¢ 
in a neighborhood of a point where not all coefficients of the iterated derivatives 
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of the highest order vanish. In this case we obtain an analytic solution even for 
the Cauchy problem, prescribing ¢ on some non-characteristic hypersurface. 

It would be interesting to obtain generalizations of Proposition 3.3.1. In 
general, given a fibration defined by a mapping R E cm, is it possible to 
construct a function 'l/;, for which the fibration by the level sets of 'v'!f; is locally 
given by R? What are the smoothness properties of such 'lj; if it exists and when 
can we guarantee its smoothness? A special case occurs if the fibration R is 
analytic. According to the remarks above on Cauchy-Kovalevskaya theorem, 
it may imply the analyticity of¢ and X· But 'lj;, constructed by the formulae 
of Theorem 3.2.1, can be complex valued, even restricted to the real domain. 
Another interesting question, corresponding to the holomorphically extended 
real valued analytic functions is, can 'lj; be chosen in such a way, that restricted 
to JR11 it defines a real valued analytic function. Or whether there exists 'lj; such 
that the imaginary part of 'lj; has a prescribed constant sign. In the latter case 
one can still regard 1/; as an admissible phase function (see Section 4.2). 

In general, the approach suggested by Theorem 3.2.1 reduces the questions 
posed above to the analysis of a large system of second order partial differential 
equations (3.2.5). The properties of its solutions depend on the type of the 
system, which is determined by the sign of its determinant, which in turn is an 
expression in terms of the fibration R. In general, if the fibration is sufficiently 
smooth, then the coefficients of system (3.2.5) are sufficiently smooth as well. In 
this case some properties can be found in [30], [15]. For hyperbolic equations 
cf. [28]. For fibrations with essential singularities the coefficients of system 
(3.2.5) are meromorphic and are given by rational functions. 

In the case of a three dimensional space with n = 3 the system consists 
of only one equation. It simplifies the analysis. Assume now that n = 3 and 
k = 2. By Theorem 2.4.3 for the case 1K = CC fibrations with affine fibers are 
regular (analytic) everywhere. Hence we will assume smoothness in the real 
case 1K = JR as well. System (3.2.5) for ¢ : lK2 ---+ 1K has now the form 

fJ2¢ 8R1 + 82¢ [8R2 _ 8R1] _ 82 ¢ 8R2 = O 
8hr 8h2 8h18h2 8h2 8h1 8h~ 8h1 . 

(3.3.3) 

Proposition 3.3.2. (1) If the matrix DR(h) has no real eigenvalues, then 
equation (3.3.3) is elliptic. In this case the fibration is extendible globally 
in A E JR, locally uniformly in h. 

(2) If the matrix DR(h) has a real non-zero eigenvalue, then the determinant 
of the matrix D 2¢(h) vanishes. 

(3) Equation (3.3.3) is elliptic, parabolic, hyperbolic, if the eigenvalues of the 
matrix DR(h) are not real, real equal to each other, real and distinct, 
respectively. 

(4) Let 'lp E cw(JR3 ), h E JR2 . If the determinant of the matrix D 2¢(h) 
vanishes, then there exists a neighborhood U of the point h such that 
equation (3.3.3) is parabolic in U. The same conclusion still holds if 
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'ljJ E C3 (IE.3 ) and the fibration is globally extendible in .\, locally uniformly 
in h. 

Proof. (1) If DR(h) has no real eigenvalues, then (3.2.7) is satisfied for all 
real .\, which implies that the fibration extends globally in .\. We denote 
Rij(h) = OjRi(h). The equation for the eigenvalues of DR(h) is 

det ( RiRi - µ RR12 ) = 0, the discriminant of which is d(h) = (R11 (h)+ 
21 22 - µ 

R 22 (h)) 2 - 4detDR(h) and our assumption means d(h) < 0. Now, the type of 
the equation (3.3.3) is defined by the sign of 

which is equal to -R12R21 - l/4(R22 - R11 )2 = -1/4(R22 + R11) 2 + detDR = 
-d(h)/4. This means that the equation (3.3.3) is elliptic. 

(2) Suppose thatµ E IE., µ-::/- 0, is an eigenvalue of DR(h): DR(h)v = µv. 
Differentiating (3.2.2) with respect to h, we get 

equal to D2¢(h). Now we apply both sides to v and take.\= -µ- 1 to conclude 
that D 2¢(h)v = 0. 

( 3) Follows from part ( 1) . 
( 4) The continuity of D2¢(h) implies that there exists a neighborhood U 

of h, such that D 2¢ is nonsingular in U. The argument of Proposition 3.1.3 
implies that DR is nilpotent in U, its both eigenvalues are equal to zero. The 
second part of the proposition implies that (3.3.3) is parabolic. This completes 
the proof of Proposition 3.3.2. 

In the complex case (lK = <C) with a holomorphic fibration R, if for i = 1 
or i = 2 we denote by h; the variable such that 8R;j 8hj, j -::/- i, in (3.3.3) is 
locally non-zero at hi = 0, then by Cauchy-Kovalevskaya theorem equation 
(3.3.3) with holomorphic Cauchy boundary conditions ah,¢, l < 2, is locally 
soluble and the solution is unique and holomorphic. In general, if the Cauchy 
boundary conditions are holomorphic on some non-characteristic for (3.3.3) 
hypersurface S in CC2 , then there exists a unique solution ¢ of (3.3.3) locally at 
every point of S ([27, Vol.I, Theorems IX.4.5-IX.4.7]). 

In the real case (JK = IE.) the smoothness properties of solutions of equation 
(3.3.3) depend on its type. Thus, if it is elliptic with smooth (real analytic) 
coefficients, it always has smooth (real analytic) solutions: 

Theorem 3.3.3. Let R : U C IE.2 ➔ IE.2 be smooth (real analytic). Ass'ume 
that for every h E U the matrix DR(h) has no real eigenvalues. Then there 
exists a smooth (real analytic) function 'ljJ : fl C IE.3 ➔ IE., such that the fibration 
defined by the level sets of V 'ljJ is given by R in U. 

Proof. According to Proposition 3.3.2 equation (3.3.3) is elliptic. This implies 
that its solutions 'ljJ are smooth (analytic) if the operator in (3.3.3) has smooth 
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(analytic) coefficients, see Corollary 8.3.2 for W F(¢) and Theorem 9.5.1 for 
W FA ( ¢) in (27], respectively. Then also all Xk+l are smooth (analytic) and 
Proposition 3.3.1 implies the statement. 

Let us discuss briefly the case when equation (3.3.3) is strictly hyperbolic. 
If a mapping (fibration) R is prescribed on a smooth hypersurface S which is 
non-characteristic for (3.3.3), then solution ¢ is in the Sobolev space H(s) if 
the Cauchy data are in the Sobolev spaces H(s). By the Sobolev embedding 
theorem applied to all s > 0 we get that solution ¢ is smooth if the Cauchy 
data are smooth on S. For real analytic fibrations R let us use the methods 
described in (10, VI]. Let D be a connected complex analytic manifold of some 
dimension p. Let ID(D) be the algebra of linear partial differential operators 
with holomorphic coefficients in D. Let J be a left ideal in ID(D). Then J is 
called holonomic in D if for every x E D the common zero set in <CP of the 
principal symbols qx ( 0) at x of the Q E J (in local coordinates) is equal to 
zero. In particular, the holonomicity assumption for the ideal generated by a 
hyperbolic operator P leads to an ordinary differential equation along every 
curve in the complement of the complex bicharacteristic cone of the principal 
symbol of P and the standard analytic continuation for ordinary differential 
equations can be applied. Let us apply (10, VI-16, Theorem] to our situation 
without giving many details. 

Proposition 3.3.4. Assume that a mapping R is analytic in an open subset 
D0 of IR2 and that DR has real distinct eigenvalues in Do. Let D be the corn­
plexification of Do and let ¢ be a solution of (3.3.3). Assume also that the 
ideal J = {Q E ID(D) : Q¢ = 0} generated by equation (3.3.3) 'is holonomic in 
D. Then ¢ is real analytic in D0 and has a holomorphic extension ¢1 along 
each curve ry in D starting in Do. The holomorphic e,Ttension ¢1 also satisfies 
equations Q¢1 = 0 for all Q E J, 

Let us give several corollaries of Theorem 3.2.1 for the real case II(= IR and 
arbitrary k. 

Corollary 3.3.5. (1) Let the determinant of the matrix D 2 ¢(h)lh=ho vanish. 

Assume that R(h1) ➔ Ro as h1 ➔ ho, h1 E DAk). If the determinant of 
the matrix 

( 
af'll;(ho +>..Ro,>..) 

ak[kt/J(ho :+>..Ro,>..) 

818k't/J(ho:+>..Ro,>..)) 

af'lj;(ho +>..Ro,>..) 

does not vanish for some >.. E IRn-k, then there e,Tists a limit 

n-k 
A= _lim L >..zDRz(hj) 

J---+00 
l=l 

and ( -1) is an eigenvalue of the matrix A. 

(3.3.4) 
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(2) If for h E Oh there exists>.. E JE.n-k such that (h, >..) E O and if -1 is 

an eigenvalue of the matrix 'I:,~;} >..1 D Rz ( h), then the determinant of the 
matrix D2 ¢(h) equals zero. 

( 3) If for a global fibration at least one of the matrices D Rj ( h), 1 ::; j ::; n - k, 
has a non-zero real eigenvalue, then the determinant of the matrix D 2 ¢(h) 
equals zero. 

Proof. (1) First we note that for >.. = 0 matrix (3.3.4) is equal to the sin­
gular matrix D 2¢(h0 ) and thus the non-singularity of (3.3.4) implies >.. -::/- 0. 
Differentiating (3.2.2) with respect to h, we get 

( 
af'llJ(h + >..R(h), >..) 

ak81 if;(h; >..R(h), >..) 

818kifJ(h ~ >..R(h), >..) ) x 

aN;(h + >..R(h), >..) 
n-k 

x(Ik + L >..tDRz(h)) = D 2 ¢(h). 
l=l 

(3.3.5) 

The assumption implies then the limit of h + 'I:,~;/ At D Rt (hj) exists and so 

the limit of 'E,~;/ >..1DR1 (hj) exists as well in view of>.. -::/- 0. We also see that 
h + A is singular. This means that -1 is an eigenvalue of A, implying the 
statement. 

(3) Suppose thatµ E lE. is an eigenvalue of DRj(h) for some 1::; j::; n - k 
: DRj(h)v = µv. Differentiating (3.2.2) with respect to h, we get 

n-k 
(a;aji/J(h + >..R(h), >..)\:::i,j:<'.k (h + L >..1DRt(h)) = D2¢(h). 

t=l 

Now we apply both sides to v and take Aj = -µ- 1 and >..1 = 0 for l -::/- j. This 
leads to D 2¢(h)v = 0. The proof of (2) is similar. 

Finally, let us make several remarks for the case k = n - 1. In this case 
there is only one matrix D R1 . If for some h the matrix D R1 ( h) does not have 
any real eigenvalues, then the fibration is extendible globally in >.. E lE. locally 
uniformly in h. 

Corollary 3.3.6. Let k = n-1 and assume that D2 ¢(h)lh=ho is singular. Let 
Ro= limj R(hj) as hj ➔ ho, hj E !J(k)h· Then we have 

( 
af'llJ(h +>..Ro,>..) 

<let : 

on-1811/J(h +>..Ro,>..) 8;,_1 if;(h +>..Ro,>..) 

(3.3.6) 

for all >.. in a neighborhood of zero. Moreover, if there exist the limit A = 
limj DR(hj) then (3.3.6) holds for all l>..I < p(A)-1, where p(A) is the spectral 
radius of A. If the limit limj DR(hj) does not exist, then (3.3.6) holds for all 
>.., for which it is defined. 
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Proof. If equality (3.3.6) does not hold then by the second part of Corollary 
3.3.5 there exists the limit A = limj DR(hj) and -1 is an eigenvalue of the 
matrix >.A. Clearly, this is false for all l>-1 < p(A)- 1 . The last assertion follows 
from (3.3.5), if we use that det(ln-l +µA)-/- 0. 

Note, that >. in Corollary 3.3.6 can be chosen independent of Ro, since 
it is continuous as a function of R0 , which takes its values in the compact 
Grassmannian G1 (en). In the complex notation of Section 2 the statement of 
Corollary 3.3.6 is to say that 

(ho, 0) E D\n(n-l) ⇒ x(ho, 0) n D C D\n(n-l), 

which corresponds to Lemma 2.8.7. 

3.4 Existence of singular fibrations of gradient 
type 

Theorem 2.4.2 and results of Section 2 show that the smallest dimension for 
which a singular fibration can exist for lK = C, is n = 4 with k = 3. Let us 
show that in C4 there is a fibration by lines corresponding to a fibration of 
gradient type for r = V'lj;, and analytic (even polynomial) function 'ljJ. 

Example 3.4.1. Let 

The Hessian of the function 'ljJ has the form 

with k = 3. Moreover, 

26 
26 + 2(1 

-2(4 
46(4 - 26 

rank D2 '1/Jl6=0 = 2, rank D2 '1/Jl~s=6=0 = 2, rank D2 '1/Jl~i=~s=~a=O = 1. 

For 6 -/- 0 the kernel of the matrix D 21jJ(() is one dimensional, 

Therefore, for >. = (4 the fibration, given by the mapping R, has coordinates 
R 1 (h) = t, R2 (h) = 0, R3 (h) = h2 . The function R 1 has a essential singularity 
at h2 = hs = 0 and we have nsing = { 6 = 6 = 0}. 

Example 3.4.2. Functions 
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with k, m 2: 2 lead to fibrations with essential singularities at 6 = 6 = 0. The 
fibers are given by 

and 
R1(h) = m h'{;'-1. 

k hk-1 
2 

Example 3.4.3. Inn-dimensional space~= (x1 , ... , Xn- 3 , y, z, w) define 

n-3 

1/J(~) = y2 LXi + (z -yw)2 • 

i=l 

The level sets of the gradient V'lj; have dimension n - 3, and hence k = 3. One 
can check that dim nsing = n - 2 ( this also follows from dimension estimates of 
Theorem 2.4.2 with k = 3). 

Example 3.4.4. Consider 

2 2 2 'lj;(x, y, z, v, w, s, t) = xy + sv + (z - yw - vt) . 

The maximal rank of the Hessian D 21j; equals k = 5 and its kernel is spanned 
by the vectors 

z - yw - vt z - yw - vt 
(-----, 0, 0, y, 1, 0, 0), (0, 0, 0, v, 0, -----, 1). 

y V 

For y = 0, z - vt = 0 the first vector has an essential singularity, meanwhile 
the second vector is continuous at v -::/- 0. Hence {y = 0, z = vt} c nsing and 
dimnsing = n - 2 by Theorem 2.7.7. 

These examples present singular fibrations for different dimensions of the 
fibers. On the other hand, the dimension of nsing in all examples equals n - 2. 
In examples 3.4.1-3.4.2 it is necessary because for n = 4 Theorem 2.4.3 implies 
k = 3. It follows then by Theorem 2.4.2, (1), that dim nsing = n - 2. In this 
case a stronger Proposition 2.7.17 holds as well. In Examples 3.4.3 and 3.4.4 
with different dimension of the fibers we still have dim nsing = n - 2. However, 
our constructions are based on the same idea for the singularity. It would be 
interesting to investigate whether the condition dim nsing = n - 2 is necessary 
for fibrations of gradient type. 
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Chapter 4 

Further estimates for 
analytic Fourier integral 
operators 

Suppose that manifolds X and Y are real analytic. Suppose also that the 
phase function of a Fourier integral operator is analytic. Such Fourier integral 
operator will be called analytic. Its canonical relation is then an analytic La­
grangian manifold. For such operators the smooth factorization condition can 
be extended to the complex domain. Further analysis of this condition can be 
applied to the LP continuity of operators in !Rn with n :S 4, and in !Rn, with an 
arbitrary n and additional condition rank d7rx x y le :S n + 2. 

4.1 Complexification 

In this section we will briefly describe the complexification of real sets. Since 
the smooth factorization type condition (F) is formulated in terms of a real 
valued phase function, in both settings of real and complex valued phase func­
tions we will need the complexification of real sets. In the complex domain 
results of Chapters 2 and 3 become available. For a real analytic manifold M 
by M we denote its extension to a complex domain ( complexification). Let 
A be a real analytic conic Lagrangian submanifold of T* M\O. By Theorem 
1.1.3 the generating function q> !or a localization A,p of the manifold A is real 

analytic. The comple~ation A of the manifold A in the complexification of 
the cotangent bundle T* lYI is a complex analytic conic Lagrangian submanifold 
of T* M\0. 

Let us first assume that variables { can be taken as local coordinates for A 
in (mo, {0 ) E A. The manifold A in a neighborhood of the point (mo, {0 ) takes 
the form 

m; = H;({), 1 :Si :S dim M, 

101 
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where H; are holomorphic functions, real valued for ~ in the real domain. 
Lagrangian manifold A is involutive and hence the Poisson bracket defines an 
ideal on A, i.e. {J, g} = 0 on A, if f = 0 and g = 0 on A, ( cf. [5, 5.4.6]). In 
particular, 

for all i, _j, and, therefore, 

This means that all mixed derivatives of the form Li Hi([)d[; vanish. It follows 
that it is closed and, therefore, exact. We obtain the existence of a holomorphic 
function H with 8H/8[; = Hi. The manifold A then locally assumes the form 
{(VH([),[)}. The same argument can be applied to A in the real domain to 
show that A is locally parameterized by (V H(~), ~) with the same fun~tion H. 
The same statement is true in the general setting, when variables ~ do not 
define a local coordinate system (see [5, 5.6.4] for the complex case and [11, 
Lemma 3. 7.4] for the real case). 

Let 1r be the standard Rrojection from T* M to M and let 'ir be its com­
plexification from T* M to M. Let A(k) be the open subset of A, on which the 
maximal rank k of the mapping d1rlA is attained. By the implicit function the­
orem the set h(k) = 1r(A(k)) is a smooth analytic k-dimensional submanifold 
of M contained in h = 1r(A). We also have A(k) = N*h(k)_ The complex ex-

tension h(k) of h(k) in M is~mooth analytic manifold of complex dimension 

k. Its conormal bundle N*h(k) is a complex analytic Lagrangian submanifold 

of T* M containing A(k), where we identify T* M and PM. Let A(k) denote a 

complexification of A(k)_ The sets A(k) and N*h(k) are of complex dimension 

n and locally coincide. Therefore, the set N*h(k) is open in A and the level 
sets of 'irlA(kJ are linear subspaces of complex dimension k of cotangent spaces 

of the manifold M. The complement A\A(k) is analytic and nowhere dense. 
Now let us apply the described construction to the product M = X x Y, 

where X and Y are two real analytic manifolds. Let C be a homogeneous 
canonical relation satisfying the local graph condition and let ¢ be its generating 
function as in (1.5.7) and (1.5.8). Then ¢ is real analytic and by¢ we denote 
its compl~x extension. Since the compl~x holomorphic extension is unique, the 
function ¢ is a generating function for C. Reasoning as in Section 1.5.2 we get 
that the level sets (fibers) of the mapping 

(4.1.1) 

are affine subspaces of en of codimension k, for all (y, [) in the open dense 

set where the rank of D~ is maximal, equal to n + k. Thus, we proved the 

following theorem. 
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Theorem 4.1.1. Let X, Y be real analytic manifolds of dimension n and let 
C be a real analytic homogeneous canonical relation from T*Y\0 to T* X\0. 
Let the ma:i;imal rank of d1r xx y I c be equal to n + k. Let rp be a local generating 

function for C, as in ( 1. 5. 7), ( 1. 5. 8). Let X, Y, C, ef> be complex analytic exten­
sions of X, Y, C, rp, respectively. Then the mapping (4- 1.1) satisfies properties 
(fRl), (fR2). 

4.2 Estimates for analytic Fourier integral op­
erators 

Let us introduce the following definitions. 

Definition 4.2.1. A Fourier integral operator with real phase TE It(X, Y; C) 
is called analytic if the sets X, Y, C are real analytic. 

Definition 4.2.2. A Fourier integral operator with complex phase 
T E It(X, Y; C) is called analytic if the sets X, Y are real analytic and if the 
generating phase functions for C are real analytic. 

Note, that we do not require the analyticity of the symbol in the definition 
since we are interested in the properties of operators modulo smooth terms. It 
is also often convenient to assume that the symbol of T is compactly supported. 

Let f : IE. -➔ CC be a real analytic function in a neighborhood of a point 
fo E R It means that in a neighborhood of fo, J(e) equals its Taylor expansion 
I: a;, ... in e11 · · • ef,n . It follows that the series with Re ai, ... in and Im a;, ... in as 
Taylor coefficients are absolutely convergent in a neighborhood of fo as well. 
Therefore, f is real analytic if and only if both Re f and Im f are real analytic. 

Let a Fourier integral operator TE It'(X, Y; C) with real phase and 1/2 S 
p S 1 commute with translations. Here X and Y are open sets in IE.n. In­
variance means that T is a convolution operator with some distribution. The 
theory of such operators as Fourier multipliers is well known but their LP prop­
erties require additional study (cf. [42], [68] and Section 1.5.3). For the case 
p = 1/2 see [20]. 

Let the distribution w be a Lagrangian distribution associated with the 
Lagrangian manifold A C T* (IE.n), obtained from C by fixing any point in 
T*Y. By Theorem 1.1.3 there exists a real valued phase function 'I/; and a 
generating function H such that A is locally equal to A,p with a positively 
homogeneous in e function 

(4.2.1) 

where 

A,p = {(\7H(e),e)}. (4.2.2) 

The Lagrangian distribution w takes the form 
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where a E St. The operator T assumes now the form 

Tu(x) = u * w(x) = J J ei\Ji(x,y,~)a(x - y, Ou(y)dldy 

with phase function 

w(x,y,l) = (x -y,0 - H(O-

We assume that 

rank dnxxYlc::; n + k 

(4.2.3) 

( 4.2.4) 

(4.2.5) 

for some O ::; k ::; n - 1 and that the rank n + k is attained somewhere. 
Condition (3) of Theorem 1.5.2 means that 

rank D 2 H(l) ::; k, (4.2.6) 

for all l E 2. By Theorem 4.1.1 the function H has a holomorphic extension, 
which we also denote by H. Since H is homogeneous of degree one, we can 
single out a conic variable T and write las l = (0, T) E cn-l X <C. For ( E cn-l 

let us define F(() = H((, 1). The homogeneity of H implies H(0, T) = T F(0 /T) 
and 

\leH(0,T) 
07 H(0, T) 
DJ0H(0, T) 
Or \leH(0,T) 
8;H(0, T) 

Writing ( = 0/T, we obtain 

\IF(0/T), 
-(\IF(0/T),0/T) + F(0/T), 
D 2 F(0/T)/T, 
-(D2 F(0 /T), 0 /T) /T, 
(0 /T)T D 2 F(0 /T)(0 /T)/T. 

Therefore, rank D 2 H(0, T) = rank D 2 F(0 /T) and conditions ( 4.2.5) and ( 4.2.6) 
are equivalent to 

rank D 2 F(() ::; k. 

The mapping F is holomorphic in some open subset n of cn-l. The kernels 
of D 2 F are the complements to the conic direction in the kernels of D 2 H. 
Theorem 4.1.1 implies 

Theorem 4.2.3. Let X be an open set in IP?.n and let A be a real analytic conic 
Lagrangian submanifold ofT*X\O. Let H be its generating function, i.e. let A 
be locally of the form (4-2.1), (4-2.2). Let k::; n - 2 be such that 

rank D 2 H < k. 

In a neighborhood of ln = 1 define F by 

F(() = H((, 1). 
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Then F is real analytic and its holomorphic extension we denote by F : n ➔ (C 

as well, where O is an open set in cn- 1 . Then the mapping 

VF : f! C cn-l ➔ cn-l 

satisfies conditions (r Al), (r A2). 

Remark 4.2.4. Note that condition k ::; n - 2 in Theorem 4.2.3 does not 
restrict the generality because for k = n - l the level sets of VF are zero 
dimensional and the smooth factorization condition holds trivially. 

Having established a connection with Chapter 2 we can use its results. We 
will apply Theorem 4.2.3 to the real valued phase function W = Re <I>+ T Im <I>, 
where <I> is a complex valued phase function for an operator TE If (X, Y; C). 
Let T be a translation invariant Fourier integral operator satisfying local graph 
type condition (L) of Section 1.7. Then locally it is of the form (4.2.3) with a 
complex valued phase function 

<I>(x, Y, 0 = (x - Y, e) - K(e), 

where K(e) is a positively homogeneous of degree one function with Im K(e) ::; 
0. Then 

w(x,y,0 = (x -y,e) - H(e), 

with H(e) = Re K(O + T Im K(O. As usual, we denote 

Cw {(x,y,dxw(x,y,e),dyw(x,y,0): d~w(x,y,e) = O} 
{ (y + V ~H(O, Y, e, -e) }. 

(4.2.7) 

If <I> is real analytic, then both w and H are real analytic in ( The es­
timate rank D2 H(e) ::; k applies now to the real phase function from the 
smooth factorization type condition (F) and we have rank d1rxxYlc., = n + 
max~ rank D 2 H(e). As usual, we assume that the canonical relation C satisfies 
conditions of Theorem 1. 7 .1. Therefore, we obtain 

Theorem 4.2.5. Let TE If (X, Y; C) be an analytic Fourier integral operator 
with complex phase commuting with translations. Let <I> be its phase function 
and assume that it satisfies the local graph type condition (L). Assume that 
there e:rists a real T with lrl < 1/,/3, such that for w = Re <I>+ T Im <I> holds 

rank d1rxxYlc.,::; n + k, 

with some O ::; k ::; 2. Letµ ::; -(k + (n - k)(l - p))ll/p - 1/21, 1 < p < oo, 
1/2::; p::; 1. Then T is continuous from L~omp(Y) to Lf0 c(X). 

The statement follows from Theorems 4.2.3, 2.4.3 and Theorem 1.12.1. 

Theorem 4.2.6. Let X, Y be open sets in ffi.n with n :=; 4 and let T E I% (X, Y; C) 
be an analytic Fourier integral operator with comple:r phase commuting with 
translations. Let <I> be its phase function and assume that it satisfies the local 
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graph type condition (L). Assume that there exists a real T with ITI < 1/\/'3, 
such that for '11 = Re <I> + T Im <I> holds 

rank drrxxYlc.,, :Sn+ k 

for some k, 0 :S k :S 3. Letµ :S -(k + (n - k)(l - p))ll/p - 1/21, 1 < p < oo 
and 1/2 :Sp :S 1. Then T is continuous from L~amp(Y) to Lf0 c(X). 

Fork= n - land k = 0 the statement follows from Theorem 1.12.l. Fork= l 
it follows from Theorems 4.2.3 and 4.2.5. The last case n = 4, k = 2 follows 
from Theorems 4.2.3, 2.4.3 and 1.12.l. 

Remark 4.2. 7. The main idea behind the last two theorems is that if X, Y 
are real analytic and if an analytic conic Lagrangian manifold C is associated 
to an operator commuting with translations, and rank d7rxxYlc.,, :S 2, then 
the smooth factorization type condition (F) is satisfied. 

Remark 4.2.8. Let T satisfy conditions of Theorems 4.2.5 and 4.2.6. Then 
it follows from Theorem 1.12.2 that T is continuous from H 1 to L 1 provided 
µ :S -(k + (n - k)(l - p))/2. 

In the case when the phase function <I> is real, Theorems 4.2.5 and 4.2.6 
simplify. Let us formulate them. 

Corollary 4.2.9. Let TE If (X, Y; C) be an analytic Fourier integral operator 
with real phase commuting with translat'ions. Assume that C is a local graph 
and that 

rank d7rxxYlc :Sn+ k, 

with some O :S k :S 2. Letµ :S -(k + (n - k)(l - p))ll/p - 1/21, 1 < p < oo, 
1/2 :Sp :S 1. Then Tis continuous from L~omp(Y) to Lf0 c(X). 

Corollary 4.2.10. Let X, Y be open sets in ]Rn with n :S 4 and let T E 
If(X, Y; C) be an analytic Fourier integral operator with real phase commuting 
with translations. Assume that C is a local graph and that 

rank d7rxxYlc :Sn+ k 

for some k, 0 :S k :S 3. Letµ :S -(k + (n - k)(l - p))ll/p - 1/21, 1 < p < oo, 
and 1/2 :S p :S 1. Then T is continuous from L~omp(Y) to Lf0 c(X). 

Note that these statements are sharp for the order 11 in view of the Section 
1.11. Finally, note that under conditions of Theorems 4.2.5 and 4.2.6 we also 
get LP-Lq continuity as in Proposition 1.12.3, and that this statement is sharp 
for the order µ as well. 
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Applications 

In this chapter we will discuss several applications of the analysis of the pre­
ceding chapters. In Section 5.1 we give a short overview of several applications 
of the regularity theory of Fourier integral operators. Further, we concentrate 
on Cauchy problems for partial differential equations. In Section 5.2 we dis­
cuss the regularity properties of solutions to hyperbolic Cauchy problems for 
operators falling into the class of analytic operators of the previous chapter. 
In particular, this contains the class of operators with coefficients dependent 
on time, but not on other variables. Of course, general estimates follow from 
the corresponding estimates for Fourier integral operators if the solution oper­
ators are written in this form. However, the analysis of ranks of the projection 
1rxxY improve the estimates. In particular, we will give several examples of 
hyperbolic partial differential operators with ranks of d1rxxY restricted to the 
wave front being any number between n and 2n - 1. 

In Section 5.4 we allow phase functions in Fourier integral operators become 
complex. This allows one to deal with partial pseudo-differential operators with 
complex characteristics. The assumption for the theory of Fourier integral 
operators with complex phases to apply is that the characteristics are simple 
and have non-negative imaginary parts. This implies that the imaginary parts 
of complex phase functions of solution operators are nonnegative. From this 
perspective we can apply estimates of Section l. 7 to derive LP estimates for 
the solution of the Cauchy problem for such operators. 

Finally, in Section 5.5 we briefly discuss an application of estimates of Sec­
tion 1.7 to the oblique derivative problem. 

5.1 Introduction 

One of the main applications of the theory of Fourier integral operators is the 
theory of hyperbolic partial differential equations. Let 

m 

P(t,x,8t,8x) = a;n + L,Pj(t,x,8x)8{11 ~j 
j=l 
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be a strictly hyperbolic operator of order m in a set of points (t, x) E JK1+n. 
The hyperbolicity means that the principal symbol p(t, x, T, ;) of the operator 
P (p is polynomial in T or degree m and is often denoted by rJ p) has m distinct 
real roots Tj in T. In this case, the Cauchy problem 

{ Pu(t,x) = 0, 
of v,lt=O = fi(x), 

t f 0, 
o:::;j:::;m-1. 

(5.1.1) 

is well posed, and for small t its solution can be written as a sum of Fourier 
·1 

integral operators Tl : 
m m-1 

u(t,·) =LL T/1!1, 
j=l l=O 

·1 
where each operator Tl depends smoothly on t, is of order -l and depends 
on the root T1(t,x,;). This construction will be described in more detail later. 

Note that operators T;1 satisfy the local graph condition and it follows that for 
small t and 1 < p < oo for the solution u of the Cauchy problem holds u(t, ·) E 
Lfoc' provided that the Cauchy data f1 are in Sobolev spaces ft E (L~v-z)camp, 
where ap = (n - 1)11/p - 1/21. Thus, there is a loss of smoothness by ap 

derivatives in LP spaces. It follows from the stationary phase method (Section 
1.11) that the loss of ap derivatives is sharp in a number of cases. For example, 
it is sharp for equations of the wave type with variable coefficients (when m = 
2). It is also sharp if one imposes an additional condition that for almost all tat 
least one of the roots Tj ( t, x, ;) is elliptic in ;, i.e. Tj ( t, x, ;) f 0 for; f 0 ([62]). 
However, in a number of cases the order ap can be improved. Let k denote the 
minimal integer for whicl1 the ranks of standard projections from the canonical 
relations of operators T/1 to IRn x IRn do not exceed n + k for all j and l. These 
projections are discussed in more detail in Section 1.4. In the present case, 
projection 7rXxY in (1.5.1) satisfies the inequality rank d7rxxYlcit :::; n + k, 

t 

where X and Y are (open subsets of) IRn and cf1 are the canonical relations 
of operators T/1. It terms of phase functions it means that if <1.>1 is the solution 
of the eikonal equation (8/8t)<l>1(t,x,;) = T1(t,x, v'x<l>1) with initial condition 
<1>1(0,x,;) = (x,;), then rank az~<l>1(t,x,0 :::; k for all j,x,f. In this case 
one can show (Section 1.11) that the order ap = kll/p - 1/21 would be sharp, 
i.e. the condition that for some a holds u(t, ·) E Lf0 c for all f1 E (L~_1)camp 
implies a 2: ap = kll/p - 1/21. The converse is known in a number of special 
cases only. For operators with constant coefficients (in particular) the converse 
result is proved in Chapter 5 in the case k :::; 2. The complete picture of the 
LP properties of such operators becomes clear in the 5-dimensional space. For 
3 :::; k :::; n - 2 the sharp LP-estimates are not proved in general. In the case 
k = 0 there is no loss of smoothness for the solutions (in this case the regularity 
properties of solutions are the same as the regularity properties of solutions to 
the elliptic Cauchy problems, ap = 0 and, therefore, k = 0), the principal 
symbol of P has a special form. Its roots Tj are linear in; (cf. Theorem 5.2.4). 

In Section 5.4 we will establish LP estimates for operators with complex 
characteristics. 
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Another important applications of Fourier integral operators are convolu­
tion operators and Radon transforms. Let X and Y be smooth manifolds and 
let S be a smooth submanifold of X x Y. For x E X, let Sx be the set of points 
y E Y such that (x, y) E S. Let r, be a smooth measure on S. It naturally 
induces the measure rYx on Sx. The Radon transform corresponding to Sand 
r, is now defined by 

R.f(x) = { .fdr,x· 
ls, 

It defines an integral operator R : ego (Y) -+ D' ( X). The Schwartz integral 
kernel of the operator R is a Dirac measure supported in S and equal to r, 

there. Because we are interested in local properties, we can assume that the 
set S is compact. Let dim S = dim X + dim Y - d. Locally S is given by d 
equations 

h1(x,y) = ... = h,J(x,y) = 0, 

where functions hj are smooth and their gradients are linearly independent on 
S. In this way, the operator R can be regarded as a Fourier integral operator 
with the phase function 

d 

L 0jhj(X, y). 
j=l 

The canonical relation of R is then equal to the co normal bundle N* S. The 
local graph condition means that dim X = dim Y and that projections 1rx, Jry 

from N* S to T* X and T*Y are locally diffeomorphic. In this case the LP 
estimates of the subsequent sections can be applied. The smooth factorization 
condition is satisfied for N* S because S is a smooth manifold. Therefore, the 
LP estimates follow from the general theory of Fourier integral operators. The 
results depend on the order of the operator R as a Fourier integral operator. 
Let us assume for simplicity that R.f = .f * r,, where the measurer, is supported 
on some (smooth) submanifold ~ of ]Rn. The connection between Rand Fourier 
integral operators is mentioned in more detail in Section 1.5.3. Now, we restrict 
ourselves to some remarks only. The order of R as a Fourier integral operator 
is related to the order of decrease of the Fourier transform cf at infinity. This 
order depends on the curvature of ~- Let ~ be a hypersurface (dim~ = 
n - 1) with non-vanishing Gaussian curvature at all points and let dr, = 'lj;dµ, 
where dµ is induced on S by the Lebesgue measure and 7/; E ego (IE.n). One 
can show that the Fourier transform of the measure r, satisfies the estimate 
18(~)1:::; e1~1-(n-J)/2 . It follows that Risa Fourier integral operator of order 
-(n - 1)/2. There are generalizations of this estimate to (n - d)-dimensional 
manifolds ~ of finite type. Roughly speaking, ~ has type m if the order of 
intersection of ~ with affine hyperplanes does not exceed m. In this case holds 
18(01 :::; e1~1- 1/m_ If the manifold~ is analytic, then, in turn, this estimate 
implies that ~ has type m. Indeed, otherwise 8 would be constant in directions 
orthogonal to the tangent space to ~ at the points of infinite order of tangency. 
The detailed discussion as well as other forms of the Radon transform can be 
found, for example, in [68], [20], [45], [46], [48]. For the failure of the smooth 



110 Chapter 5. Applications 

factorization condition it is necessary (but not sufficient, see Remark 1.5. 7) 
that S is not smooth. In this case there are additional problems in determining 
the order of R as a Fourier integral operator since the estimates of u at infinity 
are more complicated. 

The local graph condition holds in a number of important cases. For exam­
ple, Radon transforms along hypersurfaces in m.n satisfy this condition. It also 
holds for the convolution operators with measures supported on hypersurfaces 
in m.n with non-vanishing Gaussian curvature. As an example, one has solution 
operators to the Cauchy problem for the wave equation (see above), where for 
a fixed t > 0, the manifold Bx consists of points y E m.n with Ix - YI = t. 

Let us remark, finally, that in some applications the canonical relation fails 
to be a local graph. For instance, the local graph condition fails for the Radon 
transforms with d > n/2 (cf., for example, [45]). For submanifolds of codimen­
sion larger than 1 in a general position, the canonical relation C is a Whitney 
fold ([69), [47], [46]). Projections 1rx and 7ry are also singular in applications 
to the diffraction theory ([72], [73]), in the theory of X-ray transforms ([19]), 
and deformation theory ([21), [19]). Singular Radon transforms and Fourier 
integral operators with densities with Calderon-Zygmund type of singularities 
led to the microlocal analysis of the boundedness for the degenerate type of 
Fourier integral operators (see [22), [20], [46]) and references therein). In many 
degenerate cases one looses smoothness of functions even in the L2-case, with 
the loss dependent on the order of degeneracy, which can be expressed in terms 
of the stratification of Lagrangian ( [ 4 7], [ 48]). A similar loss occurs in LP norms 
for the Radon transforms with folding canonical relation and for other types 
of singularities. However, such degenerate cases fall beyond the scope of the 
present monograph. 

5.2 Cauchy problem for a class of strictly hy­
perbolic equations 

Results of the previous chapters can be applied to establish certain LP estimates 
for the fixed time solutions of hyperbolic Cauchy problem. For more detailed 
discussions of the Cauchy problem for hyperbolic partial differential equations 
we refer to [76], [28), [11], [68], [65). The class of operators which we consider 
below contains operators with constant coefficients. Solutions to the Cauchy 
problem for such operators are well known ([43), [29]). Results of this section 
have partially appeared in [53] and examples of operators are discussed in [55]. 

Let the operator 

m 

P(t,8t,8x) =of'+ L,Pi(t,8x)8;,"-i 
j=l 

be strictly hyperbolic and have order m in IR x X, where X is a compact n­
dimensional smooth analytic manifold with n ~ 4. Let p( t, T, ~) be the principal 
symbol of the operator P. Strict hyperbolicity means that the polynomial 
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p(t, T, t) has m real distinct roots in T. The roots Tj (t, t) are real, homogeneous 
of degree one in t and smooth in t. The corresponding Cauchy problem is the 
equation 

{ Pu(t,x)=0, t::/:0, 
o{ult=O = fi(x), 0 :S j :Sm - 1. 

(5.2.1) 

The principal symbol p ( or O' p) of the operator P can be written as a product ' 

m 

p(t,T,t) = Il(T-Tj(t,t)). 
j=l 

For small t a solution to the Cauchy problem (5.2.1) can be obtained in the 
following way. Let <I>j(t,x,t) solve the eikonal equation: 

(5.2.2) 

Under the strict hyperbolicity condition the Cauchy problem (5.2.1) is well 
posed and modulo a smooth term its solution u(t,x) can be obtained as a 
finite sum of elliptic Fourier integral operators, smoothly dependent on t: 

m m-1 

u(t, x) =LL 11 e21ri(<I>;(t,:r,O-(Y,rnai1(t, x, Of1(y)dtdy. 
j=l l=O JRn JRn 

(5.2.3) 

Canonical relations are locally generated by function <I>j from (5.2.2), and sym­
bols ail E s-1 can be found from additional transport equations [15], [11]. Ex­
pression (5.2.3) is smooth in t. Let f be a smooth function on an open set U 
in T* X. Then df is a smooth one-form. A smooth vector field Hf is called the 
Hamiltonian vector field for f if the equality O'(v,H1) = (v,df) = v(f) holds 
for all smooth vector fields v. In local coordinates at ( x, t) E U the vector field 
Hf takes the form 

Hi= n of.!__ of ~­
Lor OX· ox· or j=l J J J J 

For a fixed value oft the canonical relation of the solution operator in (5.2.3) 
has the form 

m 

Ct= LJ{(x,t,y,77): Xt,i(Y,7/) = (x,t)}, 
j=l 

where canonical transformations Xt,j : T* X\O ➔ T* X\O are the flows from 
(y, 77) at t = 0, passing through (x, t) at t, along the Hamiltonian vector field 

H _ ~ ( OTj 8 OTj 8 ) _ ~ OTj 8 
j - L ar ax . - ax -ar - L ar ax -j=l J J J J j=l J J 
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in T* X\O. Regarding t as one of the variables, we can write the canonical 
relation of the operator (5.2.3) as 

m 

C = LJ{(x,(,y,r7,t,T): T = TJ(t,(),Xt,i(Y,TJ) = (x,()}. 
j=l 

Using the representation and the asymptotics of D~E<I>i with respect tot, one 
can show ([62]) that the maximal rank D~E<I>J = 2n - 1 under an additional 
assumption that for all t, except possibly a discrete set in JE., at least one 
of the roots Tj is elliptic. In particular, this assumption holds for the wave 
equation with variable coefficients. In general, if k is the maximal rank of the 
matrices D~E<I>i, it is possible to apply results of Section 4.2 to obtain sharp LP 
estimates for the solutions of the Cauchy problem (5.2.1). Now we formulate 
the properties of solutions with ranks O :S k :S n - l. 

Theorem 5.2.1. Let u(t, .T) solve the Cauchy problem (5.2.1) and let <I>j(t, x, () 
solve the eikonal eqMtion (5.2.2). Let 

32 
k = max rank !':>C2 <I> j ( t, x, () 

x,E,J Ui, 

and let ap = kll/p - 1/21, 1 < p < oo. Let the Cauchy data satisfy iJ E 

L~+ap-j(X). Then u(t, ·) E L~(X). Moreover, if 

32 
k= max rank !':lc2 <I>.i(t,x,() 

x,E,j,tE[-T,T] ui, 

for a fixed O < T < oo, then 

m-1 

llu(t,·)IIL!.: :S Cr L ll!JIIL~+op-j,t E [-T,T]. (5.2.4) 
j=O 

The orders a + ap - j can not be improved. 

Proof. Let us look for the solutions to the eikonal equation (5.2.2) in the form 

Then equations (5.2.2) reduce to a Cauchy problem for ordinary differential 
equations 

(5.2.5) 

with Hj(O, () = 0, where ( is a parameter. Because pis strictly hyperbolic and 
analytic in(, Tj and <I>j must be analytic in ( and smooth in t. The roots Tj 

are homogeneous of degree one in ( and hence functions Hj ( t, 0 are analytic 
and homogeneous of degree one in ( for small t. Estimates (5.2.4) now follow 
from Theorem 4.2.6. The sharpness follows from Theorem 1.11.1. 
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Remark 5.2.2. The statement of Theorem 5.2.1 can be generalized to other 
dimensions n of X. Under an additional assumption that k :S 2, solution u(t, ·) 
belongs to L~ and sharp estimates (5.2.4) are valid. The proof is similar to the 
proof of Theorem 5.2.1 and is based on Theorem 4.2.5. If X is not compact, 
the statement of Theorem 5.2.1 holds in Lfomv 

In other function spaces we have the following statement. 

Theorem 5.2.3. In conditions of Theorem 5.2.1 the following estimates hold. 

(1) Let l < p :Sq :S 2. Then 

m-1 

llu(t, ·)IIL:'. :S Cr L ll!JIIL~+apq-j' t E [-T, Tl, 
j=O 

(5.2.6) 

where apq = I - n/p + (n - k)/q + k/21. The dual estimate holds for 
2 '.Sp '.Sq< oo. 

(2) In Lipschitz spaces Lip('Y) holds 

m-1 

llu(t, ·)II Lip (a) :S Cr L ll!JII Lip (a+k/2-j), t E [-T, T]. 
j=O 

The orders in the above statements can not be improved. 

(5.2.7) 

The estimates follow from corresponding theorems for Fourier integral op­
erators from Section 4.2. The sharpness of the estimates will be considered in 
the following section. 

The best LP regularity properties are exhibited by operators, for which the 
order ap in Theorem 5.2.1 equals zero. In this case the regularity properties of 
solutions are the same as for elliptic Cauchy problems, for which the solutions 
are given by pseudo-differential operators. This has an underlying explanation. 
The condition ap = 0 implies k = 0 and in the next section we will show 
that solution operators can be obtained from pseudo-differential operators by 
a composition with Fourier integral operators induced by smooth coordinate 
changes. 

Theorem 5.2.4. Let n E N, the order m ~ 2, 1 < p < oo and p -::/- 2. 
For the strictly hyperbolic Cauchy problem (5.2.1) the following conditions are 
equivalent: 

(1) There is no loss of smoothness in LP for solutions, i.e. for any Cauchy 
data fJ E L~n-j the solution u(t, ·) of the Cauchy problem (5.2.1) belongs 
to Lfn. 

(2) The dimension n = l and the principal symbol of the operator P has the 
form 

m 

(Jp(t,T,l) = Il(T-Tj(t,t)) (5.2.8) 
.i=l 

where Tj ( t, l) are linear in l E JR:n. 
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diff eomorphisms Oj 

( 5. 2.1) has the form 
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exist pseudo-differential operators Q jl, Sjt E w-1 (Y) and 
X --+ Y such that the solution to the Ca11chy problem 

m-1 m ·m-1 m 

u = L L(u; o Qjt)Jz = L L(Sjl o u1)Jz, (5.2.9) 
l=O j=l l=O .i=l 

where u; are the pullbacks induced by CTJ. Sobolev space estimates (5.2.4) hold 

with °'r = 0. 

For p = 2 condition (2) holds for arbitrary operators P. This is why it is 
necessary to exclude the case p = 2 from the formulation of the theorem. 
Proof of Theorem 5.2.4. Assume that the homogeneous part of the highest 
degree of operator P is as in (5.2.8). We can differentiate equation (5.2.5) 
twice with respect to~ to obtain 8flJtHj(t,~) = 0. Therefore, 8f~Hj(t,~) = 
8f~Hj (0, ~) = 0, and H.i are linear in ~- The rank k in Theorem 5.2.1 is then 
equal to zero, which implies the second part of the theorem, since pseudo-­
differential operators of order -j are continuous from (L~tomp to (L:+i)loc· 

Conversely, let P be as in the second part of the theorem. If T1 in (5.2.3) 
is an operator of order -l, we can apply Theorem 1.11.5 to the operator T = 
T1 o (I - .6.)112 to obtain formula (5.2.9). Moreover, we have k = 0, and hence 
8f~T1(t,~) = -8t8f~Hi(t,~) = 0. Therefore, Tj must be polynomial of degree 
~ 1 in~- In fact, they are linear, since they are also homogeneous of order one. 
The condition that P is strictly hyperbolic implies that real values of linear 
functions Tj (~) are different for ~ =/- 0, which is only possible when n = 1 when 
the order m of the operator is m :::: 2. 

The Sobolev space estimates follow from the continuity of pseudo-differential 
operators of order -j from (L~\omp to (L:+Jtc· 

5.3 Monge-Ampere equation 

Generating functions 1> satisfy the following parametric Monge-Ampere equa­
tion: 

(5.3.1) 

for all (y, ~) E Y x 2. Let us consider an invariant version of equation (5.3.1): 

82¢ 
<let 8~2 (~) = 0, 't/~ E 0, (5.3.2) 

which corresponds to operators commuting with translations. Such equations 
are called the simplest Monge-Ampere equations, cf. [31, 8.2]. Note that if¢ 
is convex, equation (5.3.2) has the unique solution, which is zero. In general, 
the problem 

(5.3.3) 
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almost everywhere in the ball B = { ( E ]Rn : l~I < 1}, n 2': 2, with zero 
boundary conditions on 8B and non-negative function f E C2 (B), has the 
unique solution in B in the class of convex functions. Solution cp belongs to 
C3+°'(B) for all a E (0, 1), provided f > 0 on B. (cf. [31, 8.2.2]). In our case 
we have f = 0. Let cp solve equation (5.3.2). We do not require the convexity 
now. Using Theorems 2.4.2 and 2.4.3 we conclude 

Corollary 5.3.1. Let n be an open set in ]Rn ( or c,n) and let cp(O be an 
analytic solution to the Monge-Ampere equation (5.3.2) in n, such that the 

level sets of 'v cp( () are affine for all ( with the maximal rank * ( () :S 2. 
Then the fibration by the level sets of 'v cp( () allows an analytic extension to n. 

5.4 Cauchy problems with complex character­
istic roots 

In this section we will deal with operators with complex characteristic roots. 
We start with first order operators. Let A= A(x, Dx) be a first order pseudo­
differential operator in the space of half densities on X, Dx = -i8x. Let also 
D 1. = -i8t, First we consider the following Cauchy problem: 

{ Dtv - A(x, Dx)v = 0, 
v(0, x) = f(x). 

(5.4.1) 

If the principal symbol a(x, () of A is real, Cauchy problem (5.4.1) is strictly 
hyperbolic and well posed. As in Section 5.2, in this case, for 1 < p < oo, 
we have the following LP properties for the fixed time solutions of (5.4.1). Let 
f E Lfn-l)ll/p-l/21 (X). Then v(t, ·) E Lf0 c for all sufficiently small values oft 
and the loss (n - 1)11/p - 1/21 is sharp when A is elliptic. 

Now we consider a more general case. We assume that the principal symbol 
a is complex valued, such that 

Im a(x, 0 2': 0, V(x, () E T* X\0. (5.4.2) 

We also assume that A is a first order classical pseudo-differential operator. 
Since we are interested in local estimates, we may as well assume that X is 
compact. A question now is whether there is an operator solution U(t) to 
(5.4.2), that is a continuous linear operator on D'(X; Q112 ) such that in X we 
have 

{ DtU -AU= 0, 
U(0) = I. 

( 5.4.3) 

Such U exists for t 2': 0 and it is unique and smooth in t. The semigroup 
t i-+ U(t) is strongly continuous and U(t) is a bounded linear operator on 
L 2 (X, n1!2 ) (see, for example [74, XI, Theorem 2.1]). Let us briefly describe 
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solutions of (5.4.1) and (5.4.3). Assume for the simplicity now that U(t) acts 
on functions and not on half-densities. We define self-adjoint operators 

The solution F of 

A+= A+A* 
2 

A-A* 
A-= 2i 

{ DtF - A+ F = 0, 
F(O) = I (5.4.4) 

is a unitary Fourier integral operator with real phase. Setting W = e-itA+ U 
we get that W is the solution to 

{ 8tW +BW = 0, 
W(0) = I, 

(5.4.5) 

where B = e-itA+ A-eitA+. By Egorov's theorem the operator Bis in 1Ji1, is 
classical and depends smoothly on t. The principal symbol b(t, x, ~) of B is 
given by 

b(t,x,~) = a-(e-tHa+(x,~)), 

where e-tHa+ is the Hamiltonian flow of -a+. Assumption (5.4.2) implies that 
b(t, x, ~) ~ 0 for all t and for all (x, ~) E T* X\0. Now, according to [74, XI], 
the operator W ( t) has the kernel 

(5.4.6) 

where the amplitude k is a classical symbol of order zero, and the phase function 
<I> is an "approximate" solution of the eikonal equation 

(5.4.7) 

Note, that one of the main difficulties here is that the solution <I> of (5.4.7) 
is, in general, complex valued, and it enters the equation as a variable in b 
as well, which is originally defined for real x and ~ only. One overcomes this 
by considering almost analytic extension b of b, this is why <I> solves ( 5.4. 7) 
only approximately. However, one can control the error Ot<P - ib(t,x, v'x<I>) 
by arbitrary powers of Im <I>. More precisely, let a+ be an almost analytic 
extension of a+ and let b = a- o e-tH0 +, where e-tH0 + is the Hamiltonian flow 
of the ext_£nsion -a+. Then for small t ~ 0, microlocally, the Hamiltonian 
flow of -ib defines a positive conic almost Lagrangian manifold. The equiva­
lence class of these manifolds microlocally yields a positive canonical relation 
CI C (T* X\O) x (T* X\O). The operator W(t) is attached to c:. The oper­
ator U(t) is then attached to the positive canonical relation Ct = ct o c:, 
where Ct is the canonical relation of the Fourier integral operator (with real 
phase) e;tA+. One has the usual property that eitA propagates singularities 
only along bicharacteristics of -a originating at t = 0. For the details of these 
constructions we refer to [74]. Note, that (5.4.7) implies that our assumption 
(1.7.2) holds with T = i and we can apply Theorem 1.7.1. It also follows that 
Im <I> ~ 0 because b ~ 0. Thus, we obtain 
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Theorem 5.4.1. Let l < p < oo, a E JR, and let f E L~+(n-l)ll/p-l/ZI be 
compactly supported. Then for a fixed t the solution v of the Cauchy problem 
{5.4.1) satisfies v(t, ·) E (L~)!oc· 

According to Corollary 1.10.1 we get corresponding estimates in other func­
tion spaces. 

Let us now briefly explain how we can choose a complex valued phase func­
tion for U(t) globally. The possibility of a global phase function is shown in 
[33]. Let us now concentrate on the case when a is imaginary and elliptic. 
Let CJA(x,O = -ia(x,~), so that CJ A is real and positive. Let u(t,x,y) be the 
fundamental solution for (5.4.1), namely let it solve the equation 

{ Dtu - A(x, Dx)u = 0, 
u(0, x, y) = b(x - y). 

(5.4.8) 

Let xt(Y,TJ),e(Y,TJ) be the Hamiltonian trajectory in T*X\0 generated by CJA 
with initial data (y, TJ). Let 

A= {(t, T), (x, ~), (y, -TJ): T = -CJA(Y, TJ),x = xt(y, TJ), ~ = ~t(y, TJ)} 

beasubsetofT*JRx(T*X\0)x(T*X\0). Let¢(t;x;y,r7) E C00 (JRxXxT*X\0) 
be complex valued with Im¢ ~ 0 and homogeneous of degree 1 in rJ. Let F 
be the class of such functions satisfying conditions 

(i) </>(t;xt(Y,TJ);y,TJ) =0; 

(ii) </>~(t;x1(y,TJ);y,TJ) = ~t(Y,TJ); 

(iii) det ¢~1/t; xt(y, TJ); y, TJ) -::j:. 0. 

By Lemma 3.1 in [33] any function ¢ E F gives a global parameterization of 
A. Then by Theorem 4.1 in [33] the solution 'U of (5.4.8) is given by a single 
integral 

u(t, x, y) = J ei¢(t;x;y,r,)q(t; y, r7)d¢(t; x; y, TJ)dTJ, (5.4.9) 

with any ¢ E F and with amplitude q of order zero. Here d¢ E C 00 (JR x X x 
T* X\0) is a 1/2-density in x, -1/2-density in y, homogeneous of degree 0 in 
r7. For x close to xt, it is defined by 

d¢(t; x; y, TJ) = exp ( ~ arg det 2 ¢~,,,(t; x; y, TJ)) I det </>~,,,(t; x; y, TJ)l 1 / 2 . 

It follows that v(t, x) = (u(t, x, ·), j) is a solution to (5.4.1) and it is given by 
a zero order Fourier integral operator of positive type with kernel (5.4.9). 

In analogy to the real case, we also get LP estimates for higher order equa­
tions. Let P be a differential-pseudo-differential operator on [0, T] x X of order 
m of the form 

m 

P =Dr;'+ LPj(t)D;n-j, (5.4.10) 
j=l 
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where X is a smooth manifold of dimension n, and for every 1 :S j :S m, 
Pj ( t) is a classical pseudo-differential operator of order j on X, depending 
smoothly on t. The principal symbol Pi (t, x, l) of Pj (t) is a smooth function in 
(0, T] x (T* X\0), complex valued, positive homogeneous of degree j in l- The 
principal symbol p( t, T, x, 0 of P is given by 

m 

P =Tm+ L,Pi(t,x,l)Tm-j_ 
j=l 

(5.4.11) 

Following [74, X], we make the following assumptions on P. First, we assume 
that P has simple characteristics. This means that for any (x0 , l0 ) E T* X\0 
and any t0 E [O, T] the roots of the polynomial p(t0, T, x0, l 0 ) in Tare distinct. 
Let Tj denote these roots. By the implicit function theorem it follows that 
functions 7.i in the set (0, T] x (T* X\0) are complex valued, smooth, and pos­
itive homogeneous of degree one in f The principal symbol p of P can be 
decomposed in the product 

m 

p(t, T, x, l) = II (T - Tj(t, x, l)). 
j=l 

Our second assumption is that Im Tj 2: 0 in [0, T] x (T* X\0). We consider the 
following Cauchy problem for P: 

{ Pv = 0, t E [0, Tl, 
oiv(0, x) = f1(x), 0 :S l :Sm - 1. 

(5.4.12) 

The assumption that the characteristics of P are simple implies that P can be 
factored into 

P = Lm···L1 +R, 

where R is a regularising operator in X, dependent smoothly on t, and Lj = 
Dt - (Tj)ap(t), where each (Tj)ap(t) is a classical pseudo-differential operator of 
order one with principal symbol Tj, dependent smoothly on t. It follows from 
[74] that the Cauchy problem (5.4.12) is well posed and its solution is given 
by a composition of solution operators for problem (5.4.1) with A = h)ap, 
which is a Cauchy problem for operator Lj. According to the above discussion 
and the composition formula for Fourier integral operators with complex phase 
functions, we obtain 

Theorem 5.4.2. Let P be a classical pseudo-differential operator of order m 
of the form ( 5.4- 10). Assume that P has simple characteristics Tj, which satisfy 

in [0, T] x (T* X\0). Let 1 < p < oo, a E !ff., and let ap = (n- l)ll/p-1/21. Let 
functions ft E L:+ap _1 be compactly supported for all 1, 0 :S l :S m -1. Then for 

a fixed t the solution v of the Cauchy problem (5.4- 12) satisfies v( t, ·) E (L~)toc · 
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The orders ap are in general sharp, because in the case of strictly hyperbolic 
equations with Im Tj = 0, they can be shown to be optimal by application of 
the stationary phase method (see Section 1.11), under the condition that the 
projection from Ct (which is the canonical relation of the solution operator 
U(t) of (5.4.3)) to the base space equals 2n -1 for at least one of the problems 
(5.4.3) with A= (Tj)op· 

According to Corollary 1.10.1 and Theorem 1.10.2 we get corresponding 
estimates in other function spaces. 

Theorem 5.4.3. Let P be as in Theorem 5.4.2. Let 1 < p :S q :S 2 or 2 :S 
p :Sq< oo. Let apq = 11/q - n/p + (n - 1)/21. Then for compactly supported 
Cauchy data ft E L:+a -l' 0 :S l :Sm - 1, the fi.'Eed time solution v(t, ·) of the 

pq 

Cauchy problem (5.4-12) satisfies v(t, ·) E (L~)toc· 

According to Theorem 1.12.1 and Proposition 1.12.3 with the 
smooth factorization type condition (F), we get 

Corollary 5.4.4. Let P be a classical pseudo-differential operator of order m 
of the form (5.4- 10). Assume that P has simple characteristics Tj, which satisfy 

Im Tj(t, x, l) 2': 0 

in [O, T] x (T* X\O). Assume that the smooth factorization type condition (F) 
is satisfied for the solution operators for the Cauchy problem (5.4.12), with 
some k :S n - l. Let 1 < p :S q :S 2 or 2 :S p :S q < oo. Let apq = l(n -
k)/q - n/p + k/21. Then for compactly supported Cauchy data f1 E LP+ -t' 

a Ctpq 

0 :S l :S m - 1, the fixed time solution v(t, ·) of the Cauchy problem (5.4-12) 
satisfies v(t, ·) E (L~)zoc· 

If we now use Theorem 4.2.6 and the fact that for k :S 2 the condition (F) 
is always satisfied, we automatically get a result in JR.l+n, for n :S 4. 

Corollary 5.4.5. Let P be a classical pseudo-different'ial operator with ana­
lytic (in l) symbol of order m of the form (5.4.10) in JR.l+n, n :S 4. Assume that 
the coefficients Pj of P may depend on t, but not on other variables. Assume 
that P has simple characteristics Tj, which satisfy 

in [O, T] x (T* X\O). Assume that condition for the ranks of the projections 
for the solution operators for the Cauchy problem (5.4.12) satisfy the rank 
condition of Theorem 4- 2. 6 (then automatically O :S k :S 3). Let 1 < p :S q :S 2 
or 2 :Sp :S q < oo. Let apq = l(n - k)/q - n/p + k/21. Then for compactly 
supported Cauchy data ft E L:+°'vq-l, 0 :S l :S m - 1, the fixed time solution 

v(t, ·) of the Cauchy problem (5.4.12) satisfies v(t, ·) E (L~)zoc· 
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5.5 A parametrix for a first order con1plex par­
tial differential operator 

In this section we consider the parametrix construction for an operator which 
appears naturally in the study of the oblique derivative problem (see [38]). 
Following their notation, let X be a compact smooth n dimensional manifold 
and let r be a smooth closed hypersurface. We assume that X\f is the union 
of two open disjoint sets X + and X _, having r as their common boundary. Let 
Sr;' be the set of classical symbols of order m, which means that it is a subset 
of SI','0 containing symbols a for which locally in every open conic V, we have 
a convergent asymptotic series 

00 

a(x, 0) ~ L>m-j(X, 0), 
j=O 

where each am-j is positively homogeneous of degree m - j in 0. 
Let PE w~(X) be of the form 

P(x, Dx) = m(x, Dx) + iQ(x, Dx), (5.5.1) 

where m(x, Ox) is a real vector field on X and Q E w~ (X) has a real principal 
symbol q. We also assume that q is of constant sign in X+ and X_, namely 

q(x, l) :::; 0 for x EX+, q(x, l) ::::: 0 for x EX_. (5.5.2) 

Let 
K = {x EX: q(x,l) = 0 for some l =f. O}. 

In particular, r c K, since q(x, l) = 0 for all x E r. Following Section 4 in 
[38], we assume that 

(i) mis non-vanishing on K; 

(ii) No maximal integral curve of mis entirely contained in K. 

(iii) mis transversal tor and points into X+· 

Properties of a parametrix for P have been studie~ many authors (see [36], 

and references in [38]). Let Aa C (T* X\O) x (T*Y\O) be a smooth family of 
strictly positive Lagrangian manifolds parameterized by a E S* X, constructed 
in [38, p. 371]. Let 7ra E J~-l/2(X x X,Aa) be a smooth family, satisfying 

( 1rada = I. 
ls•x 

This family uniquely defines the smooth family exp(-itP) o 7ra E J~-l/2(X x 
X,Aa,t), where (a,t) E (S*X+ x ll4) U (S*X_ x llL), Aa,t = exp(tHp)(Aa), 
and tr+ exp(tHp)(a) is the longest real bicharacteristic strip passing through 
a. The existence of such 1r a and exp( -itP) o 1r" is shown in Section 2 and 
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Section 4 of [38], respectively, and we may assume that exp( --itP) o 1r"' = 0 for 
large t. Let 

and let 

1+= 10 E = i exp(-itP) o 1r+dt - i exp(-itP) o 1r_dt. 
0 -= 

(5.5.3) 

Note that the operators under the integral signs are complex Fourier integral 
operators in X+ and X_. It is not difficult to see that outside the characteristics 
of P, the unique microlocal parametrix p- 1 E \JJ- 1 (X) exists and it is equal 
to E. It is shown in [38, p.375] that Eis a right parametrix for P, Po E = I 
and E o P = I - F+, where F+ is a positive Fourier integral operator of order 
zero. It is shown in [38] that Eis continuous from (L;)comp(X±) to L;(X) and 
from L;(X) to L;(X) for alls. The main difficulty with the second assertion 
is that the operators exp( -itP) o 1r ± are Fourier integral operators of order 0 
in X and in the neighborhood of r one need to establish additional estimates. 
We extend these result to the LP case: 

Theorem 5.5.1. The following holds: 

(i) Eis continuous from (L~+(n-l)ll/p-l/Zl)comp(X±) to L~(X) for all a E 
IR, 1 < p < oo. 

(ii) E is continuous from L;+n(l/Z-l/q) (X) to L~ (X) for all a E IR, p 2: 2. 

Proof. (i) According to the argument of Lemma 5.6 in [38], the restriction of 
exp( -itP) o 1r + to [' (X+) is a Fourier integral operator of order O with classical 
symbol, associated to a complex canonical transformation when t 2: 0. Then 
exp(-itP) o 7r+ is continuous from (L~+(n-l)/ll/p-l/Zl)comp(X+) to L~(X) by 
Corollary 1.10.1, (i). Since exp(-itP) o 1r+ vanishes for large t, the continuity 
is uniform with respect to t 2: 0. On X+ the operator E equals to the first 
term in (5.5.3), which implies the statement on X+. The same argument for 
X_ implies (i). 

(ii) For E > 0 and for any u E D'(X), the singular support of exp(-iEP)o1r+u 
is contained in a fixed compact subset of X+. It follows that for t > E > 0 we 
have a decomposition 

exp(-itP) o 1r+ = (exp(-i(t - E)P) o 1r+) o (exp(-iEP) o 1r+)- (5.5.4) 

The argument of Proposition 5.9 in [38] shows that we have a uniform continuity 
from L;(X) to L;(X) of exp(-iEP) o 1r+ for all O < E < Eo. Thus, for a given 
t > 0 we take O < E < min{t,Eo}, and then decomposition (5.5.4) and Corollary 
1.10.1, (iii), imply that exp(-itP) o 7r+ is continuous from L;+n(l/Z-l/qi(X) 

to L~(X), since exp(-i(t - E)P) o 1r+ is continuous from L;+n(l/Z-l/q) (X) to 

L;+n(l/Z-l/q) (X+)- The proof is complete. 
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Summary 

The main subject of the present monograph is the regularity theory of Fourier 
integral operators with real and complex phases and related questions of the 
singularity theory of affine fibrations. These operators appear naturally in 
many areas of mathematics and one if often led to study their properties in 
various function spaces. It turns out that these properties depend on the ge­
ometric theory of Fourier integral operators. The main geometric invariant 
for a family of Fourier integral operators parameterized by its symbols is its 
wave front, which is a Lagrangian submanifold in the cotangent bundle of the 
base space. Geometry and singularities of this wave front are reflected in the 
boundedness properties of operators in LP-spaces. 

In general, LP-spaces provide a convenient scale for the regularity theory. 
Properties in other spaces normally follow from LP estimates by standard meth­
ods. The simplest case is the one of L2-spaces when the boundedness of oper­
ators relates to the energy conservation law for hyperbolic equations. 

One of the aspects of the current work is that we deal with operators with 
complex phase functions. The theory of such operators is well developed but 
their regularity has not been much studied. In a way, the use of complex 
phases provides a more natural approach to Fourier integral operators. In 
complex valued terms the geometric obstructions of the global theory with 
the real phase can be avoided and it is a remarkable fact that every Fourier 
integral operator with a real phase can be globally parameterized by a single 
complex phase. The sharp orders for Fourier integral operators with real phase 
to be bounded in LP, are known for operators satisfying the so-called smooth 
factorization condition. In this monograph we extend this to the complex phase 
and extend existing results to the complex setting. Further this condition is 
analyzed in both real and complex settings. 

A part of the book is devoted to the singularity theory of affine fibrations. 
Conditions for the continuity of Fourier integral operators are related to the 
singularities of affine fibrations in (subsets of) <C11 , defined by the kernels of 
matrix valued functions. Singularities of such fibrations are analyzed in the 
general case. Fourier integral operators lead to fibrations, given by the kernels 
of the Hessian of a phase function of the operator. 

Based on the analysis of singularities for operators, commuting with trans­
lations, in a number of cases the factorization condition is shown to be satisfied, 
which leads to LP estimates for operators. In the other cases, the failure of the 
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factorization condition is exhibited by a number of examples. 
Results are applied to derive LP estimates for solutions of the Cauchy prob­

lem for hyperbolic partial differential operators. The use of the complex phase 
allows to treat several new examples, such as non-hyperbolic Cauchy problems 
for pseudo-differential equations and the oblique derivative problem. 

The background information on Fourier integral operators with real and 
complex phases as well as the singularity theory of affine fibrations and relevant 
methods of complex analytic geometry is provided in the book. 
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