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Chapter 1

Introduction

This book studies, from a mathematical point of view, a number of transformations that map functions \( f \in L^2(\mathbb{R}) \), i.e., square integrable functions on \( \mathbb{R} \), to functions \( \hat{f} \in L^2(\mathbb{R}^2) \). In particular we study transformations that are related to the Fourier transform in the following sense.

The Fourier transform maps a function \( f \) to a function \( \hat{f} \). For a function of time (a signal), \( \hat{f} \) represents the intensity of the fluctuations (frequencies) in the signal \( f \). Analysing a signal in this way is called spectral analysis. Besides the representation in time \( f \) and the representation in frequency \( \hat{f} \), there exists transformations \( f \mapsto \hat{f} \) to represent a signal both in time and in frequency. Some of these transformations are discussed extensively in this book, namely the windowed Fourier transform, the Wigner distribution, the Rihaczek distribution, the fractional Fourier transform and the wavelet transform. In this introduction we will briefly introduce these transformations.

This introduction also considers applications of the wavelet transform in the field of signal and image processing. We show, that the wavelet transform can be a very useful tool for denoising algorithms, data compression techniques, and numerical analysis.

Finally, this introductory chapter summarizes the contents of this book.

1.1 Time-Frequency Methods

In 1822 Fourier published his famous work *Theorie analytique de la Chaleur*, see [31] for an English translation. In this work he stated that a periodic function \( f \) could be expressed as the sum of trigonometric functions

\[
f(x) = a_0 + \sum_{k=1}^{\infty} (a_k \cos(k\omega_0 x) + b_k \sin(k\omega_0 x)),
\]  

(1.1)
for some $a_0, a_k, b_k \in \mathbb{R}$. Here $\omega_0 = 2\pi / T$, with $T$ the period of $f$. The series in (1.1) is called the Fourier series of $f$. In the literature the Fourier series of $f$ is mostly given by

$$f(x) = \sum_{k \in \mathbb{Z}} c_k e^{ik\omega_0 x}. \tag{1.2}$$

Not only periodic functions can be expressed in terms of their Fourier series. Also compactly supported functions can be written in this way. To do this, we extend such a function $f$ to a periodic function and compute its Fourier series. This Fourier series, regarded on the support of $f$, is then said to be the Fourier series of $f$.

Fourier’s idea was that also a discontinuous function $f$ could be expressed in this way, namely as the sum of continuous function. Later, Dirichlet formulated necessary and sufficient conditions such that (1.1) holds pointwise. In Figure 1.1, an example of a discontinuous function and its Fourier series is depicted. As an example we have taken

$$f(x) = \begin{cases} \frac{\pi}{2} - x, & x \in (0, 2\pi), \\ 0, & x = 0, \end{cases}$$

and with $f(x + 2\pi) = f(x)$, for all $x \in \mathbb{R}$. Its Fourier series is given by

$$f(x) = \sum_{k=1}^{\infty} \frac{\sin(kx)}{k}.$$

We observe, that the coefficients $a_k$ in (1.1) all vanish in this example, since $f$ is an odd function. A good approximation of $f$ is already established by a partial sum

$$S_N = \sum_{k=1}^{N} \frac{\sin(kx)}{k},$$
with $N > 0$ relatively small. In fact, Figure 1.1 shows $f$ and its approximation by
means of the partial sum $S_N$.

Analysing signals by means of Fourier series, called spectral analysis, is nowadays
a standard technique to obtain additional information of a signal. However, in our era,
signals we want to analyse are often not continuous in time. These discrete-time
signals are mostly the result of a sampling procedure built into the measurement
equipment, that measures an incoming physical signal. To deal with these signals, we can
use the discrete Fourier transform (DFT) instead of the Fourier series. The DFT is
given by a discretisation (1.2). Particularly, if the signal has been measured during a
finite time interval, the number of samples of such a signal is finite and its DFT simplifies
to a polynomial on the unit circle.

In this particular case, the DFT can be computed in a fast way by means of the
butterfly algorithm, see [19]. This algorithm arranges the Fourier coefficients in such a
way, that they can be computed recursively. The complexity of this algorithm is given by
$O(N \log N)$, with $N$ the number of samples in the signal. Computing the DFT
in this manner is called the fast Fourier transform (FFT). The existence of such a fast
algorithm is an important reason why Fourier analysis has become a standard tool in
signal analysis.

For non-periodic functions the Fourier transform provides a tool for spectral analysis.
This transform is given by

$$ f \mapsto \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(x) e^{-ix} \, dx. $$

The Fourier transform $\hat{f}$ of $f$ can be considered initially for functions that belong to
a class of rapidly decreasing functions, called the Schwartz class $S(\mathbb{R})$, see [89, 90].
Each function $f \in S(\mathbb{R})$ can also be recovered from its Fourier transform $\hat{f}$. This
means that the Fourier transform indeed offers an alternative way for representing a
function $f \in S(\mathbb{R})$. The Fourier transform can be extended to functions in $L^1(\mathbb{R})$,
i.e., absolutely integrable functions on $\mathbb{R}$, or functions in $L^2(\mathbb{R})$. A unique recon-
struction of the original function in $L^1(\mathbb{R})$ or $L^2(\mathbb{R})$ from its Fourier transform is
also possible.

After taking the Fourier transform of $f$, the value $\hat{f}(\omega_0)$ represents the complex-valued
amplitude by which a frequency $\omega_0$ appears in the signal $f$. However, we cannot read
off from $f(\omega_0)$ at which time intervals the frequency $\omega_0$ appears in $f$. So, $\hat{f}$ is not
localized both in time and in frequency.

For localizing a signal simultaneously in time and frequency we can use transforms
$f \mapsto \hat{f}$, with $f \in L^2(\mathbb{R})$ and $\hat{f} \in L^2(\mathbb{R}^2)$, representing the signal both in time and
in frequency. However, although such a transform can improve localization compared
to the Fourier transform, we are not able to localize time and frequency arbitrarily well. The limitations on simultaneous time-frequency analysis are given by the time-frequency equivalent of Heisenberg’s uncertainty relation

$$\int_{\mathbb{R}} x^2 |f(x)|^2 \, dx \cdot \int_{\mathbb{R}} \omega^2 |\hat{f}(\omega)|^2 \, d\omega \geq \|f\|^2 \frac{4}{\pi}.$$  \hfill (1.3)

Equality in (1.3) is established for all canonical states and squeezed states. Originally Heisenberg presented relation (1.3) in quantum mechanics as a relation between the standard deviation of position and the standard deviation of momentum. In his famous paper [34], Gabor translated this relation in terms of time-frequency analysis.

A natural starting point for an overview of time-frequency transformations is the windowed Fourier transform (WFT). The idea of the WFT is to multiply a signal $f$ by a window function $h$ and then to take the Fourier transform of the product function. By translating such a well localized window $h$ along the signal, the WFT is able to analyse the frequency behavior of $f$ during the time interval for which $h$ is localized. Translated into a representation formula the WFT reads

$$\mathcal{F}_h[f](x, \omega) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(y) \overline{h(y - x)} e^{-i\omega y} \, dy.$$  \hfill (1.4)

Since $\mathcal{F}_h[f]$ can assume complex values, mostly the spectrogram of a signal is used to analyse the signal’s behavior in time and frequency. The spectrogram of $f$ is given by $|\mathcal{F}_h[f](x, \omega)|^2$.

It follows from (1.4), that $h(x)$ should be more or less concentrated around $x = 0$. Furthermore, the behavior of $\mathcal{F}_h[f]$ in both time and frequency is strongly influenced by the window function $h$. This suggests that we have to deal with the problem of finding a window function $h$, that is both well localized and for which $\mathcal{F}_h[f]$ is a good reproduction of the time-frequency behavior of $f$.

Since no information of a signal $f$ is thrown away by representing it by means of the WFT, $f$ can also be reconstructed from $\mathcal{F}_h$. We observe, that $f(x_0)$ contributes to $\mathcal{F}_h(x, \omega)$, for all $x \in \mathbb{R}$, for which

$$f(x_0) \overline{h(x_0 - x)} \neq 0.$$  

Consequently, $f$ is represented redundantly by $\mathcal{F}_h$, which means that no unique reconstruction formula exists to recover $f$ from its WFT, like we have for the Fourier transform.

A window function, that is optimal in the sense, that it gives the best localization of the WFT in time and frequency will strongly depend on the signal $f$. In 1946, Gabor suggested in his paper [34] to use a window function, that is optimal in the sense that
Figure 1.2: Time-frequency representations of a quadratic chirp: fig. a) the original signal, fig. b, c, d) its time-frequency representation by means of the WFT, the Wigner distribution and the Rihaczek distribution respectively.
equality in the Heisenberg relation is established. Such a window function is given by
\[ h_\sigma(x) = (\pi \sigma^2)^{-1/4}e^{-x^2/2\sigma^2}, \]
where \( \sigma > 0 \). The constant \((\pi \sigma^2)^{-1/4}\) is chosen such that \( \|h_\sigma\|_2 = 1 \) for all \( \sigma > 0 \).

The WFT that corresponds to this choice for \( h \) is given by the Gabor transform
\[ \mathcal{G}_\sigma[f](x, \omega) = (2\pi)^{-3/4}\sigma^{-1/2} \int_{\mathbb{R}} f(y)e^{-(y-x)^2/2\sigma^2}e^{-iy\omega} dy. \]  \( \quad \) (1.5)

In Figure 1.2.b, the spectrogram of the function \( \sin(\pi x^2) \) is depicted. In this picture, the dark grey values indicated high amplitudes of the spectrogram at that particular time-frequency point. The function itself is depicted in Figure 1.2.a. For the spectrogram a Gaussian function is used. Obviously, the spectrogram provides information about the signal’s behavior both in time and localization. However, energy is spread instead of being perfectly localized.

Choosing an appropriate window is not the only difficulty we have to deal with, when we use the WFT to analyse a signal. An other problem is to choose the ‘width’ of the window, i.e., its support for compactly supported windows or the parameter \( \sigma \) for the Gaussian function \( h_\sigma \). If the signal \( f \) contains a frequency component with in a very small time interval, the chosen window width can be too large to detect the localization of such a component with high precision. On the other hand, if the window ‘width’ is chosen too small, the WFT will not detect very low frequency components in \( f \).

A time-frequency representation that only takes the behavior of the signal itself into account is the Wigner distribution
\[ \mathcal{W}[f](x, \omega) = \frac{1}{2\pi} \int_{\mathbb{R}} f(x + t/2)f(x - t/2)e^{-it\omega} dt. \]  \( \quad \) (1.6)

This representation was already introduced in 1932 by Wigner in his paper [104]. He presented this representation in the field of quantum mechanics. In 1948, Ville introduced the representation in the fields of signal analysis in [99]. Therefore, this representation is also known in the literature as the Wigner-Ville distribution. A comprehensive approach of the Wigner distribution as a tool for time-frequency analysis is provided by a paper by Claassen and Mecklenbräuker [15].

We observe, that the Wigner distribution is in fact the Fourier transform of the auto-correlation function \( R_{f,x} \), given by
\[ R_{f,x}(t) = f(x + t/2)f(x - t/2)/\sqrt{2\pi}. \]

This means that the Fourier transform is taken of the product of a signal with a translated version of itself. Consequently, the Wigner distribution is non-linear and it also
represents a signal redundantly in time and frequency. Therefore, a signal can be re-
constructed from its Wigner distribution, but this cannot be done in a unique way.

The quadratic character of the Wigner distribution is a problem when analysing a sum of signals. Then interference of the two signals appears in the time-frequency analysis. As a result of this interference it can happen that \( \mathcal{W}[f](x, \omega) \neq 0 \), while \( f(x) = 0 \) for a fixed \( x \in \mathbb{R} \). This is the case if \( f(x) = 0 \) for \( x \) in a finite interval.

In Figure 1.2.c, the Wigner distribution of the function \( \sin(\pi x^2) \) is depicted. We observe, that this function behaves linearly in the Wigner plane. Since we only computed the Wigner distribution for a finite part of the signal, the edges of this time interval cause distortions, that are visualized between the two lines.

In [17], Leon Cohen presented a general class of time-frequency transformations. A general formula for the transformations in his class is given by

\[
\hat{f}(x, \omega) = \frac{1}{4\pi^2} \int_{\mathbb{R}^3} f(u + t/2) \overline{f(u - t/2)} \phi(v, t) e^{-i(xv + \omega t - uv)} \, du \, dv. \quad (1.7)
\]

Starting from this representation formula, all known time-frequency distributions can be derived by choosing an appropriate kernel function \( \phi \). In his paper, Cohen also showed that properties of the time-frequency representations are reflected by relatively simple constraints on the kernel function \( \phi \).

Relation (1.7) turns into the Wigner distribution for \( \phi = 1 \) and it turns into the spec-
trogram for

\[
\phi(v, t) = \int_{\mathbb{R}} h(u + t/2) \overline{h(u - t/2)} e^{-iuv} \, du.
\]

In both cases, Fourier integrals have to be computed for obtaining the Wigner distribution and the spectrogram from (1.7). A third time-frequency representation, that will be used in the sequel of this book, is the Rihaczeck distribution. This representation is given by

\[
\mathcal{R}[f](x, \omega) = f(x) \overline{f(\omega)} e^{-i\omega x} / \sqrt{2\pi}. \quad (1.8)
\]

It can be obtained from (1.7) by taking \( \phi(v, t) = e^{i\omega t/2} \). For a comprehensive list of time-frequency distributions and its corresponding kernel functions, we refer to [18]. In Figure 1.2.d, the Rihaczek distribution of the function \( \sin(\pi x^2) \) is depicted. We observe, that for this particular signal the localization in the phase plane is poor.

A representation of a signal in a domain other than the time or frequency domain is given by the fractional Fourier transform (FRFT). This transform is given by

\[
\mathcal{F}_\alpha[f](x) = \frac{C_\alpha}{\sqrt{2\pi \sin \alpha}} \int_{\mathbb{R}} f(u) e^{i((u^2 + x^2) \cdot \text{(cot} \alpha)/2 - ux \csc \alpha)} \, du, \quad (1.9)
\]
Figure 1.3: The fractional Fourier transform of a quadratic chirp in the Wigner plane: fig. a) $\alpha = 0$, b) $\alpha = \pi/8$, c) $\alpha = \pi/4$ and d) $\alpha = 3\pi/8$. 
for some parameter $\alpha \in \mathbb{R}$ and a constant $C_\alpha$. This transform was introduced by Namias in 1980. He defined this transform as a fractional power of the Fourier transform,

$$\mathcal{F}_\alpha = \mathcal{F}^\alpha,$$

(1.10)

where $\mathcal{F}$ denotes the Fourier transform. Namias derived formula (1.9) starting from his definition (1.10) and using generating functions for Hermite functions, which are eigenfunctions of the Fourier transform. In 1987 Kerr and McBride provided a rigorous mathematical framework for the fractional Fourier transform on $L^2(\mathbb{R})$, see [53, 61].

In 1992 the FRFT became interesting for signal analysis by a paper of Almeida [4]. He showed, that taking the Wigner distribution of $\mathcal{F}_\alpha f$ corresponds to the Wigner distribution of the function $f$ followed by a rotation over an angle $\alpha$ in the Wigner plane, the time-frequency plane that corresponds to the Wigner distribution. In Figure 1.3, this phenomenon is illustrated by taking the FRFT of the signal $\sin(\pi x^2)$ for four different values of $\alpha$ and taking their Wigner distributions. We observe, that Figure 1.3.b, c, d are rotated versions of Figure 1.3.a.

The rotation property of the FRFT inspired mathematicians in the past to study also other transformations in the Wigner plane, that correspond to linear operators on $L^2(\mathbb{R})$. Already before the introduction of the FRFT De Bruijn proposed in [9] a class of operators that are related to linear operators in the Wigner plane. Also we study this problem in this book.

The last representation of a signal, that is briefly discussed in this introduction, is the wavelet transform. This transform was introduced in 1984 by Morlet and co-workers, who wanted to analyse geophysical signals with some kind of an adaptive WFT. However, in mathematical circles this transform was not new. It was already know as Caldéron’s reproducing formula [10].

The WFT analyses a signal by multiplying it with a sliding window function and then by taking the Fourier transform of this product function. The wavelet transform makes use of the same principle, however the Fourier transform is replaced by a dilation of the window function in $L^2(\mathbb{R})$. In this way the window function can be adapted in a better way to the signal. This transform reads

$$\mathcal{W}_\psi[f](a, b) = \frac{1}{\sqrt{a}} \int_{\mathbb{R}} f(x) \psi \left( \frac{x - b}{a} \right) dx,$$

(1.11)

for some $\psi \in L^2(\mathbb{R})$ and $a \in \mathbb{R}^+$ and $b \in \mathbb{R}$. The window function $\psi$ is called a wavelet if it satisfies the additional condition

$$0 < C_\psi = 2\pi \int_{\mathbb{R}^+} \left| \frac{\psi(\omega)}{\omega} \right|^2 d\omega < \infty,$$
Figure 1.4: Four well-known wavelets: fig. a) the Haar wavelet, b) the Daubechies-4 wavelet, c) the Meyer wavelet, d) the Mexican hat
for almost all $\omega \in \mathbb{R}$. This condition guarantees the existence of a unique reconstruction formula.

To give an impression, what kind of functions are wavelets, four-well known wavelets are depicted in Figure 1.4. The first wavelet we see (fig. a) is the Haar wavelet, which is probably also the oldest known wavelet. In 1910 already Haar used this function for constructing an orthonormal basis in $L^2(\mathbb{R})$ by means of dilations and integer translations of a mother function. We shall recognize this idea later as the discrete wavelet transform. The second wavelet, that is depicted (fig. b), is the Daubechies-4 wavelet. Generally, the Daubechies-$N$ wavelet belongs to a class of wavelets that possess some desirable properties for signal analysis. Also these properties are discussed when we come to the discrete wavelet transform. The index number $N$ denotes the order of regularity of the particular wavelet. We observe, that the Haar wavelet is also a Daubechies wavelet, namely the Daubechies-1 wavelet.

The wavelet in Figure 1.4.c is named after Meyer, who created this Meyer wavelet by starting from some necessary condition on the Fourier transform of the wavelet, e.g. compact support of the Fourier transform. The fourth wavelet (fig. d) is called the Mexican hat, since it looks like a sombrero. In fact, the Mexican hat is the second derivative of the Gaussian function, that is used for the Gabor transform. This wavelet is often used for applying the CWT in physics. In choosing a wavelet for analysing a signal, we are led by the shape of the signal and the aim of the analysis. Of course we want the wavelet to match with the signal, that has to be analysed. However, if
the aim of the analysis is to give a time-scale representation with only a few wavelet coefficients $\mathcal{W}_\psi(a,b)$, then a compactly supported wavelet can be appropriate.

The wavelet transform analyzes a signal in time and scaling behavior, since it is based on a scaled window function, instead of a frequency representation of the product of the signal and the window function. Therefore, we say that the wavelet transform is a time-scale transformation.

As an example, we analyzed the behavior of the quadratic chirp $f(x) = \sin(\pi x^2)$ in time and scale. For this we computed the wavelet transform of this function using the Daubechies-4 wavelet. In Figure 1.5 we have depicted the scalogram $|\mathcal{W}_\psi[f](a,b)|$ for the time period $b \in [0, 5]$ and the scales $a \in [0, 128]$. As in Figure 1.2, the dark grey values indicated high amplitudes of $|\mathcal{W}_\psi[f](a,b)|$ at that particular time-scale point. By comparing the plots of the spectrogram and the Wigner distribution of this function in Figure 1.2 and the scalogram in Figure 1.5 it is obvious, that scale and frequency are reciprocal concepts.

Formula (1.11) is mostly called the continuous wavelet transform (CWT), since there also exists a discrete version of this transform. This discrete wavelet transform (DWT) can be obtained by computing the CWT on a lattice 

\[ \{(2^m, n2^m) \mid n, m \in \mathbb{Z}\}. \]

Then the DWT of a function $f$ is given by

\[ f = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} (f, \psi_{m,n}) \psi_{m,n}, \]

with $\psi_{m,n}(x) = \psi(2^m x - n)$ and with $(f, \psi_{m,n})$ denoting the inner product in $L^2(\mathbb{R})$ of $f$ and $\psi_{m,n}$. The breakthrough of the (discrete) wavelet transformation was set by two important contributions by Daubechies and Mallat.

In 1988 Daubechies introduced a method to construct wavelets $\psi$ that are compactly supported and for which $\psi_{m,n}$, $m, n \in \mathbb{Z}$ form an orthonormal basis in $L^2(\mathbb{R})$. Since $\psi$ is compactly supported, also $\psi_{m,n}$ is compactly supported for all $m, n \in \mathbb{Z}$. Consequently, a compactly supported function $f$ can be written as a finite sum of mutually orthonormal functions with compact support. As we shall see, this property is of great importance if we want to represent a signal or an image by a few coefficients.

An other important contribution for the DWT was given by Mallat in 1989. In his paper [60] he related the DWT to a concept called multiresolution analysis (MRA). This MRA provides an algorithm of complexity $O(N)$, with $N$ proportional to the number of inner products $(f, \psi_{m,n})$ that are not zero. This algorithm, called the pyramid algorithm, relates the inner products $(f, \psi_{m,n})$ for different values of $m$ and $n$ to each other. In this way only a few inner products have to be computed explicitly. The other
ones follow from the computed inner products by means of the algorithm. Computing the DWT in this way is mostly referred to as the fast wavelet transform.

1.2 Applications of the Wavelet Transform

In the past decade the wavelet transform has become of great value not only for signal and image analysis, but also for signal and image processing. Even outside these fields the wavelet transform has shown to be a useful in mathematics, e.g. in the field of numerical analysis. Here, we briefly discuss the advantages of using a wavelet transform for these applications.

1.2.1 Denoising

The idea behind denoising signals using a wavelet transform is as follows. Given a measured signal \( f \), that consists of a signal \( g \) and some undesired noise signal \( h \), linearity of the wavelet transform yields

\[
\mathcal{W}_\psi[f](a, b) = \mathcal{W}_\psi[g](a, b) + \mathcal{W}_\psi[h](a, b).
\]

Then, by choosing an appropriate orthogonal wavelet, we expect the wavelet coefficients \( \mathcal{W}_\psi[g](a, b) \) to be concentrated within a small set of time-scale points \( (a, b) \). Since the energy of \( g \) is then spread over a small set in the time-scale plane, the wavelet coefficients will attain relatively large values at these points. The wavelet coefficients of the noise, \( \mathcal{W}_\psi[h](a, b) \), are expected to be spread out over the whole time-scale plane, since in general we cannot indicate dominating frequencies in a noise signal \( h \). Consequently, the wavelet coefficients related to the noise signal \( h \) will attain relatively small values at all points in the time-scale plane.

Following these considerations, a natural way to come to a wavelet based denoising algorithm is given by thresholding the wavelet coefficients, i.e., \( |\mathcal{W}_\psi[f](a, b)| \) is set to be zero, if \( |\mathcal{W}_\psi[f](a, b)| < M \), with \( M \) the chosen threshold value. After this thresholding procedure the inverse wavelet transform reconstructs the signal \( g \).

The problem of this method is how to find an appropriate threshold value \( M \). In a series of papers Donoho and co-workers have dealt with this wavelet denoising method if \( h \) is a white noise signal, see e.g. [24]. For white noise signals they derived an expression for the threshold value \( M \) as a function of the standard deviation \( \sigma \) of the noise. In Chapter 7 we use the same technique for denoising seismic signals. For this application the threshold value is determined by computing the wavelet coefficients of noisy reference signal.
1.2.2 Compression

Using the wavelet transform for analysing signals, we are able to represent fluctuations in a signal with wavelet coefficients at a low scale. If a signal does not fluctuate during a time interval, we can represent the signal on this time interval by a small number coefficients at larger scales. Combining these observations yields that a signal can be represented in a sparse way. This is done by throwing away the wavelet coefficients at high scales if fluctuations in a signal can be observed in the corresponding time interval. Furthermore, the wavelet coefficients at low scales can be put to zero, if the signal only contains low frequencies in the corresponding time interval. This compression procedure is mostly applied to the DWT. We observe, that this compression technique is based on the adaptive character of the wavelet transform, that the WFT does not posses.

For images the same procedure can be applied. The wavelet transform is then replaced by a two-dimensional wavelet transform. For this transform the wavelet is replaced by a wavelet $\psi \in L^2(\mathbb{R}^2)$, the scaling parameter $\alpha$ is replaced by a matrix $A \in \mathbb{R}^{2 \times 2}$ and the translation over $b$ is changed into translation over a two-dimensional lattice. Finally, fluctuations in a signal are translated into edges in an image.

Data compression is an important issue for multimedia applications, where one wants to store a huge set of images in a database or wants to send images to a receiver by the internet in a fast way. In the field of image compression, the JPEG standard does not use the wavelet transform yet, however the new JPEG-2000 standard will be fitted with a wavelet compression technique for data compression.

1.2.3 Wavelet-Galerkin methods

We consider a boundary value problem

$$(\mathcal{L}f)(x) = g(x), \quad x \in [x_1, x_2],$$

with $f(x_1) = 0$, $f(x_2) = 0$, $f \in C^2(\mathbb{R})$, $g \in C(\mathbb{R})$ and $\mathcal{L}$ a second order linear differential operator with continuous coefficients. The differential equation can also be given in a weak formulation, i.e.,

$$(\mathcal{L}f, \phi) = (g, \phi'),$$

with $f(x_1) = f(x_2) = 0$, for all $\phi \in C([x_0, x_1])$, that satisfy $\phi(x_0) = 0$, $\phi(x_1) = 0$ and $\phi'$ piecewise continuous and bounded on $[x_0, x_1]$. The space of such functions $\phi$ is denoted by $V$.

Galerkin’s method consists of approximating $f$ and $\phi$ by functions in a finite dimensional subspace $V_0$ of $V$, see e.g. [49]. By choosing a set of basis functions $\phi_k$, $k = 1, \ldots, \dim(V_0)$, the weak formulation can then be written as a linear system of
Some Main Results

Equations

\[ A\xi = b, \]

with

\[ A(i, j) = (\phi_i, \mathcal{L}\phi_j), \quad b(i) = (g, \phi_i), \quad i, j = 1, \ldots, \dim(V_0). \]

Let \( f_0 \) denote the approximation of \( f \) in \( V_0 \), then \( \xi \) is related to \( f_0 \) by

\[ f_0 = \sum_{i=1}^{\dim(V_0)} \xi(i)\phi_i. \]

Now, assume that \( \mathcal{L} = -\frac{d^2}{dx^2} \), then

\[ A(i, j) = (\mathcal{L}\phi_i, \phi_j) = (\phi_i', \phi_j'). \]

The wavelet-Galerkin method uses a wavelet bases for \( V_0 \). If such a wavelet bases is compactly supported, then the stiffness matrix \( A \) becomes a sparse matrix. We observe, that if \( \phi \) is a wavelet, then \( \phi' \) is also a wavelet. Mostly, semi-orthogonal wavelet bases with compact support are used to create a sparse stiffness matrix. We observe, that solving the linear system of equations can be established in a fast numerical way if \( A \) is sparse. Another way of looking at the wavelet-Galerkin method is to consider the wavelet approach as a pre-conditioning of the matrix \( A \).

A comprehensive view of wavelet based methods in scientific computing is given by a series of papers by Beylkin et al., see e.g. [8].

### 1.3 Some Main Results

The following chapters can be divided into three parts, with each part consisting of two chapters. The first part consists of two chapters that introduce the Fourier transform, the windowed Fourier transform, the Wigner distribution and the wavelet transform in a rigorous mathematical way. Properties of these transformations and their mutual relations are extensively discussed. Furthermore, we study the relation of the introduced transformation to Lie groups. It is well known, that the wavelet transform is a unitary representation of the linear affine group, see e.g. [55, 62], and that the introduced time-frequency transformations are all related to a unitary representation of the Heisenberg group, see e.g. [29].

In Chapters 4 and 5 we study two theoretical topics in the fields of the wavelet transform and the Wigner distribution respectively. In relation to the discrete wavelet transform we study the concept of an multiresolution analysis for arbitrary separable Hilbert spaces. By doing this we obtain a functional analytical framework in which the concept of an MRA can be studied. This framework relates the problem of finding wavelet bases in \( L^2(\mathbb{R}) \) to the problem of finding semi-orthogonal bases in \( l^2(\mathbb{Z}) \).
means of a discrete Fourier transform the latter problem is translated into the problem of finding invertible matrix functions on the $n$-fold unit circle. This theoretical approach of the concept of an MRA is illustrated by the example of constructing a spline wavelets, that generate a semi-orthogonal basis in $L^2(\mathbb{R})$. This topic can be found in Chapter 4 and is mainly based on


Chapter 5 concerns affine transformations in the $n$-dimensional Wigner plane. This topic was inspired by the study of the fractional Fourier transform. This transformation was recently introduced for analysing signals in the Wigner plane, since it acts like a rotation in this plane. We show with relatively elementary results from Lie group theory, that the fractional Fourier transform on $L^2(\mathbb{R}^n)$ can be embedded in a group of unitary operators. Each element in this group corresponds to a symplectic transformation in the Wigner plane. Moreover, linear transformations in the Wigner plane that are related to unitary transformations on $L^2(\mathbb{R}^n)$ can only be symplectic.

We show that the FRFT is a special element of this group, since it is the only transformation that corresponds to an orthogonal symplectic transformation in the one-dimensional case. For the multi-dimensional case we also present other transformations that correspond to orthogonal symplectic transformations. Finally, a representation formula is given for all unitary transformations that correspond to symplectic transformations in the Wigner plane. This topic is mainly based on


The last two chapters of this tract deal with applications of the studied transformations. The first application deals with energy localization problems and is based on a generalization of the FRFT. Two well-known problems are discussed rigorously, namely maximization of the energy of time-limited signal within a compact frequency interval and maximization of a signal’s energy within a disc in the Wigner plane. Both problems are already extensively studied in the literature, see [57, 80, 92] and [20, 28, 29, 46]. In this chapter, we give a rigorous proof of Slepian’s conjecture, that shows how the eigenvalues of an energy localization operator behave asymptotically. Furthermore, an alternative proof is given for showing that Hermite functions are optimally localized on a disc in the Wigner plane. This proof is based on an argument, that uses the rotation property of the FRFT.

In the second part of Chapter 6 we show how the generalized FRFT can be used to solve a class of localization problems in the phase plane, if the solution of one problem in such a class is known. This procedure is illustrated by using it for the classical
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localization problems, that we discussed in the first part of this chapter. These problems and their solutions can be found in Chapter 6. This chapter is mainly based on


Chapter 7 is devoted to an application of the discrete wavelet transform in the field of seismology. Seismic data that are measured when an earthquake has taken place consist of several waves. These waves travel at different velocities from the epicenter of the earthquake towards the earth’s surface, where they are measured. Consequently, they do not appear at the same time in a seismogram. Moreover, the several waves are overlapping and are also embedded in different kinds of noise. By detecting the arrival time of the so-called S-waves in a seismogram and relating this arrival time to the first time sample that the earthquake was recognized, an estimate of the distance towards the epicenter can be given. This is done by relating the difference in time between the two measured time samples to the difference in velocity between the S-wave and the P-wave, the first wave to arrive.

We developed an algorithm to detect automatically S-wave arrival times in seismograms. This algorithm is based both on physical properties of the waves and on separation of the waves by means of the discrete wavelet transform. Moreover, the DWT is used to reduce the noise in the waves. By doing this, a better estimate of the S-wave arrival time is established. This research has been done in strong collaboration with the Royal Dutch Meteorological Institute (KNMI). At KNMI the algorithm has been tested for a large set of seismic events. The results of this test are also included in Chapter 7. The mathematical concept of the algorithm has been published in

Chapter 2

Time-Frequency Analysis

In this chapter we study the Fourier transform for functions in $L^1$ and $L^2$. Using this transform on a signal one obtains information about its frequency behaviour. To obtain information about a signal's behaviour in both time and frequency we consider the windowed Fourier transform. This transform computes the Fourier transform of a signal within a sliding window. The last transform we discuss in this chapter is the Wigner distribution of a signal. This is a non-linear transform that also gives information about a signal's behaviour in both the time and frequency domain.

In the last section of this chapter we relate the discussed time-frequency representations to the Heisenberg group. Therefore an introduction in Lie group theory is presented. The group theoretical approach will play an important role in Chapter 5.

The contents of this chapter are based on existing literature on Fourier transforms [11, 35, 94, 109], on time-frequency transforms [18, 44] and Lie group theory [98, 102].

2.1 The Fourier Transform

To obtain information on the frequency behaviour of a function we can consider its Fourier transform. This transform computes the frequency spectrum of a given function. However, the Fourier transform neglects information about the function itself. We discuss the Fourier transform first for functions in $L^1(\mathbb{R})$ and next for functions in $L^2(\mathbb{R})$. 
2.1.1 The Fourier Transform on $L^1$

In dealing with a function $f \in L^1(\mathbb{R}^n)$, one can consider the spectrum $\hat{f}$ of $f$ given by its Fourier transform

$$\hat{f}(\omega) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} f(x)e^{-i\omega \cdot x} \, dx,$$  \hspace{1cm} (2.1)

with $(\cdot, \cdot)$ the inner product in $\mathbb{R}^n$.

In this section, we present some useful properties of the Fourier transform on $L^1(\mathbb{R})$, which can all be generalized straightforwardly to properties for functions in $L^1(\mathbb{R}^n)$. A fundamental property of Fourier transforms on $L^1(\mathbb{R})$ is given by the Riemann-Lebesgue theorem, see e.g. [11].

**Theorem 2.1.1 (Riemann-Lebesgue)** Let $f \in L^1(\mathbb{R})$ and $\hat{f}$ be its Fourier transform. Then

$$|\hat{f}(\omega)| \to 0 \quad (|\omega| \to \infty).$$

Also the following fundamental result on $\hat{f}$ can be proved for $f \in L^1(\mathbb{R})$.

**Lemma 2.1.2** Let $f \in L^1(\mathbb{R})$, then $\hat{f} \in C(\mathbb{R})$ and $\|\hat{f}\|_\infty \leq \|f\|_1/\sqrt{2\pi}$.

**Proof**

Let $f \in L^1(\mathbb{R})$. Then

$$|\hat{f}(\omega_1) - \hat{f}(\omega_2)| = \frac{1}{\sqrt{2\pi}} \left| \int_{\mathbb{R}} f(x)(e^{-i\omega_1 x} - e^{-i\omega_2 x}) \, dx \right|$$

$$\leq \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} |f(x)| \cdot |1 - e^{i(\omega_1 - \omega_2)x}| \, dx$$

$$= \sqrt{\frac{2}{\pi}} \int_{\mathbb{R}} |f(x)| \cdot |\sin((\omega_1 - \omega_2)x/2)| \, dx.$$

Applying the dominated convergence theorem on the latter result yields

$$|\hat{f}(\omega_1) - \hat{f}(\omega_2)| \to 0 \quad (\omega_1 \to \omega_2),$$

which shows that $\hat{f}$ is continuous. Furthermore, we have

$$|\hat{f}(\omega)| \leq \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} |f(x)e^{-i\omega x}| \, dx = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} |f(x)| \, dx = \|f\|_1/\sqrt{2\pi}.$$

Taking the supremum over $\omega$ establishes the proof. \hfill \Box

Combining Theorem 2.1.1 and Lemma 2.1.2, we arrive at the following corollary.
Corollary 2.1.3 Let $f \in L^1(\mathbb{R})$, then $\hat{f} \in C_0(\mathbb{R})$, the supremum-normed Banach space of all complex continuous functions on $\mathbb{R}$ that vanish at infinity. Furthermore,

$$||\hat{f}||_{\infty} \leq ||f||_1/\sqrt{2\pi}.$$ 

A useful property of the Fourier transform is its action on the convolution product $f \ast g$ of two function $f$ and $g$ in $L^1(\mathbb{R})$, given by

$$(f \ast g)(x) = \int_{\mathbb{R}} f(x-u)g(u) \, du.$$  

(2.2)

By Young’s inequality [109], we have $||f \ast g||_1 \leq ||f||_1 \cdot ||g||_1$. Since $f \ast g \in L^1(\mathbb{R})$, we can compute its Fourier transform

$$(f \ast g)(\omega) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \int_{\mathbb{R}} f(x-u)g(u) \, du \, e^{-i\omega x} \, dx$$

$$= \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \int_{\mathbb{R}} f(x-u) e^{-i\omega(x-u)} g(u) e^{-i\omega u} \, du \, dx$$

$$= \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(x) e^{-i\omega x} \, dx \int_{\mathbb{R}} g(u) e^{-i\omega u} \, du$$

$$= \sqrt{2\pi} \int_{\mathbb{R}} f(\omega) \hat{g}(\omega),$$  

(2.3)

using Fubini’s theorem. We observe that the iterated integral in the second last line is absolutely convergent, which justifies the change of integration.

At the end of this subsection we study the inverse Fourier transform on $L^1(\mathbb{R})$. Formally, an inverse Fourier transform exists and is given by

$$f(x) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \hat{f}(\omega) e^{i\omega x} \, d\omega.$$  

(2.4)

The following example shows that $\hat{f}$ is not necessarily in $L^1(\mathbb{R})$ if $f \in L^1(\mathbb{R})$.

Example 2.1.4 Let $f \in L^1(\mathbb{R})$ be given by

$$f(x) = \begin{cases} \sqrt{2\pi} e^{-x}, & x \geq 0, \\ 0, & x < 0. \end{cases}$$

Then its Fourier transform is given by

$$\hat{f}(\omega) = \frac{1}{1 + i\omega},$$

which is not in $L^1(\mathbb{R})$. Note that $\hat{f} \in C_0(\mathbb{R})$, cf. Corollary 2.1.3.
Following [11, 35], we present additional conditions on \( f \) and \( \hat{f} \), that are necessary for a well-defined inversion formula.

**Theorem 2.1.5** Let \( f \in L^1(\mathbb{R}) \) and \( \hat{f} \in L^1(\mathbb{R}) \). Then

\[
f(x) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \hat{f}(\omega) e^{i\omega x} \, d\omega \quad \text{a.e.} \quad x \in \mathbb{R}.
\]

Moreover, the latter result holds for every \( x \in \mathbb{R} \) if also \( f \in C(\mathbb{R}) \).

### 2.1.2 The Fourier Transform on \( L^2 \)

For \( f \in L^2(\mathbb{R}) \) we want to define its Fourier transform also by (2.1). However, this can only be done if \( f \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \), since the Fourier transform of \( f \in L^2(\mathbb{R}) \) may not be defined everywhere. To come to a definition of the Fourier transform on \( L^2(\mathbb{R}) \) we will define the Fourier transform first on a dense subspace of both \( L^1(\mathbb{R}) \) and \( L^2(\mathbb{R}) \) and then extend it uniquely to \( L^2(\mathbb{R}) \).

A dense subspace of both \( L^1(\mathbb{R}) \) and \( L^2(\mathbb{R}) \) is given by the Schwartz class \( S(\mathbb{R}) \), see [89, 90].

**Definition 2.1.6** The Schwartz class \( S(\mathbb{R}^n) \) is the space of rapidly decreasing \( C^\infty \)-functions on \( \mathbb{R}^n \), i.e., for each \( k, l \in \mathbb{N} \)

\[
\sup_{|\alpha| \leq k, |\beta| \leq l, x \in \mathbb{R}^n} |x_1^{\alpha_1} \cdots x_n^{\alpha_n} \partial_1^{\beta_1} \cdots \partial_n^{\beta_n} f(x)| < \infty \quad \forall f \in S(\mathbb{R}^n).
\]

It can be shown that the Fourier transform \( \mathcal{F} \), given by \( \mathcal{F}[f] = \hat{f} \) for \( f \in S(\mathbb{R}) \), is a bounded linear mapping on \( S(\mathbb{R}) \) as a subspace of \( L^2(\mathbb{R}) \). Moreover, \( \mathcal{F} \) is an isometry on \( S(\mathbb{R}) \), with respect to the inner product in \( L^2(\mathbb{R}) \), see [35, 94]. So, we have Parseval's formula

\[
(f, g) = (\mathcal{F}f, \mathcal{F}g),
\]

with \((\cdot, \cdot)_2\) the inner product in \( L^2(\mathbb{R}) \).

Since \( S(\mathbb{R}) \) is dense in \( L^2(\mathbb{R}) \), \( \mathcal{F} \) can be uniquely extended to a Hilbert space isometry of \( L^2(\mathbb{R}) \), which yields the definition of the Fourier transform on \( L^2(\mathbb{R}) \).

**Definition 2.1.7** Let \( f \in L^2(\mathbb{R}) \). Then its Fourier transform \( \hat{f} = \mathcal{F}f \) is given by

\[
\mathcal{F}[f](\omega) = \text{l.i.m.}_{N \to \infty} \frac{1}{\sqrt{2\pi}} \int_{-N}^{N} f(x) e^{-i\omega x} \, dx,
\]

where l.i.m. stands for limit in \( L^2 \) mean.
Remark, that this definition coincides with (2.1) if \( f \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \). Also we observe that by this definition \( \mathcal{F}f \) is a function, defined almost everywhere on \( \mathbb{R} \) and belonging to \( L^2(\mathbb{R}) \). Moreover, with this construction Parseval’s formula can be extended to \( L^2(\mathbb{R}) \)

\[
\int f(x)\overline{g(x)} \, dx = \int \hat{f}(\omega)\overline{\hat{g}(\omega)} \, d\omega, \tag{2.6}
\]

for all \( f, g \in L^2(\mathbb{R}) \). As a result we also have Plancherel’s formula

\[
\int |f(x)|^2 \, dx = \int |\hat{f}(\omega)|^2 \, d\omega, \tag{2.7}
\]

for all \( f \in L^2(\mathbb{R}) \). The two equal sides of (2.7) give the energy of \( f \in L^2(\mathbb{R}) \).

Property (2.3) on convolution products of functions in \( L^1 \) can also be proved for \( f \in L^2(\mathbb{R}) \) and \( g \in L^1(\mathbb{R}) \). Since \( \|f \ast g\|_2 \leq \|f\|_2 \cdot \|g\|_1 \) by Young’s inequality we can follow (2.3). This yields straightforwardly

\[
(f \ast g)^*(\omega) = \sqrt{2\pi} \hat{f}(\omega)\overline{\hat{g}(\omega)} \text{ a.e. } \forall f \in L^2(\mathbb{R}) \forall g \in L^1(\mathbb{R}).
\]

A similar result on convolution products in the Fourier domain can be derived by taking

\[
g(x) = \overline{h(x)} e^{i\xi x}
\]

in (2.6), with \( h \in L^2(\mathbb{R}) \). This yields

\[
\sqrt{2\pi} \mathcal{F}[f \cdot h]\langle\xi\rangle = \int \frac{f(x)h(x) e^{-i\xi x}}{\sqrt{\mathbb{R}}} \, dx = \int \frac{f(x)\overline{g(x)}}{\sqrt{\mathbb{R}}} \, dx = \int \frac{\hat{f}(\omega)\overline{\hat{g}(\omega)}}{\sqrt{\mathbb{R}}} \, d\omega = \frac{1}{\sqrt{2\pi}} \int \frac{\hat{f}(\omega)}{\sqrt{\mathbb{R}}} \left( \int \overline{h(x)} e^{-i(x-\xi)\xi} \, dx \right) \, d\omega
\]

\[
= \int \frac{\hat{f}(\omega)\overline{\hat{h}(\xi-\omega)}}{\sqrt{\mathbb{R}}} \, d\omega = (\hat{f} \ast \overline{\hat{h}})(\xi). \tag{2.8}
\]

We summarize these results in the following lemma.

**Lemma 2.1.8** Convolution products and the Fourier transform are related by

1. \((f \ast g)^*(\omega) = \sqrt{2\pi} \hat{f}(\omega) \cdot \overline{\hat{g}(\omega)}\), for \( f \in L^1(\mathbb{R}) \cup L^2(\mathbb{R}) \) and \( g \in L^1(\mathbb{R}) \),
2. \(\sqrt{2\pi} (f \cdot g)^*(\omega) = (\hat{f} \ast \overline{\hat{g}})(\omega)\), for \( f, g \in L^2(\mathbb{R}) \).
Since \( \hat{f} \in L^2(\mathbb{R}) \) for \( f \in \mathbb{R} \), we can derive an inversion formula using the same construction as for (2.5), i.e.,

\[
f(x) = \text{l.i.m.}_{N \to \infty} \frac{1}{\sqrt{2\pi}} \int_{-N}^{N} \hat{f}(\omega) e^{ix\omega} \, d\omega.
\]

(2.9)

A subspace of \( L^2(\mathbb{R}) \), which is of special interest in signal analysis is \( L^2_{\text{comp}}(\mathbb{R}) \), i.e., the space of all functions in \( L^2(\mathbb{R}) \) with compact support. Related to this space we can define two types of signals.

**Definition 2.1.9** A signal \( f \in L^2(\mathbb{R}) \) is called time-limited if \( f \in L^2_{\text{comp}}(\mathbb{R}) \).

If \( \hat{f} \in L^2_{\text{comp}}(\mathbb{R}) \), then \( f \) is called band-limited.

Another special class of functions in \( L^2(\mathbb{R}) \) is the class of functions of exponential type.

**Definition 2.1.10** A function \( f \in L^2(\mathbb{R}) \) is called of exponential type if it extends to a holomorphic function on \( \mathbb{C} \) and if there are two positive constants \( C \) and \( \Omega \) such that

\[
|f(z)| < Ce^{\Omega|\text{Im } z|}, \quad \forall z \in \mathbb{C}.
\]

Functions of exponential type can be related to band-limited functions by means of the following lemma.

**Lemma 2.1.11** If \( f \in L^2(\mathbb{R}) \) is band-limited, then \( f \) is of exponential type.

**Proof**

Assume \( \hat{f}(\omega) = 0 \) for \( |\omega| > \Omega \), with \( \Omega > 0 \). Then

\[
f(x) = \frac{1}{\sqrt{2\pi}} \int_{-\Omega}^{\Omega} \hat{f}(\omega) e^{i\omega x} \, d\omega,
\]

initially defined for \( x \in \mathbb{R} \), remains well-defined for \( x \in \mathbb{C} \), and yields a holomorphic function \( f \) on \( \mathbb{C} \). Furthermore, we derive for all \( z \in \mathbb{C} \)

\[
|f(z)| = \left| \frac{1}{\sqrt{2\pi}} \int_{-\Omega}^{\Omega} \hat{f}(\omega) e^{i\omega z} \, d\omega \right|
\]

\[
\leq \frac{1}{\sqrt{2\pi}} \int_{-\Omega}^{\Omega} |\hat{f}(\omega)| e^{i\omega z} \, d\omega \leq \frac{e^{\Omega|\text{Im } z|}}{\sqrt{2\pi}} \int_{-\Omega}^{\Omega} |\hat{f}(\omega)| \, d\omega
\]

\[
\leq \frac{e^{\Omega|\text{Im } z|}}{\sqrt{2\pi}} \sqrt{\int_{\mathbb{R}} |\hat{f}(\omega)|^2 \, d\omega} \cdot \sqrt{\int_{-\Omega}^{\Omega} |\hat{f}(\omega)| \, d\omega} = \frac{\Omega \|f\|_2^2}{\pi} e^{\Omega|\text{Im } z|}.
\]

\[\square\]
Lemma 2.1.11 can be extended to the Paley-Wiener theorem, a well-known result in Fourier theory. For a proof, see [108].

Theorem 2.1.12 (Paley-Wiener) If \( f \in L^2(\mathbb{R}) \) is holomorphic and of exponential type, then \( f \) is band-limited. Conversely, if \( f \) is band-limited, then \( f \) is holomorphic and of exponential type.

Since a holomorphic function \( f \in L^2(\mathbb{R}) \), vanishing at a certain interval, has to be identically zero, the Paley-Wiener theorem immediately yields

Corollary 2.1.13 If \( f \in L^2(\mathbb{R}) \) is both time-limited and band-limited, then \( f = 0 \).

The previous corollary states that there does not exist a non-trivial band-limited signal \( f \), whose energy is contained within a finite interval in the frequency domain, say \([-\Omega, \Omega]\). In Section 6.1 we will deal with this phenomenon. There, we will consider the problem of maximizing the energy of a band-limited signal within a finite interval \([-\Omega, \Omega]\) in the frequency domain.

It is clear that, when using the Fourier transform to analyse a signal, we hide all information of the signal's behaviour in the time domain. In order to obtain information about a signal simultaneously in the frequency domain and the time domain, we may replace the Fourier transform by one of the integral transforms that we discuss in the following sections.

### 2.2 The Windowed Fourier Transform

A strategy to obtain information about the frequency contents of a signal \( f \in L^2(\mathbb{R}) \) locally in time is to first multiply \( f \) with a window function \( h \in L^2(\mathbb{R}) \) and then take its Fourier transform, i.e.,

\[
\mathcal{F}_h[f](x, \omega) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(y)h(y-x)e^{-i\omega y} \, dy.
\]  

(2.10)

This formula is called the windowed Fourier transform (WFT) or also sometimes in literature [18] the short-time Fourier transform (STFT).

The multi-dimensional WFT is defined as a straightforward generalization of (2.10) by

\[
\mathcal{F}_h[f](x, \omega) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} f(y)h(y-x)e^{-i\omega \cdot y} \, dy.
\]  

(2.11)

Properties and results that we derive in this section for the one-dimensional WFT can all be generalized in a direct way for functions in \( L^2(\mathbb{R}^n) \).
By introducing the shift operator $\mathcal{T}_b$ on $L^2(\mathbb{R})$ by
\[ \mathcal{T}_b[f](x) = f(x - b), \] (2.12)
for some $b \in \mathbb{R}$ and the frequency shift operator $\mathcal{M}_\omega$ on $L^2(\mathbb{R})$ by
\[ \mathcal{M}_\omega[f](x) = e^{i\omega x} f(x) \] (2.13)
for some $\omega \in \mathbb{R}$, we can write (2.10) also as
\[ \mathcal{F}_h[f](x, \omega) = (f, \mathcal{M}_\omega \mathcal{T}_x h)_2. \] (2.14)
This notation immediately yields by Schwarz’s inequality
\[ |\mathcal{F}_h[f](x, \omega)| \leq \|f\|_2 \cdot \|h\|_2, \quad \forall x, \omega \in \mathbb{R}. \]
So $\mathcal{F}_h f \in L^\infty(\mathbb{IR}^2)$, for all $f, h \in L^2(\mathbb{R})$.

A desirable property of the WFT is its invariance under the action of a frequency modulation $\mathcal{M}_\omega$ and its invariance up to a phase factor under the action of a translation $\mathcal{T}_b$. Indeed, a straightforward calculation shows
\[ \mathcal{F}_h[\mathcal{T}_b f](x, \omega) = e^{-ib\omega} \mathcal{F}_h[f](x - b, \omega) \quad \text{and} \quad \mathcal{F}_h[\mathcal{M}_{\omega_0} f](x, \omega) = \mathcal{F}_h[f](x, \omega - \omega_0). \]

We can also write (2.10) by means of a Fourier transform on $L^1(\mathbb{R})$, namely
\[ \mathcal{F}_h[f](x, \omega) = \mathcal{F}[f \cdot \mathcal{T}_x h](\omega), \] (2.15)
which can be rewritten as
\[ \mathcal{F}_h[f](x, \omega) = (\mathcal{F}[f] \ast \mathcal{F}[\mathcal{T}_x h])(\omega) / \sqrt{2\pi}, \] (2.16)
using Lemma 2.1.8. Using Lemma 2.1.2 on (2.15) immediately yields that $\mathcal{F}_h f$ is continuous in $\omega$ for fixed $x \in \mathbb{R}$. Moreover, we have
\[ |\mathcal{F}_h[f](x, \omega) - \mathcal{F}_h[f](y, \omega)| = |\mathcal{F}[f \cdot (\mathcal{T}_x h - \mathcal{T}_y h)](\omega)| \leq \|f\|_2 \|\mathcal{T}_x h - \mathcal{T}_y h\|_2 / \sqrt{2\pi}, \]
using that the mapping $x \mapsto \mathcal{T}_x h$ is continuous for all $h \in L^2(\mathbb{R})$. This inequality shows that $\mathcal{F}_h f$ is also continuous in $x$ for uniform $\omega \in \mathbb{R}$. Combining this with the fact that $\mathcal{F}_h f$ is continuous in $\omega$ for fixed $x \in \mathbb{R}$, we have $\mathcal{F}_h[f] \in C(\mathbb{R}^2)$ for all $f, h \in \mathbb{R}^2$.

In the following example we consider a widely used window function $h$ to compute the WFT of a given function.

**Example 2.2.1** We take for $h$ the Gaussian function
\[ h_\sigma(x) = (\pi \sigma^2)^{-1/4} e^{-x^2 / 2\sigma^2}, \]
Figure 2.1: A composition of two different oscillations with finite duration.

where $\sigma > 0$. Note that $\| h_\sigma \|_2 = 1$ for all $\sigma > 0$. The corresponding WFT is given by the Gabor transform [34]

$$G_\sigma[f](x, \omega) = (2\pi)^{-3/4} \sigma^{-1/2} \int_{\mathbb{R}} f(y) e^{-|y-x|^2/2\sigma^2} e^{-i\omega y} dy.$$  \hfill (2.17)

As an example we use the Gabor transform to obtain both time and frequency information about the function

$$f(x) = \begin{cases} 
\sin(2\pi x), & x \in [1, 2), \\
\sin(8\pi x), & x \in [2, 3), \\
0, & \text{otherwise},
\end{cases} \hfill (2.18)$$

which is depicted in Figure 2.1.

For the parameter $\sigma$ three different values have been taken, namely $\sigma^2 = 1/8$, $\sigma^2 = 1/32$ and $\sigma^2 = 1/200$. Figure 2.2 shows the amplitude of $|G_\sigma[f](x, \omega)|$ for these three choices for $\sigma$. We see that in Figure 2.2.a the two frequency components of $f$ are clearly visible and well localized in time. Here maxima of $|G_1/32|/2\sigma^2$ can be observed around $\omega = \pm 2\pi$ for $x \in [1, 2]$ and around $\omega = \pm 8\pi$ for $x \in [2, 3]$.

When decreasing the value of $\sigma$ to $1/4\sqrt{2}$ only maxima are attained around $\omega = 0$ for $x = 1.25$ and $x = 1.75$, which is depicted in Figure 2.2.b. This means that only information about the function’s behavior in time is visible during the interval $[1, 2]$. For $x \in [2, 3]$ the situation remains the same. This phenomenon is explained by the fact that the ‘width’ of the Gaussian function becomes too small to recognize low frequency behavior.

By decreasing the value of $\sigma$ even more also higher frequency components are neglected and only maximum amplitudes are measured by the Gabor transform. This
situation is visualized in Figure 2.2.c where \( \sigma = 1/10 \sqrt{2} \) has been chosen.

Parseval’s formula (2.6) and notation (2.15) are used to prove a counterpart of Parseval’s formula for the WFT.

**Theorem 2.2.2** Let \( f, g \in L^2(\mathbb{R}) \) and \( h \in L^2(\mathbb{R}) \), with \( h \neq 0 \) on a set in \( \mathbb{R} \) with positive measure. Then \( \mathcal{F}_h[f], \mathcal{F}_h[g] \in L^2(\mathbb{R}^2) \) and

\[
\int_{\mathbb{R}} f(x)g(x) \, dx = \frac{1}{\|h\|_2^2} \int_{\mathbb{R}^2} \mathcal{F}_h[f](x, \omega)\overline{\mathcal{F}_h[g](x, \omega)} \, d\omega \, dx. \tag{2.19}
\]

**Proof**

Using notation (2.15) in the right-hand side of (2.19) yields

\[
\frac{1}{\|h\|_2^2} \int_{\mathbb{R}^2} \mathcal{F}_h[f](x, \omega)\overline{\mathcal{F}_h[g](x, \omega)} \, d\omega \, dx
\]

\[
= \frac{1}{\|h\|_2^2} \int_{\mathbb{R}^2} \mathcal{F}[f \cdot \overline{\mathcal{F}_h[h]}](\omega)\mathcal{F}[g \cdot \overline{\mathcal{F}_h[h]}](\omega) \, d\omega \, dx.
\]

Now, Parseval’s formula (2.6) gives

\[
\frac{1}{\|h\|_2^2} \int_{\mathbb{R}^2} \mathcal{F}[f \cdot \overline{\mathcal{F}_h[h]}](\omega)\mathcal{F}[g \cdot \overline{\mathcal{F}_h[h]}](\omega) \, d\omega \, dx
\]

\[
= \frac{1}{\|h\|_2^2} \int_{\mathbb{R}^2} f(y) \overline{g(y)} |h(y - x)|^2 \, dy \, dx
\]

\[
= \frac{1}{\|h\|_2^2} \int_{\mathbb{R}} \int_{\mathbb{R}} f(y) \overline{g(y)} |h(y - x)|^2 \, dx \, dy = \int_{\mathbb{R}} f(y) \overline{g(y)} \, dy,
\]

using Fubini’s theorem. Since \( f \cdot \overline{g} \in L^1(\mathbb{R}) \) the last iterated integral is absolutely convergent, which justifies the change of integration.

As a result we have Plancherel’s formula for the WFT

\[
\int_{\mathbb{R}} |f(x)|^2 \, dx = \frac{1}{\|h\|_2^2} \int_{\mathbb{R}^2} |\mathcal{F}_h[f](x, \omega)|^2 \, d\omega \, dx, \tag{2.20}
\]

for \( f, h \in L^2(\mathbb{R}) \), with \( h \neq 0 \) on a set in \( \mathbb{R} \) with positive measure. This shows that the operator \( \mathcal{F}_h : L^2(\mathbb{R}) \to L^2(\mathbb{R}^2) \) is an isometry up to a constant \( \|h\|_2 \). The term \( |\mathcal{F}_h[f](x, \omega)|^2 \) in (2.20) is usually called spectrogram [18]. Refering to (2.20), the spectrogram is a measure for the energy density in the time-frequency plane. Note that the spectrogram of a given function \( f \in L^2(\mathbb{R}) \) strongly depends on the window function \( h \in L^2(\mathbb{R}) \).
Figure 2.2: A contour plot of the amplitude of a Gabor transform with a) $\sigma^2 = 1/8$, b) $\sigma^2 = 1/32$ and c) $\sigma^2 = 1/200$. 
From Parseval’s formula (2.19) we derive
\[
\int_{\mathbb{R}} f(x) \overline{g(x)} \, dx = \frac{1}{\sqrt{2\pi}} \left\| h \right\|_2^2 \int_{\mathbb{R}^2} \mathcal{F}_h[f](y, \omega) \int_{\mathbb{R}} \overline{g(x)} h(x - y) e^{i\omega x} \, dx \, d\omega \, dy \\
= \int_{\mathbb{R}} \left( \frac{1}{\sqrt{2\pi}} \left\| h \right\|_2^2 \int_{\mathbb{R}^2} \mathcal{F}_h[f](y, \omega) h(x - y) e^{i\omega x} \, d\omega \, dy \right) \overline{g(x)} \, dx,
\]
which yields the following formal inversion formula.

**Theorem 2.2.3** Given \( f, h \in L^2(\mathbb{R}) \), with \( h \neq 0 \) on a set in \( \mathbb{R} \) with positive measure, we have
\[
f(x) = \frac{1}{\sqrt{2\pi}} \left\| h \right\|_2^2 \int_{\mathbb{R}^2} \mathcal{F}_h[f](y, \omega) h(x - y) e^{i\omega x} \, d\omega \, dy,
\]
weakly in \( L^2(\mathbb{R}) \).

Relation (2.22) should be interpreted by means of (2.21). A stronger result holds if additional conditions on \( f \) and \( h \) apply.

**Theorem 2.2.4** Let \( f, h \in L^2(\mathbb{R}) \), with \( h \neq 0 \) on a set in \( \mathbb{R} \) with positive measure. Furthermore, let \( \mathcal{F}[f \cdot h] \in L^1(\mathbb{R}) \). Then
\[
f(x) = \frac{1}{\sqrt{2\pi}} \left\| h \right\|_2^2 \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \mathcal{F}_h[f](y, \omega) h(x - y) e^{i\omega x} \, d\omega \right) \, dy.
\]
For each \( x \in \mathbb{R} \), both the inner and the outer integrals are absolutely convergent, but possibly not the double integral.

**Proof**
Fix \( x \in \mathbb{R} \). Then from (2.15) we have
\[
\mathcal{F}_h[f](y, \omega) = \mathcal{F}[f \cdot \overline{h}](\omega).
\]
Since \( f \cdot h \in L^1(\mathbb{R}) \) and \( \mathcal{F}[f \cdot h] \in L^1(\mathbb{R}) \) yields \( \mathcal{F}[f \cdot \overline{h}] \in L^1(\mathbb{R}) \), we can take the inverse Fourier transform as given in Theorem 2.1.5. This gives us
\[
f(x) \overline{h(x - y)} = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \mathcal{F}_h[f](y, \omega) e^{i\omega x} \, d\omega.
\]
Multiplying both sides of this equation by \( \overline{h(x - y)} \) followed by integration over \( y \) establishes the proof.
We observe that a sufficient condition on \( f \) and \( h \) such that (2.23) holds is given by \( f, \hat{h} \in L^1(\mathbb{R}) \). This follows from Lemma 2.1.8 and Young’s inequality.

We have shown that, for a given \( h \in L^2(\mathbb{R}) \), \( \mathcal{F}_h \) maps all \( f \in L^2(\mathbb{R}) \) to \( \mathcal{F}_h f \in L^2(\mathbb{R}^2) \). Moreover, we have proven that \( f \) can be recovered from \( \mathcal{F}_h f \), if \( h \neq 0 \) on a set with positive measure. However not every element in \( L^2(\mathbb{R}^2) \) is the image of an \( f \in L^2(\mathbb{R}) \) by means of the WFT, since the range of \( \mathcal{F}_h \), \( \operatorname{Ran}(\mathcal{F}_h) \) is only a subset of \( L^2(\mathbb{R}^2) \), see [51]. To characterize \( \operatorname{Ran}(\mathcal{F}_h) \) we derive from (2.14) and (2.19)

\[
\mathcal{F}_h[f](x, \omega) = (f, \mathcal{M}_\omega \mathcal{T}_x h)_2 = \frac{1}{||h||^2_1} \int_{\mathbb{R}^2} \mathcal{F}_h[f](u, v) \mathcal{F}_h[\mathcal{M}_\omega \mathcal{T}_x h](u, v) \, du \, dv \\
= \int_{\mathbb{R}^2} k_h(x, \omega; u, v) \mathcal{F}_h[f](u, v) \, du \, dv,
\]

with

\[
k_h(x, \omega; u, v) = \mathcal{F}_h[\mathcal{M}_\omega \mathcal{T}_x h](u, v) = \mathcal{F}[(\mathcal{T}_u h) \cdot (\mathcal{T}_x h)](\omega - v) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} h(y - u) h(y - x) e^{-i(\omega - v)y} \, dy,
\]

the reproducing kernel. Note that by definition we have \( k_h(x, \omega; \cdot, \cdot) \in L^2(\mathbb{R}^2) \) for all \( x, \omega \in \mathbb{R} \). From this derivation it follows that \( \theta \in L^2(\mathbb{R}^2) \) should necessarily satisfy

\[
\theta(x, \omega) = \int_{\mathbb{R}^2} k_h(x, \omega; u, v) \theta(u, v) \, dv \, du, \tag{2.24}
\]

in order to be an element of \( \operatorname{Ran}(\mathcal{F}_h) \). Note that (2.24) is well defined, since \( \mathcal{F}_h f \) is continuous for all \( f, h \in L^2(\mathbb{R}) \).

We can also show that (2.24) is a sufficient condition on \( \theta \) to be in \( \operatorname{Ran}(\mathcal{F}_h) \). This is shown by constructing an \( f \in L^2(\mathbb{R}) \) such that \( \mathcal{F}_h f = \theta \), for some \( h \in L^2(\mathbb{R}) \) and with \( \theta \) satisfying (2.24). Before constructing such a function \( f \), we observe that \( \theta \in L^2(\mathbb{R}^2) \). As a result of Fubini’s theorem, we thus have \( \theta(\cdot, v) \in L^2(\mathbb{R}) \) for fixed \( v \in \mathbb{R} \) and \( \theta(u, \cdot) \in L^2(\mathbb{R}) \) for fixed \( u \in \mathbb{R} \).

We take

\[
f(y) = \sqrt{2\pi} \int_{\mathbb{R}^2} \hat{\theta}(\xi, -y) \hat{h}(\xi) e^{i\xi y} \, d\xi, \quad \text{weakly in } L^2(\mathbb{R}).
\]

This means that

\[
\int_{\mathbb{R}} f(y) \, g(y) \, dy = \int_{\mathbb{R}^2} \hat{\theta}(\xi, -y) \hat{h}(\xi) \overline{g(\xi)} e^{i\xi y} \, d\xi \, dy,
\]
for all $g \in L^2(\mathbb{R})$. Consequently, we have

$$\left| \int_{\mathbb{R}} f(y) \overline{g(y)} \, dy \right| \leq \sqrt{2\pi} \| \theta \|_2 \| h \|_2 \| g \|_2,$$

for all $g \in L^2(\mathbb{R})$. To show that $\mathcal{F}_h f = \theta$, we derive for $h \in S(\mathbb{R})$ and $\theta \in S(\mathbb{R}^2)$

$$\int_{\mathbb{R}^2} k_h(x, \omega; u, v) \theta(u, v) \, du \, dv$$

$$= \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}^2} \theta(u, v) \left( \int_{\mathbb{R}} h(y - v) \overline{h(y - x)} e^{-iy(\omega - v)} \, dy \right) \, du \, dv$$

$$= \frac{1}{2\pi} \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}} \theta(u, v) e^{iyu} \int_{\mathbb{R}} \overline{h(\xi)} e^{i(y-u)\xi} \, d\xi \, du \, dv \right) \overline{h(y - x)} e^{-iy\omega} \, dy$$

$$= \frac{1}{2\pi} \int_{\mathbb{R}^2} \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \theta(u, v) e^{-iyu} \overline{h(\xi)} e^{iy\xi} e^{-iy\omega} \, du \, dv \right) \overline{h(\xi)} \overline{h(y - x)} e^{iuy} e^{-iy\omega} \, d\xi$$

$$= \int_{\mathbb{R}^2} \hat{\theta}(w, -y) \overline{\hat{h}(\xi)} \overline{h(y - x)} e^{iuy} e^{-iy\omega} \, dy \, d\xi$$

We observe, that

$$\left| \int_{\mathbb{R}^2} k_h(x, \omega; u, v) \theta(u, v) \, du \, dv \right| \leq \| \theta \|_2 \| k_h(x, \omega; \cdot, \cdot) \|_2$$

$$= \| \theta \|_2 \| \mathcal{F}_h M_\omega \mathcal{T}_x h \|_2 = \| \theta \|_2 \| h \|_2^2$$

and

$$\left| \int_{\mathbb{R}^2} \hat{\theta}(w, -y) \overline{\hat{h}(w)} \overline{h(y - x)} e^{iuy} e^{-iy\omega} \, dy \, dw \right| \leq \| \theta \|_2 \| h \|_2^2.$$

We conclude, that the previous derivation also holds for $\theta \in L^2(\mathbb{R}^2)$ and $h \in L^2(\mathbb{R})$. From (2.24) and the definition of $f$ it follows directly, that

$$\mathcal{F}_h[f](x, \omega) = \theta(x, \omega).$$

We summarize the previous result in the following theorem.

**Theorem 2.2.5** For $h \in L^2(\mathbb{R})$, the range of $\mathcal{F}_h$, $\text{Ran}(\mathcal{F}_h)$, is given by

$$\text{Ran}(\mathcal{F}_h) = \{ \theta \in L^2(\mathbb{R}^2) \mid \theta(x, \omega) = \int_{\mathbb{R}^2} k_h(x, \omega; u, v) \theta(u, v) \, du \, dv \}.$$
The Wigner Distribution

From Plancherel's formula (2.20) it follows that \( \text{Ran}(\mathcal{F}_h) \) is closed and that the transform \( f \mapsto \mathcal{F}_h f / \| h \|_2 \) is a Hilbert space isometry from \( L^2(\mathbb{R}) \) onto \( \text{Ran}(\mathcal{F}_h) \) as given in Theorem 2.2.5.

### 2.3 The Wigner Distribution

To obtain both time and frequency information of a signal \( f \in L^2(\mathbb{R}) \) we may also use the Wigner distribution. This is a bilinear time-frequency representation given by

\[
\mathcal{W}[f](x, \omega) = \frac{1}{2\pi} \int_{\mathbb{R}} f(x + t/2) \overline{f(x - t/2)} e^{-it\omega} \, dt, \tag{2.25}
\]

for all \( f \in L^2(\mathbb{R}) \). In the sequel we will refer to the domain of the Wigner distribution as the Wigner plane.

In the sequel we will also use the mixed Wigner distribution given by

\[
\mathcal{W}[f, g](x, \omega) = \frac{1}{2\pi} \int_{\mathbb{R}} f(x + t/2) g(x - t/2) e^{-it\omega} \, dt, \tag{2.26}
\]

for all \( f, g \in L^2(\mathbb{R}) \). Obviously, this representation coincides with the Wigner distribution if \( f = g \).

The mixed Wigner distribution can also be written as a windowed Fourier transform. We derive

\[
\mathcal{W}[f, g](x, \omega) = \frac{1}{\pi} \int_{\mathbb{R}} f(x + t) \overline{g(x - t)} e^{-2it\omega} \, dt,
\]

\[
= \frac{\epsilon^{2ix\omega}}{\pi} \int_{\mathbb{R}} f(y) g(2x - y) e^{-2iy\omega} \, dy,
\]

\[
= \sqrt{\frac{2}{\pi}} \epsilon^{2ix\omega} \mathcal{F}_g(\cdot)(f)(2x, 2\omega). \tag{2.27}
\]

Particularly, we have

\[
\mathcal{W}[f](x, \omega) = \sqrt{\frac{2}{\pi}} \epsilon^{2ix\omega} \mathcal{F}(\cdot)(f)(2x, 2\omega)'. \tag{2.28}
\]

The relation between the WFT and the Wigner distribution will be used to derive elementary properties of the Wigner distribution, that also hold for the WFT.

The multi-dimensional Wigner distribution is defined from a straightforward generalization of (2.25) by

\[
\mathcal{W}[f](x, \omega) = (2\pi)^{-n} \int_{\mathbb{R}^n} f(x + t/2) \overline{f(x - t/2)} e^{-i(t, \omega)} \, dt, \tag{2.29}
\]
for all $f \in L^2(\mathbb{R}^n)$ and with $\langle \cdot, \cdot \rangle$ the inner product in $\mathbb{R}^n$. As for the Fourier transform and the WFT we only discuss properties of the Wigner distribution for $f \in L^2(\mathbb{R})$. Generalizations of these results for functions in $L^2(\mathbb{R}^n)$ can be made in a rather direct way.

The Wigner distribution is, like the WFT, invariant under the action of both translation $\mathcal{T}_b$ and frequency modulation $\mathcal{M}_\omega$. A straightforward calculation shows

$$\mathcal{W}\mathcal{V}[\mathcal{T}_b f](x, \omega) = \mathcal{W}\mathcal{V}[f](x - b, \omega) \quad \text{and} \quad \mathcal{W}\mathcal{V}[\mathcal{M}_\omega f](x, \omega) = \mathcal{W}\mathcal{V}[f](x, \omega - \omega_0).$$

Furthermore, by a change of variables in (2.25) it follows immediately that the Wigner distribution is real-valued, i.e., $\mathcal{W}\mathcal{V}[f] = \mathcal{W}\mathcal{V}[\overline{f}]$, and that

$$\mathcal{W}\mathcal{V}[f](x, \omega) = \mathcal{W}\mathcal{V}[f](x, -\omega), \quad (2.30)$$

for all $f \in L^2(\mathbb{R})$. In particular (2.30) yields $\mathcal{W}\mathcal{V}[f](x, \omega) = \mathcal{W}\mathcal{V}[f](x, -\omega)$ for all real-valued $f \in L^2(\mathbb{R})$. Rewriting (2.25) enables us to derive more useful properties of the Wigner distribution.

By defining $h_{x,\omega}(t) = f(x + t/2)e^{-it\omega/2}\sqrt{2\pi}$, for $f \in L^2(\mathbb{R})$, we can also write (2.25) as

$$\mathcal{W}\mathcal{V}[f](x, \omega) = \int_{\mathbb{R}} h_{x,\omega}(t) \overline{h_{x,\omega}(-t)} \, dt.$$

Now, Parseval's formula (2.6) yields

$$\mathcal{W}\mathcal{V}[f](x, \omega) = \left\langle \mathcal{F}_\omega f, \overline{\mathcal{F}_\omega f} \right\rangle = \frac{1}{2\pi} \int_{\mathbb{R}} \overline{\mathcal{F}_\omega f(\omega + \theta/2)} \mathcal{F}_\omega f(\omega - \theta/2) e^{i\theta x} \, d\theta, \quad (2.31)$$

for all $f \in L^2(\mathbb{R})$. Relation (2.31) shows that $\mathcal{W}\mathcal{V}[f](\cdot, \omega)$ is the Fourier transform of a function in $L^1(\mathbb{R})$. So, Lemma 2.1.2 can be applied. This yields that $\mathcal{W}\mathcal{V}[f](\cdot, \omega)$ is bounded and continuous for fixed $\omega \in \mathbb{R}$. In the same manner it follows from (2.25) that $\mathcal{W}\mathcal{V}[f](x, \cdot)$ is bounded and continuous for fixed $x \in \mathbb{R}$. Continuity of the Wigner distribution in both variables follows immediately from (2.28) and the fact that $\mathcal{F}_h[f] \in C(\mathbb{R}^2)$, for all $f, h \in L^2(\mathbb{R})$. Concluding, we have $\mathcal{W}\mathcal{V}[f] \in L^\infty(\mathbb{R}^2) \cap C(\mathbb{R}^2)$, for all $f \in L^2(\mathbb{R})$.

Also Relation (2.31) yields immediately

$$\mathcal{W}\mathcal{V}[f](x, \omega) = \mathcal{W}\mathcal{V}[f](\omega, x), \quad (2.32)$$

for all $f \in L^2(\mathbb{R})$. 

The Wigner Distribution

As we have seen in Example 2.2.1, the energy of a time-limited signal \( f \) is spread by means of the WFT over a larger interval than \( \text{supp}(f) \), the support of \( f \). An advantage of the Wigner distribution is that this phenomenon does not appear for the Wigner distribution. In fact, the following properties hold

\[
\begin{align*}
  f(x) = 0, \; x \notin [T_1, T_2] & \implies \mathcal{W}[f](x, \omega) = 0, \; x \notin [T_1, T_2] \\
  \hat{f}(\omega) = 0, \; \omega \notin [\Omega_1, \Omega_2] & \implies \mathcal{W}[f](x, \omega) = 0, \; \omega \notin [\Omega_1, \Omega_2]
\end{align*}
\]  

(2.33)  

(2.34)

for \( f \in L^2(\mathbb{R}) \) and \( T_1, T_2, \Omega_1, \Omega_2 \in \mathbb{R} \). Property (2.33) states that the energy of a time-limited signal is not spread over a larger interval than its support. Furthermore, (2.34) states that the energy of a band-limited signal is not spread over a larger interval than the support of its Fourier transform. We observe, that the WFT does not have these properties.

Properties (2.33) and (2.34) follow straightforwardly from (2.25) and (2.31). The converse of (2.33) and (2.34) also holds for \( \hat{f} \in L^1(\mathbb{R}) \) and \( f \in L^1(\mathbb{R}) \) respectively. This is shown in the sequel of this section.

By rewriting the integrand in (2.31) we get

\[
\begin{align*}
  \hat{f}(\omega + \theta/2) \hat{f}(\omega - \theta/2) & = \frac{1}{2\pi} \int_{\mathbb{R}} \int_{\mathbb{R}} f(x) f(y) e^{-i\pi (\omega + \theta/2)} e^{i\pi (\omega - \theta/2)} \, dx \, dy \\
  & = \frac{1}{2\pi} \int_{\mathbb{R}} \int_{\mathbb{R}} f(u + t/2) f(u - t/2) e^{-i\theta u} e^{-it\omega} \, du \, dt \\
  & = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} M[f](-\theta, t) e^{-it\omega} \, dt,
\end{align*}
\]

with

\[
M[f](\theta, t) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(u + t/2) \overline{f(u - t/2)} e^{i\theta u} \, du. 
\]  

(2.35)

The function \( M[f] \) is called the characteristic function of the Wigner distribution, see e.g. [18]. Note that \( M[f](\cdot, t) \) is the Fourier transform of \( f(\cdot + t/2) \overline{f}(\cdot - t/2) \), which is in \( L^1(\mathbb{R}) \) for all \( t \in \mathbb{R} \). Using this characteristic function we obtain

\[
\mathcal{W}[f](x, \omega) = (2\pi)^{-3/2} \int_{\mathbb{R}} \int_{\mathbb{R}} M[f](\theta, t) e^{-i\theta x} e^{-it\omega} \, d\theta \, dt.
\]  

(2.36)

Introducing the function \( R_{f,x} \) of \( f \in L^2(\mathbb{R}) \) by

\[
R_{f,x}(t) = f(x + t/2) \overline{f(x - t/2)} / \sqrt{2\pi}
\]
gives the last representation of the Wigner distribution which we discuss here. We have

\[ \mathcal{W}[f](x, \omega) = \mathcal{F}[R_{f,x}](\omega). \]  

(2.37)

In the following example we compute the Wigner distribution of two signals and of their sum.

**Example 2.3.1** We introduce the function

\[ f_{p,q}(x) = \begin{cases} 
  p \sin(2\pi x), & x \in [1, 2), \\
  q \sin(8\pi x), & x \in [2, 3), \\
  0, & \text{otherwise}. 
\end{cases} \]  

(2.38)

Note that \( f_{1,1} \) coincides with (2.18). Furthermore, \( f_{p,q} \) is the sum of two waves with finite duration and different frequencies if \( p \cdot q \neq 0 \).

We compute the Wigner distribution for \( f_{1,0} \), \( f_{0,1} \), and \( f_{1,1} \). Contour plots of these distributions are depicted in Figure 2.3.a, 2.3.b and 2.3.c respectively.

Since \( f_{p,q} \) is time-limited for all \( p, q \in \mathbb{R} \), Relation (2.33) holds for all \( f_{p,q} \). This is also clearly visible in the Figure 2.3. Besides, in Figure 2.3.a and 2.3.b maxima of \( \mathcal{W}[f_{p,q}] \) appear around frequency \( \omega = 0 \) and extremal points of \( f_{p,q} \). Minima of \( \mathcal{W}[f_{p,q}] \) appear in these figures around \( \omega = 0 \) and extremal points of \( f_{p,q} \). Moreover, at these points we have \( \mathcal{W}[f_{p,q}] < 0 \). Also maxima of \( \mathcal{W}[f_{p,q}] \) appear around the characteristic frequencies of the two waves.

Comparing Figure 2.3.c with Figure 2.3.a and 2.3.b, it is clear that \( \mathcal{W} \) is a non-linear transformation. This non-linearity introduces cross-terms in the computation of the Wigner distribution of a sum of functions. The cross-terms are clearly visible in the time interval \([1.5, 2.5]\). A more detailed discussion on these cross-terms and their effect on time-frequency analysis can be found in e.g. [18].

In Figure 2.4, \( \mathcal{W}[f_{1,1}](x, 0) \) is plotted as a function of \( x \). As we observed before local maxima and minima can be noticed for this frequency at the values for which respectively \( f_{1,1} \) and \( f_{1,1}' \) attain their extremal values. It is also visible that the minimal values of \( \mathcal{W}[f_{1,1}](x, 0) \) are indeed negative.

The discussion of the Wigner distribution proceeds with a counterpart of Plancherel’s formula. To deduce such a formula for the Wigner distribution we use relation (2.37).

**Lemma 2.3.2** Let \( f \in L^2(\mathbb{R}) \). Then

\[ \left( \int_{\mathbb{R}} |f(x)|^2 \, dx \right)^2 = 2\pi \int_{\mathbb{R}} \int_{\mathbb{R}} |\mathcal{W}[f](x, \omega)|^2 \, d\omega \, dx. \]
Figure 2.3: A contour plot of the amplitude of the Wigner distribution of the function
a) $f_{1,0}$, b) $f_{0,1}$ and c) $f_{1,1}$. 
Proof

We derive
\[
\left( \int_{\mathbb{R}} |f(x)|^2 \, dx \right)^2 = \int_{\mathbb{R}} |f(u)|^2 \, du \int_{\mathbb{R}} |f(v)|^2 \, dv \\
= \int_{\mathbb{R}} \int_{\mathbb{R}} |f(x + t/2)|^2 |f(x - t/2)|^2 \, dt \, dx \\
= \int_{\mathbb{R}} \int_{\mathbb{R}} |f(x + t/2) f(x - t/2)|^2 \, dt \, dx \\
= 2\pi \int_{\mathbb{R}} \int_{\mathbb{R}} |R_{f,x}(t)|^2 \, dt \, dx.
\]

Applying Plancherel's formula on the inner integral of the latter result yields
\[
\left( \int_{\mathbb{R}} |f(x)|^2 \, dx \right)^2 = 2\pi \int_{\mathbb{R}} \int_{\mathbb{R}} |\mathcal{F}[R_{f,x}](\omega)|^2 \, d\omega \, dx \\
= 2\pi \int_{\mathbb{R}} \int_{\mathbb{R}} |\mathcal{WV}[f](x,\omega)|^2 \, d\omega \, dx,
\]
which follows from (2.37).

Lemma 2.3.2 also follow from combining (2.20) and (2.28). We observe that this lemma also yields \( \mathcal{WV}[f] \in L^2(\mathbb{R}^2) \) for all \( f \in L^2(\mathbb{R}) \). A counterpart of Parseval's formula also exists. This is given by Moyal's formula, which is derived in the following theorem.
Theorem 2.3.3 (Moyal) Let \( f, g \in L^2(\mathbb{R}) \). Then
\[
|(f, g)|^2 = 2\pi \int_{\mathbb{R}} \int_{\mathbb{R}} \mathcal{WV}[f](x, \omega) \mathcal{WV}[g](x, \omega) \, d\omega \, dx.
\]

Proof
First we observe that \( \mathcal{WV}[f](x, \omega) \mathcal{WV}[g](x, \omega) \in L^1(\mathbb{R}^2) \). This is a result of Schwarz's inequality and Lemma 2.3.2
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} |\mathcal{WV}[f](x, \omega) \mathcal{WV}[g](x, \omega)| \, d\omega \, dx \leq \|\mathcal{WV}[f]\|_2 \|\mathcal{WV}[g]\|_2
\]
\[
= \|f\|_2^2 \|g\|_2^2 / 2\pi.
\]
We derive as a corollary of Fubini's theorem
\[
\int_{\mathbb{R}} \mathcal{WV}[f](x, \omega) \mathcal{WV}[g](x, \omega) \, d\omega = \int_{\mathbb{R}} \mathcal{F}[R_f(x)](\omega) \mathcal{F}[R_g(x)](\omega) \, d\omega
\]
\[
= \int_{\mathbb{R}} R_f(x) R_g(x) \, dx,
\]
using Parseval's formula. Integrating the latter result over \( x \) yields
\[
2\pi \int_{\mathbb{R}} \int_{\mathbb{R}} \mathcal{WV}[f](x, \omega) \mathcal{WV}[g](x, \omega) \, d\omega \, dx
\]
\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} f(x + \frac{t}{2})g(x + \frac{t}{2}) f(x - \frac{t}{2})g(x - \frac{t}{2}) \, dt \, dx
\]
\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} f(u)g(u) f(v)g(v) \, du \, dv = |(f, g)|^2.
\]
\[\square\]
A further desirable property of the Wigner distribution is given in the following theorem.

Theorem 2.3.4 Let \( f \in L^2(\mathbb{R}) \). Then
\[
|f(x)|^2 = \int_{\mathbb{R}} \mathcal{WV}[f](x, \omega) \, d\omega, \quad \text{if } f \in L^1(\mathbb{R}) \tag{2.39}
\]
\[
|f(\omega)|^2 = \int_{\mathbb{R}} \mathcal{WV}[f](x, \omega) \, dx, \quad \text{if } f \in L^1(\mathbb{R}). \tag{2.40}
\]
**Proof**

We derive from (2.31)

\[
\int_R |\mathcal{WV}[f](x,\omega)| \, d\omega \leq \frac{1}{2\pi} \int_R \int_R |\hat{f}(\omega + \theta/2)||\hat{f}(\omega - \theta/2)| \, d\theta \, d\omega \\
= \frac{1}{2\pi} \int_R \int_R |\hat{f}(u)||\hat{f}(v)| \, du \, dv = ||\hat{f}||_1^2 / 2\pi.
\]

Fix \( x \in \mathbb{R} \). Then \( \mathcal{WV}[f](x,\cdot) \in L^1(\mathbb{R}) \) if \( \hat{f} \in L^1(\mathbb{R}) \). Equivalently, \( \mathcal{F}R_{f,x} \in L^1(\mathbb{R}) \) if \( \hat{f} \in L^1(\mathbb{R}) \), cf. (2.37). Also \( R_{f,x} \in C(\mathbb{R}) \), since \( f \) is continuous, which follows from applying Theorem 2.1.2 on \( \hat{f} \). Finally, \( R_{f,x} \in L^1(\mathbb{R}) \) since \( f \in L^2(\mathbb{R}) \).

Now, we can apply Theorem 2.1.5, which yields

\[
|f(x)|^2 = \sqrt{2\pi} R_{f,x}(0) = \int_R \mathcal{F}[R_{f,x}](\omega) \, d\omega = \int_R \mathcal{WV}[f](x,\omega) \, d\omega.
\]

This proves (2.39). Relation (2.40) is proved in the same way by replacing \( \hat{f} \) by \( f \). \( \square \)

Relations (2.39) and (2.40) are called the time-frequency marginals, see also [18]. As a corollary of Theorem 2.3.4 we have for \( \hat{f} \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \)

\[
\mathcal{WV}[f](x,\omega) = 0, \ x \not\in [T_1,T_2], \ \omega \in \mathbb{R} \Rightarrow f(x) = 0, \ x \not\in [T_1,T_2]
\]

and for \( f \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \)

\[
\mathcal{WV}[f](x,\omega) = 0, \ \omega \not\in [\Omega_1,\Omega_2], \ x \in \mathbb{R} \Rightarrow f(\omega) = 0, \ \omega \not\in [\Omega_1,\Omega_2],
\]

with \( T_1,T_2,\Omega_1,\Omega_2 \in \mathbb{R} \).

A last result on the energy density of the Wigner distribution is obtained by integrating (2.40) over \( \omega \). This yields

\[
||f||_2^2 = \int_R \mathcal{WV}[f](x,\omega) \, dx \, d\omega,
\]

for \( f \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) or \( \hat{f} \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \).

For a comprehensive list of other properties of the one-dimensional Wigner distribution we refer to [15, 44].

At the end of this discussion of the Wigner distribution, we consider its range. We have already observed that the range of the Wigner distribution, \( \text{Ran}(\mathcal{WV}) \), is in \( L^2(\mathbb{R}^2) \). However, \( \mathcal{WV} : L^2(\mathbb{R}) \to L^2(\mathbb{R}^2) \) is not surjective. So \( \text{Ran}(\mathcal{WV}) \neq L^2(\mathbb{R}^2) \).
Moreover, in [105] Wigner showed that a bilinear time-frequency distribution satisfying time-frequency marginals as in Theorem 2.3.4 cannot be non-negative everywhere in the time-frequency plane. In [47], Janssen showed that for one class of signals and one class of signals only, the Wigner distribution is positive, namely for

$$f(x) = \left(\frac{a}{\pi}\right)^{1/4} e^{-a x^2/2 + i a x^2/2 + b x \omega_0}$$

we obtain

$$\mathcal{W}[f](x, \omega) = \frac{1}{\pi} e^{-a x^2/2 - (\omega - b \tau - \omega_0)^2/a},$$

with $a, b, \omega_0 \in \mathbb{R}$.

### 2.4 Lie Group Theory and the Heisenberg Group

In this section we will discuss the Heisenberg group and its relation to the multi-dimensional WFT and mainly to the multi-dimensional Wigner distribution. In Chapter 5 we will recall these properties to construct time-frequency operators using a group theoretical approach.

We start with some standard definitions on Lie group theory, that can be found in e.g. [98, 102].

**Definition 2.4.1** A set $G$ with both a topological and a group structure is called a topological group if the mapping

$$(x, y) \mapsto xy^{-1}$$

is a continuous mapping from $G \times G$ onto $G$. A topological group $G$ is called a Lie group if there is a differentiable structure on $G$, compatible with its topology, such that $G$ converts into a $C^\infty$-manifold and for which the mapping (2.42) is $C^\infty$.

Related to a Lie group $G$ we can also look for a Lie subgroup $G'$ defined as a Lie group that is a subgroup of the group $G$ and a $C^\infty$-submanifold of the $C^\infty$-manifold $G$. In the following example we shall consider a well-known Lie group and some of its Lie subgroups.

**Example 2.4.2** Consider the group $GL(n) = \{M \in \mathbb{R}^{n \times n} | \det M \neq 0\}$. It can be verified rather easily that $GL(n)$ is a Lie group using the fact that the mapping $M \mapsto \det M$ is continuous. Some well-known Lie subgroups of $GL(n)$ are given by

1. $SL(n) = \{M \in GL(n) | \det M = 1\}$,
2. $O(n) = \{M \in GL(n) | M^T M = I\}$,
3. \( SO(n) = \{ M \in O(n) \mid \det M = 1 \} \).

Another example of a well-known Lie group is the Heisenberg group, which is defined as follows.

**Definition 2.4.3** The \( 2n + 1 \)-dimensional Heisenberg group \( H_n \) is identified with \( \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \) with the multiplication law

\[
(p_1, q_1, t_1) \cdot (p_2, q_2, t_2) = (p_1 + p_2, q_1 + q_2, t_1 + t_2 + ((q_1, p_2) - (p_1, q_2))/2).
\]

To relate a topological group to an operator on a separable Hilbert space, we use the concept of topological group representations.

**Definition 2.4.4** Let \( G \) be a topological group, \( H \) be a Hilbert space and \( B(H) \) be the space of all bounded operators on \( H \). Then a representation of \( G \) in \( H \) is a mapping \( \mu : G \to B(H) \) for which

1. \( \mu(x)\mu(y) = \mu(xy) \), for all \( x, y \in G \),
2. \( \mu(e) = \mathbb{I} \), with \( e \) the identity of \( G \) and \( \mathbb{I} \) the identity operator on \( H \),
3. \( x \mapsto \mu(x)f \) is a continuous mapping from \( G \) to \( H \), for all \( f \in H \).

Note, that Definition 2.4.4 yields that \( \mu \) is a group homomorphism, which is continuous in the strong operator topology of \( B(H) \).

Topological group representations may satisfy several important properties. A first desirable property of a representation is that it is unitary, i.e., \( \mu(x) \in U(H) \), for all \( x \in G \), where \( U(H) \) denotes the space of all unitary operators on \( H \). Furthermore, \( \mu \) is said to be irreducible if \( \{0\} \) and \( H \) are the only closed subspaces of \( H \) that are invariant under the action of \( \mu(x) \), for all \( x \in G \). A last property concerns the equivalence of two representations. A representation \( \mu \) is said to be equivalent with a representation \( \rho : G \to B(H) \) if there exists an operator \( V \in U(H) \), such that

\[
\rho = V^*\mu V. \tag{2.43}
\]

Note that a unitary representation \( \mu \) is a group homomorphism, which is continuous in the strong operator topology of \( U(H) \). Also we observe, that for unitary representations it can be proved, see e.g. [54], that \( \mu \) is irreducible if and only if for \( \rho = \mu \), (2.43) only holds for \( V = C I \), with \( |C| = 1 \).

An irreducible unitary representation of \( H_n \) in the space \( L^2(\mathbb{R}^n) \) is given by the Schrödinger representation

\[
\mu(p, q, t)(f)(x) = e^{i(p \cdot x)} e^{i(t + (p \cdot q)/2)} f(x + q). \tag{2.44}
\]

In the sequel of this section the representation \( \mu \) will denote the Schrödinger representation.
The WPT of a function \( f \in L^2(\mathbb{R}^n) \) can be given in terms of this representation. According to (2.11) we have
\[
\mathcal{F}_h[f](x, \omega) = (2\pi)^{-n/2} e^{-i(\omega \cdot x)/2} (f, \mu(\omega, -x, 0)h)_2,
\] (2.45)
for all \( f, h \in L^2(\mathbb{R}^n) \). The spectrogram \(|\mathcal{F}_h[f](x, \omega)|^2\) can be given by
\[
|\mathcal{F}_h[f](x, \omega)|^2 = (2\pi)^{-n} |(f, \mu(\omega, -x, t)h)_2|^2 \quad \forall t \in \mathbb{R}.
\] (2.46)
A relation between the Heisenberg group and the Wigner distribution can be derived using the characteristic function \( M[f] \) for the multi-dimensional Wigner distribution. We derive
\[
M[f](p, q) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} f(u + q/2) f(u - q/2) e^{i(p \cdot u)} du
= (2\pi)^{-n/2} \rho(p, q/2) \int_{\mathbb{R}^n} f(u + q) f(u) e^{i(p \cdot u)} du
= (2\pi)^{-n/2} (\rho(p, q, 0) f, f)_2.
\] (2.47)
This yields
\[
\mathcal{W}\mathcal{V}[f](x, \omega) = (2\pi)^{-n/2} \mathcal{F}[M[f]](x, \omega)
= (2\pi)^{-n} \mathcal{F}[(\rho(\cdot, \cdot, 0) f, f)_2](x, \omega),
\] (2.48)
with \( \mathcal{W}\mathcal{V} \) the multi-dimensional Wigner distribution and \( \mathcal{F} \) the 2n-dimensional Fourier transform. By polarization, we get that (2.48) also holds for the mixed Wigner distribution, i.e.,
\[
\mathcal{W}\mathcal{V}[f, g](x, \omega) = (2\pi)^{-n} \mathcal{F}[(\rho(\cdot, \cdot, 0) f, g)_2](x, \omega).
\] (2.49)
Since \( \rho \) is irreducible, we have for unitary operators \( \mathcal{V} \), as a corollary of (2.49),
\[
\mathcal{W}\mathcal{V}[f] = \mathcal{W}\mathcal{V}[\mathcal{V} f] \quad \iff \quad \mathcal{V} = C \mathcal{I}, \quad |C| = 1.
\] (2.50)
We have seen that the Wigner distribution is related to the Schrödinger representation by means of the characteristic function. Assume that there exists a unitary representation \( \rho \) of \( H_n \) in \( U(L^2(\mathbb{R}^n)) \), for which \( \mu = \mathcal{V}^* \rho \mathcal{V} \), for some \( \mathcal{V} \in U(L^2(\mathbb{R}^n)) \). Then
\[
\mathcal{W}\mathcal{V}[\mathcal{V} f](x, \omega) = (2\pi)^{-n} \mathcal{F}[(\rho(\cdot, \cdot, 0) f, f)_2](x, \omega)
= (2\pi)^{-n} \mathcal{F}[(\mathcal{V}^* \rho(\cdot, \cdot, 0) \mathcal{V} f, f)_2](x, \omega)
= (2\pi)^{-n} \mathcal{F}[(\rho(\cdot, \cdot, 0) f, f)_2](x, \omega),
\]
for all \( f \in L^2(\mathbb{R}^n) \). This yields
\[
\mathcal{W}\mathcal{V}[\mathcal{V} f](x, \omega) = (2\pi)^{-2n} \int_{\mathbb{R}^{2n}} (\rho(p, q, 0) f, f)_2 e^{-i(p \cdot x)} e^{-i(q \cdot \omega)} d\theta dv.
\] (2.51)
We will return to these results in Chapter 5.
Chapter 3

The Wavelet Transform

In this chapter we study a transform that analyses signals in time/space and scale, the wavelet transform. In the first section we introduce the continuous wavelet transform (CWT) on $L^2(\mathbb{R}^n)$, particularly on $L^2(\mathbb{R})$. Definitions and properties of this transform are given. Furthermore, we discuss a group theoretical approach for the CWT. In the second section we consider the discrete wavelet transform (DWT). After an introduction by means of a sampled CWT, we consider its relation with the concepts of Multiresolution Analysis (MRA) and filter bank theory. A fast algorithm to compute the DWT and its use on discrete-time functions in $l^2(\mathbb{Z})$ are discussed.

This chapter is mainly based on existing literature on the Wavelet transform [23, 45, 51, 55, 59, 62] and its relation to filter banks by means of an MRA [16, 43, 60, 95]. Therefore, we will refer several times to the existing literature throughout this chapter. However, we also add some new ideas.

3.1 The Continuous Wavelet Transform

The CWT of $f \in L^2(\mathbb{R})$ is a linear operator defined by

$$\mathcal{W}_\psi[f](a, b) = \frac{1}{\sqrt{a}} \int_{\mathbb{R}} f(x) \overline{\psi \left( \frac{x-b}{a} \right)} \, dx,$$  \hspace{1cm} (3.1)

for some $\psi \in L^2(\mathbb{R})$ and $a \in \mathbb{R}^+$ and $b \in \mathbb{R}$. By introducing the dilation operator $\mathcal{D}_a$ on $L^2(\mathbb{R})$ by

$$\mathcal{D}_a[f](x) = \frac{1}{\sqrt{|a|}} f \left( \frac{x}{a} \right),$$ \hspace{1cm} (3.2)

for some $a \in \mathbb{R}$ we can write (3.1) also as

$$\mathcal{W}_\psi[f](a, b) = (f, T_b \mathcal{D}_a \psi),$$ \hspace{1cm} (3.3)
with $\mathcal{T}_b$ the shift operator as introduced in (2.12). Using this notation we prove that $\mathcal{W}_\psi[f]$ is continuous on $\mathcal{H}$ for all $f \in L^2(\mathbb{R})$, with $\mathcal{H} = \mathbb{R}^+ \times \mathbb{R}$.

**Lemma 3.1.1** $\mathcal{W}_\psi[f]$ is continuous on $\mathcal{H}$ for all $f \in L^2(\mathbb{R})$.

**Proof**

Using the notation $\psi_{a,b} = \mathcal{T}_b \mathcal{D}_a \psi$, with $\psi \in L^2(\mathbb{R})$, we prove this lemma in two parts. First we give a proof for continuous functions $\psi$ with compact support and next for arbitrary $\psi \in L^2(\mathcal{H})$. Assume $\psi \in L^2_{\text{comp}}(\mathbb{R})$, then $\psi$ is uniformly continuous. So

$$
\|\psi_{a,b} - \psi_{a',b'}\|_2 \to 0, \quad (a,b) \to (a',b').
$$

Now, choose $\varepsilon > 0$ and take $g \in L^2(\mathcal{H})$ such that $\|g - \psi\| < \varepsilon/3$, with $\psi$ continuous and compactly supported. Then

$$
\|g_{a,b} - g_{a',b'}\|_2 = \|g_{a,b} - \psi_{a,b} + \psi_{a,b} - \psi_{a',b'} + \psi_{a',b'} - g_{a',b'}\|_2 \\
\leq \|g_{a,b} - \psi_{a,b}\|_2 + \|\psi_{a,b} - \psi_{a',b'}\|_2 + \|g_{a',b'} - \psi_{a',b'}\|_2 \\
\leq 2\|g - \psi\|_2 + \|\psi_{a,b} - \psi_{a',b'}\|_2.
$$

To establish the proof, we take $(a,b) - (a',b')$ small such that $\|\psi_{a,b} - \psi_{a',b'}\|_2 < \varepsilon/3$.

Furthermore, from (3.3) we obtain by Schwarz’s inequality

$$
|\mathcal{W}_\psi[f](a,b)| \leq \|f\|_2 \cdot \|\psi\|_2 \quad \forall a \in \mathbb{R}^+ \forall b \in \mathbb{R},
$$

which yields $\mathcal{W}_\psi f \in L^\infty(\mathcal{H})$, for all $f \in L^2(\mathbb{R})$. Later on we shall show that under certain conditions on $\psi$, $\mathcal{W}_\psi : L^2(\mathcal{H}) \to L^2(\mathcal{H}, \alpha^{-2} dbda)$ is an isometry up to a constant that depends on $\psi$. Here $L^2(\mathcal{H}, \alpha^{-2} dbda)$ denotes the space of all Euclidean square integrable functions on $L^2(\mathcal{H})$ with respect to the measure $\alpha^{-2} dbda$. Besides, by Parseval’s theorem we can write (3.3) in terms of the Fourier transforms of $f$ and $\psi$

$$
\mathcal{W}_\psi[f](a,b) = (\mathcal{F}f, \mathcal{F}_{\mathcal{T}_b \mathcal{D}_a} \psi) \\
= \sqrt{a} \int_{\mathbb{R}} \hat{f}(\omega) \overline{\psi(a \omega)} e^{ib \omega} \, d\omega.
$$

A third way to write (3.1) is given by means of a convolution product. Take $\hat{\psi}(x) = \overline{\psi(-x)}$, then

$$
\mathcal{W}_\psi[f](a,b) = (f * \mathcal{D}_a \hat{\psi})(b).
$$

The CWT can be generalized into a transform on $L^2(\mathbb{R}^n)$ by replacing the scalar $\alpha$ by a non-singular matrix $A \in \mathbb{R}^{n \times n}$ and the scalar $b$ by a vector $b \in \mathbb{R}^n$, i.e.,

$$
W_\psi[s](A,b) = \frac{1}{\sqrt{|\det(A)|}} \int_{\mathbb{R}^n} s(x) \psi(A^{-1}(x - b)) \, dx.
$$
The Continuous Wavelet Transform

Figure 3.1: Two admissible wavelets: a) the Haar wavelet, b) the Mexican hat.

In the literature mostly $A = aI$ is taken, see e.g. [23, 59]. For this choice, properties for the multi-dimensional CWT can be proved in a rather straightforward way using properties of the one-dimensional CWT. Murenzi followed a different approach in [66]. He introduced a multi-dimensional CWT based on a dilation operator that involves a non-singular matrix $A \in \mathbb{R}^{n \times n}$, translations in $\mathbb{R}^n$ and a rotation operator. Also properties of this CWT resemble the properties we will deduce for the one dimensional CWT in the sequel of this chapter.

**Definition 3.1.2** A function $\psi \in L^2(\mathbb{R})$ which satisfies the admissibility condition

$$0 < C_\psi = 2\pi \int_{\mathbb{R}^+} \frac{|\hat{\psi}(a\omega)|^2}{a} \, da < \infty,$$

for almost all $\omega \in \mathbb{R}$ is called an (admissible) wavelet.

Note that all $\psi \in L^2(\mathbb{R})$ are admissible wavelets if $\psi \neq 0$, $\hat{\psi}$ differentiable in 0 and $\hat{\psi}(0) = 0$. Furthermore, the set of admissible wavelets is dense in $L^2(\mathbb{R})$, which is not very hard to prove, see e.g. [59].

We introduce two functions that satisfy the admissibility condition, namely the Haar wavelet and the Mexican hat.
Example 3.1.3 The Haar wavelet is defined by

\[ \psi(x) = \begin{cases} 
1, & x \in [0, 1/2), \\
-1, & x \in [1/2, 1), \\
0, & \text{otherwise.}
\end{cases} \]  

(3.7)

The Haar wavelet is depicted in Figure 3.1.a. Later we will see that the Haar wavelet is admissible, since it is compactly supported and \( \int_{\mathbb{R}} \psi(x) \, dx = 0 \). These two conditions are sufficient to guarantee that \( \psi \) is admissible. However, here we show that the Haar wavelet is an admissible wavelet by computing

\[ \hat{\psi}(\omega) = \frac{1}{\sqrt{2\pi}} \left( \int_{0}^{1/2} e^{-ix\omega} \, dx - \int_{1/2}^{1} e^{-ix\omega} \, dx \right) = \frac{1}{\sqrt{2\pi}} \left( \frac{1 + e^{-i\omega/2} - 2e^{-i\omega/2}}{i\omega} \right), \]

and so

\[ \frac{|\hat{\psi}(a\omega)|^2}{a} = \frac{1 + e^{-i\omega} - 2e^{-i\omega/2}}{a^3\omega^2} \left( \frac{e^{-i\omega/2}}{a^3\omega^2} \right) = 16 \frac{\sin^4(\omega/4)}{a^3\omega^2}. \]

Integrating by parts yields

\[ C_{\psi} = \lim_{N \to \infty} \int_{0}^{N\omega/4} \frac{\sin^4(x)}{x^3} \, dx \]

\[ = \lim_{N \to \infty} \left( -\frac{\sin^4(x)}{2x^2} \right)_{x=0}^{N\omega/4} + \lim_{N \to \infty} 1/4 \int_{0}^{N\omega/4} \frac{2\sin(2x) - \sin(4x)}{x^3} \, dx \]

\[ = \lim_{N \to \infty} \frac{\sin(4x) - 2\sin(2x)}{4x} \bigg|_{x=0}^{N\omega/4} + \]

\[ \lim_{N \to \infty} \int_{0}^{N\omega/4} \frac{\cos(2x) - \cos(4x)}{x} \, dx \]

\[ = \lim_{N \to \infty} \left( \int_{0}^{N\omega/4} \frac{\cos(2x) - 1}{x} \, dx - \int_{0}^{N\omega/2} \frac{\cos(4x) - 1}{x} \, dx \right) \]

\[ = \lim_{N \to \infty} Ci(N\omega/4) - \ln(N\omega/4) - Ci(N\omega/2) + \ln(N\omega/2) = \ln 2, \]

where \( Ci \) denotes the cosine integral, see [96].
Figure 3.2: The CWT using the Haar wavelet: a) a contour plot of $\mathcal{W}_\psi[f](a, b)$ with $\psi$ the Haar wavelet, b) the original signal $f$.

We used the Haar wavelet to compute the CWT of the function $f$ as given in (2.18). In Figure 3.2.a the contour plot of this CWT is depicted. In this plot maxima of $\mathcal{W}_\psi[f]$ can be observed around scale $a = 80$ for $b \in [1, 2]$ and around scale $a = 20$ for $b \in [2, 3]$. This difference in scaling behaviour is due to the difference in frequency at the corresponding intervals $x \in [1, 2]$ and $x \in [2, 3]$. Note that the frequency of $f$ increases by a factor of 4 going from one interval to the other and that the scale corresponds to reciprocal values in frequency. Finally, we observe that the energy is also spread outside the interval $b \in [1, 3]$. Moreover, energy is spread more widely for increasing scales, which is due to the convolution product (3.5).

Example 3.1.4 The Mexican hat $\psi$ is defined by

$$\psi(x) = -\frac{d^2}{dx^2} e^{-x^2/2} = (1 - x^2) e^{-x^2/2}. \quad (3.8)$$

The Mexican hat is depicted in Figure 3.1.b. Since $\mathcal{F}[f'](\omega) = i\omega \hat{f}(\omega)$ and

$$\int_{\mathbb{R}} e^{-x^2/2} e^{-i\omega x} \, dx = e^{-\omega^2/2},$$
we get \( \hat{\psi}(\omega) = \frac{1}{\sqrt{2\pi}} \omega^2 e^{-\omega^2/2} \). So
\[
C_\psi = 2\pi \int_{\mathbb{R}^+} \frac{|\hat{\psi}(a\omega)|^2}{a} da = \int_{\mathbb{R}^+} a^3 \omega^2 e^{-a^2\omega^2} da = 1/2 \int_{\mathbb{R}^+} ye^{-y} dy = 1/2.
\]

Also with the Mexican hat we have computed the CWT of \( f \), as defined in (2.18). A contour plot of this CWT is shown in Figure 3.3.a. As in Figure 3.2.a maxima of \( W_\psi[f] \) can be observed. However, here maxima are located around scale \( a = 20 \) for \( b \in [1, 2] \) and around scale \( a = 5 \) for \( b \in [2, 3] \). The difference in scaling behaviour compared to the CWT using the Haar wavelet is due to a difference in frequency behaviour of both wavelets. It can be seen in Figure 3.1 that frequencies of the Haar wavelet that contain most energy are located around frequencies that are about 4 times higher than the corresponding frequencies of the Mexican hat.

To understand the admissibility condition we give some necessary and sufficient conditions on \( \psi \) such that it is a wavelet. A necessary condition on \( \psi \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) such that it satisfies (3.6) can be derived by applying Lemma 2.1.2 on \( C_\psi \). Since \( \psi \in L^1(\mathbb{R}) \) this theorem yields \( \hat{\psi} \in C(\mathbb{R}) \), particularly it is continuous in 0, which yields with (3.6)
\[
\int_{\mathbb{R}} \psi(x) \, dx = \hat{\psi}(0) = 0.
\]
A sufficient condition on $\psi \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ such that it is a wavelet is given by

$$\int_{\mathbb{R}} |x|^l |\psi(x)| \, dx < \infty,$$

(3.9)

for $l > 1/2$. A proof of this result can be found in e.g. [59]. From this sufficient condition it follows immediately that a compactly supported $\psi \in L^2(\mathbb{R})$ is a wavelet if and only if $\int_{\mathbb{R}} |x|^l |\psi(x)| \, dx = 0$, since

$$\int_{\mathbb{R}} |x|^l |\psi(x)| \, dx < \infty,$$

for $l \geq 0$ if $\psi$ is compactly supported. For more sufficient conditions on $\psi$ such that it satisfies the admissibility condition the reader may consult [23, 45, 55].

The following theorem shows that for admissible $\psi$, the operator $\mathcal{W}_\psi : L^2(\mathbb{R}) \to L^2(\mathbb{H}, a^{-2} db da)$ is an isometry up to the constant $\sqrt{C_\psi}$.

**Theorem 3.1.5** Let $f \in L^2(\mathbb{R})$ and let $\psi \in L^2(\mathbb{R})$ be an admissible wavelet. Then

$$\int_{\mathbb{R}} |f(x)|^2 \, dx = 1/C_\psi \int_{\mathbb{R}} |\mathcal{W}_\psi[f](a,b)|^2 \, db \frac{da}{a^2}.$$  

(3.10)

**Proof**

From (3.5) we get

$$|\mathcal{W}_\psi[f](a,b)|^2 = |(f * \mathcal{D}_b \hat{\psi})(b)|^2.$$  

We integrate both the left-hand side and the right-hand side of this relation over $\mathbb{H}$ and apply Plancherel’s formula (2.7) on the right-hand side. Now, we arrive cf. [55] at

$$\int_{\mathbb{R}} |\mathcal{W}_\psi[f](a,b)|^2 \, db \frac{da}{a^2} = 2\pi \int_{\mathbb{R}} |\hat{f}(\omega)|^2 |\hat{\psi}(a\omega)|^2 \, d\omega \frac{da}{a}.$$  

So

$$\int_{\mathbb{R}} |\mathcal{W}_\psi[f](a,b)|^2 \, db \frac{da}{a^2} = \int_{\mathbb{R}} |\hat{f}(\omega)|^2 \left( 2\pi \int_{\mathbb{R}^+} \frac{|\hat{\psi}(a\omega)|^2}{a} \, da \right) \, d\omega$$

$$= C_\psi \int_{\mathbb{R}} |\hat{f}(\omega)|^2 \, d\omega = C_\psi \|f\|_2^2,$$

using Fubini’s theorem and Plancherel’s formula.

Relation (3.10) can be seen as Plancherel’s formula for the CWT. As a result of this relation we get

$$f \in L^2(\mathbb{R}) \implies \mathcal{W}_\psi f \in L^2(\mathbb{H}, a^{-2} db da),$$
for any \( \psi \) for which \( C_\psi < \infty \). Moreover, by polarization, (3.10) yields immediately Parseval’s formula for the CWT

\[
\int f(x)g(x) \, dx = \frac{1}{C_\psi} \int \mathcal{W}_\psi[f](a,b)\mathcal{W}_\psi[g](a,b) \, \frac{da}{a^2},
\]

(3.11)

for \( f, g \in L^2(\mathbb{R}) \), if \( \psi \) is admissible. Formula (3.11) gives

\[
\int f(x)\overline{g(x)} \, dx = \frac{1}{C_\psi} \int \mathcal{W}_\psi[f](a,b) \int \frac{1}{\sqrt{a}} g(x) \psi \left( \frac{x-b}{a} \right) \, dx \, \frac{da}{a^2},
\]

\[
= \int \left( \frac{1}{C_\psi} \int \mathcal{W}_\psi[f](a,b) \psi \left( \frac{x-b}{a} \right) \, \frac{da}{a^2} \sqrt{a} \right) g(x) \, dx,
\]

for all \( g \in L^2(\mathbb{R}) \). This proves the following formal reconstruction theorem.

**Theorem 3.1.6** Let \( f \in L^2(\mathbb{R}) \) and let \( \psi \in L^2(\mathbb{R}) \) be an admissible wavelet. Then

\[
f(x) = \frac{1}{C_\psi} \int \mathcal{W}_\psi[f](a,b) \psi \left( \frac{x-b}{a} \right) \, \frac{da}{a^2} \sqrt{a},
\]

(3.12)

Relation (3.12) holds weakly in \( L^2(\mathbb{R}) \).

Relation (3.12) should be interpreted by means of the first identity derived above before Theorem 3.1.6. A stronger result holds for \( f \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) and \( f \in L^1(\mathbb{R}) \). With these assumptions on \( f \) it can be proved, see e.g. [55], that (3.12) holds pointwise. Furthermore, under these assumptions, for each \( x \in \mathbb{R} \), both the inner integral (over \( b \)) and the outer integral (over \( a \)) are necessarily absolutely convergent, while the double integral in (3.12) is not necessarily absolutely convergent. Note that \( f(x) \) is well-defined for all \( x \in \mathbb{R} \), since \( f \) is continuous due to Lemma 2.1.2.

We have shown that \( \mathcal{W}_\psi \) maps all \( f \in L^2(\mathbb{R}) \) into some \( \mathcal{W}_\psi f \in L^2(\mathbb{R}, a^{-2}dbda) \). Moreover, we have shown that we can reconstruct \( f \) from \( \mathcal{W}_\psi f \), if \( \psi \) is an admissible wavelet. However the range of \( \mathcal{W}_\psi \), \( \text{Ran}(\mathcal{W}_\psi) \) is only a subset of \( L^2(\mathbb{R}, a^{-2}dbda) \). To characterize \( \text{Ran}(\mathcal{W}_\psi) \) for admissible wavelets \( \psi \) we derive from (3.11) using Fubini's theorem

\[
\mathcal{W}_\psi[f](a,b) = (f, T_b D_\psi \psi)
\]

\[
= \frac{1}{C_\psi} \int \int \mathcal{W}_\psi[f](u,v) \psi \left( \frac{x-v}{u} \right) \psi \left( \frac{x-b}{a} \right) \, du \, \frac{dv}{u^2 \sqrt{u}} \, dx.
\]
The Continuous Wavelet Transform

\[ = \frac{1}{C_\psi \sqrt{\alpha}} \int_H \int_H W_\psi[f](u, v) \psi \left( \frac{x-v}{u} \right) \psi \left( \frac{x-b}{\alpha} \right) dx \, dv \, \frac{du}{u^2 \sqrt{u}} \]

\[ = \int_H k_\psi(a, b; u, v) W_\psi[f](u, v) \, dv \, \frac{du}{u^2}, \]

with \( k_\psi(a, b; u, v) = (T_a D_a \psi, T_b D_a \psi) / C_\psi \) the reproducing kernel. Remark that

\[ k_\psi(a, b; u, v) = W_\psi[T_a D_a \psi](u, v). \]

Therefore, \( k_\psi(a, b; u, v) \in L^2(\mathcal{H}, u^{-2} dv du), \) for all \((a, b) \in \mathcal{H}. \) A necessary condition on \( h \in L^2(\mathcal{H}, a^{-2} db da) \) such that it is in \( \text{Ran}(W_\psi) \) is given by

\[ h(a, b) = \int_H k_\psi(a, b; u, v) h(u, v) \, dv \, \frac{du}{u^2}. \quad (3.13) \]

Note that \( h \) is continuous on \( \mathcal{H} \) by Lemma 3.1.1. Therefore (3.13) is well defined.

Moreover, it can be shown [51], that (3.13) is also a sufficient condition on \( h \) to be in \( \text{Ran}(W_\psi). \) Resuming,

\[ \text{Ran}(W_\psi) = \{ h \in L^2(\mathcal{H}, a^{-2} db da) \mid h(a, b) = \int_H k_\psi(a, b; u, v) h(u, v) \, dv \, \frac{du}{u^2} \}. \]

Obviously, \( \text{Ran}(W_\psi) \) is closed due to Theorem 3.1.5. Combining this result with Theorem 3.1.5 yields that the transform \( f \to W_\psi f / \sqrt{C_\psi} \) is a Hilbert space isometry from \( L^2(\mathcal{H}) \) onto \( \text{Ran}(W_\psi) \) as given above.

We observe that the results on the reproducing kernel and the range of \( W_\psi \) as presented here are similar to the results we presented in Section 2.2, where we considered the WFT.

In Chapter 2 we have seen that the WFT and the Wigner distribution are related to the Heisenberg group by means of the Schrödinger representation. Also the CWT is related to a group, namely the Lie group \( G, \) which is identified with \( \mathcal{H} \) with the multiplication law

\[ (a_1, b_1) \cdot (a_2, b_2) = (a_1 a_2, a_1 b_2 + b_1). \quad (3.14) \]

We observe that the affine-linear group \( G_{af} \) identified with \( \mathbb{R}^2 \) with multiplication law (3.14) is isomorphic to \( \mathbb{Z} \times \mathbb{R}. \) The left and right Haar measures \( (\mu_L, \mu_R) \) of \( G \) are Borel measures for which \( \mu_L(gE) = \mu_L(E) \) and \( \mu_R(Eg) = \mu_R(E) \) for all \( g \in G \) and all Borel sets \( E \subset G. \) A straightforward calculation yields \( d\mu_L(a, b) = a^{-2} db da \) and \( d\mu_R(a, b) = a^{-1} db da. \)
We introduce a representation of $G$ in $U(L^2(\mathcal{H}))$ by

$$
\pi(a, b) = T_{b}D_{a}, \quad \forall (a, b) \in G.
$$

Obviously $\pi$ is a group homomorphism. Furthermore, it is continuous in the strong operator topology of $U(L^2(\mathcal{H}))$ and $\pi(a, b)$ is unitary for all $(a, b) \in G$. In this setting a function $h \in L^2(\mathcal{H})$ is called an admissible vector if

$$
(a, b) \mapsto (f, \pi(a, b)h)_{2} \in L^2(\mathcal{H}, \mu_{L}) \quad \forall f \in L^2(\mathcal{H}). \tag{3.15}
$$

Since $(f, \pi(a, b)h) = \mathcal{W}_{h}[f](a, b)$ Theorem 3.1.5 states that $h$ is an admissible vector if and only if $C_{h} < \infty$. We already observed that the set of admissible wavelets is dense in $L^2(\mathcal{H})$ and therefore the set of all $h \in L^2(\mathcal{H})$ that satisfy (3.15) is dense in $L^2(\mathcal{H})$ as well. The following theorem shows that $\pi$ is irreducible.

**Theorem 3.1.7** Let $\pi$ be the unitary representation of $G$ in $U(L^2(\mathcal{H}))$ by

$$
\pi(a, b) = T_{b}D_{a}, \quad \forall (a, b) \in G.
$$

Then $\pi$ is irreducible.

**Proof**

We assume $\pi$ is reducible. Then there exists a closed linear subspace $V \subset L^2(\mathcal{H})$, with $V \neq \{0\}$ and $V \neq L^2(\mathcal{H})$, such that

$$
\pi(a, b)V \subset V \quad \text{for all } (a, b) \in G.
$$

Then there exists non-trivial vectors $g \in V$ and $f \in V^\perp$ such that $(f, \pi(a, b)g)_{2} = 0$ for all $(a, b) \in G$. Now

$$
\|f\|_{2}^{2}C_{g} = (f, \pi(a, b)g)_{2} = 0,
$$

yields $f = 0$ or $g = 0$, which is in contradiction with $f \neq 0$ and $g \neq 0$. \qed

To conclude, the continuous wavelet transform with a wavelet $\psi$ is a unitary irreducible representation of the Lie group $G$ with admissible vector $\psi$. More detailed studies on the wavelet transform and group theory can be found in [38, 39, 66].

### 3.2 The Discrete Wavelet Transform

In the previous section we considered the CWT. We showed that this integral transform is able to analyse signals both in time/space and scale. Moreover, it turned out that such signals can be recovered from their CWT. In this section we consider the problem of calculating efficiently the wavelet transform of a function and reconstructing it efficiently from its transform.
The Discrete Wavelet Transform

A first approach is to compute the wavelet transform only for a discrete subset \( L \subset \mathbb{R} \), e.g.,

\[
L = \{(a_0^m, nb_0 a_0^m) \mid n, m \in \mathbb{Z}\},
\]

for some \( a_0 > 1 \) and \( b_0 > 0 \) and to replace the double integral in (3.12) by a double sum over \( L \). Using such an approach we have to show that the integral can indeed be replaced by a double sum without loss of information. Furthermore, reconstruction of a function \( f \in L^2(\mathbb{R}) \) by means of this double sum should depend continuously on \( f \). This kind of stability is guaranteed if the tuple \((\psi, a_0, b_0)\) generates a wavelet frame, i.e.,

\[
m_F\|f\|_2^2 \leq \sum_{(a, b) \in L} |\mathcal{W}_\psi[f](a, b)|^2 \leq M_F\|f\|_2^2, \quad \forall f \in L^2(\mathbb{R})
\]

(3.16)

for some constants \( m_F, M_F > 0 \) called the frame bounds. We observe that if the triple \((\psi, a_0, b_0)\) generates a wavelet frame with \( m_F = M_F = 1 \) and if \( \|\psi\|_2 = 1 \) then

\[
\{T_{nb_0 a_0^m} D a_0^m \psi \mid n, m \in \mathbb{Z}\}
\]

(3.17)

is an orthonormal basis in \( L^2(\mathbb{R}) \) and conversely. In that case we can transform and reconstruct any \( f \in L^2(\mathbb{R}) \) with respect to the lattice \( L \) using a transformation called the discrete wavelet transform (DWT). This DWT provides an efficient algorithm, that does not need to compute \( \mathcal{W}_\psi[f](a, b) \) for all \( (a, b) \in L \) by means of inner products. In Section 3.2.2 we will discuss this algorithm, called the pyramid algorithm.

In [22] Daubechies has given necessary and sufficient conditions on \((\psi, a_0, b_0)\) such that (3.17) is a wavelet frame. We summarize some of these conditions in the following theorem.

**Theorem 3.2.1** Assume that

1. \( \text{ess inf}_{|\omega| \in \{1/a_0\}} \sum_{m \in \mathbb{Z}} |\hat{\psi}(a_0^m \omega)|^2 > 0 \),

2. \( \text{ess sup}_{|\omega| \in \{1/a_0\}} \sum_{m \in \mathbb{Z}} |\hat{\psi}(a_0^m \omega)|^2 < \infty \),

3. \( \sup_{x \in \mathbb{R}} (1 + x^2)^{(1+\delta)/2} h(x) < \infty \), for some \( \delta > 0 \) with

\[
h(x) = \sup_{|\omega| \in \{1/a_0\}} \sum_{m \in \mathbb{Z}} |\hat{\psi}(a_0^m \omega)| |\hat{\psi}(a_0^m \omega + x)|.
\]

Then there exists an \( N > 0 \) such that

a. \((\psi, a_0, b_0)\) generates a wavelet frame for \( \psi \in L^2(\mathbb{R}) \), \( a_0 > 1 \) and \( 0 < b_0 < N \),

b. \( \forall \varepsilon > 0 \exists b_0 \in [N, N+\varepsilon] : (\psi, a_0, b_0) \) does not generate a wavelet frame.
Moreover, if \((\psi, a_0, b_0)\) generates a wavelet frame, then
\[
m_F \leq \frac{C_\psi}{2b_0 \ln a_0} \leq M_F.
\]
(3.18)

**Proof**

Cf. [22]. □

From (3.18) it follows immediately that \(\psi\) is an admissible wavelet if \((\psi, a_0, b_0)\) generates a wavelet frame or an orthonormal basis in \(L^2(\mathbb{R})\). A more elegant and fast way to come to a DWT by means of orthonormal wavelet bases in \(L^2(\mathbb{R})\) is given by the concept of a multiresolution analysis (MRA), which is considered in the sequel of this section. In Chapter 4 we shall return to the notion of frames related to MRA.

### 3.2.1 Multiresolution Analysis in \(L^2(\mathbb{R})\)

The concept of an MRA is due to Mallat [60] and Meyer [62] and was originally used as a signal processing tool by means of perfect reconstruction filter banks [43, 95], which is discussed in Section 3.2.2. We start with the definition of an MRA, following [16, 23, 60].

**Definition 3.2.2** An MRA in \(L^2(\mathbb{R})\) is an increasing sequence of closed subspaces \(V_j, j \in \mathbb{Z}\), in \(L^2(\mathbb{R})\),
\[
\cdots \subset V_2 \subset V_1 \subset V_0 \subset V_{-1} \subset V_{-2} \cdots,
\]
such that

1. \(\bigcup_{j \in \mathbb{Z}} V_j\) is dense in \(L^2(\mathbb{R})\),
2. \(\bigcap_{j \in \mathbb{Z}} V_j = \{0\}\),
3. \(f \in V_j \iff \mathcal{D}^{-1} f \in V_{j-1}, \quad \forall j \in \mathbb{Z}\),
4. \(\exists \phi \in L^2(\mathbb{R}) : \{ T^k \phi \mid k \in \mathbb{Z} \}\) is an orthonormal basis for \(V_0\),

with \(\mathcal{D} := \mathcal{D}_2\) and \(\mathcal{T} := \mathcal{T}_2\) and \(\phi\) real-valued.

For a more general concept of an MRA we can replace Condition 4 by
\[
\exists \phi \in L^2(\mathbb{R}) : \{ T^k \phi \mid k \in \mathbb{Z} \}\text{ is a Riesz basis for } V_0.
\]

Characterizations of a Riesz basis are given in [108]. Also the concept of an MRA for \(L^2(\mathbb{R}^n)\) has been described in the literature thoroughly, see [23, 62]. In Chapter 4 we consider this general concept of an MRA in a functional analytical setting. Here we stick at Definition 3.2.2.
By Definition 3.2.2 an orthonormal basis for $V_j$, with $j \in \mathbb{Z}$ fixed, is given by

$$\{D^jT^k\phi \mid k \in \mathbb{Z}\},$$

once such function $\phi$ has been found. Such $\phi$ is called scaling function. Since $D$ is a unitary operator on $L^2(\mathbb{R})$ and $V_0$ is invariant under the action of $T$, the collection

$$\{D^{-1}T^k\phi \mid k \in \mathbb{Z}\}$$

is an orthonormal basis for $V_{-1}$. As we also have $\phi \in V_{-1}$, we get

$$\phi = \sum_{k \in \mathbb{Z}} p(k) D^{-1}T^k \phi,$$  \hspace{1cm} (3.19)

for some real-valued $p \in l^2(\mathbb{Z})$. In Section 3.2.2 we also want $p$ to generate a bounded convolution operator on $l^2(\mathbb{Z})$. Therefore we require $p \in l^1(\mathbb{Z})$. Relation (3.19) is referred to as scale relation and $p$ as scale sequence.

We consider again the inclusion $V_0 \subset V_{-1}$. Obviously we can define a subspace $W_0$ such that $W_0 \cong V_{-1}/V_0$. For a unique definition of $W_0$, we take $W_0 = V_{-1} \cap V_0^\perp$. Using the invariance of the subspaces $V_j$ under the action of the unitary operator $D^{-1}$ we arrive in a natural way at the definition of the closed subspaces $W_j \subset L^2(\mathbb{R})$ by putting $W_j = V_{j-1} \cap V_j^\perp$. Recursively repeating the orthonormal decomposition of some $V_{-j}$ into $V_{-j+1}$ and $W_{-j+1}$ yields

$$V_{-J} = V_{-J+1} \oplus W_{-J+1} = V_{-J+2} \oplus W_{-J+2} \oplus W_{-J+1}$$

$$= \ldots = V_J \oplus (\bigoplus_{j=J} W_j).$$

Taking $J \to \infty$ and applying Conditions 1 and 2 from Definition 3.2.2 leads to

$$\bigoplus_{j \in \mathbb{Z}} W_j = L^2(\mathbb{R}).$$

Now assume that we can find a real-valued function $\psi \in V_{-1}$, such that $\{T^k\psi \mid k \in \mathbb{Z}\}$ is an orthonormal basis for $V_0$. Then $\{D^jT^k\psi \mid k \in \mathbb{Z}\}$ is an orthonormal basis for $W_j$, $j \in \mathbb{Z}$. Since the subspaces $W_j$ are chosen to be mutually orthogonal, we then have an orthonormal basis in $L^2(\mathbb{R})$ given by $\{D^jT^k\psi \mid j, k \in \mathbb{Z}\}$. By (3.18) the function $\psi$ is a wavelet and

$$\{D^jT^k\psi \mid k \in \mathbb{Z}\}$$

is a wavelet basis for $W_j$, for fixed $j \in \mathbb{Z}$. So, using these wavelet bases we are able to decompose any $f \in L^2(\mathbb{R})$ into functions at several scales.
Since the wavelet function $\psi$ should be in $V_{-1}$, there exists also a scale relation for $\psi$
\[ \psi = \sum_{k \in \mathbb{Z}} q(k) D^{-1} T^k \phi, \tag{3.20} \]
for some real-valued $q \in L^2(\mathbb{Z})$, the scaling sequence for $\psi$. As in (3.19) we will also require $q \in l^1(\mathbb{Z})$. By this relation, the problem of finding $\psi$ can be replaced by the problem of finding $q$ if $\phi$, and therefore also $p$, is known. A well-known choice [23] for $q$ is given by
\[ q(k) = (-1)^k p(1 - k). \tag{3.21} \]
Note that we have introduced the concept of an MRA for $L^2(\mathbb{R})$ to constitute orthonormal wavelet bases in $L^2(\mathbb{R})$ by means of dilations and translations. These bases are equal to the wavelet frames (3.17) defined on the lattice
\[ L_d = \{(2^m, n2^n) \mid m, n \in \mathbb{Z}\} \tag{3.22} \]
with frame bounds $m_F = M_F = 1$ and $\|\psi\|_2 = 1$.

An MRA for $L^2(\mathbb{R}^n)$ can be defined in a similar way, see e.g. [23, 62]. In Chapter 4 we also consider a framework of such an MRA as well as a setting for an MRA which generates wavelet bases defined on other lattices than (3.22).

### 3.2.2 MRA and Filter Banks

An MRA can be related to filter banks by looking at a one-level decomposition and reconstruction $V_{j-1} = V_j \oplus W_j$. At the same time this relation yields a scheme to calculate the wavelet transform of a function in $L^2(\mathbb{R})$ and to reconstruct it from its transform on $L_1$ in a fast way. For this decomposition and reconstruction we introduce the orthoprojectors $P_j$ and $Q_j$ on $V_j$ and $W_j$ respectively. By definition we have
\[ P_{j-1} = P_j + Q_j, \tag{3.23} \]
for all $j \in \mathbb{Z}$. Note that Conditions 1 and 2 from Definition 3.2.2 yield
\[ \lim_{j \to -\infty} P_j f = f, \tag{3.24} \]
and
\[ \lim_{j \to \infty} P_j f = 0, \tag{3.25} \]
for all $f \in L^2(\mathbb{R})$.

**The decomposition algorithm:**

We assume $P_{j-1} f \in V_{j-1}$ is known for a certain $j \in \mathbb{Z}$. Consequently there exists a sequence $c_{j-1} \in l^2(\mathbb{Z})$ such that
\[ P_{j-1} f = \sum_{k \in \mathbb{Z}} c_{j-1}(k) D_{j-1} T^k \phi. \]
Moreover, the sequence \( c_{j-1} \) is given by \( c_{j-1}(k) = (D^{j-1}T^k \phi, f)_2 \). Following decomposition (3.23) we have

\[
P_{j-1}f = \sum_{k \in \mathbb{Z}} c_j(k)D^jT^k \phi + \sum_{k \in \mathbb{Z}} d_j(k)D^jT^k \psi, \quad (3.26)
\]

with the sequence \( d_j \) given by

\[
Q_jf = \sum_{k \in \mathbb{Z}} d_j(k)D^jT^k \psi.
\]

Note that the sequences \( c_j \) and \( d_j \) can be calculated by \( c_j(k) = (D^jT^k \phi, f)_2 \) and \( d_j(k) = (D^jT^k \psi, f)_2 \) respectively. However with the known sequence \( c_{j-1} \) we can also derive using (3.19) and (3.26)

\[
c_j(k) = (P_{j-1}f, D^jT^k \phi)_2 = \sum_{n \in \mathbb{Z}} p(n)(P_{j-1}f, D^{j-1}T^{2k+n} \phi)_2
\]

\[
= \sum_{m,n \in \mathbb{Z}} c_{j-1}(m) p(n)(D^{j-1}T^{m} \phi, D^{j-1}T^{2k+n} \phi)_2
\]

\[
= \sum_{n \in \mathbb{Z}} c_{j-1}(2k+n) p(n) = ((\downarrow 2)[c_{j-1} * \hat{p}]) (k), \quad (3.27)
\]

with \((c_{j-1} * \hat{p})(k) = \sum_{k \in \mathbb{Z}} c_{j-1}(n-k) \hat{p}(k), \hat{p}(n) = p(-n)\) and with \((\downarrow 2)\) the down-sampling operator given by

\[(\downarrow 2)(u)(k) = u(2k),\]

for all \( u \in l^2(\mathbb{Z}) \). In the same manner we get

\[
d_j = (\downarrow 2)(c_{j-1} * \hat{q}). \quad (3.28)
\]

So \( c_j \) and \( d_j \) are obtained from \( c_{j-1} \) by taking \( c_{j-1} \) as input for the linear time-invariant filters \( \hat{p} \) and \( \hat{q} \) respectively. After this filtering operation the sequences are downsampled by a factor 2. This can be visualized by means of an analysis part of a two channel filter bank as depicted in Figure 3.4.

Recursively we get expressions for \( c_{j+n} \) and \( d_{j+n} \) for \( n \geq 1 \), namely

\[
c_{j+n} = (\downarrow 2)^n c_j \quad \text{and} \quad d_{j+n} = (\downarrow 2)^n(\downarrow 2)^{n-1} c_j, \quad (3.29)
\]

where \( C_u \) denotes convolution with \( u \in l^1(\mathbb{Z}) \), i.e.,

\[C_u[c](n) = \sum_{k \in \mathbb{Z}} u(n-k)c(k),\]

for all \( c \in l^2(\mathbb{Z}) \). In terms of filter banks we can say that \( c_{j+n} \) and \( d_{j+n} \) are obtained by iterative use of the analysis part of two channel filter bank of Figure 3.4.
The reconstruction algorithm:

Once we have computed a decomposition of $P_{j-1}f$ into $P_jf$ and $Q_jf$ by means of the coefficients $c_j$ and $d_j$, we can also recover $c_{j-1}$ out of $c_j$ and $d_j$ in an efficient way. In order to come to such a reconstruction formula we will represent $P_jf$ and $Q_jf$ in terms of $D^{j-1}T^k\phi$, $k\in\mathbb{Z}$, the basis functions of $V_{j-1}$. For this we introduce for $f\in L^2(\mathbb{R})$ the $l^2$-sequences

$$\alpha_{n,m}(k) = (P_f,D^nT^k\phi) \quad \text{and} \quad \beta_{n,m}(k) = (Q_f,D^nT^k\phi) \quad (3.30)$$

Since $P_jf \in V_{j-1}$, we can write

$$P_jf = \sum_{k\in\mathbb{Z}} \alpha_{j,j-1}(k)D^{j-1}T^k\phi.$$ 

An expression for $\alpha_{j,j-1}$ is found by taking the inner product with $D^{j-1}T^k\phi$ in both the left-hand side and the right-hand side of this equation. This yields in combination with (3.26) and (3.19)

$$\alpha_{j,j-1}(k) = (P_jf,D^{j-1}T^k\phi)_2 = \sum_{n\in\mathbb{Z}} c_j(n) (D^nT^k\phi,D^{j-1}T^k\phi)_2$$

$$= \sum_{m,n\in\mathbb{Z}} c_j(n)p(m) (D^{j-1}T^{m+2n}\phi,D^{j-1}T^k\phi)_2$$

$$= \sum_{n\in\mathbb{Z}} c_j(n)p(k-2n) = (((\uparrow 2)c_j) * p)(k), \quad (3.31)$$

with $(\uparrow 2)$ the upsampling operator given by

$$(\uparrow 2)[u](k) = \begin{cases} 
  u(k/2), & k \mod 2 = 0, \\
  0, & \text{otherwise},
\end{cases}$$
for all \( u \in l^2(\mathbb{Z}) \). We observe that \((\downarrow 2)(\uparrow 2) = \mathcal{I}\) and \((\downarrow 2)^* = (\uparrow 2)\). In the same manner we have

\[
Q_j f = \sum_{k \in \mathbb{Z}} \beta_{j,j-1}(k) D^{j-1} \tau^k \phi,
\]

with

\[
\beta_{j,j-1} = ((\uparrow 2)d_j) * q.
\] (3.32)

So we derived the reconstruction formula

\[
c_{j-1} = \alpha_{j,j-1} + \beta_{j,j-1} = ((\uparrow 2)c_j) * p + ((\uparrow 2)d_j) * q.
\]

Hence, \( c_{j-1} \) can be recovered from \( \alpha_{j,j-1} \) and \( \beta_{j,j-1} \). Here \( \alpha_{j,j-1} \) and \( \beta_{j,j-1} \) can be seen as the output sequences of the linear time-invariant filters \( p \) and \( q \) respectively with input sequences \( c_j \) and \( d_j \) upsampled by a factor 2. This can be visualized by means of a synthesis part of a two channel filter bank as has been depicted also in Figure 3.4.

Recursively we get expressions for \( \alpha_{j+n,j} \) and \( \beta_{j+n,j} \) for \( n \geq 1 \), namely

\[
\alpha_{j+n,j} = (C_p(\uparrow 2))^n c_{j+n} \quad \text{and} \quad \beta_{j+n,j} = (C_q(\uparrow 2))^{n-1} C_q(\uparrow 2)d_{j+n}.
\] (3.33)

In terms of filter banks we can say that \( \alpha_{j+n,j} \) and \( \beta_{j+n,j} \) are obtained by iterative use of the synthesis part of two channel filter bank of Figure 3.4. This recursive approach to obtain \( \alpha_{j+n,j} \) and \( \beta_{j+n,j} \) is depicted in Figure 3.5 for \( n = 2 \).

The algorithm of decomposing and reconstructing functions by means of filter banks related to an MRA is known as the pyramid algorithm.

### 3.2.3 Implementation of the DWT and its Use for \( l^2(\mathbb{Z}) \)

A problem that appears in decomposing a function \( f \in L^2(\mathbb{R}) \) at several scales by means of the pyramid algorithm is that the coefficients \( c_j \) should be known in order to compute \( P_{j+m} f \), \( m \in \mathbb{N} \), in a fast way. Computing \( c_j \) does not only slow down the algorithm, it can also be impossible if only samples of \( f \) are given. The last problem appears if \( f \) is given by discrete-time measurements.

An approximation of \( c_j \) can be given by

\[
c_j(k) = f(2^j k).
\]

Note that if only measurements of \( f \) are available, we can identify these measurements with \( c_j \) assuming that the samples are taken from some \( f \in L^2(\mathbb{R}) \) at sampling rate \( 2^j \). The following theorem, which is a generalization of an exercise in [59], shows that this is a good approximation, under certain conditions on \( f \) and the scaling function \( \phi \).
Theorem 3.2.3 Let $f \in L^2(\mathbb{R})$ be Hölder continuous of order $\alpha \in (0, 1]$, i.e.,

$$ |f(x) - f(y)| \leq C \cdot |x - y|^\alpha, \quad \forall x, y \in \mathbb{R}, $$

(3.34) for a constant $C > 0$ and let $s_j(k) = f(2^j k)$ for some $j \in \mathbb{Z}$. Let the scaling function $\phi$ be continuous in $\mathbb{Z}$ and let $\phi$ satisfy

$$ \sum_{k \in \mathbb{Z}} \phi(x - k) = 1 \quad a.e. \quad x \in \mathbb{R}, $$

(3.35)

where the sum converges absolutely almost everywhere, and

$$ \sum_{k \in \mathbb{Z}} |k|^\alpha |\phi(k)| < \infty. $$

(3.36)

Then

$$ \forall \varepsilon > 0 \exists j \in \mathbb{Z} \forall j < J \forall n \in \mathbb{Z} \quad |P_j[f](2^j n) - S_j[f](2^j n)| < \varepsilon, $$

with $S_j : L^2(\mathbb{R}) \to V_j$ given by

$$ S_j[f](x) = \sum_{k \in \mathbb{Z}} s_j(k) \phi(2^{-j} x - k). $$

Proof

For all $j \in \mathbb{Z}$ we can write

$$ |P_j[f](x) - S_j[f](x)| = |P_j[f](x) - f(x) - S_j[f](x) + f(x)| $$

$$ \leq |P_j[f](x) - f(x)| + |S_j[f](x) - f(x)|. $$
From the Hölder continuity of $f$ and Jackson's inequality, see e.g. [106], it follows that
\[
\|P_j f - f\|_\infty \leq C \sup_{0 < |n| < 2^j} \|f - T_n f\|_\infty \\
\leq C_0 2^{\alpha j} \to 0 \quad (j \to -\infty),
\]
for some positive constants $C$ and $C_0$. The proof is established by showing that
\[
|S_j[f](2^j n) - f(2^j n)| \to 0 \quad (j \to -\infty).
\]
We derive
\[
|S_j[f](2^j n) - f(2^j n)| = |\sum_{k \in \mathbb{Z}} s_j(k)\phi(n-k) - s_j(n)| \\
= |\sum_{k \in \mathbb{Z}} (s_j(k) - s_j(n))\phi(n-k)| \\
\leq \sum_{k \in \mathbb{Z}} |f(2^j n) - f(2^j (n - k))| |\phi(k)| \\
\leq C2^{j \alpha} \sum_{k \in \mathbb{Z}} |k|^\alpha |\phi(k)| \to 0 \quad (j \to -\infty).
\]

In the previous theorem we used two conditions on $\phi$, which might seem strong and a bit unfamiliar as well. However, Condition (3.36) is already satisfied if $\phi$ is compactly supported, which is the case for the well-known Daubechies functions [23] and the spline scaling functions, i.e., B-splines [12]. For $\phi$ continuous in $\mathbb{Z}$, sufficient conditions on $\phi$ such that Condition (3.35) is satisfied are given in the following lemma.

**Lemma 3.2.4** Let $\phi \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ such that \{\(T^k\phi \mid k \in \mathbb{Z}\)\} is an orthonormal set in $L^2(\mathbb{R})$ and $\hat{\phi}(0) = 1/\sqrt{2\pi}$. Then
\[
\sum_{k \in \mathbb{Z}} \phi(x - k) = 1 \quad a.e. \quad x \in \mathbb{R},
\]
where the sum converges absolutely almost everywhere.

**Proof**
Take $g(\omega) = \sum_{l \in \mathbb{Z}} |\hat{\phi}(\omega + 2\pi l)|^2$. Then $g$ is $2\pi$-periodic and $L^1$. Its Fourier coefficients are given by
\[
c_k = \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} g(\omega) e^{-i\omega k} d\omega = \frac{1}{\sqrt{2\pi}} \sum_{l \in \mathbb{Z}} \int_0^{2\pi} |\hat{\phi}(\omega + 2\pi l)|^2 e^{-i\omega k} d\omega \\
= \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} |\hat{\phi}(\omega)|^2 e^{-i\omega k} d\omega = \frac{1}{\sqrt{2\pi}} \delta_k^0.
\]
This yields $g(\omega) = 1/\sqrt{2\pi}$ for all $\omega \in \mathbb{R}$, since $\hat{\phi}$ is continuous. In particular we have $g(0) = 1/\sqrt{2\pi}$, which leads in combination with $\hat{\phi}(0) = 1/\sqrt{2\pi}$ to $\hat{\phi}(2\pi l) = 0$ for all $l \in \mathbb{Z}\setminus\{0\}$. Now, put $h(x) = \sum_{k \in \mathbb{Z}} \phi(x - k)$. Since $\phi \in L^1(\mathbb{R})$ this sum converges absolutely. This means that $h$ is well defined. Furthermore, $h$ is 1-periodic and $L^1$. Its Fourier coefficients can be computed in the same manner as for $g$. We get $c_l = \sqrt{2\pi} \hat{\phi}(2\pi l) = \delta_{0,l}$. Writing down the Fourier series of $h$ establishes the proof. \(\square\)

The property of $\phi$ as considered in Lemma 3.2.4 is called the partition of the unity. If $\phi$ is also continuous in $k \in \mathbb{Z}$, then the preceding lemma gives sufficient conditions on $\phi$ such that (3.35) holds. The conditions on $\phi$ such that this partition is guaranteed are quite natural. In fact, Wojtaszczyk showed in [106] that every scaling function $\phi \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ of an MRA as defined in Definition 3.2.2 satisfies the conditions in Lemma 3.2.4. Moreover, also scaling functions $\phi$ for which $\{T^k\phi \mid k \in \mathbb{Z}\}$ is a Riesz basis may satisfy Conditions (3.35) and (3.36). A classical example of such scaling functions $\phi$ are the cardinal B-spline functions [12], which will be discussed briefly in Section 4.5.

Starting with a discrete-time function, obtained from measurements, we would like to get a decomposition at various discrete-time resolution levels instead of a DWT for $L^2(\mathbb{R})$. A natural way to obtain such a decomposition is to identify a given $s \in l^2(\mathbb{Z})$ with a sequence of coefficients $c_j$ for some $j \in \mathbb{Z}$. So, we construct a function in $L^2(\mathbb{R})$ with $U_j : l^2(\mathbb{Z}) \to V_j$ by

$$U_j[s](x) = 2^{-j/2} \sum_{k \in \mathbb{Z}} s(k) \phi(2^{-j} x - k),$$

for all $x \in \mathbb{R}$. Note that $P_j U_j = U_j$ and $s(k) = (U_j s, D^j T^k \phi)$.

A decomposition of $s$ at level $m$, denoted by $s^{(m)}$ should satisfy

$$U_j s^{(m)} = Q_{j+m} U_j s.$$

Its approximation at level $m$, denoted by $s_{ap}^{(m)}$ should satisfy

$$U_j s_{ap}^{(m)} = P_{j+m} U_j s.$$

These relations hold if and only if $s^{(m)} = \beta^{m-j,m,j}$, $s_{ap}^{(m)} = \alpha_{j+m,j}$ and $c_j = s$, with $\alpha$ and $\beta$ as in (3.33). Combining this result with (3.29) we arrive at the definition of the DWT for $l^2(\mathbb{Z})$.

**Definition 3.2.5** Let $p$ and $q$ be the scale sequences as given in (3.19) and (3.20). Furthermore, let $G_u = C_u \uparrow 2$ for $u \in l^1(\mathbb{Z})$. The $l^2$-DWT of a sequence $s \in l^2(\mathbb{Z})$ at scale $m \in \mathbb{N}$ is given by

$$s^{(m)} = G_p^{-m-1} G_q G_q^* (G_p^*)^m s.$$  \hspace{1cm} (3.37)
The Discrete Wavelet Transform

Its approximation at scale \( m \in \mathbb{N} \) is given by
\[
s_{ap}^{(m)} = G^m_p \left(G_p^s\right)^m s.
\]
(3.38)

In the following lemma we come to some useful properties of the \( l^2 \)-DWT, which we already met in the case of the DWT for \( L^2(\mathbb{R}) \).

**Lemma 3.2.6** For \( s \in l^2(\mathbb{Z}) \), let \( s^{(m)} \) and \( s_{ap}^{(m)} \) denote the \( l^2 \)-DWT at level \( m \) and its approximation at level \( m \) respectively for \( m \in \mathbb{N} \). Then

1. \( \|s\|_2^2 = \|s_{ap}^{(M)}\|_2^2 + \sum_{m=1}^{M} \|s^{(m)}\|_2^2 \) for all \( M \in \mathbb{N} \),

2. \( \lim_{m \to \infty} \|s^{(m)}\|_2 = 0 \).

**Proof**

First we observe that \( \mathcal{U}_j \) is unitary for all \( j \in \mathbb{Z} \), which yields
\[
\|s\|_2^2 = \|\mathcal{U}_j s\|_2^2 = \|\mathcal{P}_j \mathcal{U}_j s\|_2^2 = \|\mathcal{P}_{j+M} + \sum_{m=1}^{M} \mathcal{Q}_{j+m} \mathcal{U}_j s\|_2^2 = \|\mathcal{P}_{j+M} \mathcal{U}_j s\|_2^2 + \sum_{m=1}^{M} \|\mathcal{Q}_{j+m} \mathcal{U}_j s\|_2^2 = \|\mathcal{U}_j s_{ap}^{(M)}\|_2^2 + \sum_{m=1}^{M} \|\mathcal{U}_j s^{(m)}\|_2^2 = \|s_{ap}^{(M)}\|_2^2 + \sum_{m=1}^{M} \|s^{(m)}\|_2^2.
\]

Using (3.25) we get
\[
\|s^{(m)}\|_2^2 = \|\mathcal{U}_j s^{(m)}\|_2^2 = \|\mathcal{Q}_{j+m} \mathcal{U}_j s\|_2^2 = \|\mathcal{P}_{j+m} \mathcal{U}_j s\|_2^2 - \|\mathcal{P}_{j+m-1} \mathcal{U}_j s\|_2^2 \to 0 \ (m \to -\infty),
\]

with \( j \in \mathbb{Z} \) fixed. \( \square \)
Chapter 4

A Framework for Multiresolution Analysis in Hilbert Spaces

In Section 3.2 we already introduced the DWT for functions in $L^2(\mathbb{R})$ by means of a multiresolution analysis. In this chapter we consider a functional analytical setting of an MRA for separable Hilbert spaces $H$. Using this framework necessary and sufficient conditions on operators on $H$ and functions in $H$ are derived such that they constitute wavelet bases in $H$.

Meyer already gave strong hints for a generalization of MRA in [62]. A more general concept, like we present here, was also investigated by Goodman, Lee and Tang in [36]. However they use a different approach to construct bases in $H$ using MRA.

4.1 Frames and Riesz Systems

In the previous chapter we already mentioned the concept of frames and Riesz bases, related to the DWT in $L^2(\mathbb{R})$. Here we introduce these concept for arbitrary separable Hilbert spaces $H$ with inner product $(\cdot, \cdot)$. Furthermore, we come to some results that relate these concepts.

In the sequel we denote for a countable index set $\mathcal{I}$, the Hilbert space of all square summable functions from $\mathcal{I}$ into $\mathcal{C}$ by $l^2(\mathcal{I})$ and its inner product by $(\cdot, \cdot)_\mathcal{I}$. The standard orthonormal basis in $l^2(\mathcal{I})$ is denoted by $\{e_j\}_{j \in \mathcal{I}}$, so $e_j(i) = \delta_{i,j}$ for $i,j \in \mathcal{I}$. The expression $l^2_0(\mathcal{I})$ indicates the linear span of the set $\{e_j \mid j \in \mathcal{I}\}$.
Definition 4.1.1 A collection $\Omega := \{v_j \mid j \in I\}$ in $H$ is called a frame with frame bounds $m_F$ and $M_F$, $0 < m_F \leq M_F$, if for all $x \in H$ the sequence $(x, v_j)_{j \in I}$ belongs to $l^2(I)$ and

$$m_F \|x\|^2 \leq \sum_{j \in I} |(x, v_j)|^2 \leq M_F \|x\|^2. \quad (4.1)$$

Note that the wavelet frame $(\psi, a_0, b_0)$ as introduced in Section 3.2 also satisfies this condition. Obviously, condition (3.16) equals (4.1) by taking

$$I = \mathbb{Z}^2 \quad \text{and} \quad v_{n, m} = \mathcal{T}_{n,b} a_0^m D_{a_0^n} \psi,$$

for some wavelet $\psi \in L^2(R)$.

For $\{v_j \mid j \in I\}$ a frame in $H$, define $S_F : H \to l^2(I)$ by

$$S_F x = \sum_{j \in I} (x, v_j) e_j, \quad \forall x \in H. \quad (4.2)$$

According to Definition 4.1.1,

$$m_F \|x\|^2 \leq \|S_F x\|^2 \leq M_F \|x\|^2. \quad (4.3)$$

So $S_F$ is a bounded linear operator from $H$ into $l^2(I)$, such that $S_F^* S_F$ has a bounded inverse. The optimal constants $m_F$ and $M_F$ are given by

$$m_F = \|[S_F^* S_F]^{-1}\|^{-1} \quad \text{and} \quad M_F = \|S_F^* S_F\|.$$

The operator $S_F$ is called the frame generator associated with the frame $\Omega$.

A straightforward computation shows that

$$S_F^* \alpha = \sum_{j \in I} (\alpha, e_j) v_j, \quad \forall \alpha \in l^2(I).$$

Hence, the adjoint frame generator $S_F^*$ is given by

$$S_F^* e_j = v_j.$$

The following lemma presents some auxiliary results on bounded operators. Using this lemma we are able to derive relations between the frame generator and its adjoint.

Lemma 4.1.2 Let $A \in B(H_1, H_2)$, with $B(H_1, H_2)$ the space of all bounded linear operators from the Hilbert space $H_1$ to the Hilbert space $H_2$. Then, the following are equivalent

(i) There exists an operator $B \in B(H_2, H_1)$ such that $BA = I$,

(ii) There exists an $m > 0$ such that $\|Ax\| \geq m \|x\|$, for all $x \in H_1$,
(iii) The null space $\text{Ker}(A) = \{0\}$ and the range $\text{Ran}(A)$ is closed,

(iv) There exists an operator $C \in B(H_1, H_2)$ such that $A^* C = I$,

(v) The range $\text{Ran}(A^*) = H_1$.

**Proof**

Assume (i) holds. Then

$$||x|| = ||B Ax|| \leq ||B|| \cdot ||Ax||. $$

So, property (ii) holds for $m = ||B||$. If property (ii) holds, then $\text{Ker}(A) = \{0\}$, since $||Ax|| = 0$ implies $||x|| = 0$ using property (i). For proving that $\text{Ran}(A)$ is closed, we take a sequence $(x_n)_{n \in \mathbb{N}}$ in $H_1$ and a vector $y \in H_2$, such that

$$Ax_n \to y \quad (n \to \infty).$$

Then

$$||x_k - x_n|| \leq \frac{1}{m} ||Ax_k - Ax_n|| \to 0 \quad (n \to \infty).$$

So, $(x_n)_{n \in \mathbb{N}}$ is a Cauchy sequence. For its limit $x \in H_1$ we have

$$Ax = \lim_{n \to \infty} Ax_n = y,$$

which yields that $\text{Ran}(A)$ is closed.

Obviously, (i) and (iv) are equivalent. If (i) holds, then then also (iv) holds for $C = B^*$ and conversely. Therefore, instead of proving property (iv), if property (iii) holds, we prove property (i). To do this, we consider the mapping $A_1$ from $H_1$ into $\text{Ran}(A)$, given by $A_1 x = Ax$, for all $x \in H_1$. Since $\text{Ran}(A)$ is closed, we have that $A_1$ is a continuous linear bijection from the Hilbert space $H_1$ onto the Hilbert space $\text{Ran}(A)$. By the inverse mapping theorem, $A_1$ is invertible with bounded inverse $A_1^{-1} : \text{Ran}(A) \to H_1$. Now, define $B$ by $By = A_1^{-1} y_1$, for $y = y_1 + y_2$, with $y_1 \in \text{Ran}(A)$ and $y_2 \in \text{Ran}(A)^\perp$. Then $B \in B(H_2, H_1)$ and $BA = I$.

Next, we assume that (iv) holds. Then

$$H_1 = \text{Ran}(A^* C) \subset \text{Ran}(A^*) \subset H_1,$$

and therefore $\text{Ran}(A^*) = H_1$. The last thing we have to prove is that property (iv) holds, given property (v). This is shown as follows. Take $E$ as $A^*$ restricted to $\text{Ker}(A^*)^\perp$. Then $E$ is a continuous linear bijection from the Hilbert space $\text{Ker}(A^*)^\perp$ onto $H_1$. As before, the inverse mapping theorem yields that $E$ has a bounded inverse $E^{-1}$ from $H_1$ onto $\text{Ker}(A^*)^\perp$. By defining an operator $C$ by $Cx = E^{-1} x$, for all $x \in H_1$, property (iv) is established.
It follows from the previous lemma, that $S_F$ is an injective bounded linear operator from $l^2(\mathcal{D})$ into $H$ with range, $\text{Ran}(S_F)$, closed in $H$. This is equivalent with the fact that $S^*_FS_F$ is a boundedly invertible operator. Also $S_F(S^*_FS_F)^{-1}$ is the right inverse of $S^*_F$ with minimal norm, which can be shown as follows. Take $P = S_F(S^*_FS_F)^{-1}S^*_F$, the orthoprojector from $l^2(\mathcal{D})$ onto $\text{Ran}(S_F)$. Let further $A$ be a right inverse of $S^*_F$. Then
\[ \|S_F(S^*_FS_F)^{-1}\| = \|PS_F(S^*_FS_F)^{-1}\| = \|PA\| \leq \|A\|. \]
In addition to the frame elements $v_j$, we define $\tilde{v}_j$, $j \in \mathcal{D}$, in $\text{Ran}(S^*_F)$ by
\[ \tilde{v}_j = (S^*_FS_F)^{-1}v_j = (S^*_FS_F)^{-1}S^*_Fe_j. \]
Then for all $x \in \text{Ran}(S^*_F)$
\[ x = S^*_F(S_F(S^*_FS_F)^{-1})x = S^*_F \sum_{j \in \mathcal{D}} (S_F(S^*_FS_F)^{-1}x,e_j)e_j \]
\[ = \sum_{j \in \mathcal{D}} (x,(S^*_FS_F)^{-1}S^*_Fe_j)e_j = \sum_{j \in \mathcal{D}} (x,\tilde{v}_j)v_j \]
and
\[ x = ((S^*_FS_F)^{-1}S^*_F)x = (S^*_FS_F)^{-1}S^*_F \sum_{j \in \mathcal{D}} (S_Fx,e_j)e_j \]
\[ = \sum_{j \in \mathcal{D}} (x,S^*_F)e_j)(S^*_FS_F)^{-1}S^*_Fe_j = \sum_{j \in \mathcal{D}} (x,v_j)v_j. \]

Following these derivations and the equivalent properties as described in Lemma 4.1.2 we arrive at the following theorem.

**Theorem 4.1.3** Let $\Omega = \{v_j \mid j \in \mathcal{D}\}$ be a collection in $H$ satisfying the right inequality in (4.1) and let $S_F$ be defined by (4.2). Then $\Omega$ is a frame if and only if the adjoint of the frame generator $S_F$ associated with $\Omega$ is surjective. If $\Omega$ is a frame, the collection $\{\tilde{v}_j \mid j \in \mathcal{D}\}$, defined by $\tilde{v}_j = (S^*_FS_F)^{-1}S^*_Fe_j$, is also a frame, which we call the frame dual to $\Omega$.

We observe that since $\{\tilde{v}_j \mid j \in \mathcal{D}\}$ is a frame, there exists also an associated frame generator given by $S_F(S^*_FS_F)^{-1}$. Special cases of frames are exact frames and tight frames, which are defined as follows.

**Definition 4.1.4** An exact frame is a frame that is no longer a frame whenever any one of its elements is removed. A tight frame is a frame for which the frame bounds satisfy $m_F = M_F$.

It can be shown in a rather straightforward way that if $\Omega = \{v_j \mid j \in \mathcal{D}\}$ is a tight frame for which $m_F = 1$ and $\|v_j\| = 1$ for all $j \in \mathcal{D}$, then $\Omega$ is an orthonormal system in $H$ and conversely. A similar property also holds for Riesz systems, which are defined as follows.
**Definition 4.1.5** The collection \( \Omega = \{ v_j | j \in \mathcal{D} \} \) in \( H \) is called a Riesz system with Riesz bounds \( 0 < m_R \leq M_R \), if
\[
m_R \| \alpha \|_{\mathcal{D}}^2 \leq \| \sum_{j \in \mathcal{D}} (\alpha, e_j) v_j \|_{H}^2 \leq M_R \| \alpha \|_{\mathcal{D}}^2, \quad \forall \alpha \in l^2(\mathcal{D}).
\] (4.4)

Obviously, a Riesz system with Riesz bounds \( m_R = M_R = 1 \) is an orthonormal system, which means that orthonormal systems constitute a special set of Riesz systems. Also to a Riesz system we associate an operator in a similar way as we have done for frames.

For \( \{ v_j | j \in \mathcal{D} \} \) a Riesz system, define \( S_R^{(0)} : l^2(\mathcal{D}) \to H \) by
\[
S_R^{(0)} \alpha = \sum_{j \in \mathcal{D}} \alpha(j) v_j, \quad \forall \alpha \in l^2(\mathcal{D}).
\]
Hence, \( S_R^{(0)} e_j = v_j \). The operator \( S_R^{(0)} \) extends to a bounded linear operator \( S_R \) from \( l^2(\mathcal{D}) \) into \( H \), called the Riesz system generator of \( \Omega \). This Riesz generator satisfies
\[
m_R \| \alpha \|_{\mathcal{D}}^2 \leq \| S_R \alpha \|_{H}^2 \leq M_R \| \alpha \|_{\mathcal{D}}^2.
\] (4.5)

In the same manner as we concluded for the frame generator, we conclude that \( S_R \) is a boundedly invertible operator on \( l^2(\mathcal{D}) \). Moreover, the left inverse of \( S_R \) with minimal norm is given by \( (S_R^* S_R)^{-1} S_R \). This can be verified in the same manner as for the right inverse of \( S_R^* \).

Beside the Riesz system \( \{ v_j | j \in \mathcal{D} \} \) we also define the elements \( \tilde{v}_j, j \in \mathcal{D}, \) in \( \text{Ran}(S_R) \) by \( \tilde{v}_j = S_R (S_R^* S_R)^{-1} e_j \). Hence, \( S_R \tilde{v}_j = e_j \) and consequently
\[
(\tilde{v}_j, v_k) = (\tilde{v}_j, S_R e_k) = (e_j, e_k) = \delta_{j,k}.
\]

Furthermore, for all \( x \in \text{Ran}(S_R) \) and for \( \alpha \in l^2(\mathcal{D}) \) with \( x = S_R \alpha \), we have
\[
x = S_R \alpha = S_R (S_R^* S_R)^{-1} (S_R^* S_R) \alpha
\]
\[
= S_R (S_R^* S_R)^{-1} S_R x = S_R \sum_{j \in \mathcal{D}} (S_R^* S_R)^{-1} S_R x, e_j e_j
\]
\[
= \sum_{j \in \mathcal{D}} (x, S_R (S_R^* S_R)^{-1} e_j) S_R e_j = \sum_{j \in \mathcal{D}} (x, \tilde{v}_j) v_j,
\]
and
\[
x = S_R (S_R^* S_R)^{-1} S_R x = S_R (S_R^* S_R)^{-1} \sum_{j \in \mathcal{D}} (S_R^* x, e_j) e_j
\]
\[
= \sum_{j \in \mathcal{D}} (x, S_R e_j) S_R (S_R^* S_R)^{-1} e_j = \sum_{j \in \mathcal{D}} (x, v_j) \tilde{v}_j.
\]

These results are summarized in the following theorem.
Theorem 4.1.6 Let $\Omega = \{v_j \mid j \in D\}$ be a collection in $H$. Then $\Omega$ is a Riesz system if and only if there is a bounded linear injection $S_R : l^2(D) \to H$ with closed range such that $S_R e_j = v_j, j \in D$. If so, the collection $\{\tilde{v}_j \mid j \in D\},$ defined by $\tilde{v}_j = S_R (S_R^* S_R)^{-1} e_j$, is the Riesz system dual to $\Omega$.

Note that by definition a Riesz system is a linearly independent set. A special set of Riesz systems are Riesz bases, which are defined as follows.

Definition 4.1.7 A Riesz system which is total is a Riesz basis.

Obviously, every Riesz system is a Riesz basis for the closure of its linear span. For a Riesz basis, the corresponding Riesz generator $S_R$ is invertible. This yields immediately that the frame $\{v_j \mid j \in D\}$ is a Riesz basis if and only if $S_R^*$ is invertible. It can be proved, see [77], that the concepts of exact frame and of Riesz basis are equivalent. So, an exact frame can also be seen as a frame for which $S_R^*$ is invertible. Connections between frames and Riesz systems are given in the following theorem, which results from the previous considerations.

Theorem 4.1.8 Let $\Omega = \{v_j \mid j \in D\}$ be any collection in $H$, and define the operator $S : l^2(D) \to H$ by $S e_j = v_j, j \in D$. Then

(i) $\Omega$ is a frame if and only if $SS^*$ is a boundedly invertible operator on $H$,

(ii) $\Omega$ is a Riesz system if and only if $S^* S$ is a boundedly invertible operator on $l^2(D)$,

(iii) $\Omega$ is a Riesz basis if and only if $S$ is a boundedly invertible operator on $l^2(D)$, i.e., if both $SS^*$ and $S^* S$ are boundedly invertible operators.

The relations between frames and Riesz systems as considered in this theorem are also depicted in Figure 4.1.

A characterization of Riesz systems which is used frequently in the sequel of this chapter is given in terms of a Gram matrix. For $\Omega = \{v_j \mid j \in D\}$ in $H$, we define its Gram matrix $\Gamma_\Omega$ by $\Gamma_\Omega (i,j) = (v_j, v_i)_H, i,j \in D$. Since $\Gamma_\Omega (i,j) = (S_R^* S_R e_j, e_i)$ we conclude $\Gamma_\Omega$ is the matrix of $S_R^* S_R$, yielding with (4.5) that $\Omega$ is a Riesz system if and only if

$$m_R I \leq \Gamma_\Omega \leq M_R I.$$ \hspace{1cm} (4.6)

4.2 Multiresolution Analysis in Hilbert Spaces

In Section 3.2.1 we introduced the concept of an MRA for $L^2(\mathbb{R})$ following the ideas of Mallat [60] and Meyer [62]. This definition can be extended in a canonical way to an MRA for $L^2(\mathbb{R}^n)$, see e.g. [23, 62]. In this section we define an MRA for a separable Hilbert space $H$ using mutually dependent unitary operators on $H$. 
Figure 4.1: Relations between frames and Riesz systems, with $S$ the Riesz generator.

**Definition 4.2.1** Let $A$ be an $(n \times n)$ matrix with integer entries and eigenvalues $\lambda_i, i = 1, \ldots, n$, such that $|\lambda_i| > 1$. Furthermore, let $H$ be a separable Hilbert space, $\phi \in H$ and $U_1, U_2, \ldots, U_{2,n}$ unitary operators on $H$, such that $U_{2,1}, \ldots, U_{2,n}$ mutually commute. Then $[\phi, U_1, U_{2,1}, \ldots, U_{2,n}]$ is an MRA in $H$ if

(i) $\{U_2^k \phi \mid k \in \mathbb{Z}^n\}$ is a Riesz system in $H$,

(ii) $\phi \in \text{clos span}\{U_1 U_2^k \phi \mid k \in \mathbb{Z}^n\}$,

(iii) $U_2^k U_1 = U_1 U_2^k$ for all $k \in \mathbb{Z}^n$,

with

$$U_2^k = U_{2,1}^k \cdots U_{2,n}^k.$$

In the sequel $\phi$ is called the MRA generator.

To compare this definition with Definition 3.2.2 we construct a nested sequence of closed subspaces for $H$ by

$$V_j = \text{clos span} \{U_1^{-j} U_2^k \phi \mid k \in \mathbb{Z}^n\}.$$

Then we have

$$U_1(V_j) = V_{j-1}, \ U_2^k(V_j) = V_j, \ k \in \mathbb{Z}^n, \ \text{and} \ V_j \subset V_{j-1}.$$

For $n = 1, A = 2, U_1 = D^{-1}, U_{2,1} = T$ and $H = L^2(\mathbb{R})$, Definition 3.2.2 and Definition 4.2.1 are nearly the same. However in Definition 3.2.2 an orthonormal basis
for $V_0$ was constructed, which is a special case of a Riesz basis, and in the definition above we also did not introduce the conditions
\begin{equation}
\operatorname{clos} \bigcup_{j \in \mathbb{Z}} V_j = H \quad \text{and} \quad \bigcap_{j \in \mathbb{Z}} V_j = \{0\},
\end{equation}
which occur in Definition 3.2.2. Whether or not inserting these conditions will not change any of the further derivations. Therefore these conditions have been omitted.

The concept of MRA in $H$ is now used to construct Riesz systems in $H$ of a special kind. We start this construction by defining a unique countable collection of closed subspaces $W_j, j \in \mathbb{Z}$, like we have done as well in Section 3.2.1, namely by writing
\[ W_j = V_{j-1} \cap V_j^\perp, \]
for all $j \in \mathbb{Z}$. Since $\mathcal{U}_1$ and $\mathcal{U}_2$ are unitary operators on $H$, we have
\[
\mathcal{U}_1(W_j) = \mathcal{U}_1(V_{j-1} \cap V_j^\perp) = \mathcal{U}_1(V_{j-1}) \cap \mathcal{U}_1(V_j^\perp) = \mathcal{U}_1(V_{j-1}) \cap (\mathcal{U}_1(V_j))^\perp = W_{j-1},
\]
and similarly $\mathcal{U}_2(W_j) = W_j, l = 1, \ldots, n$. Obviously, since $W_j = \mathcal{U}_1^{-l}(W_0)$, each Riesz basis $\Omega$ for $W_0$ yields the Riesz basis $\mathcal{U}_1^{-j}(\Omega)$ for $W_j, j \in \mathbb{Z}$, with the same Riesz bounds.

Following the same orthogonal decomposition as in Section 3.2.1 and adding Condition 4.7 we arrive at
\[ H = \bigoplus_{j = -\infty}^{\infty} W_j. \]
From this direct sum decomposition of $H$ it follows immediately that $\bigcup_{j \in \mathbb{Z}} \mathcal{U}_1^j(\Omega)$ is a Riesz basis for $H$, if $\Omega$ is a Riesz basis for $W_0$.

Now the idea is to construct Riesz systems in $W_0$ of the form $\{\mathcal{U}_2^k \psi \mid k \in \mathbb{Z}^n\}$. It will turn out that, for constructing a Riesz basis of this form in general more than one element $\psi$ will be needed. Our aim here is to prove existence of an $N \in \mathbb{N}$ and of a collection
\[
\{\psi_1, \ldots, \psi_{N-1}\} \subset V_1,
\]
such that
\begin{enumerate}
\item[(a)] $(\psi_l, \mathcal{U}_2^k \phi) = 0$, $l = 1, \ldots, N - 1$, for all $k \in \mathbb{Z}^n$, i.e., $\psi_l \in V_0^\perp$,
\item[(b)] $\{\mathcal{U}_2^k \psi_l \mid l = 1, \ldots, N - 1, k \in \mathbb{Z}^n\}$ is a Riesz basis for $W_0$.
\end{enumerate}
Since $V_{-1} = V_0 \oplus W_0$ Condition (b) can be also written as
\begin{enumerate}
\item[(b')] $\{\mathcal{U}_2^k \psi_l \mid l = 0, \ldots, N - 1, k \in \mathbb{Z}^n\}$ is a Riesz basis for $V_{-1}$, with $\psi_0 = \phi$.
\end{enumerate}
Since \( V_0 \subseteq V_{-1} \) and \( W_0 \subseteq V_{-1} \) and since \( \{ U_l U_2^k \phi \mid k \in \mathbb{Z}^n \} \) is a Riesz basis in \( V_{-1} \), we come to
\[
\phi = \sum_{k \in \mathbb{Z}^n} p(k) U_l U_2^k \phi, \quad (4.8)
\]
\[
\psi_l = \sum_{k \in \mathbb{Z}^n} q_l(k) U_l U_2^k \phi, \quad l = 1, \ldots, N - 1, \quad (4.9)
\]
where \( p \in l^2(\mathbb{Z}^n) \), known, and the \( q_l \in l^2(\mathbb{Z}^n) \), to be determined, are the generating sequences. For \( U_1 = D^{-1} \) and \( U_2 = T \), these sequences are called scaling sequences as we have seen already in Section 3.2.1. In the sequel the term scaling sequence will only be used for cases in which \( U_1 = D^{-1} \) has been chosen.

So the idea is to formulate constraints on the sequences \( q_l \), given the sequence \( p \), such that the Conditions (a) and (b') are satisfied. Therefore we reformulate these conditions in terms of the generating sequences.

Condition (a) can be put in a rather straightforward way in terms of the generating sequences by substituting (4.8) and (4.9) into this condition and using \( U_2^k U_1 = U_1 U_2^{Ak} \). We get
\[
(\psi_l, U_2^k \phi) = (\tau \phi * q_l, R^{Ak} p)_{\mathbb{Z}^n},
\]
with \( \tau \phi(k) = (\phi, U_2^k \phi) \), \( k \in \mathbb{Z}^n \), and \( R^m = R^m_1 \cdots R^m_n \) for \( m \in \mathbb{Z}^n \), a composition of bilateral shift operators on \( l^2(\mathbb{Z}^n) \), each one acting along a standard basis vector of \( \mathbb{Z}^n \). So Condition (a) is equivalent with
\[
(\tau \phi * q_l, R^{Ak} p)_{\mathbb{Z}^n} = 0, \quad \forall l \in \{1, \ldots, N-1\} \quad \forall k \in \mathbb{Z}^n. \quad (4.10)
\]
In order to put Condition (b') in terms of the generating sequences we present the following lemma.

**Lemma 4.2.2.** Let \([\phi, U_1, U_{2,1}, \ldots, U_{2,n}]\) be an MRA and let \( p \) be the generating sequence of \( \phi \). Then
\[
\{ R^{Ak} p \mid k \in \mathbb{Z}^n \}
\]
is a Riesz system in \( l^2(\mathbb{Z}^n) \). Furthermore, let \( \psi_0 = \phi \) and \( \psi_l, l = 1, \ldots, N - 1, \) be in \( W_0 \) with generating sequences \( q_l \). Then
\[
\{ U_2^k \psi_l \mid l = 0, \ldots, N - 1, k \in \mathbb{Z}^n \}
\]
is a Riesz basis for \( V_{-1} \) if and only if
\[
\{ R^{Ak} q_l \mid l = 0, \ldots, N - 1, k \in \mathbb{Z}^n \},
\]
with \( q_0 = p \), is a Riesz basis for \( l^2(\mathbb{Z}^n) \).
Proof
We introduce the boundedly invertible operator $B : V_{-1} \to l^2(\mathbb{Z}^n)$ by

$$Bf = \alpha \text{ if and only if } f = \sum_{k \in \mathbb{Z}^n} \alpha(k) U_k U^*_k \phi.$$ 

Since $B U^*_k = R^A B$, $k \in \mathbb{Z}^n$ and $B \phi = p$, applying the operator $B$ on the Riesz system $\{U_k \phi \mid k \in \mathbb{Z}^n\}$ yields $\{R^A p \mid k \in \mathbb{Z}^n\}$. This is also a Riesz system, since $B$ is a boundedly invertible operator. The second result follows immediately by observing that

$$\{R^A q_l \mid l = 0, \ldots, N-1, k \in \mathbb{Z}^n\} = B(\{U_k \psi_l \mid l = 0, \ldots, N-1, k \in \mathbb{Z}^n\}).$$

From this lemma it follows that if we can construct sequences $q_l \in l^2(\mathbb{Z}^n)$, such that

- $(r_\phi * q_l, R^A p)_{\mathbb{Z}^n} = 0, \forall l \in \{1, \ldots, N-1\}, \forall k \in \mathbb{Z}^n$,
- $\{R^A q_l \mid l = 0, \ldots, N-1, k \in \mathbb{Z}^n\}$ is a Riesz basis for $l^2(\mathbb{Z}^n)$, with $q_0 = p$,

then elements $\psi_l, l = 1, \ldots, N-1$, in $V_{-1}$ can be constructed for which Conditions (a) and (b) are satisfied. This naturally leads us to the next item.

### 4.3 Riesz Systems Generated by Unitary Operators

In Section 4.1 we already considered necessary and sufficient conditions on a set $\Omega$ such that it is a Riesz system. Now, we will deal with sets $\Omega$ of a special kind, namely those sets that are generated by unitary operators acting on one or more elements in $H$. This is done, since such Riesz systems occurred in Lemma 4.2.2.

First we consider the case of a Riesz system generated by several unitary operators all acting on one element in $H$. So, our aim is to derive necessary and sufficient conditions on the tuple $[\mathcal{U}_1, \ldots, \mathcal{U}_n, \phi]$, such that $\{\mathcal{U}_j \phi \mid j \in \mathbb{Z}^n\}$ is a Riesz system, with $\mathcal{U}^j = \mathcal{U}_1^j \cdots \mathcal{U}_n^j$. Besides, we compute its dual Riesz system. These derivations follow Section 4.1 with $D = \mathbb{Z}^n$ and with the Riesz generator $S$ given by $S \hat{e}_j = \mathcal{U}^j \phi$.

By Section 4.1, $\{\mathcal{U}_j \phi \mid j \in \mathbb{Z}^n\}$ is a Riesz system if and only if its Gram matrix $\Gamma$, given by

$$\Gamma(i, j) = (\mathcal{U}_i \phi, \mathcal{U}_j \phi) = (\phi, \mathcal{U}_i \mathcal{U}_j \phi) = \tau_\phi(i - j),$$

satisfies (4.6). Observing that $S^* S$ with matrix $\Gamma$ acts by convolution on $l^2(\mathbb{Z}^n)$,

$$S^* S \alpha = \tau_\phi \ast \alpha,$$

we arrive at the following theorem.
Theorem 4.3.1 For commuting unitary operators $\mathcal{U}_1, \ldots, \mathcal{U}_n$ on $H$ and $\phi \in H$, the collection $\{\mathcal{U}_j^j \phi \mid j \in \mathbb{Z}_n\}$ is a Riesz system if and only if the sequence $\tau_\phi$ defined by

$$\tau_\phi(j) = (\phi, \mathcal{U}_j^j \phi), \quad j \in \mathbb{Z}_n,$$

yields a boundedly invertible convolution operator on $l^2(\mathbb{Z}_n)$, i.e., if and only if

$$0 < \text{ess inf}_{z \in \mathbb{T}_n} \hat{\tau}_\phi(z) \leq \text{ess sup}_{z \in \mathbb{T}_n} \hat{\tau}_\phi(z) < \infty,$$

(4.11)

where $\hat{\tau}_\phi$ denotes the discrete Fourier transform of $\tau_\phi$

$$\hat{\tau}_\phi(z) = \sum_{j \in \mathbb{Z}_n} \tau_\phi(j) z^{-j}, \quad z \in \mathbb{T}_n,$$

with $z^j = z_1^j \cdots z_n^j, \quad j \in \mathbb{Z}_n$, and $\mathbb{T}_n$ the $n$-fold product of the unit circle with normalized Lebesgue measure $\mu$.

Note that from this theorem it follows that for $\tau_\phi \in l^1(\mathbb{Z}_n)$ the collection

$$\Omega = \{\mathcal{U}_j^j \phi \mid j \in \mathbb{Z}_n\}$$

is a Riesz system if and only if $\tau_\phi$ has no zeroes on $\mathbb{T}_n$.

By definition, the dual Riesz system is given by $S(S^*S)^{-1}e_j$, where $Se_j = \mathcal{U}_j^j \phi$ and $S^*S\alpha = \tau_\phi * \alpha$, for all $\alpha \in l^2(\mathbb{Z})$. This yields immediately that the dual Riesz system $\tilde{\Omega}$ of $\Omega$ is of the form

$$\tilde{\Omega} = \{\mathcal{U}_j^j \tilde{\phi} \mid j \in \mathbb{Z}_n\}$$

with $\tilde{\phi}$ given by

$$\tilde{\phi} = \sum_{j \in \mathbb{Z}_n} \hat{\tau}_\phi(j) U_j \tilde{\phi},$$

where $\hat{\tau}_\phi * \tau_\phi = \epsilon_0$.

Next we replace the vector $\phi \in H$ by a finite collection $\{\phi_1, \ldots, \phi_N\}$ and pose the same problem, namely under which conditions

$$\Omega_N = \{\mathcal{U}_j^j \phi_l \mid l = 1, \ldots, N, \ j \in \mathbb{Z}_n\}$$

is a Riesz system. For this we take as index set $D = \{1, \ldots, N\} \times \mathbb{Z}_n$. Furthermore, we define the unitary operator $E_N$ from $l^2(D)$ into $L^2(\mathbb{T}_n, \mathcal{C}_N) = L^2(\mathbb{T}_n) \otimes \mathcal{C}_N$ by $(E_N e_{l,j})(z) = z^j e_{l,1}$, with $\{e_1, \ldots, e_N\}$ the standard orthonormal basis in $\mathcal{C}_N$. We see that $E_N$ is a Riesz system if and only if the Gram matrix $\Gamma$ with entries $(\mathcal{U}_j^j \phi_l, \mathcal{U}_j^j \phi_m)(m,j,\ell,k)$ represents a bounded invertible operator on $l^2(\mathbb{Z}_n)$. A straightforward computation shows

$$(E_N \Gamma e_{m,j})(z) = z^j \hat{\Gamma}(z) e_m,$$
where \( \hat{\Gamma}(z) \in C_{N \times N} \) is defined a.e. by \( (\hat{\Gamma}(z))_{k,m} = \sum_{j \in \mathbb{Z}^n} (\phi_m, U^j \phi_k) z^{-j} \). Hence the Gram matrix \( \Gamma \) represents a boundedly invertible operator on \( L^2(\mathbb{D}) \) if and only if the matrix valued function \( \hat{\Gamma} \) from \( T^n \) into \( C_{N \times N} \) satisfies
\[
\exists m, M > 0 \forall z \in T^n \quad mI_N \leq \hat{\Gamma}(z) \leq MI_N \quad a.e.
\]
(4.12)

4.4 **Riesz Bases in \( l^2(\mathbb{Z}^n) \)**

In the previous section we derived necessary and sufficient conditions such that
\[
\Omega_N = \{U^l \phi_j \mid l = 1, \ldots, N, j \in \mathbb{Z}^n\}
\]
is a Riesz system. According to Lemma 4.2.2 such conditions can also be derived in terms of the generating sequences. Therefore in this section we deal with the following problem. Let the sequence \( \gamma \) yield a boundedly invertible convolution operator on \( l^2(\mathbb{Z}^n) \) and let \( \beta_0 \in l^2(\mathbb{Z}^n) \). Find necessary and sufficient conditions on sequences \( \beta_l, l = 1, \ldots, N - 1 \), in \( l^2(\mathbb{Z}^n) \), and determine \( N \) such that

(i) \( (\gamma * \beta_l, R^{Ak} \beta_0) = 0, \forall l \in \{1, \ldots, N-1\}, \forall k \in \mathbb{Z}^n \),

(ii) \( \{R^{Ak} \beta_l \mid l = 0, \ldots, N-1, k \in \mathbb{Z}^n\} \) is a Riesz basis for \( l^2(\mathbb{Z}^n) \).

We reformulate this into terms of the Hilbert space \( L^2(T^n) \).

Since we deal with a rather arbitrary matrix \( A \in \mathbb{Z}^{n \times n} \) we introduce the so-called Smith normal form of a matrix with integer entries, which is given in the following theorem. In [56] one can find a proof of this theorem for matrices over a ring of polynomials in one variable. This result generalizes immediately to the case of matrices over the ring of integers.

**Theorem 4.4.1 (Smith normal form)** Let \( A \in \mathbb{Z}^{n \times n} \). Then there are unimodular matrices \( U, V \in \mathbb{Z}^{n \times n} \), i.e., \( \det(U) = \det(V) = 1 \), and a diagonal matrix \( D \in \mathbb{Z}^{n \times n} \), such that
\[
A = UDV.
\]
(4.13)

This factorization is not unique.

In the sequel we use the notation \( L = | \det(D) | \).

It can be proved by some straightforward computations that the problem posed in the beginning of this section is equivalent with the following one. Give necessary and sufficient conditions on sequences \( \beta_l, l = 1, \ldots, N - 1 \), in \( l^2(\mathbb{Z}^n) \), and determine \( N \) such that

(i) \( (\gamma * \beta_l, R^{Dk} \beta_0) = 0, \forall l \in \{1, \ldots, N-1\}, \forall k \in \mathbb{Z}^n \),
(ii) \( \{ R^{Dk} \beta_l \mid l = 0, \ldots, N - 1, k \in \mathbb{Z}^n \} \) is a Riesz basis for \( l^2(\mathbb{Z}^n) \), with \( D \in \mathbb{Z}^{n \times n} \) a diagonal matrix involved in the Smith normal form of \( D \).

Let now \( d_i = D(i,i), i = 1, \ldots, n \). Define \( \omega_{d_i} = e^{2\pi i / d_i}, i = 1, \ldots, n \), and \( K_n \) the \( n \)-fold segment of all \( z \in \mathbb{T}^n \) such that

\[
\arg(z_i) \in [0, 2\pi / d_i), i = 1, \ldots, n.
\]

We observe, that \( \{ z^k \mid k \in \mathbb{Z}^n \} \) is an orthonormal basis for \( l^2(\mathbb{T}^n) \) and

\[
\{ \sqrt{L} z^{k_1 d_1} \cdots z^{k_n d_n} \mid k \in \mathbb{Z}^n \}
\]

is an orthonormal basis for \( l^2(K_n) \). So

\[
\{ \sqrt{L} z^{k_1 d_1} \cdots z^{k_n d_n} e_i \mid i = 1, \ldots, N, k \in \mathbb{Z}^n \}
\]

is an orthonormal basis for \( l^2(K_n, \mathbb{C}^N) \), the Hilbert space consisting of all \( \mathbb{C}^N \)-valued Euclidean square integrable functions on \( K_n \). In dealing with the above stated problem, we present some auxiliary results.

The proof of the following lemma is based on the fact, that the \((n \times n)\) Fourier matrix \( F_n \) with entries

\[
F_n(i, j) = 1/\sqrt{n} \omega_n^{ij}, \quad i, j = 0, \ldots, n - 1,
\]

is unitary. Furthermore, we use the notation

\[
P_{g, h}(z) = \sum_{j_1=0}^{d_1-1} \cdots \sum_{j_n=0}^{d_n-1} \hat{g}(\omega_{d_1}^{j_1} z_1, \ldots, \omega_{d_n}^{j_n} z_n) \overline{h}(\omega_{d_1}^{j_1} z_1, \ldots, \omega_{d_n}^{j_n} z_n). \tag{4.14}
\]

**Lemma 4.4.2** Let \( g, h \in l^2(\mathbb{Z}^n) \). Then

\[
1/L \int_{\mathbb{T}^n} P_{g, h}(z) z^m \mu_n(z) = \begin{cases} (g, R^{Dk} h) z^n & \text{if } m = Dk, k \in \mathbb{Z}^n, \\ 0 & \text{if } m \neq Dk, k \in \mathbb{Z}^n. \end{cases}
\]

**Proof**

We consider the following computation

\[
1/L \int_{\mathbb{T}^n} P_{g, h}(z) z^m \mu_n(z)
\]

\[
= 1/L \sum_{j_1=0}^{d_1-1} \cdots \sum_{j_n=0}^{d_n-1} \omega_{d_1}^{-j_1 m_1} \cdots \omega_{d_n}^{-j_n m_n} \int_{\mathbb{T}^n} \hat{g}(z) \overline{h}(z) z^{-m} \mu_n(z)
\]

\[
= \begin{cases} \int_{\mathbb{T}^n} \hat{g}(z) \overline{h}(z) z^{-m} \mu_n(z) & \text{if } m = Dk, k \in \mathbb{Z}^n, \\ 0 & \text{if } m \neq Dk, k \in \mathbb{Z}^n. \end{cases}
\]
The proof is completed by observing that the $n$-dimensional discrete Fourier transform of $R^j h$ is given by $z^{-j} h$.

\[ \square \]

From this lemma we deduce the following result.

**Lemma 4.4.3** Let $g, h \in L^2(\mathbb{Z}^n)$. Then for all $k \in \mathbb{Z}^n$

\[ \int_{K_n} P_{\hat{g},\hat{h}}(z) z_1^{k_1} \cdots z_n^{k_n} \, d\mu_n(z) = (g, R^{Dk} h)_{\mathbb{Z}^n}. \]

**Proof**

Obviously, $P_{\hat{g},\hat{h}}(z) z_1^{k_1} \cdots z_n^{k_n}$ remains unchanged if $z_i$ is replaced by $\omega_i^{m_i} z_i$, $i = 1, \ldots, n$, for $m \in \mathbb{Z}^n$ and so

\[ \int_{K_n} P_{\hat{g},\hat{h}}(z) z_1^{k_1} \cdots z_n^{k_n} \, d\mu_n(z) = \int_{K_n^m} P_{\hat{g},\hat{h}}(z) z_1^{k_1} \cdots z_n^{k_n} \, d\mu_n(z), \]

with

\[ K_n^m = \{ m_1 \omega_{d_1}, (m_1 + 1) \omega_{d_1} \} \times \cdots \times \{ m_n \omega_{d_n}, (m_n + 1) \omega_{d_n} \}. \]

Consequently the result follows from Lemma 4.4.2. \( \square \)

By Lemma 4.4.3, Condition (i) can be written as

\[ \int_{K_n} P_{\hat{g},\hat{h},\hat{\beta}}(z) z_1^{k_1} \cdots z_n^{k_n} \, d\mu_n(z) = 0. \]

Since this relation must hold for every $k \in \mathbb{Z}^n$ and since

\[ \{ \sqrt{L} z^{Dk} \mid k \in \mathbb{Z}^n \} \]

is an orthonormal basis for $L^2(K_n)$, we get that

\[ P_{\hat{g},\hat{h},\hat{\beta}} = 0 \quad a.e. \quad \text{on} \quad K_n, t = 1, \ldots, N - 1. \quad (4.15) \]

So, sequences $\beta_l$ that should satisfy Condition (i) are given in terms of their Fourier transforms that satisfy (4.15). Note, that for finite sequences $\beta_0$ and $\gamma$ Condition (4.15) only deals with polynomial function on the $n$-dimensional unit sphere.

Condition (ii) can also be reformulated in terms of function on $T^n$, using (4.12). Therefore we introduce

\[ B_N = \{ R^{Dk} \beta_l \mid l = 0, \ldots, N - 1, k \in \mathbb{Z}^n \}. \]

Since $B_N$ is generated by $N$ vectors $\beta_l$ and the unitary operators $R_1, \ldots, R_n$, we may use result (4.12). This yields that $B_N$ is a Riesz system if and only if

\[ mI_N \leq \Gamma(z) \leq M I_N \quad a.e. \quad z \in T^n, \]
with
\[ \hat{\Gamma}(z)_{k,m} = \sum_{l \in \mathbb{Z}^n} (\beta_{m}, \mathcal{R}^{D_l} \beta_{k}) \cdot z^{-l}, \; k, m = 0, \ldots, N - 1. \] (4.16)

This result can also be put in terms of the Fourier transforms of \( \beta_l \). Therefore we derive the relation
\[ \hat{\Gamma}(z_1^{d_1}, \ldots, z_n^{d_n})_{k,m} = 1/L P_{\beta_{m},\beta_{k}}(z), \; k, m = 0, \ldots, N - 1, \] (4.17)
using Lemma 4.4.3, and the fact that
\[ \{ \sqrt{L} z^{k_1 d_1} \ldots z^{k_n d_n} \mid k \in \mathbb{Z}^n \} \]
is an orthonormal basis for \( L^2(K_n) \).

Define \( \hat{\Gamma}_d(z) = \hat{\Gamma}_d(z_1, \ldots, z_n) = \hat{\Gamma}(z_1^{d_1}, \ldots, z_n^{d_n}) \). Then we arrive at the following theorem by combining (4.12) and (4.17).

**Theorem 4.4.4** Let \( N \in \mathbb{N} \) be fixed and \( \{ \beta_0, \ldots, \beta_{N-1} \} \) be a subset of \( L^2(\mathbb{Z}^n) \). Let further \( D \) be an \((n \times n)\) diagonal matrix with integer entries. Then the collection
\[ B_N = \{ \mathcal{R}^{D_k} \beta_l \mid l = 0, \ldots, N - 1, k \in \mathbb{Z}^n \} \]
is a Riesz system if and only if the \((N \times N)\) matrix valued function \( z \mapsto \hat{\Gamma}_d(z) \), \( z \in K_n \), with entries
\[ \hat{\Gamma}_d(z)_{k,m} = 1/L P_{\beta_{m},\beta_{k}}(z), \; k, m = 0, \ldots, N - 1, \]
admits real positive constants \( m \) and \( M \), such that
\[ m I_N \leq \hat{\Gamma}_d(z) \leq M I_N \text{ a.e. } z \in K_n. \] (4.18)

So, Theorem 4.4.4 presents necessary and sufficient conditions on \( \hat{\beta}_0, \ldots, \hat{\beta}_{N-1} \), so that \( B_N \) is a Riesz system. We proceed by searching for similar conditions on the Fourier transforms of \( \hat{\beta}_0, \ldots, \hat{\beta}_{N-1} \), such that \( B_N \) is a Riesz basis for \( L^2(\mathbb{Z}^n) \). As a starting point for deriving such conditions we present a corollary of the preceding theorem.

**Corollary 4.4.5** If \( B_N \) is a Riesz system, then \( N \leq L \).

**Proof**
Define the \((L \times N)\) matrix valued function \( z \mapsto \hat{M}(z) \), \( z \in K_n \), with entries
\[ \hat{M}(z)_{r,l} = L^{-1/2} \hat{\beta}_l (\sum_{i=1}^{d_1} (\pi(r))(1) z_{i1}, \ldots, \sum_{i=1}^{d_n} (\pi(r))(n) z_{in}), \] (4.19)
\( l = 0, \ldots, N - 1, r = 0, \ldots, L - 1 \), where \( \pi \) is an arbitrary bijection from the collection \( \{ 0, 1, \ldots, L - 1 \} \) onto
\[ \{ r \in \mathbb{Z}^n \mid 0 \leq r_l \leq |d_i| - 1, i = 1, \ldots, n \}. \]
Since
\[ \hat{G}_d(z) = \hat{M}^*(z)\tilde{M}(z), \quad z \in K_n, \]
\( \hat{G}_d \) is invertible a.e. if and only if \( \tilde{M} \) is injective a.e. If therefore \( \hat{G}_d \) satisfies (4.18), i.e., \( \hat{G}_d(z) \) is invertible for almost all \( z \in K_n \), then \( N \leq L \).

For deriving conditions on \( \hat{\beta}_0, \ldots, \hat{\beta}_{N-1} \), such that \( B_N \) is a Riesz basis for \( l^2(\mathbb{Z}^n) \) we consider the special case \( N = L \) and we assume that \( \hat{G}_d \) satisfies (4.18). Now the proof of Corollary 4.4.5 yields that \( \hat{G}_d \) is invertible a.e. if and only if \( \tilde{M} \), as introduced in the above proof, is invertible a.e. So (4.18) is equivalent with \( \tilde{M} \) being invertible a.e. on \( K_n \). Furthermore, let \( \hat{G} \) and \( \hat{M} \) denote bounded linear operators on \( L^2(K_n; \ell^L) \) corresponding to \( \hat{G}_d \) and \( \tilde{M} \), respectively, i.e.,
\[ (\hat{G}\eta)(z) = \hat{G}_d(z)\eta(z) \quad \text{and} \quad (\hat{M}\eta)(z) = \tilde{M}(z)\eta(z) \quad \text{a.e.} \quad z \in K_n, \]
for all \( \eta \in L^2(K_n; \ell^L) \). Then \( \hat{G} = \hat{M}^*\hat{M} \) and \( \hat{M}^{-1} = \hat{G}^{-1}\hat{M}^* \). Thus \( \hat{M} \) is a boundedly invertible operator, since \( \hat{G} \) is a boundedly invertible operator and
\[ (\hat{M}^{-1}\eta)(z) = \tilde{M}(z)^{-1}\eta(z). \]
These considerations are used to give conditions on \( \hat{\beta}_0, \ldots, \hat{\beta}_{N-1} \), such that \( B_N \) is a Riesz basis for \( l^2(\mathbb{Z}^n) \).

**Theorem 4.4.6** Let \( N \in \mathbb{N} \) be fixed and \( D = \text{diag}(d_1, \ldots, d_n) \) with \( d_i \in \mathbb{Z} \). Let further \( \{\hat{\beta}_0, \ldots, \hat{\beta}_{N-1}\} \) be a subset of \( l^2(\mathbb{Z}^n) \), such that the collection
\[ B_N = \{R^{Dk}\hat{\beta}_l \mid l = 0, \ldots, N - 1, \ k \in \mathbb{Z}^n\} \]
is a Riesz system. Then this collection is a Riesz basis if and only if \( N = L \).

**Proof**
Take \( N = L \) and let \( B_L \) be a Riesz system in \( l^2(\mathbb{Z}^n) \). Besides, let \( \tilde{M} \) be defined as in (4.19) and let \( \hat{M} \) be associated with \( \tilde{M} \) by (4.20). Then \( \tilde{M}(z) \) is invertible for almost all \( z \in K_n \) and \( \hat{M} \) is invertible, since \( \hat{G}_d \) satisfies (4.18). Define \( \hat{\varepsilon}_{l,k}(z) \in L^2(K_n; \ell^L) \) for \( l = 0, \ldots, L - 1 \), and \( k \in \mathbb{Z}^n \) by
\[ \hat{\varepsilon}_{l,k}(z) = \sqrt{L} \, z^{Dk} \varepsilon_l, \quad z \in K_n. \]
Furthermore, introduce \( \mathcal{V}_D : l^2(\mathbb{Z}^n) \to L^2(K_n; \ell^L) \) by
\[ (\mathcal{V}_D h)(z) = \left( \begin{array}{c}
\hat{h}(w_{d_1}^{(\pi(0))}(1)z_1, \ldots, w_{d_n}^{(\pi(0))}(n)z_n) \\
\vdots \\
\hat{h}(w_{d_1}^{(\pi(L-1))}(1)z_1, \ldots, w_{d_n}^{(\pi(L-1))}(n)z_n)
\end{array} \right) \]
where \( \pi \) is an arbitrary bijection from the set \( \{0, 1, \ldots, L - 1\} \) onto the collection
\[ E = \{r \in \mathbb{Z}^n \mid 0 \leq r_i \leq |d_i| - 1, \ i = 1, \ldots, n\}. \]
With this definition

\[
\|\mathcal{V}_D h\|_{L^2(K_n;\mathbb{C}^L)}^2 = \sum_{k_n} \|\mathcal{V}_D h(z)\|_{\mathbb{C}^L}^2 d\mu_n(z) = \int_{K_n} P_{h,k}(z) d\mu_n(z) = \|h\|_{L^2(K_n)}^2,
\]

for all \(h \in L^2(K_n)\), so that \(\mathcal{V}_D\) is an isometry. Define \(h_{l,k} \in L^2(K_n)\) by

\[
h_{l,k}(z) = \begin{cases} \sqrt{L} \omega_{d_1}^{l_{d_1}} \ldots \omega_{d_n}^{l_{d_n}} & \text{if } (\omega_{d_1}^{-1} z_1, \ldots, \omega_{d_n}^{-1} z_n) \in K_n, \\ 0 & \text{otherwise,} \end{cases}
\]

with \(l \in E, k \in \mathbb{Z}^n\). Then \(\{h_{l,k} | l \in E, k \in \mathbb{Z}^n\}\) is an orthonormal basis for \(L^2(K_n)\). This yields \(\mathcal{V}_D h_{l,(l),k} = \hat{\varepsilon}_{l,k}\) and so the operator \(\mathcal{V}_D\) is unitary. Applying \(\mathcal{V}_D\) on \(R^{Dk} \beta_l\) now yields

\[
\mathcal{V}_D(R^{Dk} \beta_l)(z) = z^{-Dk} \left( \begin{array}{c} \hat{\beta}_l(\omega_{d_1}^{(\pi(0)(1))} z_1, \ldots, \omega_{d_n}^{(\pi(0)(n))} z_n) \\ \vdots \\ \hat{\beta}_l(\omega_{d_1}^{(\pi(L-1)(1))} z_1, \ldots, \omega_{d_n}^{(\pi(L-1)(n))} z_n) \end{array} \right) = \sqrt{L} z^{-Dk} \tilde{M}(z) \varepsilon_l(z) = \tilde{M}(z) \varepsilon_{l,-k}(z) = (\mathcal{M} \varepsilon_{l,-k})(z),
\]

for all \(l = 0, \ldots, L-1\). So \(R^{Dk} \beta_l = (\mathcal{V}_D)^* \mathcal{M} \varepsilon_{l,-k}\).

Since \(\{\varepsilon_{l,k} | l = 0, \ldots, L-1, k \in \mathbb{Z}^n\}\) is an orthonormal basis for \(L^2(K_n;\mathbb{C}^L)\) and \((\mathcal{V}_D)^* \mathcal{M}\) is boundedly invertible, it follows that \(B_N\) is a Riesz basis for \(L^2(K_n)\).

For proving the converse, we assume \(B_L\) to be a Riesz basis for \(L^2(\mathbb{Z}^n)\). Then \(\mathcal{M}\) has to be invertible, since \(R^{Dk} \beta_l = \mathcal{V}_D \mathcal{M} \varepsilon_{l,k}\). It follows that the matrix valued function \(\tilde{M}\) has to be invertible a.e. on \(K_n\), and thus \(N = L\).

From the preceding theorem we conclude that for satisfying Condition (ii) we have to search for sequences \(\beta_1, \ldots, \beta_{|\det A|-1}\), given \(\beta_0\), such that (4.18) holds.

Although we are not dealing with the concept of frames in \(L^2(\mathbb{Z}^n)\) in this section, similar results can now be given in rather straightforward way such that

\[
B_N = \{R^{Dk} \beta_l | l = 0, \ldots, N-1, k \in \mathbb{Z}^n\}
\]

is a frame. We can write

\[
R^{Dk} \beta_l = \mathcal{V}_D \mathcal{M} \varepsilon_{l,k} = \mathcal{V}_D \mathcal{M} \mathcal{U} e_{l,k},
\]

with \(\mathcal{U} : L^2(\{0, \ldots, N-1\} \times \mathbb{Z}^n) \rightarrow L^2(K_n;\mathbb{C}^N)\) the unitary operator given by \(\mathcal{U} e_{l,k} = \hat{\varepsilon}_{l,k}\). So \(S_F = \mathcal{U}^* \mathcal{M}^* \mathcal{V}_D\) is the frame generator of \(B_N\) if \(B_N\) is a frame. Now Theorem 4.1.8 immediately yields the following theorem.
Theorem 4.4.7 Let \( N \in \mathbb{N} \) be fixed and \( \{ \beta_0, \ldots, \beta_{N-1} \} \) be a subset of \( l^2(\mathbb{Z}^n) \). Then the collection
\[
\{ R^{Dk} \beta_l \mid l = 0, \ldots, N-1, k \in \mathbb{Z}^n \}
\]
is a frame if and only if for the \((L \times L)\) matrix valued function \( z \mapsto \hat{M}(z) \hat{M}^*(z), z \in K_n, \) with \( \hat{M} \) defined as in (4.19) there exists real positive constants \( m_F \) and \( M_F \), such that
\[
m_F I_L \leq \hat{M}(z) \hat{M}^*(z) \leq M_F I_L \quad \text{a.e. } z \in K_n.
\]
(4.21)
So, we presented necessary and sufficient conditions on \( \hat{\beta}_0, \ldots, \hat{\beta}_{N-1} \), so that \( B_N \) is a frame in a similar way as in Theorem 4.4.4. Finally, we also present a corollary of Theorem 4.4.7, analogous to Corollary 4.4.5.

Corollary 4.4.8 If \( B_N \) is a frame, then \( N \geq L \).

4.5 MRA and Riesz Bases in Hilbert Spaces

In Section 4.2 we used the concept of MRA to construct Riesz bases of the form
\[
\{ I_l^l I_l^k \phi_l \mid l = 1, \ldots, N-1, j \in \mathbb{Z}, k \in \mathbb{Z}^n \}
\]
for the separable Hilbert space \( H \). We showed that the vectors \( \phi_l \) were uniquely determined by (4.9) and that their generating sequences \( q_l \) had to be determined such that
\[
\bullet \quad \langle \tau_\phi * q_l, R^{A_k} q_0 \rangle_{z^n} = 0, \quad \forall l \in \{1, \ldots, N-1\} \quad \forall k \in \mathbb{Z}^n,
\]
\[
\bullet \quad \{ R^{A_k} q_l \mid l = 0, \ldots, N-1, k \in \mathbb{Z}^n \} \text{ is a Riesz basis for } l^2(\mathbb{Z}^n), \text{ with } q_0 = p,
\]
the generating sequence of the MRA generator \( \phi \).

By taking \( \gamma = \tau_\phi \) and \( \beta_0 = q_l, \) \( l = 0, \ldots, N-1, \) in (4.15), Theorem 4.4.4 and Theorem 4.4.6, we arrive at the following theorem on the construction of Riesz bases in Hilbert spaces using MRA.

Theorem 4.5.1 Given a sequence \( q_0 \in l^2(\mathbb{Z}^n) \). Then the following two problems are equivalent.

Problem 1: Construct sequences \( q_l, l = 1, \ldots, | \det A | - 1, \) in \( l^2(\mathbb{Z}^n) \) such that
\[
1.1 \quad \langle \tau_\phi * q_l, R^{A_k} q_0 \rangle_{z^n} = 0, \quad \forall l \in \{1, \ldots, | \det A | - 1\} \quad \forall k \in \mathbb{Z}^n,
\]
\[
1.2 \quad \{ R^{A_k} q_l \mid l = 1, \ldots, | \det A | - 1, k \in \mathbb{Z}^n \} \text{ is a Riesz basis for } l^2(\mathbb{Z}^n).
\]

Problem 2: Construct \( \hat{q}_l, l = 1, \ldots, | \det A | - 1, \) in \( L^2(\mathbb{T}^n) \), the \( n \)-dimensional discrete Fourier transforms of \( q_l \in l^2(\mathbb{Z}^n) \), such that
2.1 \( P_{\tilde{r}, \tilde{s}, \phi z}(z) = 0 \) a.e. on \( K_n, l = 1, \ldots, |\det A| - 1, \) with \( P \) as given in Definition (4.14).

2.2 The matrix-valued function \( z \mapsto \tilde{M}(z), z \in K_n, \) with entries

\[
(\tilde{M}(z))_{r,l} = |\det A|^{-1/2} \tilde{q}_l(\omega_{d_1}^{(\pi(r))(1)} z_1, \ldots, \omega_{d_n}^{(\pi(r))(n)} z_n),
\]

\( l, r = 0, \ldots, |\det A| - 1, \) where \( \pi \) is an arbitrary enumeration from

\[
\{0, 1, \ldots, |\det A| - 1\}
\]

onto

\[
\{m \in \mathbb{Z}^n \mid 0 \leq m_i \leq |d_i| - 1, i = 1, \ldots, n\}
\]

and with \( d_i = D(i, i) \) as in Theorem 4.4.1, is invertible for almost all \( z \in K_n. \)

Possible solutions to these problems are given in [37, 62] and [74].

To illustrate how to deal with Theorem 4.5.1 we consider an example of an MRA, which we already mentioned in Section 3.2.1, namely an MRA for \( L^2(\mathbb{R}) \) using Riesz systems. It will turn out that in this example, Problem 2 is not hard to solve. Moreover, for this example Conditions 2.1 and 2.2 will reduce to conditions, which are described thoroughly in the literature [12, 23, 62].

**Example 4.5.2** This example deals with an MRA for \( L^2(\mathbb{R}) \) as introduced in Section 3.2.1. However, here we take an MRA generator \( \phi \in L^2(\mathbb{R}) \), such that

\[
\{T^k \phi \mid k \in \mathbb{Z}\}
\]

is a Riesz system. So, according to Definition 4.2.1 we take \( H = L^2(\mathbb{R}), U_1 = D \) and \( U_{2,1} = T. \) Obviously, Condition (iii) in Definition 4.2.1 holds for \( A = 2. \) As MRA generator we take \( \phi = \phi_m, \) the cardinal B-spline of order \( m \geq 1, \) which is defined by

\[
\phi_m = \begin{cases} 
\chi_{[0,1]}, & m = 1, \\
\phi_1 \ast \phi_{m-1}, & m \geq 2.
\end{cases}
\] (4.22)

In Figure 4.2, \( \phi_2 \) and \( \phi_4 \) have been depicted.

For cardinal B-splines we have the following properties

1. \( \text{supp } \phi_m = [0, m], \)

2. \( \sum_{k \in \mathbb{Z}} \phi_m(x - k) = 1 \quad \forall x \in \mathbb{R}. \)

3. \( \phi_m(m/2 - x) = \phi_m(m/2 + x) \quad \forall x \in \mathbb{R}. \)

4. \( \{T^k \phi_m \mid k \in \mathbb{Z}\} \) is a Riesz system.
Figure 4.2: Two cardinal B-splines: a) order 2, b) order 4.

5. \( \phi_m \in \text{clos span } \{ \mathcal{D} \alpha^T k \phi_m \mid k \in \mathbb{Z} \} \quad \forall \alpha \in \mathbb{N} \setminus \{0\} \).

For a proof of these and other properties of cardinal B-splines we refer to [12, 88].

For solving Problem 2, i.e., to search for a sequence \( q_1 \) whose Fourier transform satisfies Conditions 2.1 and 2.2, we have to determine \( \hat{p} \) and \( \hat{r}_0 \).

By \( p_m \) we denote the generating sequence of \( \phi_m \). To give an expression for \( p_m \), we derive

\[
\phi_m = \phi_1 * \phi_{m-1} = \left( \sum_{k \in \mathbb{Z}} p_1(k) \mathcal{D} \alpha^T k \phi_1 \right) * \left( \sum_{l \in \mathbb{Z}} p_{m-1}(l) \mathcal{D} \alpha^T l \phi_{m-1} \right)
\]

\[
= \sum_{k,l \in \mathbb{Z}} p_1(k) p_{m-1}(l) \left( \mathcal{D} \alpha^T k \phi_1 * \mathcal{D} \alpha^T l \phi_{m-1} \right)
\]

\[
= \frac{1}{\sqrt{2}} \sum_{k,l \in \mathbb{Z}} p_1(k) p_{m-1}(l) \mathcal{D} \alpha^T k+l \phi_1 * \phi_{m-1}
\]

\[
= \frac{1}{\sqrt{2}} \sum_{k \in \mathbb{Z}} (p_1 * p_{m-1})(k) \mathcal{D} \alpha^T k \phi_m.
\]

Recursively we get \( \hat{p}_m(z) = 2^{1/2-m}(\hat{p}_1(z))^m \). For \( \phi_1 \) we find in a straightforward way

\[
p_1(z) = (1 + z^{-1})/\sqrt{2},
\]
which yields
\[ \hat{p}_m(z) = 2^{1/2 - m}(1 + z^{-1})^m = 2^{1/2 - m} \sum_{k=0}^{m} \binom{m}{k} z^{-k}. \]

So, the generating sequence \( p_m \) of \( \phi_m \) is given by
\[ p_m(k) = \begin{cases} 2^{1/2 - m} \binom{m}{k}, & k = 0, \ldots, m, \\ 0, & \text{otherwise}. \end{cases} \]

Using Property 3 of cardinal B-splines we derive
\[ \tau_{\phi_m}(k) = \int_{\mathbb{R}} \phi_m(x)\phi_m(x - k) \, dx = \int_{\mathbb{R}} \hat{\phi}_m(x)\hat{\phi}_m(M + k - x) \, dx = (\phi_m \ast \phi_m)(m + k) = \phi_{2m}(m + k). \]

Its Fourier transform is given by
\[ \hat{\tau}_{\phi_m}(z) = \sum_{k=-m}^{m} \phi_{2m}(m + k) z^{-k} = \frac{z^{1-m}}{(2m-1)!} E_{2m-1}(z), \]

with \( E_{2m-1} \) the Euler-Frobenius polynomial of order \( 2m - 1 \), see [12]. We observe that \( \hat{\tau}_{\phi_m}(1) = 1 \), which follows from Property 2 of cardinal B-splines. Besides, as a property of Euler-Frobenius polynomials we have \( E_{2m-1}(z) \neq 0 \), \( z \in \mathbb{T} \), for all \( m \in \mathbb{N} \setminus \{0\} \). These two considerations yield that \( \hat{\tau}_{\phi_m} \) satisfies (4.11). So, indeed \( \{ T^k \phi_m \mid k \in \mathbb{Z} \} \) is a Riesz system for all \( m \in \mathbb{N} \setminus \{0\} \).

According to Problem 2, we have to search for a \( q_m \in L^2(\mathbb{Z}) \), such that
- \( \tau_{\phi_m}(z)q_m(z) \overline{p_m(z)} + \hat{\tau}_{\phi_m}(-z)q_m(-z) \overline{p_m(-z)} = 0 \) a.e. \( z \in \mathbb{T} \),
- \( \overline{\hat{M}(z)} = \begin{pmatrix} \hat{p}_m(z) & \hat{q}_m(z) \\ \hat{p}_m(-z) & \hat{q}_m(-z) \end{pmatrix} \) is invertible for almost all \( z \in \mathbb{T} \).

It can be verified that the first condition holds for
\[ \hat{q}_m(z) = z^{2k+1} \hat{\tau}_{\phi_m}(-z) \overline{p_m(-z)}, \]

\( k \in \mathbb{Z} \). With this choice for \( \hat{q}_m \) we compute
\[ |\det(\overline{\hat{M}(z)})| = |\hat{p}_m(z)\hat{q}_m(-z) - \hat{p}_m(-z)\hat{q}_m(z)| \]
\[ = (\tau_{\phi_m}(z)|\hat{p}_m(z)|^2 + \hat{\tau}_{\phi_m}(-z)|\hat{p}_m(-z)|^2) \]
\[ = \tau_{\phi_m}(z)|\hat{p}_m(z)|^2 + \hat{\tau}_{\phi_m}(-z)|\hat{p}_m(-z)|^2 \text{ a.e. } z \in \mathbb{T}. \]

We already observed that
\[ \text{ess inf}_{z \in \mathbb{T}} \tau_{\phi_m}(z) \geq m_T, \]
for a certain positive constant $m_T$. Furthermore, we derive
\[
|\hat{p}_m(z)|^2 + |\hat{p}_m(-z)|^2 = \sum_{k,l} (1 + (-1)^l) p_m(k) p_m(k - l) z^{-l}
\]
\[
= 2 \sum_{k,l} p_m(k) (R^{2l} p_m)(k) z^{-2l}
\]
\[
= 2 \hat{\Gamma}(z^2),
\]
with $\hat{\Gamma}$ as in (4.16). So,
\[
|\hat{p}_m(z)|^2 + |\hat{p}_m(z)|^2 \geq m_T \text{ a.e. } z \in T,
\]
for a certain positive constant $m_T$. Together these results yield
\[
|\det(\hat{M}(z))| \geq m_T m_p > 0.
\]
Concluding, $q_m$ and its corresponding wavelet function $\psi_m$ can be obtained from the coefficients of the polynomial
\[
q_m(z) = \frac{(-2z)^{1-m}}{\sqrt{2(2m-1)!}} (1 + z)^m E_{2m-1}(-z).
\]
Chapter 5

The FRFT and Affine Transformations in the Wigner Plane

This chapter provides a classification of all unitary operators that act as affine transformations in the multi-dimensional Wigner plane. Moreover, a representation formula is given that encloses all these operators.

The problem of finding these operators is inspired by studying the fractional Fourier transform. This operator, which is introduced in the first section of this chapter, turns out to be acting as a rotation in the Wigner plane. Using a group theoretical approach we arrive at a classification of all linear transformations in the Wigner plane that correspond to unitary operators. This classification is used to come to a representation formula for the corresponding operators on $L^2(\mathbb{R}^n)$. This is done in the second section of this chapter.

5.1 The Fractional Fourier Transform

The fractional Fourier transform (FRFT) was introduced by Namias in [68] as a Fourier transform of fractional order. This was done starting from fractional powers of the eigenvalues of the Fourier transform and their corresponding eigenvalues. With this formalism he derived in a heuristic manner an integral representation of this operator. In [53, 61], McBride and Kerr provided a rigorous mathematical framework in which the formal work of Namias could be situated. We discuss this mathematical framework and Namias formal work in the first part of this section.
Recently, the FRFT turned out to be an interesting transformation for time-frequency signal processing and optical engineering. The growing interest for the FRFT is the consequence of a series of papers that deal with the relation of the FRFT to time-frequency representations of a signal, like the Wigner distribution, see e.g. [4, 67, 77, 78]. This relation is discussed in the second part of this section.

5.1.1 Definition and Properties

We start with the definition of the FRFT for functions in $L^2(\mathbb{R})$.

**Definition 5.1.1** Take $f \in L^2(\mathbb{R})$. Its fractional Fourier transform of order $\alpha \in (-\pi, \pi]$ is given by

$$
\mathcal{F}_\alpha[f](x) = \frac{C_\alpha}{\sqrt{2\pi}\sin \alpha} \int_{\mathbb{R}} f(u) e^{i((u^2+x^2)-(\cot \alpha)/2 - ux \csc \alpha)} du,
$$

(5.1)

for $0 < |\alpha| < \pi$, with

$$
C_\alpha = e^{i(\frac{\pi}{2} \text{sgn} \alpha - \alpha/2)}.
$$

(5.2)

Furthermore, for $\alpha = 0$ and $\alpha = \pi$ the FRFT is defined by

$$
\mathcal{F}_0[f](x) = f(x) \quad \text{and} \quad \mathcal{F}_\pi[f](x) = f(-x).
$$

For $\alpha \notin (-\pi, \pi]$ the FRFT is defined by periodicity $\mathcal{F}_{\alpha+2\pi} = \mathcal{F}_\alpha$.

Particularly, we have from this definition

$$
\mathcal{F}_{\pi/2} = \mathcal{F} \quad \text{and} \quad \mathcal{F}_{n\pi/2} = \mathcal{F}^n \quad \forall n \in \mathbb{Z},
$$

with $\mathcal{F}$ the Fourier transform on $L^2(\mathbb{R})$.

The factor $C_\alpha$ in (5.2) is chosen to guarantee that $\mathcal{F}_\alpha$ is continuous in $\alpha$ and that $\mathcal{F}_\alpha$ is properly normalized. Indeed, it can be shown that

$$
\lim_{\beta \to \alpha} \|\mathcal{F}_\beta f - \mathcal{F}_\alpha f\|_2 = 0,
$$

(5.3)

for all $f \in L^2(\mathbb{R})$ and for this particular choice of $C_\alpha$.

This result is obtained by combining two properties of the FRFT. The first property of the FRFT is known as the index law, i.e.,

$$
\mathcal{F}_\alpha \mathcal{F}_\beta f = \mathcal{F}_{\alpha+\beta} f,
$$

(5.4)

for all $\alpha, \beta \in \mathbb{R}$ and $f \in L^2(\mathbb{R})$. A rigorous proof of this property for functions in the Schwartz space $S(\mathbb{R})$ is given in [61]. Consequently, this result can be extended to functions in $L^2(\mathbb{R})$ since $S(\mathbb{R})$ is dense in $L^2(\mathbb{R})$. 


The second property we need for proving the continuity of $\mathcal{F}_\alpha$ is the continuity of the FRFT either in $\alpha = 0$ or $\alpha = \pi$. In [53], it is proved that

$$\lim_{\alpha \to 0} \|\mathcal{F}_\alpha f - f\|_2 = 0,$$

for all $f \in L^2(\mathbb{R})$. Result (5.3) can now be obtained in a straightforward way by combining (5.4) and (5.5). We observe, that (5.3) also holds for other choices of $C_\alpha$, see e.g. [4].

Considering again (5.4) we have in particular

$$\mathcal{F}_\alpha \mathcal{F}_{-\alpha} = \mathcal{I} \quad \text{and} \quad \mathcal{F}_{-\alpha} \mathcal{F}_\alpha = \mathcal{I}.$$ 

It follows that the inverse of $\mathcal{F}_\alpha$ is given by $\mathcal{F}_{-\alpha}$, for all $\alpha \in \mathbb{R}$.

For $t \in \mathbb{R}$, we introduce the unitary operator $C_t$ on $L^2(\mathbb{R})$ by

$$C_t[f](x) = e^{itx^2/2} f(x).$$

(5.6)

Obviously, $C_t$ multiplies a given function $f \in L^2(\mathbb{R})$ with a quadratic chirp, i.e., a Fourier mode with a quadratic argument. Using this chirp multiplication and the dilation operator $D$ as defined in (3.2), we can write $\mathcal{F}_\alpha$, $\alpha \in (-\pi, \pi) \setminus \{0\}$, also as

$$\mathcal{F}_\alpha f = C_\alpha C_{\cot \alpha} D_{\sin \alpha} \mathcal{F} C_{\cot \alpha} f.$$ 

(5.7)

The fact that all operators in the right-hand side of (5.7) are unitary operators on $L^2(\mathbb{R})$ and that $|C_\alpha| = 1$ yields that $\mathcal{F}_\alpha$ is a unitary operator on $L^2(\mathbb{R})$, for all $\alpha \in \mathbb{R}$. Note, that $\mathcal{F}_0$ and $\mathcal{F}_\pi$ are also unitary, which follows immediately from Definition 5.1.1. As a consequence we also have Parseval’s formula for the FRFT

$$\int_{\mathbb{R}} f(x) \overline{g(x)} \, dx = \int_{\mathbb{R}} \mathcal{F}_\alpha[f](x) \overline{\mathcal{F}_\alpha[g](x)} \, dx,$$

(5.8)

for all $\alpha \in \mathbb{R}$ and $f, g \in L^2(\mathbb{R})$. Furthermore, as a result we have Plancherel’s formula for the FRFT

$$\int_{\mathbb{R}} |f(x)|^2 \, dx = \int_{\mathbb{R}} |\mathcal{F}_\alpha[f](x)|^2 \, dx,$$

(5.9)

for all $\alpha \in \mathbb{R}$ and $f \in L^2(\mathbb{R})$.

From the preceding derivations and the definition of $\mathcal{F}_0$ it follows that

$$G_{fr} = \{ \mathcal{F}_\alpha \mid \alpha \in \mathbb{R} \}$$

is a strongly continuous subgroup of unitary operators on $L^2(\mathbb{R})$. A cyclic subgroup of order 4 is given by the integer powers of the Fourier transform

$$\{ \mathcal{F}^n \mid n = 0, 1, 2, 3 \}.$$
Consequently, the discrete cyclic group with generating element $F$ is embedded in the continuous group $G_F$.

A further relation with the classical Fourier transform on $L^2(\mathbb{R})$ can be observed by considering the formal derivation of the FRFT by Namias in [68]. His starting point was to consider the eigenvalues and eigenfunctions of the Fourier transform.

It is known, see e.g. [29], that the eigenfunctions of the Fourier transform are given by the Hermite functions

$$h_k(x) = (2^k k! \sqrt{\pi})^{-1/2} e^{-x^2/2} H_k(x), \quad (5.10)$$

where $H_k$ are the Hermite polynomials given by

$$H_k(x) = (-1)^k e^{x^2} \left( \frac{d}{dx} \right)^k e^{-x^2}. \quad (5.11)$$

The Hermite functions form an orthonormal basis for $L^2(\mathbb{R})$ and they satisfy

$$Fh_k = e^{ik\pi/2} h_k.$$  

The first idea for the construction of the FRFT was to define an operator $F_\alpha$, satisfying

$$F_\alpha h_k = e^{ik\alpha} h_k, \quad (5.12)$$

for $\alpha \in \mathbb{R}$. For $\alpha = m\pi/2$, with $m \in \mathbb{Z}$, we have $F_{m\pi/2} = F^m$. Particularly, if $m \mod 4 = 0$, then $F^m = T$. For a formal representation of $F_\alpha$, with $0 < \alpha < \pi/2$, we follow Namias in [68].

We write $f \in L^2(\mathbb{R})$ as $f = \sum_{k=0}^{\infty} (f, h_k)_2 h_k$. Consequently, we have

$$F_\alpha f(x) = \sum_{k=0}^{\infty} (f, h_k)_2 F_\alpha[h_k](x) = \sum_{k=0}^{\infty} (f, h_k)_2 e^{ik\alpha} h_k(x)$$

$$= \int_{\mathbb{R}} f(u) \left( \sum_{k=0}^{\infty} e^{ik\alpha} h_k(u) h_k(x) \right) du$$

$$= \int_{\mathbb{R}} f(u) \left( \sum_{k=0}^{\infty} \frac{z^k}{2^k k! \sqrt{\pi}} H_k(u) H_k(x) e^{-u^2/2-x^2/2} \right) du.$$  

The latter expression can be rewritten using Mehler's formula, see [64],

$$\sum_{k=0}^{\infty} \frac{z^k}{2^k k! \sqrt{\pi}} H_k(u) H_k(x)$$

$$= \frac{1}{\sqrt{\pi(1-z^2)}} \exp \left( \frac{2uxz - z^2(x^2 + u^2)}{1 - z^2} \right). \quad (5.13)$$
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We observe that the series converges in $L^2$ with respect to $u$, for all $x$ and $z$, see [29]. Using Mehler's formula in the previous result yields

$$
\mathcal{F}_\alpha [f](x) = \frac{1}{\sqrt{\pi} e^{i\alpha} \cdot e^{-i\alpha} - e^{i\alpha}} \times \int_{\mathbb{R}} f(u) \exp \left( i2ixu - i(e^{i\alpha} + e^{-i\alpha})(x^2 + u^2)/2 \right) du
$$

$$
= \frac{e^{i\pi/4 - i\alpha/2}}{\sqrt{2\pi} \sin \alpha} \int_{\mathbb{R}} f(u) e^{i((u^2 + x^2) - (\cot \alpha)/2 - uz \csc \alpha)} du.
$$

For a rigorous framework in which this formal work of Namias can be studied we refer to [53, 61].

5.1.2 The FRFT and the Wigner Plane

For time-frequency analysis it is interesting to consider the relation of the FRFT with time-frequency operators like the Wigner distribution. Therefore, we compute the Wigner distribution of the FRFT. This will give us insight in how the FRFT acts in phase space.

For this computation we need the following lemma.

**Lemma 5.1.2** Let $\mathcal{T}_b$ and $\mathcal{M}_\omega$, $b, \omega \in \mathbb{R}$, denote the shift operator and frequency modulation on $L^2(\mathbb{R})$ as given in (2.12) and (2.13) respectively. Furthermore, let $\mathcal{F}_\alpha$, $\alpha \in \mathbb{R}$, the fractional Fourier transform on $L^2(\mathbb{R})$ as given in Definition 5.1.1. Then

$$
\mathcal{F}_\alpha \mathcal{T}_b = e^{i\beta(\sin 2\alpha)/4} \mathcal{M}_{-b\sin \alpha} \mathcal{T}_b \cos \alpha \mathcal{F}_\alpha,
$$

(5.14)

$$
\mathcal{F}_\alpha \mathcal{M}_\omega = e^{-i\omega^2(\sin 2\alpha)/4} \mathcal{M}_{\cos \alpha} \mathcal{T}_\omega \sin \alpha \mathcal{F}_\alpha.
$$

(5.15)

**Proof**

For $\alpha = 0$ both results are trivial, since $\mathcal{F}_0 = \mathcal{I}$. For $\alpha = \pi$ both results follow directly from Definition 5.1.1. Furthermore, equation (5.15) follows from (5.14) by observing that $\mathcal{F}_\alpha \mathcal{M}_\omega = \mathcal{T}_\omega \mathcal{F}_\alpha$, with $\mathcal{F}$ the Fourier transform. Indeed, if (5.14) holds, this observation yields

$$
\mathcal{F}_\alpha \mathcal{M}_\omega
$$

$$
= \mathcal{F}_\alpha \mathcal{F}^* \mathcal{T}_\omega \mathcal{F} = \mathcal{F}_{\alpha - \pi/2} \mathcal{T}_\omega \mathcal{F}_{\pi/2}
$$

$$
= e^{i\omega^2(\sin(2\alpha - \pi))/4} \mathcal{M}_{-\omega \sin(\alpha - \pi)/2} \mathcal{T}_\omega \cos(\alpha - \pi/2) \mathcal{F}_{\alpha - \pi/2} \mathcal{F}_{\pi/2}
$$

$$
= e^{-i\omega^2(\sin 2\alpha)/4} \mathcal{M}_{\cos \alpha} \mathcal{T}_\omega \sin \alpha \mathcal{F}_\alpha
$$

using the index law for the FRFT. Consequently, the proof is established by showing that (5.14) holds for $0 < |\alpha| < \pi$. We derive for $f \in L^2(\mathbb{R})$, $b, \omega \in \mathbb{R}$ and $0 < |\alpha| < \pi$
\[ \frac{C_{\alpha}}{\sqrt{2\pi} \sin \alpha} \int_{\mathbb{R}} f(u - b) e^{i((u^2 + x^2 - 1)/2 - ax \csc \alpha)} du = \frac{C_{\alpha}}{\sqrt{2\pi} \sin \alpha} \int_{\mathbb{R}} f(u) e^{i((u^2 + x^2 + b^2 - 2ub)/(\cot \alpha)/2 - (a+b)x \csc \alpha)} du = \frac{C_{\alpha}}{\sqrt{2\pi} \sin \alpha} e^{i(b^2/(\csc \alpha)/2 - bx \csc \alpha)} (1 - \cos^2 \alpha) \csc \alpha \times \int_{\mathbb{R}} f(t) e^{i((u^2 + (x - b \cos \alpha)^2)/(\cot \alpha)/2 - (a - b \cos \alpha)) \csc \alpha)} du = e^{i(b^2(\sin 2\alpha)/4 - bx \sin \alpha)} \mathcal{F}_Q[f](x - b \cos \alpha) = e^{i(b^2(\sin 2\alpha)/4} \mathcal{M}_{-b \sin \alpha} \mathcal{T}_{b \cos \alpha} \mathcal{F}_Q[f](x).
\]

Using this lemma, we can compute the action of the FRFT in phase space by means of the Wigner distribution. For this we write
\[ \mathcal{WV}[f](x, \omega) = \frac{1}{2\pi} \int_{\mathbb{R}} f(x + t/2)f(x - t/2)e^{-it\omega} dt = \frac{1}{\pi} \int_{\mathbb{R}} f(t + x)f(t - x)e^{-2it\omega} dt = (\mathcal{M}_{-\omega} \mathcal{T}_{-x} f, \mathcal{M}_{\omega} \mathcal{T}_{x} \mathcal{F}_Q[f])/\pi. \]

Using Lemma 5.1.2 we compute
\[ \mathcal{F}_Q \mathcal{M}_\omega \mathcal{T}_x f = e^{i(\omega^2 - x^2)(\sin 2\alpha)/4} M_{\omega \cos \alpha} \mathcal{T}_{-\omega \sin \alpha} M_{x \sin \alpha} \mathcal{T}_{x \cos \alpha} \mathcal{F}_Q f = e^{i(\omega^2 - x^2)(\sin 2\alpha)/4} e^{-i\omega \sin \alpha} M_{x \sin \alpha + \omega \cos \alpha} \mathcal{T}_{x \cos \alpha - \omega \sin \alpha} \mathcal{F}_Q f. \]

Combining these two results yields
\[ \mathcal{WV}[\mathcal{F}_Q[f]](x, \omega) = (\mathcal{M}_{-\omega} \mathcal{T}_{-x} \mathcal{F}_Q[f], \mathcal{M}_\omega \mathcal{T}_x \mathcal{F}_Q[f])/\pi = (\mathcal{F}_Q \mathcal{M}_{-\omega} \mathcal{T}_{-x} \mathcal{F}_Q[f], \mathcal{F}_Q \mathcal{M}_{\omega} \mathcal{T}_x \mathcal{F}_Q[f])/\pi = (\mathcal{M}_{-\omega \sin \alpha + \omega \cos \alpha} \mathcal{T}_{x \cos \alpha - \omega \sin \alpha} \mathcal{F}_Q[f])/\pi = \mathcal{WV}[f](\mathcal{M}_{\omega}(x, \omega)), \]

where \( R_\alpha(x, \omega) \) represents the matrix vector product with matrix
\[ R_\alpha = \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix}. \]
We conclude from this derivation that the FRFT of order \( \alpha \) acts like a rotation by \( \alpha \) in the Wigner plane. In particular, we have a rotation by \( \pi /2 \) in the Wigner plane for \( F_{\pi/2} \). We observe, that this result coincides with the action of the Fourier transform in the Wigner plane as given in (2.32).

The action of the FRFT in the Wigner plane leads us in a natural way to the question which operators on \( L^2(\mathbb{R}) \) act like a linear transformation in the Wigner plane. The sequel of this chapter is devoted to this question. However, instead of operators on \( L^2(\mathbb{R}) \) we consider operators acting on \( L^2(\mathbb{R}^n) \). It will turn out that finding a solution for the multi-dimensional problem does not follow straightforwardly from the solution for the one-dimensional case.

Since we want to give an answer to our problem for operators on \( L^2(\mathbb{R}^n) \), we introduce the fractional Fourier transform on \( L^2(\mathbb{R}^n) \) by

\[
F_{\alpha_1, \ldots, \alpha_n} = F_{\alpha_1} \cdots F_{\alpha_n},
\]

for \( \alpha_1, \ldots, \alpha_n \in \mathbb{R} \). Computing the multi-dimensional Wigner distribution of this FRFT yields

\[
W W[ F_{\alpha_1, \ldots, \alpha_n} f](x, \omega) = W W[ f](R_{\alpha_1, \ldots, \alpha_n}(x, \omega)),
\]

with

\[
R_{\alpha_1, \ldots, \alpha_n} = \begin{pmatrix}
\cos \alpha_1 & 0 & - \sin \alpha_1 & 0 \\
0 & \cos \alpha_2 & 0 & - \sin \alpha_2 \\
\sin \alpha_1 & 0 & \cos \alpha_2 & 0 \\
0 & \sin \alpha_2 & 0 & \cos \alpha_2
\end{pmatrix}.
\]

This result follows in a straightforward way from (5.17).

### 5.2 Affine Transformations in the Wigner Plane

Inspired by the fractional Fourier transform and its action in the Wigner plane, we search for linear operators \( V \) on \( L^2(\mathbb{R}^n) \) such that there exist a matrix \( A \in \mathbb{R}^{2n \times 2n} \) and a vector \( b \in \mathbb{R}^{2n} \) for which

\[
W W[ V f](x, \omega) = W W[ f](A(x, \omega) + b),
\]

holds for all \( f \in L^2(\mathbb{R}^n) \). We observe, that De Bruijn already considered this problem in [9] using a new class of generalized functions. Here we will follow an approach based on group theory, see [86, 87, 100]. These results will be placed within the concept of the FRFT in order to embed this transform in a larger class of unitary
transformations. Also new results will be added.

We restrict ourselves to matrices $A$ for which $\det A = \pm 1$. For these matrices we have

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \mathcal{WV}[f](A[x, \omega] + b) \, d\omega \, dx = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \mathcal{WV}[f](x, \omega) \, d\omega \, dx.$$  

We shall refer to such affine transformations in the Wigner plane as energy preserving affine transformations. For these transformations the corresponding operators $\mathcal{V}$ on $L^2(\mathbb{R}^n)$ satisfy

$$(\mathcal{V}f, \mathcal{V}f) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \mathcal{WV}[\mathcal{V}f](x, \omega) \, d\omega \, dx$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \mathcal{WV}[f](A(x, \omega) + b) \, d\omega \, dx$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \mathcal{WV}[f](x, \omega) \, d\omega \, dx = (f, f),$$

for $f \in L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$ or $\tilde{f} \in L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$ which follows from (2.41). We observe that $L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$ is a dense subspace of $L^2(\mathbb{R}^n)$. Concluding, an operator on $L^2(\mathbb{R}^n)$ that yields an energy preserving affine transformation in the Wigner plane has to be an isometry on $L^2(\mathbb{R}^n)$. On the other hand, Equation (5.22) follows directly from applying (2.41) on both sides of the equation $(\mathcal{V}f, \mathcal{V}f) = (f, f)$, for $f \in L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$ or $\tilde{f} \in L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$.

Before dealing with a classification of all unitary operators that satisfy (5.22), we present some well-known operators for which (5.22) holds.

**Multiplication**

We start our set of unitary operators on $L^2(\mathbb{R}^n)$ with a trivial one, namely multiplication by a constant $C$ with $|C| = 1$. Result (2.50) already showed that $\mathcal{WV}[f] = \mathcal{WV}[Cf]$, for all $|C| = 1$. Consequently, this multiplication operator satisfies (5.22) with $A = I_{2n}$, the $(2n \times 2n)$ identity matrix, and $b = 0$.

**Complex conjugation**

Besides linear operators there also exists a non-linear operator for which (5.22) holds, namely the operator $f \mapsto \bar{f}$. For the one-dimensional case we have already seen in (2.30) that

$$\mathcal{WV}[\bar{f}](x, \omega) = \mathcal{WV}[f](x, -\omega).$$

For $f \in L^2(\mathbb{R}^n)$ this result also holds. This follows from a straightforward generalization of (2.30). We conclude, that taking the complex conjugate also satisfies (5.22)
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with

\[ A = \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} \quad \text{and} \quad b = 0. \]

We observe that we have \( \det A = (-1)^n \) for the complex conjugation. Later in this section it will turn out that a necessary condition on a linear operator \( V \), such that (5.22) holds, is given by \( \det A = 1 \).

Space and frequency shift

For \( x_0, \omega_0 \in \mathbb{R}^n \) we introduce the shift operator and the frequency shift operator on \( L^2(\mathbb{R}^n) \) by

\[ T_{x_0}[f](x) = f(x - x_0) \quad \text{and} \quad M_{\omega_0}[f](x) = e^{i\omega_0 \cdot x} f(x) \]

respectively, with \( f \in L^2(\mathbb{R}^n) \). Remark, that these operators coincide with the shift and frequency shift operators (2.12) and (2.13) in the one-dimensional case.

We combine the introduced unitary operators \( T_{x_0} \) and \( M_{\omega_0} \) into one unitary operator on \( L^2(\mathbb{R}^n) \), given by

\[ N_{(x_0, \omega_0)}[f](x) = T_{x_0} M_{\omega_0}[f](x) = e^{i\omega_0 \cdot x} f(x - x_0). \]  

(5.23)

Computing the Wigner transform of this operator yields

\[ \mathcal{W} \mathcal{V}[N_{(x_0, \omega_0)}f](x, \omega) = \mathcal{W} \mathcal{V}[f](x-x_0, \omega-\omega_0), \]

which is a result we have seen before in discussing the one-dimensional Wigner distribution. From this result we conclude, that (5.22) holds for \( N_{(x_0, \omega_0)} \), namely by taking \( A = I_{2n} \) and \( b = -(x_0, \omega_0) \).

We observe that all possible translations \( b \in \mathbb{R}^n \) in (5.22) can be obtained from \( N_b \). This means, that if we are looking for a unitary operator \( V \) on \( L^2(\mathbb{R}^n) \) such that (5.22) holds, then we only have to find a linear operator \( U \) on \( L^2(\mathbb{R}^n) \) such that

\[ \mathcal{W} \mathcal{V}[Uf](x, \omega) = \mathcal{W} \mathcal{V}[f](A(x, \omega)), \]

(5.24)

for all \( f \in \mathbb{R}^n \). The operator \( V \) we are looking for is then given by \( V = N_b U \). Therefore, we will restrict ourselves from now on to operators \( U \) that satisfy (5.24) with \( \det A = \pm 1 \).

The Fourier transform

In Section 2.3 we already derived for the Fourier transform \( \mathcal{F} \) on \( L^2(\mathbb{R}) \)

\[ \mathcal{W} \mathcal{V}[\mathcal{F} f](x, \omega) = \mathcal{W} \mathcal{V}[f](-\omega, x). \]

(5.25)

For \( f \in L^2(\mathbb{R}^n) \) and the \( n \)-dimensional Fourier transform \( \mathcal{F} \) this relation remains the same, which follows straightforwardly from a generalization of Relation (2.31) for
the multi-dimensional Wigner distribution. Consequently, the Fourier transform on $L^2(\mathbb{R}^n)$ satisfies (5.24) with $A = J_n^T$. Here $J_n$ denotes the $(2n \times 2n)$ matrix given by

$$J_n = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}. \quad (5.26)$$

In the sequel of this section this matrix will play an important role in classifying all unitary operators $\mathcal{U}$ that satisfy (5.24).

**The dilation operator**

For $B \in \mathbb{R}^{n \times n}$, with $\det B \neq 0$, the dilation operator $D_B$ on $L^2(\mathbb{R}^n)$ is defined by

$$D_B[f](x) = \frac{1}{\sqrt{|\det B|}} f(B^{-1}x), \quad (5.27)$$

with inverse

$$D_B^{-1}[f](x) = \sqrt{|\det B|} f(Bx).$$

We use the definition of the Wigner distribution to derive the action of $D_B$ in the Wigner plane. We compute

$$W\mathcal{W}[D_Bf](x,\omega)$$

$$= \frac{1}{(2\pi)^n |\det B|} \int_{\mathbb{R}^n} f(B^{-1}(x+\tau/2))f(B^{-1}(x-\tau/2))e^{-i(\tau,\omega)} d\tau$$

$$= \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} f(B^{-1}x+\tau/2)f(B^{-1}x-\tau/2)e^{-i(\tau,B^T\omega)} d\tau$$

$$= W\mathcal{W}[f](B^{-1}x,B^T\omega). \quad (5.28)$$

Concluding, also $D_B$ corresponds to a linear transformation in the Wigner plane. For $D_B$ Relation (5.24) holds with

$$A = \begin{pmatrix} B^{-1} & 0 \\ 0 & B^T \end{pmatrix}.$$

**Multiplication with a chirp**

The last example of a unitary operator that satisfies (5.24) is the operator that multiplies a function in $L^2(\mathbb{R}^n)$ with a quadratic chirp. This operator is given by

$$C_S[f](x) = e^{i(Sx,x)/2} f(x), \quad (5.29)$$

with $S \in \mathbb{R}^{n \times n}$ symmetric. Remark, that we have seen this operator already for the one-dimensional case in (5.6), which coincides with (5.29) for $n = 1$. Obviously its inverse is given by

$$C_S^{-1}[f](x) = e^{-i(Sx,x)/2} f(x).$$
We use (2.51) to derive the action of \( C_S \) in the Wigner plane

\[
\mathcal{W}\mathcal{W}[C_S f](x, \omega) = (2\pi)^{-2n} \int_{\mathbb{R}^{2n}} \int_{\mathbb{R}^{2n}} \left((C_S^* \mu(p, q, 0) C_S)f, f \right) e^{-i(p, x)} e^{-i(q, \omega)} \, dp \, dq.
\]

In a direct way we get

\[
\begin{align*}
(C_S^* \mu(p, q, 0) C_S)[f](x) &= e^{-i(S(x, x)/2) + i(p, x)/2 + i(S(x, q), x + q)/2} f(x + q) \\
&= e^{i(p + Sq, x)/2} e^{i(p + S_q, q)/2} f(x + q) \\
&= \mu(p + S_q, q, 0)[f](x),
\end{align*}
\]

which yields

\[
\mathcal{W}\mathcal{W}[C_S f](x, \omega) = (2\pi)^{-2n} \int_{\mathbb{R}^{2n}} \int_{\mathbb{R}^{2n}} \left(\mu(p + S_q, q, 0)f, f \right) e^{-i(p, x)} e^{-i(q, \omega)} \, dp \, dq
\]

\[
= (2\pi)^{-2n} \int_{\mathbb{R}^{2n}} \int_{\mathbb{R}^{2n}} \left(\mu(p, q, 0)f, f \right) e^{-i(p, x)} e^{-i(q, \omega)} \, dp \, dq
\]

\[
= \mathcal{W}\mathcal{W}[f](A(x, \omega)), \tag{5.30}
\]

with \( A = \begin{pmatrix} I_n & 0 \\
-S & I_n \end{pmatrix} \). Consequently, also \( C_S \) satisfies (5.24) with \( A \) as given before.

5.2.1 A Group Theoretical Approach

In the last example of the previous subsection we have already seen that the relation between a unitary operator on \( L^2(\mathbb{R}^n) \) and its affine action in the Wigner plane can be given by using (2.51). This relation can also be used to translate our problem in terms of group theory. This can be done in the following way.

Given a unitary operator \( \mathcal{V} \) on \( L^2(\mathbb{R}^n) \), we define a unitary representation \( \rho \) of the Heisenberg group \( H_n \) by \( \rho(g) = \mathcal{V}^* \mu(g) \mathcal{V} \), for all \( g \in H_n \) and \( \mu \) the Schrödinger representation. Then by (2.51) we have for such \( \rho \) and \( \mathcal{V} \)

\[
\mathcal{W}\mathcal{W}[\mathcal{V} f](x, \omega) = (2\pi)^{-2n} \int_{\mathbb{R}^{2n}} \int_{\mathbb{R}^{2n}} \left((\mathcal{V}^* \mu(p, q, 0) \mathcal{V})f, f \right) e^{-i(p, x)} e^{-i(q, \omega)} \, dp \, dq.
\]

\[
= (2\pi)^{-2n} \int_{\mathbb{R}^{2n}} \int_{\mathbb{R}^{2n}} \left(\rho(p, q, 0)f, f \right) e^{-i(p, x)} e^{-i(q, \omega)} \, dp \, dq.
\]
Consequently, if there exists a linear transformation $A$ such that $\mu(g, 0) = \rho(A^T g, 0)$ for all $g = (p, q) \in H_n'$, with

$$H_n' = \{ g \in \mathbb{R}^{2n} \mid \forall t \in \mathbb{R}(g, t) \in H_n \},$$

then

$$\mathcal{WV}[\mathcal{V}f](x, \omega) = (2\pi)^{-2n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (\mu(A^{-T}(p, q), 0)f, j) e^{-i\langle p, x \rangle} e^{-i\langle q, \omega \rangle} \, dp \, dq = |\det A| \cdot \mathcal{WV}[f](A(x, \omega)), \quad (5.31)$$

using the notation $A^{-T} = (A^{-1})^T$.

This derivation shows that the problem we are considering is equivalent to problem of finding operators $\mathcal{V} \in U(L^2(\mathbb{R}^n))$ for which there exist matrices $A \in \mathbb{R}^{n \times n}$ such that

$$\mathcal{V}^* \mu(g, t) \mathcal{V} = \mu(A^{-T}g, t), \quad (5.32)$$

for all $g \in H_n'$ and $t \in \mathbb{R}$.

Besides the Lie groups that have been discussed in Example 2.4.2 we will use another Lie group for solving this problem, namely the symplectic group $Sp(n)$. This group is defined by

$$Sp(n) = \{ M \in GL(2n) \mid J_n M^T J_n^T = M^{-1} \}, \quad (5.33)$$

with $J_n$ as given in (5.26). Note that by definition $M^T \in Sp(n)$ and $\det M = \pm 1$ for any $M \in Sp(n)$. Moreover, it can be shown that $Sp(n)$ is connected, see [29]. This yields that $\det M = 1$ if $M \in Sp(n)$. Furthermore, we observe, that $Sp(n) \subset SL(2n)$, but $Sp(1) = SL(2)$. It will turn out later in this section, that this property of the symplectic group causes the fact that solutions for the multi-dimensional problem do not follow straightforwardly from the solution for the one-dimensional case.

To solve our problem we start with the introduction of $G$, the subgroup of $U(L^2(\mathbb{R}^n))$ given by

$$G = \{ \mathcal{V} \in U(L^2(\mathbb{R}^n)) \mid \forall g \in \mathbb{R}^{2n} \forall t \in \mathbb{R} \exists g' \in \mathbb{R}^{2n} : \mathcal{V}^* \mu(g, t) \mathcal{V} = \mu(g', t) \}. \quad (5.34)$$

Obviously, $G$ is a semi-group. Later we will show that every $g \in G$ has an inverse element in $G$, which yields that $G$ is a group. This group can be equipped with the strong operator topology of $U(L^2(\mathbb{R}^n))$. Furthermore, it is clear from (2.44) that $g'$ in (5.34) is uniquely determined. So a mapping $\nu(\mathcal{V}) : \mathbb{R}^{2n} \to \mathbb{R}^{2n}$ can be defined, which depends on $\mathcal{V} \in G$. This $\nu(\mathcal{V})$ is given by $\nu(\mathcal{V})(p, q) = (p', q')$, with $p, p', q$ and $q'$ as in (5.34). Also $\nu(\mathcal{V})$ is a homomorphism for all $\mathcal{V} \in G$. This is shown in the
following way.

For \( p_1, p_2, q_1, q_2 \in \mathbb{R}^n \) we have

\[
\mathcal{V}^* \mu(p_1, q_1, 0) \mu(p_2, q_2, 0) \mathcal{V} = \mathcal{V}^* \mu(p_1 + p_2, q_1 + q_2, (q_1 + q_2)/2 - (p_1, q_2)/2) \mathcal{V} = \mu(\nu(\mathcal{V})(p_1 + p_2, q_1 + q_2, (J_n(p_1, q_1), (p_2, q_2))/2).
\]

On the other hand we also have

\[
\mathcal{V}^* \mu(p_1, q_1, 0) \mu(p_2, q_2, 0) \mathcal{V} = \mu(\nu(\mathcal{V})(p_1, q_1), 0) \mu(\nu(\mathcal{V})(p_2, q_2), 0) = \mu(\nu(\mathcal{V})(p_1, q_1) + \nu(\mathcal{V})(p_2, q_2), (y_1, x_2)/2 - (x_1, y_2)/2),
\]

with \((x_1, y_1) = \nu(\mathcal{V})(p_1, q_1)\) and \((x_2, y_2) = \nu(\mathcal{V})(p_2, q_2)\). Taking these results together yields

\[
\mu(\nu(\mathcal{V})(p_1 + p_2, q_1 + q_2, (J_n(p_1, q_1), (p_2, q_2))/2) = \mu(\nu(\mathcal{V})(p_1, q_1) + \nu(\mathcal{V})(p_2, q_2), (y_1, x_2)/2 - (x_1, y_2)/2). \tag{5.35}
\]

A necessary condition such that (5.35) holds for all \( p_1, p_2, q_1 \) and \( q_2 \) is given by the additivity of \( \nu(\mathcal{V}) \) for all \( \mathcal{V} \in G \). Linearity of \( \nu(\mathcal{V}) \) can also be proved if \( \nu \) is a continuous mapping, which is the case, as we shall see. Consequently, \( \nu(\mathcal{V}) : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n} \) is a homomorphism, that satisfies

\[
\mathcal{V}^* \mu(p, q, t) \mathcal{V} = \mu(\nu(\mathcal{V})(p, q), t). \tag{5.36}
\]

Using this relation we can show, that \( \nu(\mathcal{V}) \) is also injective. To do this, we assume \( \nu(\mathcal{V})g = 0 \), or equivalently \( \mu(g, t)\mathcal{V} = \mu(0, t) \). Then

\[
\mu(g, t) = \mathcal{V}^* \mu(0, t) \mathcal{V}^* = \mu(0, t),
\]

which yields \( g = 0 \).

Furthermore, \( \nu \) satisfies

\[
\mu(\nu(C)\mathcal{V})(p, q, t) = (C^* \mathcal{V}^*) \mu(p, q, t) (C \mathcal{V}) = \mu(\nu(\mathcal{V})(p, q), t)
\]

and

\[
\mu(\nu(V_1 V_2)(p, q, t)) = V_2^* (V_1^* \mu(p, q, t) V_1) V_2 = V_2^* \mu(\nu(V_1)(p, q), t) V_2 = \mu(\nu(V_2) \nu(V_1)(p, q), t),
\]

for all \( \mathcal{V}_1, \mathcal{V}_2 \in U(\mathcal{L}^2(\mathbb{R}^n)) \) and \( |C| = 1 \). In the following lemma we deal with some other properties of the mapping \( \nu \).
Lemma 5.2.1 Let $G$ be the subgroup of $U(L^2(\mathbb{R}^n))$ as defined in (5.34) and let $\nu$ be the mapping as defined in (5.36). Then $\nu$ is a continuous mapping from $G$ into $Sp(n)$ in the subspace topology of $G \subset U(L^2(\mathbb{R}^n))$. The kernel of $\nu$ is given by $\text{Ker } \nu = \{ C \mathbb{I} \mid |C| = 1 \}$.

Proof

Since $p'$ and $q'$ are uniquely determined in (5.34) it follows that $\nu(V)$ is a non-singular mapping on $\mathbb{R}^{2n}$, or equivalently $\nu(V) \in GL(2n)$ for all $V \in G$. To show that $\nu(V) \in Sp(n)$, we take $T = \nu(V)$ and $p_1, p_2, q_1, q_2 \in \mathbb{R}^n$. Then by (5.35) we get for $\alpha = 1$ and $\beta = 1$

$$
\mu(T(p_1 + p_2, q_1 + q_2), (J_n(p_1, q_1), (p_2, q_2))/2)
= \mu(T(p_1 + p_2, q_1 + q_2), (J_n(x_1, y_1), (x_2, y_2))/2)
= \mu(T(p_1 + p_2, q_1 + q_2), (T^T J_n T(p_1, q_1), (p_2, q_2))/2).
$$

This result must hold for all $p_1, p_2, q_1, q_2 \in \mathbb{R}^n$. This implies that $T^T J_n T J_n^T = I$, which is equivalent with the condition in (5.33).

To compute the kernel of $\nu$ we take $V$ such that $\nu(V) = I$. This yields $V \mu V^* = \mu$. Since $\mu$ is irreducible, we get from this equation $V = C \mathbb{I}$, with $|C| = 1$.

To complete this proof we show the continuity of the mapping. Let $V_1, V_2 \in G$ and $W = V_2 - V_1$. Then for all $p, q \in \mathbb{R}^n$

$$
\mu((\nu(V_2) - \nu(V_1))(p, q), t)
= \mu(\nu(V_2)(p, q), 0) \mu(\nu(V_1)(-p, -q), 0)
= V_2^* \mu(p, q, 0)(W + V_1) V_1^* \mu(-p, -q, 0) V_1
= I - V_2^* W + V_2^* \mu(p, q, 0) W V_1^* \mu(-p, -q, 0) V_1,
$$

with $t = -\nu(V_1)^T J_n \nu(V_2)(p, q, (p, q))$. Consequently, for all $\epsilon > 0$ there exists $\delta > 0$ such that

$$
||V_2 - V_1||_2 < \delta \implies ||\mu((\nu(V_2) - \nu(V_1))(p, q), t) - \mu(0, 0, 0)||_2 < \epsilon, \quad \forall p, q \in \mathbb{R}^n.
$$

It can be shown, see e.g. [100], that if we have $||\mu(p, q, t) - \mu(0, 0, 0)||_2 \to 0$ then also necessarily $(p, q, t) \to (0, 0, 0)$. Since the latter result must hold for all $p, q \in \mathbb{R}^n$, we get $||\nu(V_2) - \nu(V_1)||_2 \to 0$. This condition is not only necessary to obtain $||\mu(x, y, t) - \mu(0, 0, 0)||_2 \to 0$. It is also sufficient, since

$$
t \to -(\nu(V_1)^T J_n \nu(V_1)(p, q), (p, q)) = -(J_n(p, q), (p, q)) = 0,
$$

if $\nu(V_2) \to \nu(V_1)$.

For solving our original problem, namely to find unitary operators on $L^2(\mathbb{R}^n)$ that act like affine transformations in the Wigner plane, we combine (5.31), (5.32) and Lemma 5.2.1. This results into the following theorem.
Theorem 5.2.2. Let $\mathcal{V}$ be a unitary operator on $L^2(\mathbb{R}^n)$ and $A$ a linear transformation on $\mathbb{R}^{2n}$. Then
\begin{equation}
\mathcal{W}\mathcal{V}[\mathcal{V}f](x,\omega) = \mathcal{W}\mathcal{V}[f](A(x,\omega)).
\end{equation}

if and only if

(i) $\mathcal{V} \in G$, with $G$ as defined in (5.34),

(ii) $A \in Sp(n),

(iii) $A = \nu(\mathcal{V})^{-T}$, with $\nu$ the continuous mapping from $G$ into $Sp(n)$ as defined in (5.36).

Theorem 5.2.2 tells us under which conditions unitary operators on $L^2(\mathbb{R}^n)$ act like affine transformations in the Wigner plane, namely if they belong to $G$. However, Theorem 5.2.2 does not tell us explicitly which unitary operators satisfy (5.37), e.g., by means of a representation formula for such operators. In the following examples we revisit three operators, that have been considered in the beginning of this section. We show that these three operators are elements of $G$ and we compute $\nu(\mathcal{V})$. These three operators will give us some insight in the type of operators, that $G$ consists of. In Section 5.3 we will present a representation formula that gives us an explicit formula for all operators in $G$.

Example 5.2.3. The first unitary operator we consider is the Fourier transform on $L^2(\mathbb{R}^n)$. We derive
\[
(F^* \mu(p,q,t)F)[f](x) = \int_{\mathbb{R}^n} \hat{f}(\omega + q)e^{i((p,\omega) + (x,\omega) + (p,q)/2 + t)} d\omega \\
= \int_{\mathbb{R}^n} \hat{f}(\omega)e^{i((p,\omega) + (x,\omega) - (p,q)/2 - (q,x) + t)} d\omega \\
= e^{i((-q,x) + (-q,p)/2 + t)} \int_{\mathbb{R}^n} \hat{f}(\omega)e^{i(x + p,\omega)} d\omega \\
= \mu(-q,p,t)[f](x),
\]
for all $f \in L^2(\mathbb{R}^n)$. Consequently, $F \in G$ and
\begin{equation}
\nu(F) = J_{n}^T.
\end{equation}
According to Theorem 5.2.2 the symplectic transformation in the Wigner plane corresponding to the Fourier transform is given by
\[
A = \nu(F)^{-T} = (J_{n}^T)^{-T} = J_{n}^T,
\]
which corresponds with (5.25).
Example 5.2.4 The second unitary operator we consider is the dilation operator $D_B$ on $L^2(\mathbb{R}^n)$, with $B \in \mathbb{R}^{n \times n}$ and $\det B \neq 0$. We derive

\[
(D_B \mu(p, q, t) D_B)[f](x) = e^{i(p^T B x + (p \cdot q)/2)} f(x + B^{-1} q) = e^{i(B^T p, x)} e^{i[t+(B^T p, B^{-1} q)/2]} f(x + B^{-1} q) = \mu(B^T p, B^{-1} q, t)[f](x).
\]

This shows that also $D_B \in G$ for $B \in GL(n)$. Moreover, we have

\[
\nu(D_B) = \begin{pmatrix} B^T & 0 \\ 0 & B^{-1} \end{pmatrix}.
\] (5.39)

Now, Theorem 5.2.2 states that the action of the dilation operator in the Wigner plane is given by

\[ A = \nu(D_B)^{-T} = \begin{pmatrix} B^T & 0 \\ 0 & B^{-1} \end{pmatrix}^{-T} = \begin{pmatrix} B^{-1} & 0 \\ 0 & B^T \end{pmatrix}. \]

We observe that this result corresponds to the linear transformation that we derived in (5.28).

Example 5.2.5 The last unitary operator we consider here is the operator $C_S$ with $S \in \mathbb{R}^{n \times n}$ symmetric, as defined in (5.29). We have already seen

\[ (C_S \mu(p, q, t) C_S)[f](x) = \mu(p + S q, t)[f](x), \]

for $t = 0$. A straightforward computation shows that this result also holds for $t \neq 0$. This result yields that $C_S \in G$ for $S \in \mathbb{R}^{n \times n}$ symmetric. Furthermore, we have

\[
\nu(C_S) = \begin{pmatrix} I & S \\ 0 & I \end{pmatrix}.
\] (5.40)

Theorem 5.2.2 can also be applied to this operator. This yields

\[ A = \nu(C_S)^{-T} = \begin{pmatrix} I & S \\ 0 & I \end{pmatrix}^{-T} = \begin{pmatrix} I & 0 \\ -S & I \end{pmatrix}, \]

which is the same result we derived in (5.30).

We observe that the fractional Fourier transform on $L^2(\mathbb{R}^n)$ is a combination of the three unitary operators discussed in the previous examples. We have for $0 < |\alpha_i| < \pi$, $i = 1, \ldots, n$,

\[ F_{\alpha_1, \ldots, \alpha_n} = C_{\alpha_1} \cdots C_{\alpha_n} C_{S(\alpha)} D_{B(\alpha)} F C_{S(\alpha)}, \] (5.41)

with

\[ S(\alpha) = \text{diag}(\cot \alpha_1, \ldots, \cot \alpha_n) \text{ and } B(\alpha) = \text{diag}(\sin \alpha_1, \ldots, \sin \alpha_n). \]
Starting from (5.41) a limit process determines the FRFT with \( \alpha_i = 0 \) or \( \alpha_i = \pi \), for some \( i \), for some \( i = 1, \ldots, N \).

The following theorem classifies all possible elements of \( Sp(n) \). A proof of this result can be found in [29, 100].

**Theorem 5.2.6 (Bruhat Decomposition)** Let \( G \) be the group as defined in (5.34) and let \( \nu \) be the anti-homomorphism from \( G \) into \( Sp(n) \) as defined in (5.36). Then \( \nu \) is surjective. Moreover, let \( J_n \), \( \nu(D_B) \) and \( \nu(C_S) \) be the real valued \( (n \times n) \) matrices as given in (5.26), (5.39) and (5.40) and let

\[
G_1 = \{ \nu(C_S) \mid S \in \mathbb{R}^{n \times n}, S^T = S \}
\]

and

\[
G_2 = \{ \nu(D_B) \mid B \in \mathbb{R}^{n \times n}, \det B \neq 0 \},
\]

then \( Sp(n) \) is generated by \( G_1 \cup G_2 \cup \{ J_n \} \).

This result is a corollary of the generalized Bruhat decomposition with respect to a suitable maximal parabolic subgroup [103].

The next corollary combines Theorem 5.2.2 and Theorem 5.2.6. It characterizes all unitary operators on \( L^2(\mathbb{R}^n) \) that correspond to linear transformations in the Wigner plane.

**Corollary 5.2.7** Let \( f, g \in L^2(\mathbb{R}^n) \). Then

\[
\mathcal{WV}[g](x, \omega) = \mathcal{WV}[f](T(x, \omega)),
\]

for some \( T \in Sp(n) \) if and only if

\[
g = C U_1 \cdots U_N f,
\]

with \( |C| = 1 \) and \( U_i = C_S, \) \( U_i = D_B \) or \( U_i = F \), with \( S \in \mathbb{R}^{n \times n} \) symmetric and \( B \in \mathbb{R}^{n \times n} \) non-singular, for \( i = 1, \ldots, N \), and \( N \in \mathbb{N} \).

We omit the proof of this corollary since it follows immediately from Theorem 5.2.2 and Theorem 5.2.6 by observing that \( \nu(F)^{-T} = \nu(F) \), \( \nu(D_B)^{-T} = \nu(D_B^{-T}) \) and \( \nu(C_S)^{-T} = J_n^T \nu(C_S) J_n = \nu(F C_S F^*) \).

The classification presented in Corollary 5.2.7 also holds for the mixed Wigner distribution. For a unitary operator \( V \) on \( L^2(\mathbb{R}^n) \) that corresponds to a linear transformation \( A \) in the Wigner plane we also have

\[
\mathcal{WV}[V f, V g](x, \omega) = \mathcal{WV}[f, g](A(x, \omega)), \quad (5.42)
\]
with $A \in Sp(n)$. This relation holds by polarization, i.e.,

$$\mathcal{WV}[f, g](x, \omega) = \frac{(\mathcal{WV}[f](x, \omega) + \mathcal{WV}[g](x, \omega) - \mathcal{WV}[f + g](x, \omega))}{2}$$

$$= \frac{\mathcal{WV}[f](A(x, \omega)) + \mathcal{WV}[g](A(x, \omega)) - \mathcal{WV}[f + g](A(x, \omega))}{2}$$

for real-valued $f, g \in L^2(\mathbb{R}^n)$. For complex-valued functions we have to deal with the real and complex part separately.

In Section 5.3 this relation is used to come to a representation formula for the unitary operators as discussed in Corollary 5.2.7.

### 5.2.2 The FRFT Generalized

As we have seen in (5.41) the fractional Fourier transform on $L^2(\mathbb{R}^n)$ can be decomposed into four unitary operators, namely a chirp multiplication, the Fourier transform, a dilation and again a chirp multiplication. Both the chirp multiplications and the dilation depend on a set of parameters $\alpha_1, \ldots, \alpha_n$, that determine the FRFT. Therefore, a natural generalization of the FRFT is given by

$$\mathcal{F}_{\Gamma, \Delta} = C \cdot \mathcal{F}_{\Delta} \cdot \mathcal{F}_{\Gamma},$$

for some $|C| = 1, \Gamma, \Delta \in \mathbb{R}^{n \times n}$, both symmetric and with $\Delta$ non-singular. We observe, that $\Delta$ is not required to be symmetric in (5.27). Here we require the symmetry of $\Delta$ to obtain a symmetrical representation formula for the generalized FRFT.

We observe, that (5.43) generalizes the multi-dimensional FRFT, which was introduced in Section 5.1.2. Indeed, by taking

$$\Gamma = \text{diag}(\cot \alpha_1, \ldots, \cot \alpha_n) \quad \text{and} \quad \Delta = \text{diag}(\sin \alpha_1, \ldots, \sin \alpha_n)$$

(5.44)

the generalized FRFT with the definition of the multi-dimensional FRFT.

As a consequence of Corollary 5.2.7, we have for all operators $\mathcal{F}_{\Gamma, \Delta}$

$$\mathcal{WV}[\mathcal{F}_{\Gamma, \Delta} f](x, \omega) = \mathcal{WV}[f](A(x, \omega)),$$

for some $A \in Sp(n)$. Using (5.38), (5.39) and (5.40) we compute straightforwardly

$$A = \nu (C \cdot D_\Delta \cdot F_{\Gamma})^{-T} = \begin{pmatrix} \Delta \Gamma & -\Delta \\ -\Gamma \Delta \Gamma + \Delta^{-1} & \Gamma \Delta \end{pmatrix}.$$  

(5.45)

Taking $\Gamma$ and $\Delta$ as in (5.44) we arrive at the matrix $A$ as given in (5.21).

A special property of the FRFT is that for its corresponding transformation in the Wigner plane we have $A \in Sp(n) \cap SO(2n)$, the orthonormal symplectic group.
Affine Transformations in the Wigner Plane

One may ask whether the generalized FRFT is also related to an orthogonal transformation in the Wigner plane. The answer to this question is given in the following lemma.

**Lemma 5.2.8** Let $\mathcal{F}_{\Gamma,\Delta}$ be the generalized FRFT as defined in (5.43), for certain symmetric real valued $(n \times n)$ matrices $\Gamma$ and $\Delta$. Then $A$ as given by (5.45) is orthogonal if and only if

(i) $\Delta^{-2} - \Gamma^2 = I$,

(ii) $\Gamma \Delta^{-1}$ is symmetric.

**Proof**

We compute

$$A^T A = \begin{pmatrix} X & Y \\ Y^T & Z \end{pmatrix},$$

with

$$X = \Gamma \Delta \Gamma - \Gamma \Delta \Gamma^2 \Delta \Gamma + \Delta^{-2} - \Delta^{-1} \Gamma \Delta \Gamma - \Gamma \Delta \Gamma \Delta^{-1},$$

$$Y = \Delta^{-1} \Gamma \Delta - \Gamma \Delta^2 - \Gamma \Delta \Gamma^2 \Delta,$$

$$Z = \Delta + \Delta \Gamma \Delta^2 \Delta.$$

For orthonormal $A$ we should have $X = Z = I$ and $Y = 0$. The condition $Z = I$ yields $\Delta^{-1} Z \Delta^{-1} = \Delta^{-2}$, which equals (i). Obviously, Condition (i) is also sufficient to guarantee $Z = I$. Substituting (i) into the matrix $Y$ yields

$$Y = 0 \iff \Gamma \Delta^{-1} = \Delta^{-1} \Gamma \iff \Gamma \Delta^{-1} = (\Gamma \Delta^{-1})^T.$$

After substituting Condition (i) and (ii) in the matrix $X$ we get $X = I$. So for the equation $X = I$ no further conditions are required.

We observe that Conditions (i) and (ii) in Lemma 5.2.8 are equivalent with

$$(\Delta^{-1} + \Gamma)(\Delta^{-1} - \Gamma) = I.$$

It follows from this relation, that we have $n^2/2 - n$ degrees of freedom for choosing symmetric matrices $\Gamma$ and $\Delta$, such that the matrix $A$ corresponding to $\mathcal{F}_{\Gamma,\Delta}$ is orthogonal. Therefore, for higher dimensional function spaces we may expect more variety in the class of operators $\mathcal{F}_{\Gamma,\Delta}$ that yield orthogonal symplectic transformations in the Wigner plane. For the one-dimensional case the one-parameter family of the FRFT turns out to be the only transformation up to a constant, that is in the class of generalized FRFT and that acts like an orthogonal transform in the Wigner plane.

**Lemma 5.2.9** Let $\mathcal{F}_{\Gamma,\Delta}$ be the unitary operator on $L^2(\mathbb{R})$ as given in (5.43), with $\Gamma, \Delta \in \mathbb{R}$. Then $A = \nu(\mathcal{F}_{\Gamma,\Delta})^{-T}$ is orthonormal if and only if $\mathcal{F}_{\Gamma,\Delta} = C \mathcal{F}_\alpha$, for some $\alpha \in \mathbb{R}$ and $C$ with $|C| = 1$. 
Proof
In the case that $\Gamma$ and $\Delta$ are scalars, the conditions in Lemma 5.2.8 reduce to

$$\Delta^{-2} = 1 + \Gamma^2.$$  

This equation can be parameterized by taking $\Gamma = \cot \alpha$ and $\Delta = \sin \alpha$, for some $\alpha \in \mathbb{R}$. Substituting this parameterization into (5.43) leaves the FRFT $\mathcal{F}_\alpha$ up to a constant of absolute value 1, which does not affect $A$.

As we expected from the considerations before Lemma 5.2.9, this lemma cannot be extended in a canonical way to higher dimensions. This is shown by the following example for $n = 2$. Moreover, by extending the example to higher dimensions in a natural way it follows that the preceding lemma can only hold for $\mathcal{F}_{\Gamma, \Delta} \in U(L^2(\mathbb{R}))$.

Example 5.2.10 We consider $\mathcal{F}_{\Gamma, \Delta}$ on $L^2(\mathbb{R}^2)$, with

$$\Gamma = \begin{pmatrix} r_1^2 \cos^2 \alpha + r_2^2 \sin^2 \alpha & (r_1 - r_2) \cos \alpha \sin \alpha \\ (r_1 - r_2) \cos \alpha \sin \alpha & r_1^2 \sin^2 \alpha + r_2^2 \cos^2 \alpha \end{pmatrix} \quad \text{and}$$

$$\Delta = \begin{pmatrix} \rho_1^2 \cos^2 \alpha + \rho_2^2 \sin^2 \alpha & (\rho_1 - \rho_2) \cos \alpha \sin \alpha \\ (\rho_1 - \rho_2) \cos \alpha \sin \alpha & \rho_1^2 \sin^2 \alpha + \rho_2^2 \cos^2 \alpha \end{pmatrix}^{-1},$$

with $\alpha \in \mathbb{R}$ and $\rho_i^2 = 1 + r_i^2$, $i = 1, 2$. Then

$$\Delta^{-2} - \Gamma^2 = \begin{pmatrix} \rho_1^2 - r_1^2 & 0 \\ 0 & \rho_2^2 - r_2^2 \end{pmatrix} = I,$$

and

$$\Gamma \Delta^{-1} = \begin{pmatrix} r_1^2 \rho_1^2 \cos^2 \alpha + r_2^2 \rho_2^2 \sin^2 \alpha & (r_1 \rho_1 - r_2 \rho_2) \cos \alpha \sin \alpha \\ (r_1 \rho_1 - r_2 \rho_2) \cos \alpha \sin \alpha & r_1^2 \rho_1^2 \sin^2 \alpha + r_2^2 \rho_2^2 \cos^2 \alpha \end{pmatrix}$$

$$= (\Gamma \Delta^{-1})^T.$$

Consequently, the matrices $\Gamma$ and $\Delta$ satisfy the conditions in Lemma 5.2.8. The orthogonal symplectic transformation in the Wigner plane, that corresponds to $\mathcal{F}_{\Gamma, \Delta}$ is now given by $A = U(\alpha)^T M U(\alpha)$, with

$$M = \begin{pmatrix} -r_1/\rho_1 & 0 & -1/\rho_1 & 0 \\ 0 & -r_2/\rho_2 & 0 & -1/\rho_2 \\ 1/\rho_1 & 0 & -r_1/\rho_1 & 0 \\ 0 & 1/\rho_2 & 0 & -r_2/\rho_2 \end{pmatrix}$$

and

$$U(\alpha) = \begin{pmatrix} \cos \alpha & \sin \alpha & \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha & -\sin \alpha & \cos \alpha \\ \cos \alpha & \sin \alpha & \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha & -\sin \alpha & \cos \alpha \end{pmatrix}.$$
Resuming, we have extended the FRFT to a unitary transformation on $L^2(\mathbb{R}^n)$ given by $\mathcal{F}_{\Gamma,\Delta}$, where $\Gamma, \Delta \in \mathbb{R}^{n \times n}$, both symmetric and $\Delta$ non-singular. So the set of all generalizations of the FRFT on $L^2(\mathbb{R}^n)$ of this kind are given by the set
\[ V_n = \{ \mathcal{F}_{\Gamma,\Delta} | \Gamma, \Delta \in \mathbb{R}^{n \times n} \text{ symmetric, } \det \Delta \neq 0 \}. \]
Furthermore, a subset of $V_n$ is defined consisting of all $\mathcal{F}_{\Gamma,\Delta} \in V_n$ that act like orthogonal transformations in the Wigner plane. This subset is given by
\[ W_n = \{ \mathcal{F}_{\Gamma,\Delta} \in V_n | \Delta^{-2} - \Gamma^2 = I, \Gamma \Delta = (\Gamma \Delta)^T \}. \]
For the FRFT we have $\mathcal{F}_{\alpha_1, \ldots, \alpha_n} \in W_n \subset V_n$. Moreover, for the one-dimensional case we have
\[ W_1 = \{ C \mathcal{F}_\alpha | \alpha \in \mathbb{R}, |C| = 1 \} \]
and
\[ W_n \setminus \{ \mu \mathcal{F}_{\alpha_1, \ldots, \alpha_n} | \alpha_1, \ldots, \alpha_n \in \mathbb{R}, |\mu| = 1 \} \neq \emptyset, \]
for $n \geq 2$.

### 5.3 A Representation Formula

In this section we present a representation formula for all unitary operators $\mathcal{V}$ on $L^2(\mathbb{R}^n)$ for which there exists a transformation $A$ on $\mathbb{R}^{2n}$ such that
\[ \mathcal{WV}[\mathcal{V}f, \mathcal{V}g](x, \omega) = \mathcal{WV}[f, g](A(x, \omega)). \quad (5.46) \]
We observe, that for the particular choice $f = g$, (5.46) coincides with (5.24). We have already shown that (5.46) can only be realized for symplectic transformations $A$. Therefore, we start with some properties of symplectic matrices.

Given a matrix $A \in Sp(n)$, then we can represent $A$ by its $2 \times 2$ block decomposition
\[ A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}. \quad (5.47) \]
Since $A$ is symplectic, it has to satisfy (5.33). This yields for the block decomposition
\[ A^{-1} = \begin{pmatrix} A_{22}^T \quad -A_{12}^T \\ -A_{21}^T \quad A_{11}^T \end{pmatrix}, \quad (5.48) \]
or equivalently
\[ A_{22}^T A_{11} - A_{12}^T A_{21} = I, \quad (5.49) \]
\[ A_{11}^T A_{21} - A_{21}^T A_{11} = 0, \quad (5.50) \]
\[ A_{22}^T A_{12} - A_{12}^T A_{22} = 0. \quad (5.51) \]
Using these relations we prove the following less known properties of symplectic matrices.
Lemma 5.3.1 Let \( A \in \text{Sp}(n) \) be given by its \( 2 \times 2 \) block decomposition (5.47). Then the following relations hold

(i) \((A_{22}^T)^{-1}(\text{Ran}(A_{12}^T)) = \text{Ran}(A_{12})\),

(ii) \(\dim A_{22}(\text{Ker}(A_{12})) = \dim \text{Ker}(A_{12})\),

(iii) \(A_{22}(\text{Ker}(A_{12})) = (\text{Ran}(A_{12}))^\perp\),

with \( \text{Ker}(B) \) and \( \text{Ran}(B) \) denoting respectively the null space and range of a linear transformation \( B \) and with \( B^\perp(W) \) denoting the inverse image of a subspace \( W \) under the linear transformation \( B \).

Proof
Let \( v \in (A_{22}^T)^{-1}(\text{Ran}(A_{12}^T)) \). Then there exists an \( u \in \mathbb{R}^n \) such that \( A_{22}^T v + A_{12}^T u = 0 \). Hence,

\[
A^T \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} A_{11}^T & A_{21}^T \\ A_{12}^T & A_{22}^T \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} A_{11}^T u + A_{21}^T v \\ 0 \end{pmatrix}.
\]

Since \( A \) is symplectic, we can apply (5.48). This yields

\[
\begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} A_{22} & -A_{21} \\ -A_{12} & A_{11} \end{pmatrix} \begin{pmatrix} A_{22}^T v + A_{12}^T u \\ 0 \end{pmatrix}.
\]

Consequently, \( v = -A_{12} (A_{21}^T v + A_{11}^T u) \in \text{Ran}(A_{12}) \). On the other hand, if \( v \in \text{Ran}(A_{12}) \), then there exists a \( w \in \mathbb{R}^n \) such that \( v = A_{12} w \). Using (5.51) we derive

\[
A_{22}^T v = A_{22} A_{12} w = A_{12}^T A_{22} w \in \text{Ran}(A_{12}^T),
\]

which proves Property (i).

In order to prove (ii), it is sufficient to show that, if \( A_{22} u = 0 \), for \( u \in \text{Ker}(A_{12}) \), then \( u = 0 \). Using (5.49), this follows from

\[
u = I_n u = A_{11}^T A_{22} u - A_{21}^T A_{12} u = 0.
\]

In [63] we have shown that, given a linear transformation \( B \) in \( \mathbb{R}^n \) and a linear subspace \( V \) in \( \mathbb{R}^n \), we have

\[
\dim(B^T(V^\perp)) = \dim V^\perp \implies B^T(V^\perp) = (B^\perp(V))^\perp.
\]

Now, replacing \( B \) by \( A_{22}^T \) and \( V \) by \( \text{Ran}(A_{12}^T) \) yields

\[
(A_{22}(\text{Ker}(A_{12})))^\perp = (A_{22}^T)^{-1}(\text{Ran}(A_{12}^T)) = \text{Ran}(A_{12}),
\]

which proves Property (iii).

For deriving a representation formula we also need the following result.
Lemma 5.3.2 Let \( W \) be a subspace of \( \mathbb{R}^n \) and let \( B \) be a linear transformation on \( \mathbb{R}^n \), such that \( \dim(B(W)) = \dim(W) = d \). Then

\[
\int_W f(Bx) \, dx = \frac{1}{q_W(B)} \int_{B(W)} f(x) \, dx, \quad \forall f \in S(\mathbb{R}^n),
\]

(5.52)

with \( q_W(B) \) the \( d \)-dimensional volume of the simplex generated by \( B e_1, \ldots, B e_d \), with \( e_1, \ldots, e_d \) an orthonormal basis in \( W \).

The proof of this lemma is omitted, since it is straightforward. We observe that \( q_W(B) \) is positive. Furthermore, if \( W \) is the null space and \( B \) is non-singular, then by setting \( q_W(B) = 1 \) the definition of \( q_W(B) \) is extended in a consistent way.

The last lemma we need to derive our representation formula is as follows.

Lemma 5.3.3 Let \( f \in S(\mathbb{R}^n) \) and \( A \in Sp(n) \) with block decomposition (5.47). Furthermore, let \( \dim \text{Ran}(A_{12}) = d > 0 \). Then,

\[
\int_{\text{Ker}(A_{12})} \int_{\mathbb{R}^n} f(u) e^{i(u, A_{22}u)} \, du \, dv = \frac{(2\pi)^{n-d}}{q_{\text{Ker}(A_{12})}(A_{22})} \int_{\text{Ran}(A_{12})} f(v) \, dv.
\]

(5.53)

Proof

Since \( \dim A_{22}(\text{Ker}(A_{12})) = \dim \text{Ker}(A_{12}) = n - d \), cf. Property (ii) of Lemma 5.3.1, we may apply Lemma 5.3.2. This yields

\[
\int_{\text{Ker}(A_{12})} \left( \int_{\mathbb{R}^n} f(u) e^{i(u, A_{22}u)} \, du \right) \, dv = (2\pi)^{n/2} \int_{\text{Ker}(A_{12})} \hat{f}(A_{22}v) \, dv = \frac{(2\pi)^{n/2}}{q_{\text{Ker}(A_{12})}(A_{22})} \int_{A_{22}(\text{Ker}(A_{12}))} \hat{f}(v) \, dv.
\]

(5.54)

From Fourier theory we have as a result

\[
(2\pi)^{-\frac{\dim(W)}{2}} \int_W \hat{f}(v) \, dv = (2\pi)^{-\frac{(n-d)\dim(W)}{2}} \int_{W^\perp} \hat{f}(v) \, dv,
\]

for all \( f \in S(\mathbb{R}^n) \) and linear subspaces \( W \) of \( \mathbb{R}^n \). By taking \( W = A_{22}(\text{Ker}(A_{12})) \) this result becomes

\[
\int_{A_{22}(\text{Ker}(A_{12}))^\perp} \hat{f}(v) \, dv = (2\pi)^{n/2-d} \int_{A_{22}(\text{Ker}(A_{12}))^\perp} f(v) \, dv.
\]

Since \( A_{22}(\text{Ker}(A_{12}))^\perp = \text{Ran}(A_{12}) \), we have, cf. Property (iii) of Lemma 5.3.1,

\[
\int_{A_{22}(\text{Ker}(A_{12}))} \hat{f}(v) \, dv = (2\pi)^{n/2-d} \int_{\text{Ran}(A_{12})} f(v) \, dv.
\]
In combination with (5.54) the latter result establishes the proof.

The starting point for the derivation of our representation formula is the characteristic function of the Wigner distribution (2.35). For the $n$-dimensional mixed Wigner distribution, we can also define a characteristic function by

$$M[f, g](\theta, t) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} f(u + t, 2g(u - t/2)e^{i\langle u, \theta \rangle} \, du,$$

or equivalently

$$M[f, g](\theta, t) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} f(u + t)g(u)e^{i\langle u + t/2, \theta \rangle} \, du,$$  \hspace{1cm} \text{(5.55)}$$

with $f, g \in L^2(\mathbb{R}^n)$. By the inverse Fourier transform we have

$$f(x)g(y) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} M[f, g](\theta, x - y)e^{-i\langle \theta, x + y \rangle/2} \, d\theta.$$  \hspace{1cm} \text{(5.56)}$$

For the $n$-dimensional mixed Wigner distribution we have

$$\forall \forall \forall[f](x, \omega) = (2\pi)^{-3n/2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} M[f](\theta, t)e^{-i\langle \theta, x \rangle}e^{-i\langle t, \omega \rangle} \, d\theta \, dt.$$ \hspace{1cm} \text{(5.57)}$$

Now, let $\forall$ be a unitary operator satisfying (5.46). It follows from (5.57) together with (5.46) that

$$M[\forall f, \forall g] = M[f, g] \circ (A^{-1})^T.$$ \hspace{1cm} \text{(5.58)}$$

Combining (5.58) with (5.48) and (5.56) we arrive at

$$\forall[f](x) \forall[g](y) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} M[f, g]((A^{-1})^T(\theta, x - y))e^{-i\langle \theta, x + y \rangle/2} \, d\theta$$

$$= (2\pi)^{-n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f(u - A_{12}(\theta/2 + A_{11}(x - y)/2) \times$$

$$g(u + A_{12}(\theta/2 + A_{11}(x - y)/2))E_0(u, \theta, x, y) \, du \, d\theta, a.e..$$

for all $f$ and $g$ in $L^2(\mathbb{R}^n)$, with

$$E_0(u, \theta, x, y) = \exp(i(A_{22}(\theta - A_{21}(x - y))) - i(\theta, x + y)/2).$$

This last relation only holds formally for general $f, g \in L^2(\mathbb{R}^n)$, but it holds rigorously for $f, g \in S(\mathbb{R}^n)$. Therefore, we assume $f, g \in S(\mathbb{R}^n)$ from now on. After this
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derivation, we will show that the representation formula also hold for \( f \in L^2(\mathbb{R}^n) \).

By taking \( v = u - A_{11}(x+y)/2 \) in the previous result, we have

\[
\mathcal{V}[f](x) \mathcal{V}[g](y) = \\
(2\pi)^{-n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f(v - A_{12} \theta/2 + A_{11} x) \overline{g(v + A_{12} \theta/2 + A_{11} y)} \times \\
\exp(i E_1(v, \theta, x, y)) dv d\theta,
\]

with \( E_1(v, \theta, x, y) = (A_{22} \theta - A_{21} (x-y), v + A_{11} (x+y)/2) - (\theta, x+y)/2 \). Using Relations (5.49) - (5.51), we can write \( E_1 \) as

\[
E_1(v, \theta, x, y) = (A_{22} \theta - A_{21} (x-y), v) + (A_{12} \theta, A_{21} (x+y))/2 - \\
(A_{21} x, A_{11} x)/2 + (A_{21} y, A_{11} y)/2.
\]

Hence, \( \mathcal{V}[f](x) \mathcal{V}[g](y) \) can be rewritten as

\[
\mathcal{V}[f](x) \mathcal{V}[g](y) = e^{-i(A_{21} x, A_{11} x)/2} e^{i(A_{21} y, A_{11} y)/2} \mathcal{H}[f, g](x, y),
\]

with

\[
\mathcal{H}[f, g](x, y) = \\
(2\pi)^{-n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f(v - A_{12} \theta/2 + A_{11} x) \overline{g(v + A_{12} \theta/2 + A_{11} y)} \times \\
e^{i(A_{12} \theta, A_{21} (x+y))/2} e^{i(A_{22} \theta - A_{21} (x-y), v)} dv d\theta.
\]

Our aim is now to write \( \mathcal{H} \) in a possible degenerate form. If this is established, then the representation formula for \( \mathcal{V} \) can be read off from this form. To come to such a form we substitute in the latter expression \( \theta = \theta_1 + \theta_2 \), with \( \theta_1 \in \text{Ran}(A_{12}^T) \) and \( \theta_2 \in \text{Ker}(A_{12}) \). This yields

\[
\mathcal{H}[f, g](x, y) = (2\pi)^{-n} \int_{\text{Ran}(A_{12}^T)} \int_{\text{Ker}(A_{12})} \int_{\mathbb{R}^n} f(v - A_{12} \theta_1/2 + A_{11} x) \times \\
\overline{g(v + A_{12} \theta_1/2 + A_{11} y)} \times \\
e^{i(A_{22} \theta_2 - A_{21} (x-y), v)} e^{i((A_{12} \theta_1, A_{21} (x+y))/2 + (A_{22} \theta_2, v))} dv d\theta_2 d\theta_1.
\]

We are now in the position to apply Lemma 5.3.3 with respect to the function

\[
v \mapsto f(v - A_{12} \theta_1/2 + A_{11} x) \overline{g(v + A_{12} \theta_1/2 + A_{11} y)} e^{i(A_{22} \theta_2 - A_{21} (x-y), v)}.
\]

By applying this lemma, we arrive at

\[
\mathcal{H}[f, g](x, y) = \\
(2\pi)^{-d} q_{\text{Ker}(A_{12})}(A_{22}) \int_{\text{Ran}(A_{12}^T)} \int_{\text{Ran}(A_{12})} f(v - A_{12} \theta_1/2 + A_{11} x) \times \\
\overline{g(v + A_{12} \theta_1/2 + A_{11} y)} e^{i(A_{22} \theta_2 - A_{21} (x-y), v)} dv d\theta_2 d\theta_1.
\]
\[ g(v + A_{12} \theta_1/2 + A_{11} y) \times e^{i((A_{12} \theta_1, A_{21} (x+y))/2 + (A_{22} \theta_1 - A_{21} (x-y), v))} dv d\theta_1, \]

with \( d = \dim \text{Ran}(A_{12}) \). Since \( v \in \text{Ran}(A_{12}) \), we may substitute \( v = A_{12} w \) with \( w \in \text{Ran}(A_{12}^T) \), since \( A_{12} \) restricted to \( \text{Ran}(A_{12}^T) \) is a linear bijection onto \( \text{Ran}(A_{12}) \). We obtain

\[
\mathcal{H}[f, g](x, y) =
C_A^2 \int_{\text{Ran}(A_{12}^T)} \int_{\text{Ran}(A_{12}^T)} f(A_{12} w - A_{12} \theta_1/2 + A_{11} x) \times \\
g(A_{12} w + A_{12} \theta_1/2 + A_{11} y) \times e^{i((A_{12} \theta_1, A_{21} (x+y))/2 + (A_{22} \theta_1 - A_{21} (x-y), A_{12} w))} dw d\theta_1,
\]

with

\[
C_A = \sqrt{\frac{s(A_{12})}{(2\pi)^d q_{\text{Ker}(A_{12})}(A_{22})}}.
\]

(5.60)

Here \( s(A_{12}) \) denotes the product of the nonzero singular values of \( A_{12} \), or equivalently

\[
s(A_{12}) = q_{\text{Ran}(A_{12}^T)}(A_{12}).
\]

Our next step is to substitute \( t_1 = w - \theta_1/2 \) and \( t_2 = w + \theta_1/2 \). Then, by using (5.49) - (5.51) one has

\[
(A_{12} \theta_1, A_{21} (x+y))/2 + (A_{22} \theta_1 - A_{21} (x-y), A_{12} w) = \\
(A_{12} (t_2 - t_1), A_{21} (x+y))/2 + (A_{22} (t_2 - t_1), A_{12} (t_1 + t_2))/2 - \\
(A_{21} (x-y), A_{12} (t_1 + t_2))/2 = \\
-(A_{22} t_1, A_{12} t_2)/2 + (A_{22} t_2, A_{12} t_2)/2 - \\
(A_{12} t_1, A_{21} x) + (A_{21} y, A_{12} t_2).
\]

With this result we can rewrite \( \mathcal{H}[f, g](x, y) \) in the degenerate form

\[
\mathcal{H}[f, g](x, y) = C_A^3 \mathcal{H}_0[f](x) \mathcal{H}_0[g](y),
\]

(5.61)

with

\[
\mathcal{H}_0[f](x) = \int_{\text{Ran}(A_{12}^T)} f(A_{12} t + A_{11} x) e^{-i((A_{22} t, A_{12} t)/2 + (A_{12} t, A_{21} x))} dt.
\]

Finally, combining (5.59) and (5.61) yields the degenerate form for \( \mathcal{V}[f](x) \mathcal{V}[g](y) \)

\[
\mathcal{V}[f](x) \mathcal{V}[g](y) = C_A^3 \mathcal{H}_0[f](x) \mathcal{H}_0[g](y).
\]

(5.62)

In a natural way this derivation results into the definition of an operator \( \mathcal{F}_A \) that satisfies (5.46). We will define this operator on \( L^2(\mathbb{R}^n) \) and show that it indeed corresponds to the unitary operator we have been searching for.
Definition 5.3.4 Let $A \in Sp(n)$ with block decomposition (5.47). Then the linear operator $\mathcal{F}_A$ on $L^2(\mathbb{R}^n)$ is defined as follows. If $A_{12} \neq 0$, then

$$
\mathcal{F}_A[f](x) = C_A e^{-i(A_{11}^T A_{21} + x, x)/2} \times \int_{\text{Ran}(A_{11}^T)} f(A_{12} t + A_{11} x) e^{-i(A_{12}^T A_{22} t, t)/2 - i(t, A_{12}^T A_{21} x)} \, dt,
$$

(5.63)

for all $f \in L^2(\mathbb{R}^n)$ and with $C_A$ as given in (5.60). Furthermore, if $A_{12} = 0$ then

$$
\mathcal{F}_A[f](x) = \sqrt{|\det A_{11}|} e^{-i(A_{11}^T A_{21} x, x)/2} j(A_{11} x),
$$

(5.64)

for all $f \in L^2(\mathbb{R}^n)$.

The main theorem of this section can be stated as follows.

Theorem 5.3.5 Let $A \in Sp(n)$ and $\mathcal{F}_A$ be given as in Definition 5.3.4. Then

$$
\mathcal{WV}[\mathcal{F}_A f, \mathcal{F}_A g](x, \omega) = \mathcal{WV}[f, g](A(x, \omega)),
$$

for all $f, g \in L^2(\mathbb{R}^n)$.

Proof

If $A_{12} \neq 0$ then we conclude from (5.62) and the definition of $\mathcal{F}_A$ that a unitary operator $\mathcal{V}$, for which $\mathcal{WV}[\mathcal{V} f, \mathcal{V} g](x, \omega) = \mathcal{WV}[f, g](A(x, \omega))$ holds for all $f, g \in S(\mathbb{R}^n)$, must satisfy

$$
\mathcal{V}[f](x) \mathcal{V}[g](y) = \mathcal{F}_A[f](x) \mathcal{F}_A[g](y) \quad \text{a.e. on } \mathbb{R}^n,
$$

for all $f, g \in S(\mathbb{R}^n)$. Hence, $\mathcal{V}$ defined on $S(\mathbb{R}^n)$ is equal to $\mathcal{F}_A$ up to a constant $C$, with $|C| = 1$. Note, that $C$ may depend on $A$. Since $S(\mathbb{R}^n)$ is dense in $L^2(\mathbb{R}^n)$, we obtain

$$
\mathcal{V} f = C \mathcal{F}_A f,
$$

for all $f \in L^2(\mathbb{R}^n)$. The proof for the case $A_{12} \neq 0$ is completed by assuming, that $\mathcal{V}$ satisfies (5.46).

If $A_{12} = 0$, then (5.49) and (5.50) yield, that $A_{11}$ is non-singular and that $A_{11}^{-1} = A_{22}^{-T}$. Moreover, $A_{11}^{-T} A_{21}$ is symmetric. Using these observations, we compute the mixed Wigner distribution of $\mathcal{F}_A f$ and $\mathcal{F}_A g$ as follows.

$$
\mathcal{WV}[\mathcal{F}_A f, \mathcal{F}_A g](x, \omega) = \frac{|\det A_{11}|}{(2 \pi)^n} \int_{\mathbb{R}^n} f(A_{11} x + A_{11} t/2) \times \frac{g(A_{11} x - A_{11} t/2) e^{-i(A_{11}^T A_{21} x, t)} e^{-i(t, \omega)}}{(2\pi)^{-n} \int_{\mathbb{R}^n} f(A_{11} x + t/2) g(A_{11} x - t/2) e^{-i((A_{11}^T A_{21} x + A_{11}^{-1} t) + (A_{11}^{-1} t, \omega))} \, dt.}$$
Hence,
\[ \mathcal{W} \mathcal{F}_A f, \mathcal{F}_A g \binom{x}{\omega} = \mathcal{W} \mathcal{F}_A \binom{g(A_{11} x, A_{21} x + A_{22} \omega)}{0} \binom{0}{0} \]
This establishes the proof for \( \dim(\text{Ran}(A_{12})) = 0. \)

At the end of this section, we present two well-known examples of unitary operators, that satisfy (5.46).

**Example 5.3.6** We recall, that for a set of parameters \( \alpha_1, \ldots, \alpha_n \in (0, \pi) \) the \( n \)-dimensional fractional Fourier transform is given by
\[
\mathcal{F}_A \binom{f}{x} = \frac{C_{\alpha} e^{i(B x, x)/2}}{\sqrt{(2 \pi)^n} \sin \alpha_1 \cdots \sin \alpha_n} \int_{\mathbb{R}^n} f(u) e^{i(B u, u)/2 - (C x, u)} \, du,
\] (5.65)
with matrices \( B = \text{diag}(\cot \alpha_1, \ldots, \cot \alpha_n), \) \( C = \text{diag}(\csc \alpha_1, \ldots, \csc \alpha_n) \) and constant \( C_{\alpha} = C_{\alpha_1} \cdots C_{\alpha_n} \), where \( C_{\alpha} \) is given by (5.2). The symplectic matrix, that corresponds to this transform in the Wigner plane is given by the rotation matrix \( R_{\alpha_1, \ldots, \alpha_n} \) as given in (5.21). We observe, that in this particular case \( A_{12} \) is non-singular. This yields \( q_{\text{Ker}(A_{12})}(A_{22}) = 1 \) and \( s(A_{12}) = \det(A_{12}) \). Using these simplifications and the substitution \( u = A_{12} l + A_{11} x \), Formula (5.63) simplifies to
\[
\mathcal{F}_A \binom{f}{x} = \frac{e^{-i(A_{12}^{-1} A_{11} x, x)/2}}{(2 \pi)^{n/2} \sqrt{\det A_{12}}} \int_{\mathbb{R}^n} f(u) e^{-i(A_{22} A_{12}^{-1} u, u)/2 - (A_{11} x, u)} \, du.
\]
For \( A_{41} = A_{22} = \text{diag}(\cos \alpha_1, \ldots, \cos \alpha_n) \) and \( A_{12} = \text{diag}(\sin \alpha_1, \ldots, \sin \alpha_n) \), the latter representation formula turns into the \( n \)-dimensional FRFT as given in (5.65).

**Example 5.3.7** The second example is the unitary operator on \( L^2(\mathbb{R}^2) \), which corresponds in the Wigner plane to the symplectic matrix
\[
A = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}.
\]
Remark, that all matrices in the block decomposition of \( A \) are singular.

It can be verified in a straightforward way, that \( q_{\text{Ker}(A_{12})}(A_{22}) = 1 \) and \( s(A_{12}) = 1. \) By substituting the block matrices of \( A \) into (5.63), the unitary operator, we are dealing with, reads
\[
\mathcal{F}_A \binom{f}{x_1, x_2} = \frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}^2} f(x_1, \xi) e^{-i \xi x_2} \, d\xi,
\]
which is the one-dimensional Fourier-transform of \( f(x_1, \cdot) \). We observe, that this operator can also be derived from (5.65) by taking \( \alpha_1 \to 0 \) and \( \alpha_2 \to \pi/2 \).
A Representation Formula

We observe that in [29] and [33] also a representation formula is presented for unitary operators that correspond to symplectic transformations in the Wigner plane. However, both references do not give a formula that can also handle symplectic transformations with a block decomposition, that consists of four singular block matrices, which is the case in the second example.
Chapter 6

Localization Problems in Phase Space

A celebrated problem in signal processing is the problem of maximizing energy in both time and frequency. This problem already has received much attention in the literature, see e.g. [20, 28, 41, 58]. This chapter consists of two parts that are also devoted to this problem.

In the first part we discuss two classical problems. The first problem concerns the maximization of energy of time-limited signals within a frequency band, i.e. finite interval in the Fourier domain. For this problem we revisit a series of papers by Slepian and co-workers, [57, 80, 93]. The second problem concerns the maximization of energy within a disk in the Wigner plane, i.e. the phase space related to the Wigner distribution. Although this problem is discussed in several papers [20, 28, 29, 46], we also present alternative proofs and additional results in this section.

The second part of this chapter is devoted to the FRFT, which we generalized in the previous chapter. Using this generalization we are able to relate several classes of energy maximization problems in phase space to the two classical problems as discussed in the first part of this chapter. For this, we discuss the Weyl correspondence, see e.g. [29, 107].

6.1 Slepian's Energy Problem

The first problem to be considered in this part of the chapter is the concentration of energy in a certain frequency band of a time-limited signal. So we consider for time
limited signals $f$ the ratio
\[
E_f(\omega_0) = \frac{\int_{-\omega_0}^{\omega_0} |f(\omega)|^2 \, d\omega}{\int_{\mathbb{R}} |f(\omega)|^2 \, d\omega},
\]
(6.1)
with $[-\omega_0, \omega_0]$ the frequency band we are looking at in this problem. Obviously, $E_f(\omega_0) \geq 0$, for all $f \in L^2(\mathbb{R})$. Moreover, Corollary 2.1.13 yields $E_f(\omega_0) < 1$.

Since $E_f(\omega_0) < 1$ for all $f \in L^2(\mathbb{R})$, the problem arises of maximizing this energy ratio over all $f \in L^2([-x_0, x_0])$, for some fixed $x_0 > 0$.

For solving this problem we introduce two operators. The first operator we discuss is the integral operator $B(\omega_0) : L^2(\mathbb{R}) \to L^2(\mathbb{R})$. For $\omega_0 > 0$ fixed, this operator is given by
\[
B(\omega_0)[f](x) = \sqrt{\frac{2}{\pi}} \int_{\mathbb{R}} \frac{\sin(\omega_0(x-u))}{(x-u)} f(u) \, du,
\]
(6.2)
for all $f \in L^2(\mathbb{R})$. We observe that
\[
\mathcal{F}^{-1}[\chi_{[-\omega_0, \omega_0]}](x) = \sqrt{\frac{2}{\pi}} \frac{\sin(\omega_0 x)}{x}.
\]
According to Lemma 2.1.8 the latter result yields
\[
\mathcal{F} B(\omega_0) f = \chi_{[-\omega_0, \omega_0]} \cdot \mathcal{F} f \text{ a.e. on } \mathbb{R}.
\]
(6.3)
Hence $B(\omega_0)$ is a Hermitian projection operator; in fact it is an orthogonal projection.

The second operator we introduce in relation to the energy localization problem is the projection $P(x_0) : L^2(\mathbb{R}) \to L^2(\mathbb{R})$. For $x_0 > 0$ fixed, this operator is defined by
\[
P(x_0)[f](x) = \begin{cases} f(x), & \text{if } |x| \leq x_0, \\ 0, & \text{if } |x| > x_0. \end{cases}
\]
(6.4)
By combining the introduced operators we arrive at
\[
P(x_0)B(\omega_0)P(x_0)[f](x) = \sqrt{\frac{2}{\pi}} \int_{-x_0}^{x_0} \frac{\sin(\omega_0(x-u))}{(x-u)} f(u) \, du,
\]
(6.5)
for all $|x| \leq x_0$ and $f \in L^2(\mathbb{R})$. Since the integral kernel in (6.5) is in $L^2([-x_0, x_0]^2)$, we have that $P(x_0)B(\omega_0)P(x_0)$ is a Hilbert-Schmidt operator. Hence, we see that
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\[ P(x_0)B(\omega_0)P(x_0) \] is a compact operator. Also \( P(x_0)B(\omega_0)P(x_0) \) is a positive definite operator on \( L^2([-x_0, x_0]) \), which is shown as follows. Using (6.3) we derive

\[
\begin{align*}
(P(x_0)B(\omega_0)P(x_0)f, f)_2 &= (B(\omega_0)P(x_0)f, P(x_0)f)_2 \\
&= (BF(\omega_0)P(x_0)f, FP(x_0)f)_2 \\
&= (x_{[-\omega_0, \omega_0]} \cdot FP(x_0)f, FP(x_0)f)_2 \\
&= (x_{[-\omega_0, \omega_0]} \cdot FP(x_0)f, FP(x_0)f)_2.
\end{align*}
\]

We assume

\[ (P(x_0)B(\omega_0)P(x_0)f, f)_2 = 0, \]

for some \( f \in L^2(\mathbb{R}) \). Then \( FP(x_0)f(\omega) = 0 \), for almost all \( \omega \in [-\omega_0, \omega_0] \).

However, \( FP(x_0)f \) is holomorphic by Theorem 2.1.12. This yields in combination with the latter result \( FP(x_0)f = 0 \), or equivalently \( f(x) = 0 \) for almost all \( |x| < x_0 \).

For \( f \in L^2([-x_0, x_0]) \) this yields

\[ (P(x_0)B(\omega_0)P(x_0)f, f)_2 = 0 \implies f = 0 \ a.e. \ on \ \mathbb{R}. \]

Following Pollack and Slepian [80, 92], we consider possible solutions \( P(x_0) f_{\text{max}} \), with \( f_{\text{max}} \in L^2(\mathbb{R}) \), that maximize (6.1). Then

\[
E_{P(x_0) f_{\text{max}}} (\omega_0) \cdot (FP(x_0) f_{\text{max}}, FP(x_0) f_{\text{max}})_2 = (x_{[-\omega_0, \omega_0]} \cdot FP(x_0) f_{\text{max}}, FP(x_0) f_{\text{max}})_2.
\]

Equivalently, using Parseval’s theorem and (6.3),

\[
E_{P(x_0) f_{\text{max}}} (\omega_0) \cdot (P(x_0) f_{\text{max}}, P(x_0) f_{\text{max}})_2 = (B(\omega_0)P(x_0) f_{\text{max}}, P(x_0) f_{\text{max}})_2.
\]

Since \( f_{\text{max}} \) is a stationary solution of this equation, it must satisfy

\[ B(\omega_0)P(x_0) f_{\text{max}} = \lambda P(x_0) f_{\text{max}}, \]

(6.6)
a homogeneous Fredholm equation of the first kind.

We recall that \( P(x_0)B(\omega_0)P(x_0) \) is compact. Furthermore, it is a positive definite operator on \( L^2([-x_0, x_0]) \). These considerations yield that solutions \( P(x_0) f \) for equation (6.6) only exist for a discrete set of real positive values of \( \lambda \), with the properties that

\[ 1 > \lambda_0 > \lambda_1 > \lambda_2 > \ldots \]

and \( \lim_{k \to \infty} \lambda_k = 0 \). In general, the eigenvalues of a compact Hermitian operator are not necessarily distinct. However, for this particular Fredholm operator, Pollack and Slepian have shown in [80], that its eigenvalues are distinct. Also Slepian showed, see [92], that the kernel of the integral operator \( B(\omega_0) \) commutes with the second order differential operator

\[ \mathcal{D}(x_0 \omega_0) = \frac{d}{dx} (1 - x^2) \frac{d}{dx} - (x_0 \omega_0)^2 x^2. \]

(6.7)
Since both operators have the same spectrum, they must have the same eigenvectors.

Differential operator (6.7) is a well-known operator. It arises on separating the 3-dimensional scalar wave equation in a prolate spheroidal coordinate system. Its real-valued eigenfunctions $\psi_0, \psi_1, \psi_2, \ldots$ are known as prolate spheroidal wave functions (PSWF), see [27]. We observe, that the concentration of energy problem is solved by $\mathcal{P}(x_0)\psi_0$.

Some useful properties of the PSWF have been derived in the past. We present some of them in the following lemma. For a proof of these properties we refer to [57, 80, 93].

**Lemma 6.1.1** Let $\psi_0, \psi_1, \psi_2, \ldots$ be the eigenfunctions of $\mathcal{P}(x_0)\mathcal{B}(\omega_0)\mathcal{P}(x_0)$ and let their corresponding eigenvalues be given by $\lambda_0, \lambda_1, \lambda_2, \ldots$. Then

(i) $\psi_k \in L^2([-\omega_0, \omega_0]) \quad \forall k \in \mathbb{N}$,

(ii) $\int_{-x_0}^{x_0} \psi_k(x)\psi_n(x)\,dx = \lambda_k \delta_{k,n}$,

(iii) $\int_{\mathbb{R}} \psi_k(x)\psi_n(x)\,dx = \delta_{k,n}$.

Other properties for the PSWF follow from this lemma, e.g. Theorem 2.1.12 and (i) yield that $\psi_k$ is holomorphic. However, this lemma does not provide us with an explicit expression for $\psi_k$ and consequently for $\lambda_k$. More insight in the behaviour of the eigenvalues $\lambda_k$ is given by a conjecture of Slepian, which can be proven rigorously by using the following classical result, that is due to Landau and Widom, see [58].

**Lemma 6.1.2** Let $\mathcal{H}(x_0\omega_0) : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ be given by

$$\mathcal{H}(x_0\omega_0) = \mathcal{P}(x_0\omega_0)\mathcal{B}(1)\mathcal{P}(x_0\omega_0).$$

Furthermore, let $N(\mathcal{H}(x_0\omega_0), p)$, $0 < p < 1$, denote the number of eigenvalues of $\mathcal{H}(x_0\omega_0)$ which are greater than or equal to $p$. Then

$$N(\mathcal{H}(x_0\omega_0), p) = \frac{2x_0\omega_0}{\pi} + \frac{1}{\pi^2} \log \left( \frac{1-p}{p} \right) \log(x_0\omega_0) + R(x_0\omega_0), \quad (6.8)$$

with $R(x)$ of order $o(\log(x))$ as $x \to \infty$. Using this result Slepian’s conjecture was proven in a rigorous way.

**Theorem 6.1.3 (Slepian’s conjecture)** Let $\mathcal{P}(x_0)\mathcal{B}(\omega_0)\mathcal{P}(x_0)$ be as defined in (6.5) and let $\lambda_k$, $k \in \mathbb{N}$, be its eigenvalues. Then for all $\delta, \epsilon \in (0, 1)$ there exists an $M \in \mathbb{N}$ such that

(i) $\lambda_k < \epsilon$, for $k \geq (1 + \delta) \frac{2x_0\omega_0}{\pi}$ and $x_0\omega_0 > M$,

(ii) $1 - \lambda_k < \epsilon$, for $1 \leq k \leq (1 + \delta) \frac{2x_0\omega_0}{\pi}$ and $x_0\omega_0 > M$. 
Moreover, for all \( \varepsilon > 0 \) and \( \theta \in \mathbb{R} \), there exist \( \delta > 0 \) and \( M \in \mathbb{N} \) such that
\[
(iii) \quad |\lambda_k - (1 + e^{\pi \theta})^{-1}| < \varepsilon, \text{ for } |k - \frac{2x_0 \omega_0}{\pi} - \frac{\theta}{\pi} \log(x_0 \omega_0)| < \delta \log(x_0 \omega_0) \text{ and } x_0 \omega_0 > M.
\]

**Proof**

We define \( \phi_k(x) = \psi_k(x/\omega_0) \). Then, for \( |x| < x_0 \omega_0 \), we derive
\[
\lambda_k \phi_k(x) = \sqrt{\frac{2}{\pi}} \int_{-x_0}^{x_0} \frac{\omega_0}{(x - u \omega_0)} \phi_k(u \omega_0) \, du
\]
\[
= \sqrt{\frac{2}{\pi}} \int_{-x_0 \omega_0}^{x_0 \omega_0} \frac{\sin(x - v)}{(x - v)} \phi_k(v) \, dv
\]
or equivalently \( \mathcal{H}(x_0 \omega_0) \phi_k = \lambda_k \phi_k \ \forall k \in \mathbb{N} \setminus \{0\} \).

Consequently, Lemma 6.1.2 can also be applied on the eigenvalues of the localization operator \( \mathcal{P}(x_0) \mathcal{B}(\omega_0) \mathcal{P}(x_0) \).

Let \( 0 < \varepsilon < 1 \) and \( 0 < \delta < 1 \). We take \( M > 0 \) such that
\[
\delta > \frac{\log(1 - \varepsilon)}{2\pi x} + \frac{\pi R(x)}{2x}, \quad (6.9)
\]
for \( x > M \). Then
\[
N(\mathcal{H}(x_0 \omega_0), \varepsilon) = \frac{2x_0 \omega_0}{\pi} + \frac{1}{\pi^2} \log(1 - \varepsilon)^2 \log(x_0 \omega_0) + R(x_0 \omega_0)
\]
\[
< (1 + \delta) \frac{2x_0 \omega_0}{\pi},
\]
for \( x_0 \omega_0 > M \). Consequently, if \( k \geq 1 + \delta \frac{2x_0 \omega_0}{\pi} \), then \( N(\mathcal{H}(x_0 \omega_0), \varepsilon) < k \). This result yields \( \lambda_k < \varepsilon \).

For proving Property (ii) we also take \( M > 0 \) such that (6.9) holds. Then
\[
N(\mathcal{H}(x_0 \omega_0), 1 - \varepsilon) = \frac{2x_0 \omega_0}{\pi} - \frac{1}{\pi^2} \log(1 - \varepsilon)^2 \log(x_0 \omega_0) + R(x_0 \omega_0)
\]
\[
> (1 - \delta) \frac{2x_0 \omega_0}{\pi},
\]
for \( x_0 \omega_0 > M \). Therefore, if \( 1 \leq k \leq (1 - \delta) \frac{2x_0 \omega_0}{\pi} \), then \( N(\mathcal{H}(x_0 \omega_0), 1 - \varepsilon) > k \), which leads to \( 1 - \lambda_k < \varepsilon \).

Finally, let \( \varepsilon > 0 \) and \( \theta \in \mathbb{R} \). Furthermore, take \( \delta > 0 \) and \( M \in \mathbb{N} \) such that
\[
\delta < \frac{1}{\pi^2} \log \left( \frac{1 + \varepsilon + \varepsilon e^{\pi \theta}}{1 - \varepsilon - \varepsilon e^{-\pi \theta}} \right) = \frac{R(x)}{\log x},
\]
for $x > M$. Then we have
\[
N(H(x_0 \omega_0), (1 + e^{x \theta})^{-1} + \varepsilon) = \\
\frac{2x_0 \omega_0}{\pi} + \frac{1}{\pi^2} \log \left( e^{x \theta} \cdot \frac{1 - \varepsilon - \varepsilon e^{-x \theta}}{1 + \varepsilon + \varepsilon e^{x \theta}} \right) \log(x_0 \omega_0) + R(x_0 \omega_0) = \\
\frac{2x_0 \omega_0}{\pi} + \frac{\theta}{\pi} \log(x_0 \omega_0) + \\
\frac{1}{\pi^2} \log \left( \frac{1 + \varepsilon + \varepsilon e^{x \theta}}{1 - \varepsilon - \varepsilon e^{-x \theta}} \right) \log(x_0 \omega_0) + R(x_0 \omega_0) < \\
\frac{2x_0 \omega_0}{\pi} + \frac{\theta}{\pi} \log(x_0 \omega_0) - \delta \log(x_0 \omega_0)
\]
for $x_0 \omega_0 > M$. Consequently, if
\[
k > \frac{2x_0 \omega_0}{\pi} + \frac{\theta}{\pi} \log(x_0 \omega_0) - \delta \log(x_0 \omega_0),
\]
or equivalently, if
\[
\frac{2x_0 \omega_0}{\pi} + \frac{\theta}{\pi} \log(x_0 \omega_0) - k < \delta \log(x_0 \omega_0),
\]
then $\lambda_k - (1 + e^{x \theta})^{-1} < c$.

In the same way, we derive
\[
N(H(x_0 \omega_0), (1 + e^{x \theta})^{-1} - \varepsilon) = \\
\frac{2x_0 \omega_0}{\pi} + \frac{\theta}{\pi} \log(x_0 \omega_0) + \\
\frac{1}{\pi^2} \log \left( \frac{1 + \varepsilon + \varepsilon e^{x \theta}}{1 - \varepsilon - \varepsilon e^{-x \theta}} \right) \log(x_0 \omega_0) + R(x_0 \omega_0) > \\
\frac{2x_0 \omega_0}{\pi} + \frac{\theta}{\pi} \log(x_0 \omega_0) + \delta \log(x_0 \omega_0)
\]
for $x_0 \omega_0 > M$. Therefore, if
\[
k < \frac{2x_0 \omega_0}{\pi} + \frac{\theta}{\pi} \log(x_0 \omega_0) + \delta \log(x_0 \omega_0),
\]
or equivalently, if
\[
k - \frac{2x_0 \omega_0}{\pi} - \frac{\theta}{\pi} \log(x_0 \omega_0) < \delta \log(x_0 \omega_0),
\]
then $\lambda_k - (1 + e^{x \theta})^{-1} > -\varepsilon$. Combining these two results establishes the proof of Property (iii). \qed
From this theorem it follows, that for large $x_0\omega_0$ approximately the first $2x_0\omega_0/\pi$ eigenvalues that correspond to the PSWF attain a value close to unity. For index numbers in a region around $2x_0\omega_0/\pi$ the eigenvalues plunge to zero and attain values close to zero afterwards. The number of eigenvalues in the region where the eigenvalues decrease from close to one to close to zero is proportional to $\log x_0\omega_0$. Remark, that the eigenvalues depend on the product $x_0\omega_0$.

In Figure 6.1 the eigenvalues of $\mathcal{H}(x_0\omega_0)$ are depicted for a) $x_0\omega_0 = 25$ and b) $x_0\omega_0 = 50$ respectively. We observe that in both figures the number of eigenvalues close to unity is given by $2x_0\omega_0/\pi$. For $x_0\omega_0 = 25$, approximately the first 16 eigenvalues are close to unity. For $x_0\omega_0 = 50$, this number is approximately 32. The number of eigenvalues in the plunge region in Figure 6.1.b is approximately 1.25 times the number of eigenvalues in this region in Figure 6.1.a. This corresponds with the observation we have made after Theorem 6.1.3, namely that the multiplication factor is approximately given by $\log 32 / \log 16 = 5/4$.

### 6.2 Energy Concentration on a Circle in the Wigner Plane

The second problem to be considered is the concentration of energy in a circular region in the Wigner plane. So we consider a region

$$C_R = \{(x, \omega) \in \mathbb{R}^2 \mid x^2 + \omega^2 \leq R\}$$

(6.10)
and search for functions \( f \in L^2(\mathbb{R}) \) for which

\[
E_f(R) = \int_{\mathcal{C}_R} \mathcal{W}[f](x, \omega) dx d\omega / \|f\|_2^2 \tag{6.11}
\]

is maximized. An upper bound for \( E_f(R) \) follows from an upper bound for \( \mathcal{W}[f] \) which can be derived from (5.15) in the following way

\[
|\mathcal{W}[f](x, \omega)| = |(\mathcal{M}_{-\omega} T_x f, \mathcal{M}_{\omega} T_x f)| / \pi \leq \|f\|_2^2 / \pi.
\]

This result yields

\[
E_f(R) \leq R^2.
\]

Of course a better and more natural upper bound for \( E_f(R) \) would be given by 1, i.e., if \( E_f(R) \) is the total amount of energy of \( f \). A conjecture of Flandrin states that such an upper bound indeed exists, not only for integrals over circular regions, but in general for integrals over convex regions, see [28]. As far as we know, a proof of this conjecture has not been given yet. For non-convex regions this conjecture does not hold, which follows from various examples in [81].

We observe that from (2.41) it follows that

\[
E_f(R) \to 1 \ (R \to \infty),
\]

if also \( f \in L^1(\mathbb{R}) \) or \( f \in L^1(\mathbb{R}) \). Since the Wigner distribution can attain both positive and negative values, this result is not sufficient to prove Flandrin's conjecture.

In order to solve this energy localization problem, we introduce the localization operator \( \mathcal{L}(\sigma) \) on \( L^2(\mathbb{R}) \), associated with a bounded symbol on \( \mathbb{R}^2 \), by

\[
(\mathcal{L}(\sigma)f, g)_2 = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \sigma(x, \omega) \mathcal{W}[f, g](x, \omega) dx d\omega, \tag{6.12}
\]

for all \( f, g \in L^2(\mathbb{R}) \) and with \( \mathcal{W}[f, g] \) the mixed Wigner distribution of \( f \) and \( g \). Then

\[
E_f(R) = (\mathcal{L}(\sigma)f, f)_2 / (f, f)_2,
\]

with \( \sigma = \chi_{\mathcal{C}_R} \). Furthermore, we observe that \( \mathcal{L}(\sigma) \) is a Weyl transform with symbol \( \sigma \in L^2(\mathbb{R}^2) \), see [107].

It can be proved, see e.g. [107], that \( \mathcal{L}(\sigma) \) is compact for \( \sigma \in L^p(\mathbb{R}^2), 1 \leq p \leq 2 \). Moreover, Flandrin showed in [28] that \( \mathcal{L}(\sigma) \) is self-adjoint for \( \sigma \) real-valued. This means that \( \mathcal{L}(\sigma) \) is a compact Hermitian operator on \( L^2(\mathbb{R}) \) for real-valued \( \sigma \in L^p(\mathbb{R}^2), 1 \leq p \leq 2 \). Consequently, the eigenvectors of \( \mathcal{L}(\sigma) \) can be chosen to form an orthonormal basis for \( L^2(\mathbb{R}) \), the set of real-valued eigenvalues is countable and the only possible accumulation point is 0.
These considerations yield that the function $f_{\text{max}}$, that maximizes $E_f(R)$ is given by the eigenvector $\phi_0$ of $L(\chi_{C_R})$ corresponding to the largest eigenvalue $\lambda_0$ of $L(\chi_{C_R})$. Moreover, $E_{f_{\text{max}}}(R)$ is given by $\lambda_0$.

The eigenvectors of $L(\chi_{C_R})$ are given by the Hermite functions $h_k$, $k \in \mathbb{N}$, as introduced in (5.10). This result was already given by Janssen in [46]. In the following lemma we come to the same result using a proof based on a property of the fractional Fourier transform.

**Lemma 6.2.1** Let $C_R = \{(x, \omega) \in \mathbb{R}^2 \mid x^2 + \omega^2 \leq R\}$ and $L(\chi_{C_R})$ as defined in (6.12). Then the eigenvectors of $L(\chi_{C_R})$ are given by

$$\{h_k \mid k \in \mathbb{N}\}$$

with $h_k$ the Hermite functions as defined in (5.10).

**Proof**

Since $\chi_{C_R}$ is rotation invariant, we have for all $\alpha \in [0, 2\pi)$

$$\langle L(\chi_{C_R})F_{\alpha}f, F_{\alpha}g \rangle_2 = \int_{C_R} W\mathbb{V}[F_{\alpha}f, F_{\alpha}g](x, \omega) \, dx \, d\omega$$

$$= \int_{C_R} W\mathbb{V}[f, g](R_{\alpha}(x, \omega)) \, dx \, d\omega$$

$$= \int_{C_R} W\mathbb{V}[f, g](x, \omega) \, dx \, d\omega = \langle L(\chi_{C_R})f, g \rangle_2,$$

with $R_{\alpha}$ the rotation matrix as given in (5.18). Consequently, we have for all $\alpha \in [0, 2\pi)$

$$F_{\alpha}L(\chi_{C_R}) = L(\chi_{C_R})F_{\alpha}.$$

Let now $\phi_k$ be an eigenvector of $L(\chi_{C_R})$ and $\lambda_k$ its corresponding eigenvalue. Then

$$L(\chi_{C_R})F_{\alpha}\phi_k = F_{\alpha}L(\chi_{C_R})\phi_k = \lambda_k F_{\alpha}\phi_k.$$

This shows, that if $\phi_k$ is an eigenvector of $L(\chi_{C_R})$, then also $F_{\alpha}\phi_k$ is an eigenvector of $L(\chi_{C_R})$ for all $\alpha \in [0, 2\pi)$. Since $L(\chi_{C_R})$ is compact, the set of eigenvectors

$$\{F_{\alpha}\phi_k \mid \alpha \in [0, 2\pi)\}$$

should be finite or countable. This can only be realized if $\phi_k$ is an eigenvector of $F_{\alpha}$ for all $\alpha \in [0, 2\pi)$, i.e., $\phi_k$ is a Hermite function following (5.12).

The eigenvalues $\lambda_k$ of $L(\chi_{C_R})$ can be expressed in terms of Laguerre polynomials $L_k$ given by

$$L_k(x) = \frac{1}{k!} e^x \left( \frac{d}{dx} \right)^k (e^{-x} x^k).$$

(6.13)
In the following lemma we present a recurrence relation involving Laguerre polynomials that we shall use to compute the eigenvalues \( \lambda_k \).

**Lemma 6.2.2** Define \( I_n(y) = \int_0^y e^{-x^2/2} L_n(x) \, dx \). Then

\[
I_{n+1}(y) = -I_n(y) + 2e^{-y^2/2} (L_n(y) - L_{n+1}(y)).
\] (6.14)

**Proof**

First we observe that \( L_n'(x) = L_{n+1}'(x) + L_n(x) \), which follows from the recurrence relations for Laguerre polynomials, and \( L_n(0) = 1 \), see e.g. [96]. Integration by parts yields

\[
I_n(y) = 2 - 2L_n(y)e^{-y^2/2} + 2 \int_0^y e^{-x^2/2} L_n'(x) \, dx
\]

\[
= 2 - 2L_n(y)e^{-y^2/2} + 2I_n(y) + 2 \int_0^y e^{-x^2/2} L_{n+1}'(x) \, dx.
\]

We conclude

\[
2 \int_0^y e^{-x^2/2} L_{n+1}'(x) \, dx = -I_n(y) + 2L_n(y)e^{-y^2/2} - 2.
\]

Applying the same procedure on \( I_{n+1} \) yields

\[
I_{n+1}(y) = 2 - 2L_{n+1}(y)e^{-y^2/2} + 2 \int_0^y e^{-x^2/2} L_{n+1}'(x) \, dx,
\]

or equivalently

\[
2 \int_0^y e^{-x^2/2} L_{n+1}'(x) \, dx = I_{n+1}(y) + 2L_{n+1}(y)e^{-y^2/2} - 2.
\]

Combining these two results completes the proof. \( \square \)

Using this lemma we come to the following recurrence relation for the eigenvalues of \( \mathcal{L}(\chi C_R) \).

**Theorem 6.2.3** Let \( \{ \lambda_k \mid k \in \mathbb{N} \} \) denote the set of eigenvalues of \( \mathcal{L}(\chi C_R) \), with

\[
C_R = \{(x, \omega) \in \mathbb{R}^2 \mid x^2 + \omega^2 \leq R \},
\]

with \( R > 0 \). Then
Energy Concentration on a Circle in the Wigner Plane

\[ \lambda_0 = \left(1 - e^{-R^2}\right) \]

\[ \lambda_{k+1} = \lambda_k - (-1)^k e^{-R^2} \left( L_k(2R^2) - L_{k+1}(2R^2) \right), \quad k \in \mathbb{N}\setminus\{0\}. \]

**Proof**

The Wigner distribution \( \mathcal{W}[h_k](x, \omega) \) can be expressed in terms of Laguerre polynomials, see e.g. [107]. This relation with Laguerre polynomials is given by

\[ \mathcal{W}[h_k](x, \omega) = 2(-1)^k (2\pi)^{-1} L_k(2(x^2 + \omega^2)) e^{-(x^2 + \omega^2)}. \]

Using polar coordinates we get

\[
\begin{align*}
\lambda_k &= (\mathcal{L}(\chi_{C_R})h_k, h_k)_2 \\
&= \int_{C_R} \mathcal{W}[h_k](x, \omega) \, dx \, d\omega \\
&= 2(-1)^k \int_0^R \rho L_k(2\rho^2) e^{-\rho^2} \, d\rho \\
&= \frac{(-1)^k}{2} \int_0^{2R^2} e^{-x/2} L_k(x) \, dx = (-1)^k I_k(2R^2)/2.
\end{align*}
\]

Consequently, we have

\[ \lambda_0 = I_0(2R^2)/2 = 1/2 \int_0^{2R^2} e^{-x/2} \, dx = \left(1 - e^{-R^2}\right). \]

Moreover, Lemma 6.2.2 yields

\[
\begin{align*}
\lambda_{k+1} &= (-1)^{k+1} I_{k+1}(2R^2)/2 \\
&= (-1)^k I_k(2R^2)/2 + (-1)^{k+1} e^{-R^2} \left( L_k(2R^2) - L_{k+1}(2R^2) \right) \\
&= \lambda_k - (-1)^k e^{-R^2} \left( L_k(2R^2) - L_{k+1}(2R^2) \right).
\end{align*}
\]

This gives the recurrence relation for the eigenvalues. \( \square \)

In Figure 6.2 the first 30 eigenvalues as given in Theorem 6.2.3 are depicted for \( R = \sqrt{3} \). To emphasize the eigenvalue behavior a spline interpolation function is used in this figure. As we have seen before for the eigenvalues Theorem 6.1.3, the first eigenvalues are close to \( \lambda_0 \). Later the values plunge down towards zero and remain close to zero for larger index numbers. For the Wigner distribution, the eigenvalues can be negative, which can be observed in Figure 6.2 as well. Moreover, starting from a certain index number the eigenvalues alternate around zero.
6.3 Localization Problems and the Generalized FRFT

In this section we return to the fractional Fourier transform as introduced in Section 5.2.2. This generalized FRFT is used to solve two classes of energy localization problems that are related to the two problems, which we discussed in the previous sections. These two classes of localization problems are related to the discussed problems via the Weyl correspondence.

Although the problems we discuss concern signals in $L^2(\mathbb{R})$ we consider first localization problems for signals in $L^2(\mathbb{R}^n)$. For this we generalize the Weyl correspondence (6.12) to higher dimensions. Then a bounded symbol $\sigma$ on $\mathbb{R}^{2n}$ is associated with the localization operator $\mathcal{L}(\sigma)$ on $L^2(\mathbb{R}^n)$ by

$$\mathcal{L}(\sigma)f = \int_{\mathbb{R}^n} \int \sigma(x, \omega) \mathcal{W}V[f,g](x,\omega) \, dx \, d\omega,$$

(6.15)

for all $f, g \in L^2(\mathbb{R}^n)$. Consequently, if $\sigma = \chi_\Omega$, with $\Omega \subset \mathbb{R}^{2n}$, then

$$\mathcal{L}(\sigma)f = \int_{\Omega} \mathcal{W}V[f](x,\omega) \, dx \, d\omega$$

represents the energy of $f$ in the Wigner plane within the region $\Omega$.

Using the generalized FRFT $\mathcal{F}_{\Gamma,\Delta}$ as introduced in (5.43) we compute

$$\left(\mathcal{F}_{\Gamma,\Delta} \mathcal{L}(\sigma) \mathcal{F}_{\Gamma,\Delta}^* f, g\right)_2 = \left(\mathcal{L}(\sigma) \mathcal{F}_{\Gamma,\Delta}^* f, \mathcal{F}_{\Gamma,\Delta}^* g\right)$$

$$= \int_{\mathbb{R}^n} \int \sigma(x, \omega) \mathcal{W}V[\mathcal{F}_{\Gamma,\Delta}^* f, \mathcal{F}_{\Gamma,\Delta}^* g](x,\omega) \, dx \, d\omega$$


\[
\mathcal{L}(\sigma_A) f = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \sigma(x, \omega) \mathcal{W}[f, g](x, \omega) dx \, d\omega
\]

\[
\mathcal{L}(\sigma)(f, g) = \mathcal{L}(\sigma_A) f,
\]

with \( \sigma_A(x, \omega) = \sigma(A(x, \omega)) \) and \( A \) as given in (5.45). Now, let us assume that \( \{\phi_k \mid k \in \mathbb{N}\} \) is the set of eigenvectors of \( \mathcal{L}(\sigma) \) and \( \{\lambda_k \mid k \in \mathbb{N}\} \) the set of corresponding eigenvectors. Then

\[
\mathcal{L}(\sigma_A) \mathcal{F}_{\Gamma, \Delta} \phi_k = (\mathcal{F}_{\Gamma, \Delta} \mathcal{L}(\sigma) \mathcal{F}_{\Gamma, \Delta}^*) \mathcal{F}_{\Gamma, \Delta} \phi_k = \mathcal{F}_{\Gamma, \Delta} \mathcal{L}(\sigma) \phi_k = \lambda_k \mathcal{F}_{\Gamma, \Delta} \phi_k.
\]

Consequently, the eigenvectors and eigenvalues of \( \mathcal{L}(\sigma_A) \) are given by

\[
\{\mathcal{F}_{\Gamma, \Delta} \phi_k \mid k \in \mathbb{N}\} \quad \text{and} \quad \{\lambda_k \mid k \in \mathbb{N}\}
\]

respectively. If \( \mathcal{L}(\sigma) \) is a compact operator, both the eigenvectors \( \phi_k \) and \( \mathcal{F}_{\Gamma, \Delta} \phi_k \) form an orthonormal set in \( L^2(\mathbb{R}^n) \).

### 6.3.1 The Rectangle/Parallelogram Case and the Rihaczek Distribution

The first problem we consider is to maximize

\[
(\mathcal{L}(\sigma) f, f)_{2} / (f, f)_{2}
\]

for \( f \in L^2(\mathbb{R}) \), with \( \sigma = \chi_{[-x_0, x_0]} \times [-\omega_0, \omega_0] \).

This problem may seem to be similar to Slepian’s energy problem in Section 6.1. However, results presented for Slepian’s energy problem cannot be related to the problem of localizing the energy on a rectangle in the Wigner plane.

The two problems can only be related to each other if (6.17) is maximized over absolutely integrable \( f \in L^2_{comp}(\mathbb{R}) \), with \( \text{supp}(f) = [-x_0, x_0] \). Using these constraints (6.17) is equal to (6.1), which follows straightforwardly from Theorem 2.3.4. If we do not require these constraints on the maximizing function \( f \), we are only provided with some asymptotical results on the eigenvalues of \( \mathcal{L}(\sigma) \), see [41, 81].

A less trivial relation with Slepian’s energy problem is given for

\[
\sigma = \chi_{[-x_0, x_0]} \times [-\omega_0, \omega_0] \ast \varphi,
\]

for some \( x_0, \omega_0 \in \mathbb{R}^+ \) and where \( \varphi \) is given by

\[
\varphi(x, \omega) = e^{-2i\omega x}.
\]
We observe that \( ||\sigma||_\infty \leq 1 \), and so \( \sigma \in L^\infty(\mathbb{R}^2) \).

The following lemma shows that the localization operator \( \mathcal{L}(\sigma) \), with \( \sigma \) as in (6.18), can be rewritten as an energy density operator related to the Rihaczek distribution, see [82].

**Lemma 6.3.1** Let \( \mathcal{L}(\sigma) \) be the localization operator as defined in (6.15), with \( \sigma \) the symbol as given in (6.18). Then for all \( f, g \in L^2(\mathbb{R}) \)

\[
(\mathcal{L}(\sigma)f, g)_2 = \int_{\mathbb{R}^2} \chi_{[-x_0,x_0] \times [-\omega_0,\omega_0]}(x, \omega) \mathcal{R}[f, g](x, \omega) \, dx \, d\omega,
\]

with \( \mathcal{R}[f, g] \) the mixed Rihaczek distribution given by

\[
\mathcal{R}[f, g](x, \omega) = f(x)\overline{g(\omega)}e^{-iwx}/\sqrt{2\pi}.
\]  

(6.19)

**Proof**

We observe that

\[
(\mathcal{L}(\sigma)f, g)_2 = (\sigma_0 * \varphi, \mathcal{WV}[f, g])_2 = (\sigma_0 * \varphi * \mathcal{WV}[f, g])_2,
\]

with \( \sigma_0 = \chi_{[-x_0,x_0] \times [-\omega_0,\omega_0]} \). This expression can be rewritten by

\[
(\varphi * \mathcal{WV}[f, g])(x, \omega)
\]

\[
= \frac{1}{2\pi^2} \int_{\mathbb{R}^3} \varphi(p, q) f(x - p + t)g(x - p - t)e^{-2it(\omega - q)} \, dt \, dp \, dq
\]

\[
= \frac{1}{2\pi^2} \int_{\mathbb{R}^3} \varphi(-(u + v)/2, q) f(x + u)g(x + v)e^{-i(u-v)(\omega - q)} \, du \, dv \, dq
\]

\[
= \frac{1}{4\pi^2} \int_{\mathbb{R}^3} e^{-iqx} f(u)g(v)e^{-iux\omega}(\omega - q) \, du \, dv \, dq
\]

\[
= \frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\omega x} f(\omega - q)\overline{g(\omega)} \, d\omega = \frac{1}{2\pi} e^{-iwx}\overline{g(\omega)} \int_{\mathbb{R}} e^{-i\omega x} f(\omega) e^{i\omega x} \, d\omega
\]

\[
= f(x)\overline{g(\omega)}e^{-iwx}/\sqrt{2\pi}.
\]

This yields

\[
(\mathcal{L}(\sigma)f, g)_2 = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \sigma_0(x, \omega) f(x)\overline{g(\omega)}e^{-iwx} \, dx \, d\omega
\]

Using this lemma we prove the following theorem, that relates \( \mathcal{L}(\sigma) \), with \( \sigma \) as in (6.18), with the localization operator of Slepian’s energy problem.

**Theorem 6.3.2** Let \( \mathcal{L}(\sigma) \) be the operator as in (6.15), with \( \sigma \) the symbol as in (6.18).

Then

\[
\mathcal{L}(\sigma)^* \mathcal{L}(\sigma) = \mathcal{P}(x_0) \mathcal{B}(\omega_0) \mathcal{P}(x_0),
\]

with \( \mathcal{B}(\omega_0) \) and \( \mathcal{P}(x_0) \) as defined in (6.2) and (6.4) respectively.
Figure 6.3: Localisation on a rectangle/parallelogram: fig. a) $\sigma = 1$ on $[0, 1] \times [0, 1]$ and fig. b, c, d) $\sigma_A$ with $\Delta = -1/\Gamma, \Delta = -2/\Gamma$ and $\Delta = -1/\Gamma^2$ respectively.

Proof
From the preceding lemma it follows immediately that

$$
\mathcal{L}(\sigma)^* [g](x) = \chi_{[-x_0,x_0]}(x) \cdot \frac{1}{\sqrt{2\pi}} \int_{-\omega_0}^{\omega_0} \hat{g}(\omega) e^{i\omega x} d\omega
$$

$$
= \mathcal{P}(x_0) \mathcal{B}(\omega_0).
$$

Since both $\mathcal{B}(\omega_0)$ is a projection operators, we have

$$
\mathcal{L}(\sigma)^* \mathcal{L}(\sigma) = \mathcal{P}(x_0) \mathcal{B}(\omega_0) \mathcal{P}(x_0).
$$

Remark, that although $\sigma \in L^\infty(\mathbb{R}), \mathcal{L}(\sigma)$ is compact for $\sigma$ as in (6.18). This follows from the fact that $\mathcal{L}(\sigma)^* \mathcal{L}(\sigma)$ is compact. Furthermore, we observe that the result of Theorem 6.3.2 was already given in [28]. However, our aim is not to investigate existing time-frequency distributions, but to consider the generalized FRFT acting on these distributions. In this context, we return to the first part of this section.

We have seen that the eigenvalues of $\mathcal{L}(\sigma)$ and $\mathcal{L}(\sigma_A)$ coincide. In a direct way, we can also show that the eigenvalues of $\mathcal{L}(\sigma)^* \mathcal{L}(\sigma)$ and $\mathcal{L}(\sigma_A)^* \mathcal{L}(\sigma_A)$ coincide. This yields that the singular values of $\mathcal{L}(\sigma)$ and $\mathcal{L}(\sigma_A)$ are the same. These singular values are given by

$$
s_k = \sqrt{\lambda_k},
$$
where $\lambda_k$ denote the eigenvalues of the operator $P(x_0)B(\omega_0)P(x_0)$. Since these $\lambda_k$ satisfy Theorem 6.1.3, a similar result holds for the singular values. Moreover, the asymptotical behavior of $s_k$ and $\lambda_k$ is similar.

The eigenvectors of $L(\sigma)$ do not follow from Theorem 6.3.2. The eigenvectors of $L(\sigma)^*L(\sigma)$ are known, namely the prolate spheroidal wave functions $\psi_k$. As before we can also show that the eigenvectors of $L(\sigma_A)^*L(\sigma_A)$ are then given by $F_{\Gamma,\Delta}\psi_k$. They can be computed as the eigenvectors of the operator

$$D'(x_0, \omega_0) = F_{\Gamma,\Delta}D(x_0, \omega_0)F_{\Gamma,\Delta}^*,$$

which is also a second order differential operator that commutes with $L(\sigma_A)^*L(\sigma_A)$.

In Figure 6.3.b,c and d the domain of $\sigma_A$ is depicted instead of $\sigma$, with the substitutions $\Delta = -1/\Gamma$, $\Delta = -2/\Gamma$ and $\Delta = -1/\Gamma^2$ and with $\Gamma = 3$ in (5.45). We observe that with these substitutions $L(\sigma_A)$ represents the energy of the Rihaczek distribution within differently orientated parallelograms in phase space. The singular values of $L(\sigma_A)$ for all $A$ related to these parallelograms are the same and are given by $\sqrt{\lambda_k}$, with $\lambda_k$ as in Theorem 6.1.3.

### 6.3.2 The Circle/Ellipse Case

In Section 6.2 we already discussed the energy localization problem on a circle. Moreover, we studied the operator $L(\chi_{C_R})$, with $C_R$ a circle in the Wigner plane concent-
trated around the origin and with radius $R > 0$. It turned out that its eigenvectors are given by the Hermite functions $h_k$, defined by (5.11), and that the corresponding eigenvalues are given by Theorem 6.2.3.

It follows from (6.16), that the eigenvectors of $L(\sigma_A)$, with $A$ as given in (5.45), are given by $F_{T, \Delta} h_k$, $k \in \mathbb{N}$. The eigenvalues of $L(\sigma_A)$ are given by the recurrence relation in Theorem 6.2.3.

In Figure 6.4.b,c and d the domain of $\sigma_A$ is depicted with $\sigma$ the characteristic function of $C_R$, with the substitutions $\Delta = -1/\Gamma$, $\Delta = -2/\Gamma$ and $\Delta = -1/\Gamma^2$ and with $\Gamma = 3$. With these substitutions $L(\sigma_A)$ represents the energy in the Wigner plane within differently orientated ellipses. The energy localization problem for each of these ellipsoidal areas is now solved by the eigenvectors $F_{T, \Delta} h_k$, using the corresponding substitutions, and the eigenvalues $\lambda_k$. 
Chapter 7

A Seismic Problem: Automatic S-Phase Detection with the DWT

In the last chapter of this book we consider a seismic problem, which has been dealt with while the author was seconded to the seismic department of the Royal Dutch Meteorological Institute (KNMI). For this problem an algorithm based on the DWT has been derived. Implementation and test results of the algorithm are also included in this chapter. These were established at KNMI by R. Sleeman and T. van Eck.

7.1 Introduction and Approach of the Seismic Problem

A seismic earthquake signal recorded by a seismic station (seismogram) is built up by several different seismic waves (phases), which characterize the type of the signal. Amongst others, significant phases that appear in a seismogram are the P-phase (primary phase) and the S-phase (secondary or shear phase), which we consider here. The problem we are dealing with, is to detect automatically the S-phase and to determine its arrival time, once the P-phase arrival time is known with high accuracy as in [3, 6, 91]. This arrival time is defined as the time sample in the seismogram at which the P-phase appears for the first time. An accurate estimate of these arrival times is important for determining the type and location of the seismic event.

The S-phase arrival time is determined in a three-component seismogram, representing motion on a ground detector in three mutually orthogonal directions, two in the horizontal plane (x-y plane) and one vertical direction (z-axis). An example of a three-component seismogram is depicted in Figure 7.1.
Figure 7.1: A three-component seismogram, with P- and S-phase arrival times picked by an analyst at $t_P = 1120$ and $t_S = 1275$ respectively.

The detection of the S-phase arrival time is mostly based on some physical differences between the P-phase and the S-phase, as described thoroughly in [2, 13]. For our problem the most obvious property is the difference in arrival times. The S-phase is always delayed as compared to the P-phase arrival at the seismic station. A more fundamental property is the fact that P-phases compress volumes and S-waves deform volumes. Furthermore, the S particle motion, i.e. the direction of the S-phase when it arrives at the earth’s surface, is contained in a plane perpendicular to the direction of the P particle motion, called the S-plane. This property only holds if reflections at the earth’s surface may be ignored or when the phases arrive in a direction almost perpendicular to the earth’s surface. In our problem the latter assumption is justified. The P-phase travels along the travel direction of the seismic event, unless the medium is anisotropic. Finally, comparing the frequency spectra of both phases, the P-phase appears at higher frequencies than the S-phase.

The automatic S-phase detection algorithm that we present in this chapter is a combination of traditional methods to detect S-phases as described before and the discrete wavelet transform for $L^2(\mathbb{Z})$ as introduced in Section 3.2.3. The idea to analyze the three components of a seismogram at several scales has been described already in the literature, e.g. [5, 69]. However in these papers only the wavelet transform itself has been used as a phase detector in seismograms, whereas in our method the wavelet transform has been used in combination with traditional approaches, which are very well known in seismology and have been discussed in the past in various papers, e.g.
7.2 Seismic methods for S-Phase Picking

A common strategy to detect phase arrival times is to construct one or more so-called characteristic functions. These are discrete-time functions, with some specific properties at the time sample, at which a phase appears in the seismogram. In this section we discuss some of them for detecting S-phase arrival times.

7.2.1 Characteristic functions based on a cross-power matrix

We consider a (real valued) three-component seismic signal \( u \in l^2(\mathbb{Z}, \mathbb{R}^3) \). The time-dependent \( N \)-point cross-power matrix for such signal \( u \) is then defined as follows.

**Definition 7.2.1** Let \( N \in \mathbb{N} \) and \( u \in l^2(\mathbb{Z}, \mathbb{R}^3) \). Then the \( N \)-point cross-power matrix of \( u \) at \( i \in \mathbb{Z} \) is given by

\[
M_{N,u}(i) = \begin{pmatrix}
< u_1, u_1 >_i & < u_1, u_2 >_i & < u_1, u_3 >_i \\
< u_2, u_1 >_i & < u_2, u_2 >_i & < u_2, u_3 >_i \\
< u_3, u_1 >_i & < u_3, u_2 >_i & < u_3, u_3 >_i
\end{pmatrix},
\]

(7.1)

for \( i \in \mathbb{Z} \), with

\[
< u_m, u_m >_i = 1/N \sum_{k=i}^{i+N-1} u_m(k) \cdot u_m(k),
\]

for all \( i \in \mathbb{Z} \).

We observe that \( < \cdot, \cdot >_i \) in this definition depends also on \( N \). The window length \( N \) itself is chosen depending on the (non)-stationary character of the signal \( u \). Generally we take \( N \sim 1/\omega_0 \), with \( \omega_0 \) the dominating frequency of \( u \). Furthermore, before computing the cross-power matrix of a signal at a certain time sample, we first create a signal \( u \), with zero mean at each component. This is done by subtracting the means of the components from the seismic signal. The reason for doing this is to neglect possible offsets without seismic cause. These can be generated by the measurement equipment.

Starting with \( M_{N,u}(i) \) we can analyse the signal using the eigenvalues and eigenvectors of \( M_{N,u}(i) \). We observe that \( M_{N,u}(i) \) can also be seen as the Gram matrix of the set \( \{ \chi_{[i,i+N-1]} u_1, \chi_{[i,i+N-1]} u_2, \chi_{[i,i+N-1]} u_3 \} \), with \( \chi_X \) the characteristic function on \( \mathbb{Z} \) of a discrete set \( X \). So \( M_{N,u}(i) \) is a positive semi-definite matrix. Therefore the eigenvalues of \( M_{N,u}(i) \) are real and positive,

\[
\lambda_1(i) \geq \lambda_2(i) \geq \lambda_3(i) \geq 0,
\]
and the eigenvectors \( v_1(i) \), \( v_2(i) \) and \( v_3(i) \) can be chosen to form an orthonormal basis in \( \mathbb{R}^3 \). The following two characteristic functions are based on these eigenvalues and eigenvectors. Hereby we assume \( M_{N,u}(i) \neq O \), for any \( i \in \mathbb{Z} \), which is quite a realistic assumption. We observe that \( M_{N,u}(i) = O \) is equivalent with \( u_1(k) = u_2(k) = u_3(k) = 0 \), for \( k = i, \ldots, i + N - 1 \).

**Deflection angle:**

Let \( v_1(i) \) denote the eigenvector of \( M_{N,u}(i) \) corresponding to \( \lambda_1(i) \). This eigenvector \( v_1(i) \) represents the direction of the particle motion at time \( i \) with most seismic energy. Let \( i_P \) be the P-phase arrival time. Then \( v_1(i_P) \) is the direction of the P-particle motion. The deflection angle is defined by

\[
\kappa_1(i) = \frac{2}{\pi} \arccos \left( \frac{\|v_1(i) \cdot v_1(i_P)\|}{\|v_1(i)\| \cdot \|v_1(i_P)\|} \right). \tag{7.2}
\]

Note that \( \kappa_1(i_P) = 0 \). Furthermore, since the direction of the S-phase particle motion \( v_1(i_S) \) is perpendicular to \( v_1(i_P) \), \( \kappa_1 \) attains its maximum 1 at the S-phase arrival time \( i_S \).

**Degree of polarization:**

Following [85], the degree of polarization is defined by

\[
\kappa_2(i) = \frac{(\lambda_1(i) - \lambda_2(i))^2 + (\lambda_1(i) - \lambda_3(i))^2 + (\lambda_2(i) - \lambda_3(i))^2}{2 \cdot (\lambda_1(i) + \lambda_2(i) + \lambda_3(i))^2}. \tag{7.3}
\]

This characteristic function can be used both for detecting P-phase arrival times and S-phase arrival times, since all types of seismic polarization, i.e. at all different phase arrival times seismic energy is concentrated along one single direction. In practice such an arrival yields \( \lambda_1(i) \gg \lambda_2(i) \), which means that we may expect maxima for \( \kappa_2 \) at both \( i_P \) and \( i_S \), the S-phase arrival time.

Remark that \( \kappa_1 \) and \( \kappa_2 \) depend on \( M_{N,u} \), and so they depend on the window length \( N \). In Section 7.4.2 we will also discuss window lengths that depend on the frequency behaviour of the signal \( u \). Furthermore, we observe that for all characteristic functions \( \kappa \) introduced in this section we have

\[
0 \leq \kappa(i) \leq 1 \quad \forall i \in \mathbb{Z} \tag{7.4}
\]

In the sequel we will use a combination of three characteristic functions \( \kappa_1, \kappa_2, \kappa_3 \) such that

\[
\prod_{m=1}^{3} \kappa_m^2(i) = \max_{n \in \mathbb{Z}} \prod_{m=1}^{3} \kappa_m^2(n) \iff i = i_S. \tag{7.5}
\]

The square product of the characteristic functions will be used to emphasize the maximum values attained in each function at \( i_S \) and to reduce other (local) maxima, related
to features in the signal other than the S-phase arrival. We have already met two candidates to be used in this product of functions. In the following subsection we introduce the third function that can be used in (7.5).

7.2.2 Rotation and the Energy Ratio

We transform the three-component seismic signal representing motion on a ground detector into a three-component signal representing motion in the longitudinal direction and in two transversal directions. The longitudinal direction is the direction of the P particle motion \( \langle v_1(i_P) \rangle \). The transversal directions are mutually orthogonal and are chosen in the plane perpendicular to the longitudinal direction \( \langle \text{span} \{ v_2(i_P), v_3(i_P) \} \rangle \). This transversal plane is also called the S-plane, since the direction of the S particle motion is in the S-plane.

The seismic signal is transformed into the basis \( \{ v_1(i_P), v_2(i_P), v_3(i_P) \} \) by

\[
\begin{pmatrix}
  u_L(i) \\
  u_Q(i) \\
  u_T(i)
\end{pmatrix}
= V(i_P)
\begin{pmatrix}
  u_1(i) \\
  u_2(i) \\
  u_3(i)
\end{pmatrix},
\]

with

\[
V(i_P) = \begin{pmatrix}
  v_1(i_P) & v_2(i_P) & v_3(i_P)
\end{pmatrix}^T.
\]

(7.7)

The third characteristic function we use in (7.5) is the fraction of energy in the S-plane to the total amount of energy in the signal, given by

\[
\kappa_3(i) = \frac{\sum_{n=i}^{i+N-1} (u_Q(n)^2 + u_T(n)^2)}{\sum_{n=i}^{i+N-1} (u_L(n)^2 + u_Q(n)^2 + u_T(n)^2)},
\]

for some \( N \in \mathbb{N} \). This definition can also be rewritten as

\[
\kappa_3(i) = 1 - \frac{\sum_{n=i}^{i+N-1} (v_1(i_P), u(n))^2}{\sum_{n=i}^{i+N-1} (u(n), u(n))},
\]

(7.9)

which shows how \( \kappa_3 \) depends on \( i_P \). Note that we may expect a minimum \( \kappa_3(i_P) = 0 \) and a maximum \( \kappa_3(i_S) = 1 \). Furthermore, \( \kappa_3 \) satisfies (7.4).

7.3 On the Use of Characteristic Functions

In this section we discuss the stability of the characteristic functions that we considered in the previous section. Also we discuss problems we have to deal with when using the characteristic functions in practice.
7.3.1 Error Analysis of the Characteristic Functions

We consider three kinds of errors that can appear in the characteristic functions $\kappa$. Amongst others, an incorrect $\kappa$ can be the result of computational and truncation errors in the matrices $M_{N,u}$, measurement errors in the signal $u$, and the determination of an incorrect P-phase arrival time $i'_p$. We will show that $\kappa$ depends continuously on the errors as described above.

First we consider stability with respect to computational and truncation errors in $M_{N,u}$ and measurement errors in $u$. To prove the stability of the characteristic functions we present some auxiliary results from linear algebra.

**Theorem 7.3.1** Let $M = A + \Delta$, with $M,A$ and $\Delta$ $(n \times n)$ matrices with $\|\Delta\|_2 \ll 1$. Furthermore, let $\alpha_1, \ldots, \alpha_n$ be the eigenvalues of $A$ and let $u_1, \ldots, u_n$ be their corresponding eigenvectors. Finally, we assume $\lambda_k \neq \lambda_j$, $k \neq j$, with $j$ fixed. Then a first order approximation of the eigenvector $v_j$ is given by

$$v_j = u_j + \sum_{l \neq j} \frac{(\Delta u_j, u_l)}{(\alpha_j - \alpha_l)(u_j, u_l)} u_l,$$

(7.10)

with $w_1, \ldots, w_n$ the eigenvectors corresponding to the eigenvalues $\overline{\alpha_1}, \ldots, \overline{\alpha_n}$ of $A^H$.

**Proof**

Cf. [32].}

With this theorem we can prove the following corollary.

**Corollary 7.3.2** Let $H$ be a Hermitian $(n \times n)$ matrix, $n > 1$, with eigenvectors $u_1, \ldots, u_n$, $\|u_k\| = 1$, $k = 1, \ldots, n$. Furthermore, we assume $\lambda_k \neq \lambda_j$, $k \neq j$, with $j$ fixed. Then the function $g_j$, given by

$$g_j(H) = u_j$$

is continuous.

**Proof**

Let $0 < \varepsilon \ll 1$ and let $\Delta$ be a $(n \times n)$ matrix, $n > 1$, with $\|\Delta\|_2 < \varepsilon \cdot \alpha/(n-1)$ with $\alpha = \min_{k \neq j} |\alpha_j - \alpha_k|$. Here $\alpha_1, \ldots, \alpha_n$ are the eigenvalues of $H$. Then by (7.10)

$$\|g_k(H + \Delta) - g_k(H)\|_2 = \| \sum_{k \neq j} \frac{(\Delta u_j, u_k)}{\alpha_j - \alpha_k} u_k \|_2 \leq \sum_{k \neq j} \left| \frac{(\Delta u_j, u_k)}{\alpha_j - \alpha_k} \right| \leq (n-1) \|\Delta\|_2 / \alpha \ll \varepsilon.$$

\[\square\]
We follow the definitions of $\kappa_1$ and $\kappa_3$ in (7.2) and (7.9) respectively. Now, Corollary 7.3.2 immediately shows that errors in $\kappa_1$ and $\kappa_3$ depend continuously on errors in $M_{N,u}(i)$ under the condition that $\lambda_1(i_P) > \lambda_2(i_P)$. This condition will be satisfied in practice, since $\lambda_1(i) \gg \lambda_2(i)$ for all phase arrival times $i$.

From [32] we take the following result to prove the stability of $\kappa_2$.

**Theorem 7.3.3** Let $M = A + \Delta$, with $M$, $A$ and $\Delta$ Hermitian $(n \times n)$ matrices. Let further $\mu_1 \geq \cdots \geq \mu_n$, $\alpha_1 \geq \cdots \geq \alpha_n$ and $\delta_1 \geq \cdots \geq \delta_n$ be the eigenvalues of $M$, $A$ and $\Delta$ respectively. Then

$$\alpha_k + \delta_k \leq \mu_k \leq \alpha_k + \delta_1.$$  \hspace{1cm} (7.11)

Using this theorem we arrive at the following corollary.

**Corollary 7.3.4** Let $K_n$ denote the set of all Hermitian $(n \times n)$ matrices and let the mapping $\lambda : K_n \to \mathbb{R}^n$ be given by $\lambda(H) = (\lambda_1, \ldots, \lambda_n)$, with $\lambda_1 \geq \cdots \geq \lambda_n \geq 0$ the eigenvalues of $H \in K_n$. Then $\lambda$ is continuous on $K_n$.

**Proof**
Let $\varepsilon > 0$ and let $\Delta$ be a Hermitian $(n \times n)$ matrix, with eigenvalues $\delta_1 \geq \cdots \geq \delta_n$ and such that $\|\Delta\|_2 < \varepsilon$. Furthermore, let $\lambda'_1 \geq \cdots \geq \lambda'_n$ denote the eigenvalues of $H + \Delta$. Then by (7.11)

$$\|\lambda'_k - \lambda_k\| \leq \max\{|\delta_1|, |\delta_n|\} \leq \|\Delta\|_2 < \varepsilon.$$

Therefore $\|\lambda(H + \Delta) - \lambda(H)\|_2 < \varepsilon$. \hfill \Box

Corollary 7.3.4 yields immediately

**Corollary 7.3.5** Let $f : \mathbb{R}^n \to [0, 1]$ be continuous and let $K_n$ denote the set of all Hermitian $(n \times n)$ matrices. Then $\kappa = f \circ \lambda$ is continuous on $K_n$, with $\lambda$ as defined in Corollary 7.3.4.

Since $\kappa_2$ can be written as in Corollary 7.3.5, also errors in $\kappa_2$ depend continuously on errors in $M_{N,u}$. Resuming, we have proved

$$\forall \varepsilon > 0 \exists \delta > 0 \quad \|M_{N,u}(i) - M_{N,u}'(i)\|_2 < \delta \implies |\kappa_n(i) - \kappa_n'(i)| < \varepsilon,$$  \hspace{1cm} (7.12)

for $n = 1, 2$, any fixed $i \in \mathbb{Z}$ and with $\kappa_n'$ the characteristic function associated with the perturbed matrices $M_{N,u}'$. The only restriction we have to make is that $\lambda_1(i_P) > \lambda_2(i_P)$, which is always the case when the signal is polarized. We will now show that matrices $M_{N,u}$ depend continuously on $u$ in the following sense:

**Lemma 7.3.6** Let $u, w \in \mathcal{L}^2(\mathbb{Z}, \mathbb{R}^3)$ and let $M_{N,u}$ and $M_{N,w}$ be the cross-power matrices associated with $u$ and $w$ respectively. Then

$$\forall \varepsilon > 0 \exists \delta > 0 \forall i \in \mathbb{Z} : \|u - w\|_\infty < \delta \implies \|M_{N,u}(i) - M_{N,w}(i)\|_2 < \varepsilon.$$  \hspace{1cm} (7.13)
Proof
Let \( \gamma \in l^2(\mathbb{Z}, \mathbb{R}^3) \) be defined as \( \gamma(n) = u(n) - w(n) \) and let \( \Delta(i) \in \mathbb{R}^{3 \times 3} \) be defined by \( \Delta(i) = M_{N,u}(i) - M_{N,w}(i) \). With a straightforward calculation we get

\[
|\Delta_{k,\ell}(i)| = |<u_k, u_\ell>_i - <u_k, w_\ell>_i |
= |<u_k, u_\ell>_i - <u_k - \gamma_k, u_\ell - \gamma_\ell>_i |
= |<\gamma_k, u_\ell>_i + <u_k, \gamma_\ell>_i - <\gamma_k, \gamma_\ell>_i |
\leq 2N\|\gamma\|_\infty \cdot \|u\|_\infty + N\|\gamma\|_\infty^2.
\]

So \( \|\Delta(i)\|_\infty \to 0 \) if \( \|u - w\|_\infty \to 0 \). The proof is completed by the equivalence of matrix norms. \( \square \)

Resuming, for all characteristic functions of Secton 7.2 we proved stability with respect to computational and truncation errors in \( M_{N,u} \) and measurement errors in \( u \).

The last kind of error in the characteristic functions we discuss here is the error due to an incorrectly determined P-phase arrival time \( i_P \).

With a straightforward calculation we get \( M_{N,V_u}(i) = VM_{N,u}(i) V^T \) for all \( (3 \times 3) \) matrices \( V \). For orthonormal matrices \( V \) this relation yields \( \sigma(M_{N,V_u}(i)) = \sigma(M_{N,u}(i)) \), with \( \sigma(A) \) denoting the spectrum of an \( (n \times n) \) matrix \( A \). In particular we have \( \sigma(M_{N,V_{i_P} u}(i)) = \sigma(M_{N,V_{i_P'} u}(i)) \) yielding that \( \kappa_2 \) is invariant under any orthogonal transformation of \( u \). So an incorrect P-phase arrival time \( i_P' \) will not affect \( \kappa_2 \).

The deflection angle \( \kappa_1 \) is affected by an incorrect \( i_P \). An expression for the error in \( \kappa_1 \) due to an incorrect \( i_P \) is given in the following lemma.

Lemma 7.3.7 Let \( u \in l^2(\mathbb{Z}, \mathbb{R}^3) \) and let \( R \) denote the shift on \( l^2(\mathbb{Z}, \mathbb{R}^3) \) given by

\[(Ry)(k) = y(k-1).\]

Furthermore, let \( M_{N,u} \) be the cross-power matrix associated with \( u \) and assume \( \lambda_1(i_P) > \lambda_2(i_P) \). Then

\[
\forall \varepsilon > 0 \exists \delta > 0 : \|u - R^{i_P - i_P'} u\|_\infty < \delta \implies \|\kappa_1 - \kappa_1'\|_\infty < \varepsilon, \tag{7.14}
\]

with \( \kappa_1 \) as given in (7.2) and with

\[
\kappa_1' = 2 \arccos \left( |\langle v_1(i), v_1(i_P') \rangle| \right) / \pi.
\]

Proof
We define \( \delta(i) = |\langle v_1(i), v_1(i_P') \rangle| - |\langle v_1(i), v_1(i_P) \rangle| \). Assume \( \|u - R^{i_P - i_P'} u\|_\infty \to 0 \), then Lemma 7.3.6 yields with \( w = R^{i_P - i_P'} u \),

\[
\|M_{N,u}(i_P) - M_{N,u}(i_P')\|_2 \to 0.
\]
Now, by Corollary 7.3.2 and the assumption $\lambda_1(i_P) > \lambda_2(i_P)$ we get
\[ \|v_1(i_P') - v_1(i_P)\|_2 \to 0. \]
This yields
\[
\delta(i) = |(v_1(i), v_1(i_P'))| - |(v_1(i), v_1(i_P))| \\
\leq |v_1(i), v_1(i_P') - v_1(i_P)| \to 0,
\]
for all $i \in \mathbb{Z}$. For $|\kappa_1 - \kappa_1'|$ we derive an expression using a trigonometric formula.

\[
|\arccos a - \arccos b| = |\arccos \left(ab + \sqrt{1 - a^2 \sqrt{1 - b^2}}\right)| \\
= |\arccos \left(a^2 + ab + \sqrt{1 - a^2 \sqrt{1 - (a + b)^2}}\right)| \\
= |\arccos \left(a^2 + ab + \sqrt{1 - a^2 \sqrt{2 - d^2}}\right)|,
\]
with $d = b - a$. After substituting $a = |(v_1(i), v_1(i_P))|$, $b = |(v_1(i), v_1(i_P'))|$ and $d = \delta(i)$ we obtain
\[
|\kappa_1(i) - \kappa_1'(i)| = 2|\arccos \left(x(i) + \sqrt{1 - x(i)^2} - \delta(i)^2\right)| / \pi,
\]
with $x(i) = |(V(i_P)v_1(i))_1|^2 + \delta(i)|V(i_P)v_1(i)|_1$, for all $i \in \mathbb{Z}$. So we get
\[
|\kappa_1(i) - \kappa_1'(i)| \to 2|\arccos \left(x(i) + \sqrt{1 - x(i)^2}\right)| / \pi \\
= 2\arccos(1) / \pi = 0,
\]
which completes the proof, since this result holds for all $i \in \mathbb{Z}$. \hfill \qed

We conclude from Lemma 7.3.7, that not only $i_P' - i_P$ has to be small in order to get small errors in $\kappa_1$, but also $\lambda_1(i_P) > \lambda_2(i_P)$ and $u$ has to be a signal of bounded variation, i.e., $u$ should satisfy the sufficient condition in (7.14). Note that only the last condition holds automatically due to the constraints within the problem.

Finally we derive an expression for the error in $\kappa_3$ due to an incorrectly determined P-phase arrival time.

**Lemma 7.3.8** Let $\kappa_3'$ be as defined in (7.8) with $u_L', u_Q'$ and $u_T'$ substituted for $u_L$, $u_Q$ and $u_T$ respectively. Furthermore, we define $\gamma = v_1(i_P) - v_1(i_P')$. Then
\[
||\kappa_3 - \kappa_3'||_\infty \leq ||\gamma v_1(i_P) T + v_1(i_P) \gamma T + \gamma \gamma T||_2. \tag{7.15}
\]

**Proof**
Following (7.9) we write
\[
\kappa_3(i) = \sum_{n=i}^{i+N-1} (V(i_P)^T Q V(i_P) u, u) / \sum_{n=i}^{i+N-1} (u, u),
\]
with $Q$ the orthogonal projection onto span $\{e_2, e_3\}$. Using this notation we derive in a straightforward way

\[
|\kappa_3(i) - \kappa_3'(i)| = \left| \sum_{i=1}^{i+N-1} \left( (V(i_p)^T QV(i_p) - V(i'_p)^T QV(i'_p)) u(n), u(n) \right) \right|
\]

\[
\leq \|V(i_p)^T QV(i_p) - V(i'_p)^T QV(i'_p)\|_2
\]

\[
= \|V(i_p)^T PV(i_p) - V(i'_p)^T PV(i'_p)\|_2
\]

\[
= \|v_1(i_p)v_1(i_p)^T - v_1(i'_p)v_1(i'_p)^T\|_2,
\]

using $P = I - Q$. Since this upper bound holds for any $i \in \mathbb{Z}$, we can take the supremum of $|\kappa_3(i) - \kappa_3'(i)|$ over all $i \in \mathbb{Z}$. The proof is completed by substituting $v_1(i'_p) = v_1(i_p) - \gamma$.

We observe that the upper bound in (7.15) is sharp, so that (7.15) is a good estimation for the error in the ratio of transversal to total energy, due to an incorrect $P$ arrival time determination.

### 7.3.2 Problems in Analysing Seismic Data

When analysing a three-component signal with $\kappa = \kappa_1 \cdot \kappa_2 \cdot \kappa_3$ we have to deal with several problems. First of all the window length $N$ for the matrices $M_{N,u}$ and that
in $\kappa_S$ has to be determined. Obviously $N$ is related to the frequency spectrum of the signal. By fixing $N$ we do not take into account that a signal can consist of a broad range of frequency contents. Moreover, the window lengths $N$ that are not related to the frequency contents of the signal will introduce undesired spikes in the graph of $\kappa$, which has been depicted in Figure 7.2. In this figure we see the seismic signal of Figure 7.1 ($i_P = 1120$, $i_S = 1275$) analyzed by $\kappa$ using two different window lengths, namely $N = 15$ and $N = 30$. Due to an incorrect window length we see in the upper graph a lot of local maxima that are not related to any features of interest in the signal.

Another problem we have to deal with is the following. Ideally $\kappa$ should attain its global maximum at $i_S$. Moreover, this maximal value should be close to 1. However in practice a seismic signal does not only consist of a P-phase and an S-phase, but also other waves, which we did not consider here, appear in the seismogram. Besides, the signal is generally measured with both background noise and signal generated noise. Due to these facts $\kappa$ will generally not reach a value close to 1 at $i_S$ and even the maximum of $\kappa$ at $i_S$ can turn out to be a local maximum instead of a global maximum. Therefore we take a threshold value that has to be attained by $\kappa$ at the S-phase arrival time $i_S$. In practice it turns out that choosing this threshold value is very difficult. To illustrate this phenomenon we may have another look at Figure 7.2. In both pictures we notice that the global maximum of $\kappa$ is much less than its ideal value 1. Furthermore, we see that in the second picture $\kappa$ attains its global maximum at $i = 1540$ while $i_S = 1290$.

### 7.4 The Wavelet Method

The reliable method Cichowicz introduced in his paper [13] to determine S-phase arrival times uses the product function $\kappa$ as given in (7.5) to determine $i_S$ as described in Section 7.2. The problems he has to deal with in his paper are exactly the same problems as described in the previous section. To overcome these problems we introduce an algorithm based on both Cichowicz’s traditional method and the discrete wavelet transform for $l^2(\mathbb{Z})$.

#### 7.4.1 Characteristic Functions and the DWT

The idea to detect S-phase arrival times using the DWT is as follows. By making a decomposition of the three-component seismic signal $u \in l^2(\mathbb{Z}, \mathbb{R}^3)$ into signals at several scales, it can be possible to separate the S-phase from other phases, that appear at other scales. This decomposition is made by taking the $l^2$-DWT of each component of $u$ after rotating the signal into longitudinal and transverse directions, i.e.

$$u^{(m)} = u_{\ell}^{(m)} v_1(i_P) + u_{Q}^{(m)} v_2(i_P) + u_{T}^{(m)} v_3(i_P).$$

We already know that the frequency spectrum of the P-phase appears at higher frequencies than the S-phase. Therefore generally the S-phase will appear at higher
scales than the P-phase. Our aim is now to find a set $J_S$, representing the collection of scaling levels at which most of the S-phase appears. To make this choice more explicit, we compute the energy in the $l^2$-DWT of a segment $u^+$ of $u$ just after $i_P$. This will yield information about $J_S$. The measured seismic signal can also consist of background noise and micro seismic noise, which has been depicted in Figure 7.3. Therefore we have to subtract the energy of the noise. This is done by using a wavelet soft thresholding method similar to Donoho’s method [24].

For denoising we assume $u = s + r$ ($s$ : signal consisting of several phase, $r$ : several types of noise). By definition $s(i) = 0$, $i < i_P$. We construct

$$
\begin{align*}
    u^+(i) &= u(i_P + i), \quad i = 0, \ldots, T - 1, \\
    u^-(i) &= u(i_P - i - 1), \quad i = 0, \ldots, T - 1,
\end{align*}
$$

with $T$ such that $T/f_s = 20$, for the sampling frequency $f_s$. Also we take $u^+_n(i) = 0$ and $u^-_n(i) = 0$ for $0 < i$ and $i \geq T$. So $u^+$ and $u^-$ are two segments with a duration of 20 seconds before and after the P-phase arrival time. Following [24], the wavelet coefficients $G^*_n(G^*_p)^{m-1}u^-_n$ of $u^-_n$ can be used as soft thresholds for $G^*_n(G^*_p)^{m-1}u^+_n$.

In this method we assume that the noise $r$ is present both before and after $i_P$. To make this more explicit we define the soft threshold operator $\Theta$ on $l^2(\mathbb{Z})$ by

$$
\Theta_\eta[\alpha](k) = \text{sgn}(\alpha(k)) \cdot \max(0, |\alpha(k)| - \eta),
$$

for all $\alpha \in l^2(\mathbb{Z})$ and some $\eta \in \mathbb{R}^+$. Note that the wavelet filters $p$ and $q$ have not
been chosen yet. In Section 7.4.2 we will deal with the question of choosing appropriate wavelet filters.

We compute \( t(m) = \| G_q^*(G_p^*)^{m-1} u_n^+ \|_\infty \) for \( m \in \mathbb{N} \) and use this as soft threshold for \( G_q^*(G_p^*)^{m-1} u_n^+ \). This yields the sequences

\[
w_n^{(m)} = G_q G_p^{m-1} \Theta_{t(m)} G_q^* (G_p^*)^{m-1} u_n^+, \quad n = 1, 2, 3, \quad m \in \mathbb{N},
\]

representing the denoised segment \( u^+ \) at scaling level \( m \). Experiments showed that with this denoising method the sequences \( w_n^{(m)} \) can become free of micro seismic noise.

After this denoising procedure we can estimate \( J_S \) by using the energy distribution of \( w \) over all scales

\[
E(m) = \sum_{n=1}^{3} \| w_n^{(m)} \|_2^2. \tag{7.17}
\]

Remark that, cf. Lemma 3.2.6, \( E \) tends to zero once a certain scaling level has been reached. So we can stop computing the \( l^2 \)-DWT for higher scales at such a scaling level. In Figure 7.4 the relative energy distribution as a function of the scaling level has been depicted for both a local event, i.e. an event for which the distance from the source to the measurement equipment is less than 100 km, and a non-local event. In this analysis the Daubechies-4 (Db4) wavelet filter and its corresponding scaling filter have been used, see [23]. Our method also holds for wavelet filters that do not come from orthonormal wavelets, which we showed rigorously in [72].

The estimation of \( J_S \) is based on the following physical properties of local and non-local events. Experiments showed that for local events the S-phase arrival time can be noticed within the time period of 20 seconds. For non-local events the difference \( i_{S\rightarrow P} \) will be larger than 20 seconds in general, due to the fact that for these events the traveling distance of the phases, i.e. the distance between the seismic station and the source of the event, is much larger. Another difference between local and non-local events is the frequency behaviour of the phases. Both the P-phase and the S-phase for local events are high frequency signals compared to the P-phase and S-phase of non-local events. Therefore most of the energy of \( w \) is found at low scaling levels for local events and at higher scaling levels for non-local events. For local events \( i_{S} \) is contained in \( u^+ \), however in general \( i_{S\rightarrow P} > T \) for non-local events. So only the P-phase can be found in \( u^+ \) for non-local events.

To analyse the energy distribution we consider the scale \( m_{max} \) for which the maximum of \( E \) is attained. In case of a local event this maximum will be related to the S-phase, which contains most of the energy in \( w \). For non-local events \( m_{max} \) is related to the P-phase. Let us now assume that we know that most of the energy of local events can be found generally at the first \( m_{loc} \) scales. Then in general an event
can be characterized as a local event if \( m_{\text{max}} \leq m_{\text{loc}} \) and as a non-local event if \( m_{\text{max}} > m_{\text{loc}} \). The parameter \( m_{\text{loc}} \) is determined experimentally and depends on the wavelet filters. Experiments with the Daubechies-4 wavelets yielded \( m_{\text{loc}} = 4 \).

After looking at the energy distribution \( E \) of a seismic event we know with which type of event we are dealing with. Once we have this knowledge, we take

\[
J_S = \begin{cases} 
\{m_{\text{max}}, m_{\text{max}} + 1\}, & \text{if } m_{\text{max}} \leq m_{\text{loc}}, \\
\{m_{\text{max}} + 1, m_{\text{max}} + 2\}, & \text{if } m_{\text{max}} > m_{\text{loc}}.
\end{cases}
\]  

(7.18)

The latter choice is justified by observing that the S-phase will appear at higher scales than the P-phase. Experiments showed that these choices for \( J_S \) only lead to scales at which most of the S-phase appears for signals free of micro seismic noise. Micro seismic noise that contains a substantial part of the total amount of the signal’s energy may appear at other scales than the S-phase. This phenomenon has been depicted in Figure 7.5.a. Here we see the relative energy distribution of the signal in Figure 7.3 during a 20 second period after \( i_P \). In Figure 7.5.b we see the relative energy distribution of the same signal during the same time period, but now using the wavelet thresholding procedure. The effect of our wavelet thresholding procedure is obvious.

Once \( J_S \) has been determined \( \kappa \) can be applied to \( u^{(m)} \) for \( m \in J_S \) and the S-phase arrival time is then given by

\[
\prod_{m \in J_S} (\kappa(u^{(m)}))^2(i) = \max_{n \in J_S} \prod_{m \in J_S} (\kappa(u^{(m)}))^2(n) \iff i = i_S.
\]

(7.19)
In practice we have to work with a threshold value that has to be attained at \( i_S \). However by separating the S-phase from the P-phase it will be less difficult to find an appropriate threshold value than in the situation we discussed in Subsection 7.3.2.

Another problem discussed in Subsection 7.3.2 is the window length \( N \) which was not related to the frequency behaviour of \( \hat{u} \) in Cichowicz's method. Now that we use a decomposition of \( u \) at several scales, we can use window lengths \( N(m) \), i.e. a monotone ascending function of the scaling level \( m \). So the characteristic function \( \kappa \) to analyse \( u^{(m)} \) will use the window length \( N(m) \) in its definition. In this manner the window length is adapted automatically to the frequency behaviour of the signal. Amongst others, in the next subsection we will discuss the choice we made for \( N(m) \).

### 7.4.2 A Set-Up for the DWT Analysis

In the previous section we discussed our approach to analyse three-component seismic data using characteristic functions and the DWT. Here we will present some choices we made for the parameters in our algorithm after testing the method on seismic data. Note that also other choices for the parameters can be made as long as they fit in the mathematical framework of our algorithm.

**Wavelet filters:**

The first parameter we discuss is the wavelet function and the associated wavelet filters. Generally, in order to come to an appropriate choice for these filters we induce
some constraints on the corresponding wavelet functions related to the physical problem. In our problem the most important constraint is that the wavelet function should match with the seismic data, in such a way that the dilated and translated wavelets generate a good approximation of the several phases at the particular scaling levels. In experiments we minimized for a set of seismic data (also synthetic data) for which \( i_S \) is known the error in the determined \( i_S \) for a collection of candidate wavelet filters. The experimental results led to the choice of the Daubechies-4 \((D_4)\) wavelet filters.

We observe that also other filters associated to wavelets within the Daubechies family (e.g. \( D_8, D_{20} \)) performed very well in this test. These wavelets are much smoother than \( D_4 \), see [23], however in our problem smoothness of the wavelet does not play an important role. The most important property of the chosen wavelet is its matching property with the seismic signals, which are not smooth at all. Furthermore, the wavelet filters of \( D_8 \) and \( D_{20} \) contain respectively two and five times as many filter coefficients as the \( D_4 \) wavelet filters. Using more filter coefficients will increase the computing time of our algorithm slightly.

**Window length \( N(m) \):**

In the previous section we already mentioned a way to adapt the window length \( N \) used in the characteristic functions. This adaptation can be related to the frequency behaviour of the seismic signals. Obviously, to analyse \( u \) at several scales \( m \in \mathbb{N} \) the window length \( N(m) \) has to be a monotone ascending function of the scaling level \( m \). In order to come to an appropriate function for \( N(m) \) one has to consider two facts. The signal is scaled at each level by the factor 2. Furthermore, for low and high scaling levels \( N(m) \) should not become too small or too big, since \( N(m) \) is used to obtain information out of the signal in a certain neighbourhood. These considerations led to the choice

\[
N(m) = [30 \cdot 2^{\max(0,(m-4)/2)}],
\]

(7.20)

with \([\cdots]\) the enter function. So for the first four levels we take \( N = 30 \) (= 0.75 seconds at a 40 Hz sampling rate) and thereafter \( N \) is multiplied by powers of \( \sqrt{2} \).

**Threshold value:**

To declare an S-phase arrival time we can use (7.19). However, as we discussed already in practice \( \kappa \) will not attain its maximum value \( \kappa_{\text{max}} \) at \( i_S \). Therefore we replace \( \kappa_{\text{max}} \) by a threshold value \( \eta \) for which \( 0 \leq \eta \leq \kappa_{\text{max}} \). Since \( \kappa_{\text{max}} \) will vary for a set of seismic data we also want to make \( \eta \) adaptive. This can be done by putting

\[
\eta = c \cdot \kappa_{\text{max}}.
\]

(7.21)

Now the problem is left to choose \( c \). Experiments with a substantial number of seismic events showed that the algorithm performed most successfully for \( c = 0.2 \).
Examples and Results

Figure 7.6: The characteristic function $\kappa$ for the seismic signal in Figure 7.1 ($i_P = 1120$, $i_S = 1275$) using Cichowicz's method (top) and the DWT method (bottom).

7.5 Examples and Results

In this section we demonstrate our algorithm by means of two examples. To illustrate the difference of our approach compared to Cichowicz's approach, we have plotted both the characteristic function in (7.5) and the characteristic function in (7.19) for two events. For these examples we used the set-up as discussed in the previous section.

After these two examples we present the results of a test done at KNMI. We used both approaches on a set of 313 local events to come to some conclusions.

**Example 7.5.1** For the local event in Figure 7.1, we computed the energy distribution along scales (7.17) to obtain $J_S = \{2, 3\}$. For these scales we computed $\kappa$ using the window length $N = 30$. Also $\kappa$ was computed without the wavelet method using the window length $N = 30$. Both functions have been depicted in Figure 7.6.

Obviously, in our method we have more freedom to choose the threshold parameter $c$ than in Cichowicz's method. Note, that for automatic phase detection we have to choose a value for $c$ before analysing a seismic event.

For this particular event an analyst at KNMI determined manually $i_P = 1120$ and $i_S = 1275$. In our approach we get $i_S = 1280$ and for Cichowicz's approach we have $i_S = 1295$. Using a 40 Hz sampling rate these results differ 0.125 and 0.5 seconds respectively. Both results are acceptable in an automatic procedure.
Finally, we observe that for this event $i_S - i_P = 1275 - 1120 = 155$ (≈ 3.875 seconds). So $i_S - i_P < 20$ seconds which we assumed for local events.

Example 7.5.2 Also for the non-local event in Figure 7.7, we computed the energy distribution along scales (7.17) to obtain $J_S = \{8, 9\}$. We computed $\kappa$ using the window length $N(8)$ and $N(9)$ at scale $j = 8$ and $j = 9$ respectively. For this event $\kappa$ was also computed without the wavelet method using the window lengths $N = 60$ and $N = 120$. All three functions have been depicted in Figure 7.8.

We see that in the upper picture the S-phase arrival will not be detected unless we put $0.96 < c \leq 1$, which is not a very realistic choice for this parameter. With a larger window $N = 120$, the S-phase arrival can be detected if we take $0.55 < c \leq 1$, however in our approach we do not have to be that precise with choosing $c$, since for all $0.15 < c \leq 1$ the S-phase arrival will be detected. Obviously, also here we have more freedom to choose the threshold parameter $c$ than in Cichowicz’s method.

For this non-local event an analyst at KNMI determined manually $i_P = 1810$ and $i_S = 11900$. We get $i_S = 11960$ in our wavelet approach and $i_S = 11990$ in Cichowicz’s approach. Since also this signal has been sampled at a 40 Hz sampling rate, these results differ 1.5 and 2.25 seconds respectively. Also in this example our approach improves the automatic pick as compared to the traditional approach.
Finally we observe that for this event $i_S - i_P = 11900 - 1810 = 10090$ ( = 252.25 seconds). So $i_S - i_P > 20$ seconds which we assumed for non-local events.

**Results:**

Our method has been implemented at the KNMI (Royal Dutch Meteorological Institute) and tested for set of 313 local events, using a set-up as described in Section 7.4.2. For each event a manual P-phase arrival pick by an analyst has been used within the algorithm. Furthermore, a manual S-phase arrival pick by an analyst has been used to judge the result of the test.

Also the performance of Cichowicz’s method has been tested. For this test we did not use the raw seismic data, but we pre-filtered the data with a 0.6 - 6 Hz Butterworth bandpass filter, see e.g. [79]. The threshold parameter $c$ for this method has been taken to be 0.6, which turned out to be the optimal value for $c$.

For each event we measured for both methods the difference in $i_S$ determined automatically by the two algorithms compared to the manual picked $i_S$. The results of this test have been depicted in Figure 7.9. In this figure the number of S-phase arrival picks have been plotted versus the difference in time with respect to the manual picks. This has been done for both Cichowicz’s method (light colored bars) and for our new wavelet based method (dark colored bars). Except for the first and last, all bars represent a 0.5 second time interval. The first and the last bars represent the number of
Figure 7.9: Test result for 313 local events (number of S-phase arrival picks within time deviation intervals w.r.t. $t_P$.)

picks that differ more than 5 seconds from the manual picked $i_S$. For both methods these bars represent $\pm 20\%$ of all tested events. These differences are grouped into intervals of 0.5 seconds.

Table 7.1 shows the percentage of S-phase picks within an 0.5 and 1.5 second time difference from the manual picked $i_S$. We see that for a physically acceptable difference of 1.5 seconds our new wavelet based method substantially improved Cichowicz's method (68.2% versus 52.2%).

Note, that we did not compare our method with other wavelet based methods like [5]. The reason for not comparing our method with these other methods is that the results established in these methods do not show substantial improvements of traditional methods in seismics. Moreover, the wavelet based methods that appear in the literature have been tested for at most 23 events. Such test results can not be used to draw serious conclusion.

With some technical adaptations the wavelet based S-phase picking algorithm is expected to become operational for picking S-phases automatically using only one seismic station of KNMI. For this the algorithm will also be tested on a set of non-local events.
Table 7.1: Number of determined S-phases (for 313 local events) for the traditional method and the wavelet based method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Deviation $i_S$: $[-0.5, 0.5]$</th>
<th>Deviation $i_S$: $[-1.5, 1.5]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPF</td>
<td>38.3 %</td>
<td>52.2 %</td>
</tr>
<tr>
<td>DWT</td>
<td>46.6 %</td>
<td>68.2 %</td>
</tr>
</tbody>
</table>
Bibliography


BIBLIOGRAPHY


Index

admissibility condition, 47
admissible, 47, 54
affine transformation, 96

band-limited, 24
Bruhat decomposition, 105
butterfly algorithm, 3

Caldéron’s reproducing formula, 9
characteristic function (seismic), 140
stability, 142
chirp multiplication, 91, 99
Cohen’s class, 7
compression, 14
continuous wavelet transform, 12, 45
range of, 53
reconstruction formula, 52
convolution, 23
cross-power matrix, 139

Daubechies wavelet, 11
decomposition algorithm, 59
deflection angle, 140
degree of polarization, 140
denoising, 13, 148
wavelet method, 149
discrete wavelet transform, 12, 55
for $L^2$, 65, 138, 148

density concentration, 119, 125
density ratio, 141
exponential type, 24

fast Fourier transform, 3
filter bank, 60
Fourier series, 2

Fourier transform, 3, 19
discrete, 3
on $L^1$, 20
on $L^2$, 22
fractional Fourier transform, 9, 89, 127
generalized, 106, 130
frame, 63, 84
bounds, 57
dual, 70
exact, 70
generator, 70
tight, 70
Fredholm equation, 121

Gabor transform, 6, 27
generating sequence, 75
group
affine-linear, 53
Heisenberg, 42, 100
orthonormal symplectic, 107
symplectic, 100
Haar wavelet, 11, 47, 48
Heisenberg’s uncertainty relation, 4
Hermite functions, 127, 135

index law, 90
Laguerre polynomial, 128
Lie group, 42, 53

marginals, 41
Mexican hat, 12, 47, 49
Meyer wavelet, 12
mixed Wigner distribution, 33
Moyal’s formula, 39
multiresolution analysis, 13, 56, 73  
generator, 73

noise
  background, 148
  micro seismic, 148

P-phase, 137
  arrival time, 140
Paley-Wiener theorem, 25
Parseval’s formula, 23
Plancherel’s formula, 23
prolate spheroidal wave functions, 122, 134
pyramid algorithm, 13, 61
reconstruction algorithm, 60
representation, 42
  equivalent, 43
  irreducible, 43
  Schrödinger, 100
  unitary, 43
Riemann-Lebesgue theorem, 20
Riesz basis, 56, 72, 82
Riesz system, 71, 77, 81
  bounds, 71
  dual, 72, 77
  generator, 71
Rihaczek distribution, 7, 132
rotation, 95

S-phase, 137
  arrival time, 140
S-plane, 138, 141
scale relation, 57
scale sequence, 57
scaling function, 57
Schwartz class, 3, 22
seismic event
  local, 149, 153
  non-local, 149, 154
seismogram, 137
short-time Fourier transform, 25
Slepian’s conjecture, 122
Snith normal form, 78
spectral analysis, 3
spectrogram, 4, 28
time-limited, 24, 119
topological group, 42
wavelet, 11, 47
  filter, 60, 152
  frame, 55
wavelet-Galerkin method, 15
Weyl correspondence, 130
Weyl transform, 126
Wigner distribution, 6, 33
  characteristic function of, 36, 43
Wigner plane, 33, 125
windowed Fourier transform, 4, 25
  inversion formula, 30
  range of, 33
Young’s inequality, 21
80 S.A. Smulders. Control of freeway traffic flow. 1996.
89 M. Zwaan. Moment problems in Hilbert space with applications to magnetic resonance imaging. 1993.
97 J.L. van den Berg. Sojourn times in feedback and processor sharing queues. 1993.


