## CWI Tracts

## Managing Editors

M. Hazewinkel (CWI, Amsterdam)
J.W. Klop (CWI, Amsterdam)
J.M. Schumacher (CWI, Amsterdam)
N.M. Temme (CWI, Amsterdam)

## Executive Editor

M. Bakker (CWI Amsterdam, e-mail: Miente.Bakker@cwi.nl)

## Editorial Board

W. Albers (Enschede)
K.R. Apt (Amsterdam)
M.S. Keane (Amsterdam)
J.K. Lenstra (Eindhoven)
P.W.H. Lemmens (Utrecht)
M. van der Put (Groningen)
A.J. van der Schaft (Enschede)
H.J. Sips (Delft, Amsterdam)
M.N. Spijker (Leiden)
H.C. Tijms (Amsterdam)

CWI
P.O. Box 94079, 1090 GB Amsterdam, The Netherlands

Telephone + 31-205929333
Telefax + 31-205924199
WWW page http: / /www. cwi.nl

CWI is the nationally funded Dutch institute for research in Mathematics and Computer Science.

Entropy methods in statistical estimation
M.H. Wegkamp

1991 Mathematics Subject Classification: 60G15, 60G35, 60G50, 60E15, 62G07, 62G20
ISBN 9061964830
NUGI-code: 811
Copyright © 1998, Stichting Mathematisch Centrum, Amsterdam Printed in the Netherlands

## Editorial Preface


#### Abstract

This CWI Tract contains the Ph.D. dissertation of Dr. Marten Wegkamp, as it has been defended at the University of Leiden on June 26, 1996. The research of this thesis has been performed within the framework of the Dutch Research School "Thomas Stieltjes Institute for Mathematics". The Stieltjes Institute has awarded Dr. Wegkamp's thesis with a prize, as being the best 1996 thesis (out of 12) written in this Research School. We congratulate Dr. Wegkamp with this prize, and appreciate that we have obtained his permission to include his thesis into the CWI Tract Series.
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## Part I

## Preliminaries

## Chapter 1

## General introduction

This book is devoted to estimation problems in statistics. In particular we study the asymptotic performance of certain estimators - defined as minimizers of certain loss functions - under purely metric assumptions on the parameter space. The nature of the statistical problem may be nonparametric, i.e. the parameter space is allowed to be infinite dimensional. In the statistical analysis an important role is played by the metric structure of the parameter space as described by its metric entropy numbers. These numbers occur in classical approximation theory and modern probability theory. In the next chapter we give their formal definition and present some examples.

By now it is a well-known phenomenon in mathematical statistics that there exists a large class of estimators with good statistical properties for the unknown parameter of interest, provided it belongs to a "nice" (pseudo) metric space. At this point, "nice" should be understood in terms of small entropy numbers. We refer to the work of Le Cam [25], [26], Ibragimov \& Has'minskii [22] and Birgé [4]. On the other hand it follows from the work of Birgé \& Massart [5] and Van de Geer [45] that estimators, which seem reasonable at first sight- such as maximum likelihood estimators -, can have suboptimal rates of convergence or can even be inconsistent if the entropy numbers are too large.

Let us focus on the classical situation of estimating a finite dimensional parameter. This will be the topic of Chapter 3. Let $X_{1}, X_{2}, \ldots$ be a sequence of independent, identically distributed (i.i.d.) random
variables with common probability measure $P \in \mathcal{P}$. From the first $n$ observations we construct the empirical measure $P_{n}$. This measure puts mass $1 / n$ at each observation $X_{i}, i=1, \ldots, n$. The signed measure $\sqrt{n}\left(P_{n}-P\right)$ will be denoted by $E_{n}$. We wish to estimate the true value $\theta_{0}$ of a parameter $\theta \in \Theta \subset \mathbb{R}^{k} ; \theta_{0}$ is assumed to be an interior point of $\Theta$ which uniquely minimizes the deterministic quantity

$$
\begin{equation*}
M(\theta)=\int g(\cdot, \theta) d P \tag{1.1}
\end{equation*}
$$

over all $\theta \in \Theta$, where $P$ is the true underlying probability measure. The M-estimator of $\theta_{0}$, which we denote by $\hat{\theta}_{n}$, is implicitly defined as the minimizer of

$$
\begin{equation*}
M_{n}(\theta)=\int g(\cdot, \theta) d P_{n}=\frac{1}{n} \sum_{i=1}^{n} g\left(X_{i}, \theta\right), \tag{1.2}
\end{equation*}
$$

the empirical counterpart of $M$. The function $g$ is sometimes called the contrast function. In the classical situation $\mathcal{P}=\left\{P_{\theta}: \theta \in \Theta\right\}$,

$$
g(x, \theta)=-\log f_{\theta}(x), \quad-\infty<x<\infty
$$

where $f_{\theta}$ is the density of $P_{\theta}$ with respect to the Lebesgue measure, and $\hat{\theta}_{n}$ is the maximum likelihood estimator. However, we also have models in mind where $\theta$ describes only some aspect of $P$ rather than specifying $P$ completely. Under the assumption that there exists a linear expansion of $g(\cdot, \theta)$ in a vicinity of $\theta_{0}$, i.e.

$$
\begin{equation*}
g(\cdot, \theta)=g\left(\cdot, \theta_{0}\right)+\left(\theta-\theta_{0}\right)^{\prime} \Delta(\cdot)+\left|\theta-\theta_{0}\right| r(\cdot, \theta) \tag{1.3}
\end{equation*}
$$

such that
(i) $\int \Delta^{2} d P<\infty$
(ii) the empirical process $\left\{\int r(\cdot, \theta) d E_{n}: \theta \in \Theta\right\}$ is stochastically equicontinuous at $\theta_{0}$,

Pollard proved asymptotic normality of the M-estimator $\hat{\theta}_{n}$. The stochastic equicontinuity assertion means that

$$
\left|\int r\left(\cdot, \tilde{\theta}_{n}\right) d E_{n}-\int r\left(\cdot, \theta_{0}\right) d E_{n}\right| \xrightarrow{P} 0
$$

for every sequence $\tilde{\theta}_{n}$ which converges to $\theta_{0}$ in probability. Pollard showed that this condition is implied by certain entropy conditions on $\{r(\cdot, \theta): \theta \in \Theta\}$ (cf. Pollard [35], p. 150, Lemma 15).

We obtain more general results if we allow the contrast function $g$ to depend on the unknown probability measure $P$. This more complex case has been studied by for instance Stute [38]. He investigated the related problem where $\theta_{0}$ is now given as the (unique) root of

$$
\begin{equation*}
\int g(\theta, F, x) d F(x)=0 \tag{1.4}
\end{equation*}
$$

where $F$ is the distribution function associated with $P$. A natural estimator for $\theta_{0}$ is any $\hat{\theta}_{n} \in \Theta$ which approximately solves

$$
\begin{equation*}
\int g\left(\theta, F_{n}, x\right) d F_{n}(x)=0 \tag{1.5}
\end{equation*}
$$

within $\mathcal{O}(1 / n)$. Here $F_{n}$ is the empirical distribution function.
The initial goal of the present author was to give a new and shorter proof of the asymptotic normality of this estimator as considered by Stute, by using more recent probabilistic results of the theory of empirical processes. Moreover, it turned out that the formulation of the problem can be generalized. In fact we consider a function $\gamma: \Theta \times \mathcal{P} \rightarrow \mathbb{R}$ with the property that $\gamma(\theta, P)$ is minimal for $\theta=\theta_{0}$ with $P$ being the true probability measure. We establish asymptotic normality of $\hat{\theta}_{n}$, which minimizes the empirical contrast

$$
\begin{equation*}
\gamma_{n}(\theta)=\gamma\left(\theta, P_{n}\right) \tag{1.6}
\end{equation*}
$$

over $\theta \in \Theta$. We shall need a kind of stochastic differentiability of the empirical process $\sqrt{n}\left(\gamma(\cdot, P)-\gamma\left(\cdot, P_{n}\right)\right)$ as the main condition for the proof of this result. We shall proceed by arguing that this condition can be checked by empirical process methods involving entropy assumptions.

In nonparametric statistical problems the "entropy approach" has turned out to be quite fruitful. Especially nonparametric maximum likelihood estimation has received much attention during the last decade. Again, let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables taking values in a measurable space $(\mathcal{X}, \mathcal{A})$ with common probability measure $P$. The available
information we have of $P$ is that it belongs to some family of probability measures $\mathcal{P}$ on $(\mathcal{X}, \mathcal{A})$. In addition, suppose that every $Q \in \mathcal{P}$ is dominated by some $\sigma$-finite measure $\mu$. The induced densities are denoted by

$$
f(x)=\frac{d Q}{d \mu}(x)
$$

It can be shown (cf. Van de Geer [42]) that the following relation holds true

$$
\begin{equation*}
H^{2}\left(f_{0}, \hat{f}_{n}\right) \leq 2 \int_{f_{0}>0}\left[\sqrt{\frac{\hat{f}}{f_{0}}}-1\right] d\left(P_{n}-P\right) \tag{1.7}
\end{equation*}
$$

Here

$$
H^{2}(f, g)=\int\left(f^{1 / 2}-g^{1 / 2}\right)^{2} d \mu
$$

is the squared Hellinger distance between two densities, $f_{0}=d P / d \mu$ is the true density and $\hat{f}_{n}$ is the nonparametric maximum likelihood estimator which maximizes the likelihood

$$
\prod_{i=1}^{n} f\left(X_{i}\right)
$$

over $f=d Q / d \mu, Q \in \mathcal{P}$. As a consequence of the strong law of large numbers,

$$
\begin{equation*}
\int_{f_{0}>0}\left[\sqrt{\frac{f}{f_{0}}}-1\right] d\left(P_{n}-P\right) \xrightarrow{\text { a.s. }} 0 \tag{1.8}
\end{equation*}
$$

for any density $f$. If this convergence holds uniformly in $f=d Q / d \mu, Q \in$ $\mathcal{P}$, it is easily seen from (1.7) that the nonparametric maximum likelihood estimator is Hellinger consistent, i.e $H\left(\hat{f}, f_{0}\right) \xrightarrow{P} 0$. Uniform convergence of $P_{n}-P$ over classes of functions has been studied extensively in the theory of empirical processes nowadays. As a result, we can formulate Hellinger consistency in terms of metric conditions on the class of densities. Second, we point out that the rate of convergence follows from a more precise analysis involving the modulus of oscillation of the empirical process $\int_{f_{0}>0}\left(\left[f / f_{0}\right]^{1 / 2}-1\right) d\left(P_{n}-P\right)$.

The last part of this study (Chapters 4,5 and 6) is confined to a related topic, viz. nonparametric regression estimation. In this case we have $n$ independent observations $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$. The $Y_{i}$ are related to the $X_{i}$ by a regression model

$$
\begin{equation*}
Y_{i}=g\left(X_{i}\right)+\varepsilon_{i} \tag{1.9}
\end{equation*}
$$

The random variables $\varepsilon_{i}$ are viewed as disturbances in the model (1.9) and they are small in the sense that $\mathbb{E} \varepsilon_{i}=0$ and $\mathbb{E} \varepsilon_{i}^{2}<\infty$. Knowledge about the unknown regression function $g$ is expressed by writing $g \in \mathcal{G}$, where $\mathcal{G}$ is some known class of functions. For instance we might assume that $g$ is a linear, smooth or just a monotone function. At the moment we do not dwell on the various possible choices for $X_{i}, i=1, \ldots, n$. They may be random or deterministic.

We shall consider the nonparametric least squares estimator. This estimator is defined implicitly as the minimizer of the sum of squares

$$
\sum_{i=1}^{n}\left(Y_{i}-g\left(X_{i}\right)\right)^{2}
$$

and is denoted by $\hat{g}$. The statistical behavior of this estimator has been studied by Nemirovskii et al. (cf. [31], [32]). They restrict themselves to the classical Sobolev spaces. Van de Geer (cf. [39],[40]), however, considers spaces $\mathcal{G}$ which satisfy certain metric entropy conditions without using any analytical properties. These spaces include the Sobolev spaces as treated in [31],[32].

We shall follow Van de Geer's approach in this study. Parallel to inequality (1.7) we have in the regression setting

$$
\begin{equation*}
d_{n}^{2}(\hat{g}, g) \leq 2 \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}(\hat{g}-g)\left(X_{i}\right) \tag{1.10}
\end{equation*}
$$

where

$$
d_{n}^{2}(f, g)=\frac{1}{n} \sum_{i=1}^{n}(f-g)^{2}\left(X_{i}\right)
$$

is the squared $L^{2}\left(P_{n}\right)$ distance between two functions $f$ and $g$. For the moment suppose $X_{1}, X_{2}, \ldots$ are i.i.d. with common probability measure
$P$. Again by virtue of the strong law of large numbers,

$$
\begin{equation*}
\int g d\left(P_{n}-P\right) \xrightarrow{a . s} 0 \tag{1.11}
\end{equation*}
$$

for $g \in L^{1}(P)$, and a uniform version of (1.11) would entail consistency of the least squares estimator (in the $L_{2}\left(P_{n}\right)$ metric). Giné \& Zinn (cf. [14]) proved that the uniform strong law of large numbers

$$
\begin{equation*}
\sup _{g \in \mathcal{G}}\left|\int g d\left(P_{n}-P\right)\right| \xrightarrow{\text { a.s. }} 0 \tag{1.12}
\end{equation*}
$$

is equivalent to the envelope condition

$$
\begin{equation*}
\int \sup _{g \in \mathcal{G}}|g| d P<\infty \tag{1.13}
\end{equation*}
$$

and a certain entropy condition on $\mathcal{G}$. The envelope assumption (1.13) is unfortunately rather restrictive. It even excludes the classical linear model

$$
Y_{i}=\alpha+\beta X_{i}+\varepsilon_{i}
$$

with $\alpha, \beta \in \mathbb{R}, \mathbb{E} \varepsilon_{i}=0, \mathbb{E} \varepsilon_{i}^{2}<\infty$. Van de Geer established $L^{2}(P)$ consistency without assuming this restrictive envelope condition on $\mathcal{G}$. To formulate her result, we need some more notation. Define for each $g \in \mathcal{G}$,

$$
f=f(g)=\frac{g}{1+\|g\|_{2}}
$$

with $\|g\|_{2}^{2}=\int g^{2} d P$. Next, let $C>0$ and

$$
(f)_{C}= \begin{cases}C & \text { if } f>C \\ -C & \text { if } f<-C \\ f & \text { otherwise }\end{cases}
$$

Under an entropy assumption on the class of rescaled functions $(f)_{C}$ and provided

$$
\begin{equation*}
\lim _{C \rightarrow \infty} \sup _{f \in \mathcal{F}} \int f^{2} I\{|f|>C\} d P=0 \tag{1.14}
\end{equation*}
$$

the least squares estimator is $L^{2}(P)$ consistent.

We shall establish a similar result but under a different set of conditions. In particular, we do not need the uniform integrability assumption. Second, we are interested in the necessity of our metric assumptions. In other words, how good is this metric approach in fact?

The organization of the third part of the book is as follows. In Chapter 4 we consider consistency issues. More specifically, necessary and sufficient entropy conditions will be derived for consistency of the nonparametric least squares estimator.

Rates of convergence will be the topic in Chapter 5. We recall Van de Geer's result (cf. [41]) that more restrictive entropy conditions entail rates of convergence, provided the errors fulfill an exponential moment condition. We show that the rates of convergence are optimal for normally distributed disturbances $\varepsilon_{i}$. But situations where this restriction on the errors fails, will be discussed as well.

Finally, we present some asymptotic distribution theory for the least squares estimator in Chapter 6. In particular, we prove asymptotic normality of the squared empirical $L^{2}\left(P_{n}\right)$ norm of the least squares estimator.

But first we set out with an overview of some results of the theory of empirical processes, which will be needed in this work.

## Chapter 2

## Empirical process theory

We introduce the entropy numbers and discuss their role in the theory of empirical processes. The purpose of this chapter is to provide the reader with mathematical tools, which will be frequently used in the remainder of this work. We present some of the main results of the theory of empirical processes as developed by Dudley, Vapnik \& C̆ervonenkis, Giné \& Zinn, Pollard and others. For an overview of this area, we refer to Van der Vaart \& Wellner [49]. Another recent review with emphasis on the statistical applications is the forthcoming monograph by Van de Geer [46].

### 2.1 Covering numbers

Let $(T, d)$ be a pseudo metric space. This means that $d$ possesses the properties of a distance except that it does not necessarily distinguish between two different elements, so $d(s, t)=0$ need not imply $s=t$. The diameter of $T$ is denoted by $\Delta=\Delta(T)$, i.e.

$$
\Delta=\sup \{d(s, t): s, t \in T\}
$$

possibly infinite. Let $T_{0}$ be a subset of $T$.
Definition 2.1 Let $\delta>0$. A set $S_{0}$ is called a $\delta$-covering net for $T_{0}$ if and only if for every element $t \in T_{0}$ there exists an element $s \in S_{0}$ satisfying $d(s, t) \leq \delta$. Equivalently, $T_{0} \subseteq \cup_{s \in S_{0}} B(s, \delta)$ with $B(s, \delta)=$ $\{t \in T: d(s, t) \leq \delta\}$.

We say a pseudo metric space is totally bounded if there exists a finite $\delta$-covering net for every $\delta>0 .\left(T_{0}, d\right)$ is compact if and only if it is both complete and totally bounded.

Definition 2.2 Let $\delta>0$. Denote by $N\left(\delta, d, T_{0}\right)$ the $\delta$-covering number of $T_{0}$, defined as the smallest number of closed balls needed to cover $T_{0}$ or equivalently, the cardinality of the smallest $\delta$-covering net. The $\delta$ entropy number or metric entropy of $T_{0}$ is defined by

$$
H\left(\delta, d, T_{0}\right)=\log \left[N\left(\delta, d, T_{0}\right)\right] .
$$

Clearly these numbers are decreasing in $\delta$. Metric entropy describes an important geometric feature of $T_{0}$. It can be viewed as a measure of how totally bounded $\left(T_{0}, d\right)$ is. The smaller this number relative to its diameter, the more "airy" the space. Another way to measure the size or "thickness" of ( $T_{0}, d$ ) is by means of its $\delta$-packing numbers.

Definition 2.3 Let $\delta>0$. Denote by $D\left(\delta, d, T_{0}\right)$ the $\delta$-packing number of $T_{0}$, defined as the largest number $m$ for which there exist points $t_{1}, \ldots, t_{m} \in T_{0}$ with $d\left(t_{i}, t_{j}\right)>\delta$ for $i \neq j$. The $\delta$-capacity number is given by

$$
C\left(\delta, d, T_{0}\right)=\log \left[D\left(\delta, d, T_{0}\right)\right]
$$

These two concepts are essentially the same in view of the following relation between covering and packing numbers

$$
\begin{equation*}
N\left(\delta, d, T_{0}\right) \leq D\left(\delta, d, T_{0}\right) \leq N\left(\frac{\delta}{2}, d, T_{0}\right) \quad \delta>0 \tag{2.1}
\end{equation*}
$$

which has been proved by Kolmogorov \& Tichomirov [23].
If there exists an ordering on $T$, a more refined way to describe the metric geometry of $\left(T_{0}, d\right)$ is by the so-called entropy with bracketing. Define $T_{0}^{B}(\delta)$ as the smallest set for which each element $t \in T_{0}$ can be sandwiched between two $\delta$-separated elements of $T_{0}^{B}(\delta)$, i.e. for each $t \in T_{0}$ there exist $t_{L}, t_{U} \in T_{0}^{B}(\delta)$ with $d\left(t_{L}, t_{U}\right) \leq \delta$ and $t_{L} \leq t \leq t_{U}$. Let $N_{B}\left(\delta, d, T_{0}\right)$ be the cardinality of $T_{0}^{B}(\delta)$; the logarithm of this number
is called the $\delta$-entropy with bracketing number. Generally this entropy with bracketing number is larger than the ordinary metric entropy.

Let us end this section by presenting some examples of pseudo metric spaces. It is often rather difficult to compute entropy numbers, but for many interesting spaces good approximations of these numbers are available.

Example 2.1 (Sobolev spaces) For every $k=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{N}^{n}$, define the differential operator $D^{k}$ by

$$
D^{k}=\frac{\partial^{k_{1}+\ldots+k_{n}}}{\partial x_{1}^{k_{1}} \ldots \partial x_{n}^{k_{n}}}
$$

Let $\mathcal{F}$ be the class of real valued, continuous functions on the the unit cube $S^{n}$ in $\mathbb{R}^{n}$ possessing uniformly bounded partial derivatives of order $k \leq p$, i.e. for some constant $C_{1}$ independent of $f$,

$$
\max _{k_{1}+\ldots+k_{n} \leq p} \max _{x \in S_{n}}\left|D^{k} f(x)\right| \leq C_{1}
$$

Moreover the p-th order partial derivatives of each $f$ satisfy a Lipschitz condition of order $\alpha(0<\alpha \leq 1)$, i.e. there exists a $C_{2}>0$ independent of $f$ such that

$$
\left|D^{k} f(x)-D^{k} f(y)\right| \leq C_{2}\|x-y\|^{\alpha}
$$

for all $x, y \in S^{n}$ and all $k \in \mathbb{N}^{n}$ with $k_{1}+\ldots+k_{n}=p$. Under the uniform metric $\rho(f, g)=\max _{x \in S^{n}}|f(x)-g(x)|$, it is known that (cf. Kolmogorov \& Tichomirov [23]) the entropy of this class is of the order

$$
H(\delta, \rho, \mathcal{F}) \asymp \delta^{-n / q}, q=p+\alpha
$$

We use the convention $f \asymp g$ if there exist positive constants $C_{1}$ and $C_{2}$ such that $C_{1}|f| \leq|g| \leq C_{2}|f|$. For dimension $n=1$, we define the smoothness of a function by

$$
J_{p}(f)=\int_{0}^{1}\left|f^{(p)}(x)\right|^{2} d x
$$

One can show (cf. Birman \& Solomjak [6] ) that

$$
H\left(\delta, \rho,\left\{f:[0,1] \rightarrow[-C, C]: J_{p}(f) \leq \tilde{C}\right\}\right) \asymp \delta^{-1 / p}
$$

Example 2.2 Let $f$ be a continuous function on $[0,1]$ and $\Delta(f, x, t)$ be the second difference of $f$ at $x$ with increment $t$, i.e.

$$
\Delta(f, x, t)=f(x+2 t)-2 f(x+t)+f(x) .
$$

Set

$$
\omega(f, \delta)=\max _{|t| \leq \delta, x \in[0,1-2 t]}|\Delta(f, x, t)| .
$$

For a strictly increasing function $\psi$, we define the set $A_{\psi}$ of all continuous functions $f:[0,1] \rightarrow \mathbb{R}$ with $\max _{x \in[0,1]}|f(x)| \leq K$ and $\omega(f, \delta) \leq \psi(\delta)$. If $\log (1 / \psi(\delta)) \leq 1 / \delta$ and $M(\delta)=\sum_{i=0}^{\infty} \psi\left(2^{-i} \delta\right)<\infty$, then the order of $H\left(\delta, \rho, A_{\psi}\right)$ is at most $1 / M^{-1}(\delta)$ under the uniform metric $\rho$. Moreover if $\psi$ is concave and strictly increasing, $H\left(\delta, \rho, A_{\psi}\right)$ is of order at least $1 / \psi^{-1}(\delta)$. See Clements [7].

Example 2.3 (VC-classes) Let $\mathcal{C}$ be a collection of measurable subsets of a measurable space $(S, \mathcal{S})$. We say that $\mathcal{C}$ is a polynomial class or $V C$-class (named after Vapnik-C̆ervonenkis) if there exists a discriminating polynomial $p$ such that for every $N \in \mathbb{N}$ and every subset $A \subset S$ with cardinality $N$, there are at most $p(N)$ distinct subsets of the form $A \cap C$ with $C \in \mathcal{C}$. Thus $\mathcal{C}$ picks out only $p(N)$ from the $2^{N}$ possible subsets.

A collection $\mathcal{C}$ shatters a finite set $C_{0}$ if every subset of $C_{0}$ takes the form $C_{0} \cap C$ with $C \in \mathcal{C}$. If a collection $\mathcal{C}$ can not shatter every set of $N$ points, then it can be shown (see e.g. Pollard [35]) that $\mathcal{C}$ is a VC-class and the degree of the discriminating polynomial is less than $N$.

The most familiar example of a VC-class is the collection of quadrants $(-\infty, t], t \in \mathbb{R}^{k}$. The class of sets $\{g \geq 0\}$ with $g$ ranging over a finite dimensional vector space is another example of a VC-class (cf. Pollard [35]).

VC-classes have many known properties, for instance the classes $\left\{C^{c}: C \in \mathcal{C}_{1}\right\},\left\{C_{1} \cap C_{2}: C_{1} \in \mathcal{C}_{1}, C_{2} \in \mathcal{C}_{2}\right\},\left\{h(C): C \in \mathcal{C}_{1}\right\}$ for any VC-classes $\mathcal{C}_{1}, \mathcal{C}_{2}$ and any function $h$ on $S$, still possess the VC-property. As a consequence quite large classes can be built from elementary VCclasses.

Let $Q$ be a probability measure on the space $(S, \mathcal{S})$ and let $\rho_{r}(Q)$ be the $L^{r}(Q)$ pseudo norm on $S$. Then we have the following entropy bound for any VC-class $\mathcal{C}$,

$$
\begin{equation*}
N\left(\delta, \rho_{r}(Q), \mathcal{C}\right) \leq K_{V}\left(\frac{1}{\delta}\right)^{r(V-1)} \tag{2.2}
\end{equation*}
$$

where $K_{V}$ is a constant only depending on $V$, the smallest integer for which no set of $V$ points can be shattered by $\mathcal{C}$ (cf. Van der Vaart \& Wellner [49]). This means that the $\delta$-covering number of a VC-class has a polynomial growth in $1 / \delta$.

The graph of a function $f: S \rightarrow \mathbb{R}$ is defined as the set

$$
G(f)=\{(x, t) \mid 0 \leq t \leq f(x) \text { or } f(x) \leq t \leq 0\} .
$$

We call a collection of functions $\mathcal{F}$ a $V C$-graph class if the graphs $\{G(f)$ : $f \in \mathcal{F}\}$ form a VC-class in $S \times \mathbb{R}$. The natural envelope $F$ of $\mathcal{F}$ is defined as the pointwise supremum of $|f|, F(s)=\sup _{f \in \mathcal{F}}|f(s)|$. If $F \in L^{r}(Q)$, then we find an upper bound for VC-graph classes, similar to (2.2); the $\delta$-covering number grows polynomially in $1 / \delta$. See for instance Pollard [35] or Van der Vaart \& Wellner [49].

Another interesting result is that given the bound

$$
N\left(\delta\|F\|_{2}, \rho_{2}(Q), \mathcal{F}\right) \leq C\left(\frac{1}{\delta}\right)^{V}, 0<\delta<1
$$

the entropy of the sequentially closed convex hull of $\mathcal{F}$ satisfies

$$
H\left(\delta\|F\|_{2}, \rho_{2}(Q), \overline{\operatorname{conv}(\mathcal{F})}\right) \leq K_{C, V}\left(\frac{1}{\delta}\right)^{2 V /(V+2)}, 0<\delta<1
$$

where $\|F\|_{2}$ denotes the $L^{2}(Q)$ pseudo norm of the envelope $F$ of $\mathcal{F}$.
As a consequence of this, by taking $\mathcal{F}=\left\{I_{[0, t)}, t \geq 0\right\}$, we find for the class $\mathcal{G}$ of functions of bounded variation, which are uniformly bounded by 1 , the entropy bound

$$
H\left(\delta, \rho_{2}(Q), \mathcal{G}\right)=\mathcal{O}\left(\delta^{-1}\right)
$$

for every probability measure $Q$. We refer to Birman \& Solomjak [6], Ball \& Pajor [2] and Van de Geer [42].

### 2.2 Gaussian processes

Gaussian processes form a fundamental part of probability theory. For an arbitrary index set $T$, a random process $Z=\left\{Z_{t}: t \in T\right\}$ is called Gaussian if each finite dimensional projection $\left(Z_{t_{1}}, \ldots, Z_{t_{m}}\right)$ is normally distributed. We call $\left\{Z_{t}: t \in T\right\}$ centered if $\mathbb{E} Z_{t}=0$ for each $t \in T$. The covariance structure

$$
\Sigma(s, t)=\mathbb{E} Z_{s} Z_{t}
$$

completely specifies the distribution of a centered Gaussian process $Z$. This makes the $L^{2}$ pseudo distance, defined by

$$
d_{Z}(s, t)=\left(\mathbb{E}\left(Z_{s}-Z_{t}\right)^{2}\right)^{1 / 2}, s, t \in T
$$

a natural metric on $T$.
We put $\|z(t)\|_{T}=\sup _{t \in T}|z(t)|$ for any family of numbers $z(t)$ indexed by $T$. In many situations we are interested in the behavior of $\sup _{t}\left|Z_{t}\right|$. The entropy numbers $N\left(\delta, d_{Z}, T\right)$ as a measure of the massiveness of $T$, are quite useful for this purpose. However the quantity $\|Z(t)\|_{T}$ need not be a random variable. We avoid these measurability problems by assuming $T$ is countable. The following result is known in the literature as Sudakov's minorization.

Theorem 2.1 Let $\left\{Z_{t}: t \in T\right\}$ be a centered Gaussian process. Then for some numerical constant $C>0$, we have

$$
\begin{equation*}
\mathbb{E}\left\|Z_{t}\right\|_{T} \geq C \sup _{\delta>0} \delta \sqrt{H\left(\delta, d_{Z}, T\right)} \tag{2.3}
\end{equation*}
$$

An upper bound for $\mathbb{E}\left\|Z_{t}\right\|_{T}$ is given next in the following theorem of Dudley [9].

Theorem 2.2 Let $Z=\left\{Z_{t}: t \in T\right\}$ be a centered Gaussian process. Then for some numerical constant $C>0$, we have

$$
\begin{equation*}
\mathbb{E}\left\|Z_{t}\right\|_{T} \leq C \int_{0}^{\Delta} \sqrt{H\left(\delta, d_{Z}, T\right)} d \delta \tag{2.4}
\end{equation*}
$$

where $\Delta=\sup _{s, t \in T} d_{Z}(s, t)$. Moreover $Z$ has a version with almost all sample paths $Z_{t}=Z(\omega, t)$ bounded and uniformly continuous on $\left(T, d_{Z}\right)$, provided the entropy integral on the right in (2.4) is finite.

Proofs of Theorems 2.1 and 2.2 are given in e.g. Ledoux \& Talagrand [27]. Later on we shall see that (2.4) holds for more general processes satisfying a certain Lipschitz condition.

### 2.3 Subgaussian processes

Let $(T, d)$ be a pseudo metric space. A stochastic process $Z=\left\{Z_{t}: t \in\right.$ $T\}$ is called subgaussian if

$$
\begin{equation*}
\mathbb{P}\left\{\left|Z_{s}-Z_{t}\right|>x\right\} \leq 2 \exp \left(-\frac{1}{2} x^{2} / d^{2}(s, t)\right) \tag{2.5}
\end{equation*}
$$

holds true for all $s, t \in T$ and $x>0$. The constants 2 and $1 / 2$ in the definition are irrelevant; they may be replaced by different positive constants. In many applications one is interested in local suprema of random processes. Let $t_{0} \in T, \delta>0$ and $T(\delta)=\left\{t \in T \mid d\left(t, t_{0}\right) \leq \delta\right\}$. Under nice behavior of the entropy numbers of ( $T, d$ ), the following theorem states that the tails of the probability distribution of the quantity $\left\|Z_{t}\right\|_{T(\delta)}$ decrease exponentially fast. The proof is almost the same as the proof of Theorem 3.3 in Van de Geer [41].

Theorem 2.3 Let $Z=\{Z(t): t \in T\}$ be a subgaussian process with continuous sample paths. Then for some numerical constant $\kappa>0$, we have

$$
\begin{equation*}
\mathbb{P}\left\{\left\|Z(t)-Z\left(t_{0}\right)\right\|_{T(\delta)} \geq x \delta^{2}\right\} \leq 2(1+\varepsilon) \exp \left(-\frac{1}{144} x^{2} \delta^{2}\right) \tag{2.6}
\end{equation*}
$$

for

$$
\begin{equation*}
x \delta \geq \kappa \int_{0}^{2} \sqrt{H(\delta w, d, T(\delta))} d w \vee 12 \sqrt{\log \frac{1+\varepsilon}{\varepsilon}} \tag{2.7}
\end{equation*}
$$

Proof. Set $\delta_{k}=2^{-k} \delta, T^{(0)}=\left\{t_{0}\right\}$ and let $T^{(k)}$ be a minimal $\delta_{k}$-covering net for $T(\delta), k=1,2, \ldots$. By continuity of the sample paths, we may write

$$
Z(t)-Z\left(t_{0}\right)=\sum_{k=1}^{\infty}\left(Z\left(t^{(k)}\right)-Z\left(t^{(k-1)}\right)\right)
$$

where $t^{(k)} \in T^{(k)}$ with $d\left(t, t^{(k)}\right) \leq \delta_{k}$ for each $t \in T(\delta)$. Next, we define

$$
\eta_{k}=\frac{1}{2} \max \left(\frac{12 \sqrt{2} \sqrt{H\left(\delta_{k}, d, T(\delta)\right)}}{2^{k} x \delta}, \frac{\sqrt{k}}{2^{k} E}\right), k=1,2, \ldots
$$

with $E=\sum_{k=1}^{\infty} 2^{-k} \sqrt{k}$. For $x \geq 12 \sqrt{2} \delta^{-2} \sum_{k=1}^{\infty} \delta_{k} \sqrt{H\left(\delta_{k}, d, T(\delta)\right)}$, the series $\sum_{k=1}^{\infty} \eta_{k} \leq 1$, which implies

$$
\begin{aligned}
& \mathbb{P}\left\{\left\|Z(t)-Z\left(t_{0}\right)\right\|_{T(\delta)}>x \delta^{2}\right\} \leq \\
& \leq \sum_{k=1}^{\infty} \mathbb{P}\left\{\left\|Z\left(t^{(k)}\right)-Z\left(t^{(k-1)}\right)\right\|_{T(\delta)}>\eta_{k} x \delta^{2}\right\} .
\end{aligned}
$$

Observe what has happened: the supremum is now taken over only at most $N\left(\delta_{k}, d, T(\delta)\right) \cdot N\left(\delta_{k-1}, d, T(\delta)\right) \leq\left\{N\left(\delta_{k}, d, T(\delta)\right)\right\}^{2}$ elements. Hence

$$
\begin{aligned}
& \mathbb{P}\left\{\left\|Z(t)-Z\left(t_{0}\right)\right\|_{T(\delta)}>x \delta^{2}\right\} \leq \\
& \leq 2 \sum_{k=1}^{\infty} \exp \left(2 H\left(\delta_{k}, d, T(\delta)\right)-\frac{1}{18} 2^{2 k} \eta_{k}^{2} \delta^{2} x^{2}\right) \leq \\
& \leq 2 \sum_{k=1}^{\infty} \exp \left(-\frac{1}{36} 2^{2 k} \eta_{k}^{2} \delta^{2} x^{2}\right) \leq 2 \sum_{k=1}^{\infty} \exp \left(-\frac{1}{36} \delta^{2} x^{2} E^{-2} k\right),
\end{aligned}
$$

where we used the subgaussian property of each single $Z_{t}$, the definition of $\eta_{k}$ and the fact that $d\left(t^{(k)}, t^{(k-1)}\right) \leq \delta_{k}+\delta_{k-1}=3 \delta_{k}$ by the triangle inequality. Using the crude bound $E \leq 2$, the property of the geometric series

$$
\sum_{k=1}^{\infty} \exp \left(-\left(\frac{x \delta}{12}\right)^{2} k\right)=\frac{\exp \left(-\left(\frac{x \delta}{12}\right)^{2}\right)}{1-\exp \left(-\left(\frac{x \delta}{12}\right)^{2}\right)}
$$

and the inequality

$$
(1-\exp (-z))^{-1} \leq 1+\eta \Longleftrightarrow z \geq \log \left(\frac{1+\eta}{\eta}\right)
$$

for all $z>0, \eta>0$, we obtain (2.6). Using the monotonicity property of the entropy numbers, we may replace the infinite series $\sum_{k=1}^{\infty} \delta_{k} \sqrt{H\left(\delta_{k}, d, T(\delta)\right)}$ by the corresponding integral (cf. Pollard [37], p. 12). The proof is complete.

Remark 2.1 If the entropy integral $\int_{0}^{2} \sqrt{H(x \delta, d, T(\delta))} d x$ makes sense, then $(T(\delta), d)$ is totally bounded. Hence there exists a sequence of countable dense subsets converging to $T(\delta)$. Because of the exponential decrease for the differences $|Z(s)-Z(t)|$, we can apply the Borel-Cantelli lemma to show that $\{Z(t): t \in T(\delta)\}$ has uniformly continuous sample paths with probability one.

Suppose the stochastic process $Z$ fulfills a first order Lipschitz condition

$$
\begin{equation*}
|Z(s)-Z(t)| \leq \alpha d(s, t), \quad s, t \in T \quad \text { (a.s.) } \tag{2.8}
\end{equation*}
$$

Then the chaining can be stopped after finitely many steps and hence the entropy integral condition can be slightly weakened. Problems for the entropy numbers $H(\delta, d, T)$ typically arise in the neighborhood of $\delta=0$.

Corollary 2.1 Let $Z=\{Z(t): t \in T\}$ be a subgaussian process with continuous sample paths and let (2.8) hold true for some $\alpha>0$. Then for some numerical constants $\kappa_{1}, \kappa_{2}, \kappa_{3}>0$, we have

$$
\begin{equation*}
\mathbb{P}\left\{\left\|Z(t)-Z\left(t_{0}\right)\right\|_{T(\delta)} \geq x \delta^{2}\right\} \leq 2(1+\varepsilon) \exp \left(-\kappa_{1} x^{2} \delta^{2}\right) \tag{2.9}
\end{equation*}
$$

for

$$
\begin{equation*}
x \delta \geq \kappa_{2} \int_{x \delta / 4 \alpha}^{2} \sqrt{H(\delta w, d, T(\delta))} d w \vee \kappa_{3} \sqrt{\log \left(\frac{1+\varepsilon}{\varepsilon}\right)} \tag{2.10}
\end{equation*}
$$

Proof. Define $\delta_{k}=2^{-k} \delta$ as before and set

$$
L=\inf \left\{k: \delta_{k} \leq \frac{x \delta^{2}}{2 \alpha}\right\}
$$

Then by the triangle inequality we have with probability one

$$
\begin{aligned}
\left|Z(t)-Z\left(t_{0}\right)\right| & \leq\left|Z\left(t^{(L)}\right)-Z(t)\right|+\sum_{k=1}^{L}\left|Z\left(t^{(k)}\right)-Z\left(t^{(k-1)}\right)\right| \\
& \leq \frac{x \delta^{2}}{2}+\sum_{k=1}^{L}\left|Z\left(t^{(k)}\right)-Z\left(t^{(k-1)}\right)\right|
\end{aligned}
$$

Consequently we have

$$
\begin{aligned}
& \mathbb{P}\left\{\left\|Z(t)-z\left(t_{0}\right)\right\|_{T(\delta)} \geq x \delta^{2}\right\} \leq \\
& \leq \sum_{k=1}^{L} \mathbb{P}\left\{\left\|Z\left(t^{(k)}\right)-Z\left(t^{(k-1)}\right)\right\|_{T(\delta)} \geq \eta_{k} \frac{x \delta^{2}}{2}\right\} .
\end{aligned}
$$

for all sequences $\eta_{k}$ satisfying $\sum_{k=1}^{L} \eta_{k} \leq 1$. Define $\eta_{k}$ as in the proof of the previous theorem and proceed in the same way. The claim follows.

This result is included in Van de Geer [45] although no proof of the corollary is provided. Because both results of this section will be of importance in this book, e.g. to derive rates of convergence for the least squares estimator in nonparametric regression, we have included their full proofs.

### 2.4 Orlicz norms

Let $Z=\{Z(t): t \in T\}$ be a random process indexed by some pseudo metric space $(T, d)$. We have already seen in Section 2.2 that for Gaussian processes almost sure boundedness and continuity of the sample paths $Z(\omega, t)$ in $(T, d)$ could be stated in terms of metric entropy conditions. Also the interesting quantity $\mathbb{E} \sup _{t \in T}|Z(t)|$ can be estimated using the metric entropy of $(T, d)$. For the same reasons as in Section 2.2 , we restrict our attention to countable $T$. Here, we shall generalize these results to stochastic processes satisfying a Lipschitz condition in some Orlicz space. Let us therefore recall the definition of such spaces.

Definition 2.4 (Orlicz space) Let $\psi$ be a convex, increasing function on $\mathbb{R}^{+}$with $\psi(0)=0$ and $\lim _{x \rightarrow \infty} \psi(x)=\infty$, a so-called Young function.

An Orlicz space $L_{\psi}=L_{\psi}(\Omega, \mathcal{A}, \mathbb{P})$ is the vector space of all random variables $X$ on the probability space $(\Omega, \mathcal{A}, \mathbb{P})$, for which

$$
\mathbb{E} \psi\left(\frac{|X|}{c}\right)<\infty, \text { holds, for some } c>0
$$

Remark 2.2 We mention some properties of these spaces.

- With respect to the norm

$$
\begin{equation*}
\|X\|_{\psi}=\inf \left[c>0: \mathbb{E} \psi\left(\frac{|X|}{c}\right)<1\right] \tag{2.11}
\end{equation*}
$$

$L_{\psi}$ forms a Banach space.

- Since a Young function $\psi$ is convex, we have as a result of Jensen's inequality

$$
\psi\left(\frac{\mathbb{E}|X|}{c}\right) \leq \mathbb{E} \psi\left(\frac{|X|}{c}\right)
$$

It is now not difficult to see that $L_{\psi} \subset L^{1}$.

- If we take $\psi(x)=x^{p}, 1 \leq p<\infty$, the Orlicz space $L_{\psi}$ is just the usual $L^{p}$. If $\psi(x)=\exp \left(x^{p}\right)-1$, then a bound in the corresponding Orlicz norm is stronger than in the $L^{p}$-norm.

In the next theorem, we study random processes $\{Z(t): t \in T\}$ satisfying a Lipschitz condition in $L_{\psi}$, i.e. for some $C>0$

$$
\begin{equation*}
\|Z(s)-Z(t)\|_{\psi} \leq C d(s, t) \tag{2.12}
\end{equation*}
$$

where the norm is defined in (2.11). Obviously, for any sequence random variables $X_{1}, \ldots, X_{n}$,

$$
\left\|\max _{1 \leq i \leq n} X_{i}\right\|_{p} \leq n^{1 / p} \max _{1 \leq i \leq n}\left\|X_{i}\right\|_{p}
$$

holds and similarly we have a bound for general Orlicz norms. Under some regularity on $\psi$, i.e.

$$
\begin{equation*}
\limsup _{x, y \rightarrow \infty} \psi(x) \psi(y) / \psi(x y)<\infty, \tag{2.13}
\end{equation*}
$$

the following is true (cf. Van der Vaart \& Wellner [49]):

$$
\left\|\max _{1 \leq i \leq n}\left|X_{i}\right|\right\|_{\psi} \leq K_{\psi} \psi^{-1}(n) \max _{1 \leq i \leq n}\left\|X_{i}\right\|_{\psi}
$$

where $K_{\psi}$ is a constant depending only on $\psi$. This and a chaining argument are the main ingredients of the following theorem. In contrast to Theorem 2.2, we estimate the $L_{\psi}$ norm of $\sup _{t \in T}|Z(t)|$ rather than its $L^{1}$ norm.

Theorem 2.4 Let $X=\left\{X_{t}: t \in T\right\}$ be a process with continuous sample paths and increments controlled by (2.12). Let $\psi$ fulfill condition (2.13). Then for some constant $C_{\psi}$

$$
\begin{equation*}
\left\|\sup _{t \in T}\left|X_{t}\right|\right\|_{\psi} \leq C_{\psi} \int_{0}^{\Delta} \psi^{-1}(N(\delta, d, T)) d \delta, \tag{2.14}
\end{equation*}
$$

where $\Delta$ is the diameter of the set $T$.

Proof. See for instance Pollard [37], Ledoux \& Talagrand [27], Van der Vaart \& Wellner [49].

With the aid of Theorem 2.4 and the basic Markov inequalities, it is an easy matter to derive probability bounds for suprema of general stochastic processes satisfying the Lipschitz condition (2.12) in the Orlicz space $L_{\psi}$. For any random variable $Z$ in $L_{\psi}$, we have

$$
\begin{equation*}
\mathbb{P}\{|Z|>z\} \leq \frac{\mathbb{E} \psi(|Z| / C)}{\psi(|z| / C)} \leq \frac{1}{\psi(|z| / C)} \tag{2.15}
\end{equation*}
$$

for $C>\|Z\|_{\psi}$, since $\psi$ is increasing. In particular, if $\psi$ is an exponential function, the tail of $Z$ decreases exponentially fast. It can be shown, essentially by an argument based on Fubini's theorem, that the converse of this is also valid.

Lemma 2.1 Let $X$ be a random variable satisfying

$$
\mathbb{P}(|X|>x) \leq K \exp \left(-C x^{p}\right) \quad \forall x>0
$$

and some constants $K, C>0$ and $p \geq 1$. Then

$$
\|X\|_{\psi} \leq\left(\frac{1+K}{C}\right)^{1 / p}
$$

Proof. See Van der Vaart \& Wellner [49].

Gaussian as well as subgaussian random processes are included in Theorem 2.4 as will be illustrated in the following examples.

Example 2.4 (Gaussian processes) Let $\psi(x)=\exp \left(x^{2}\right)-1$. Let $\left\{X_{t}: t \in T\right\}$ be a centered Gaussian process, parametrized by $(T, d)$, where

$$
d(s, t)=d_{X}(s, t)=\left(\mathbb{E}\left|X_{s}-X_{t}\right|^{2}\right)^{1 / 2}
$$

Write for simplicity $Z=X_{s}-X_{t}, \sigma^{2}=\sigma^{2}(Z)$. Then clearly $Z$ is $N\left(0, \sigma^{2}\right)$ distributed. As

$$
\begin{aligned}
\mathbb{E} \psi\left(\frac{|Z|}{c}\right)+1 & =\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{1}{2} z^{2}\left(-2\left(\frac{1}{c^{2}}-\frac{1}{2 \sigma^{2}}\right)\right)\right) d z \\
& =\frac{c}{\sqrt{c^{2}-2 \sigma^{2}}}
\end{aligned}
$$

we have

$$
\left\|X_{s}-X_{t}\right\|_{\psi} \leq \sqrt{\frac{8}{3}} d_{X}(s, t)
$$

so that (2.12) is satisfied.

Example 2.5 (Subgaussian processes) Let $X_{t}$ be subgaussian random variables, i.e.

$$
\mathbb{P}\left\{\left|X_{s}-X_{t}\right|>x\right\} \leq 2 \exp \left(-\frac{1}{2} x^{2} / d^{2}(s, t)\right)
$$

Then (2.12) is again satisfied. To see this, apply Lemma 2.1 with the constants $C, K$ and $p$ chosen as follows: $1 / C=2 d^{2}(s, t), K=2, p=2$. It follows that

$$
\left\|X_{s}-X_{t}\right\|_{\psi} \leq \sqrt{6} d(s, t) .
$$

### 2.5 Empirical processes

Let $X_{1}, \ldots, X_{n}$ be independent, identically distributed random variables defined on some probability space $(\Omega, \mathcal{A}, \mathbb{P})$ with values in $(S, \mathcal{S}, P)$. The empirical measure $P_{n}$ is usually defined by

$$
P_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{X_{i}}, \quad n \in \mathbb{N},
$$

where $\delta_{a}$ is the Dirac measure at point $a$. Let $\mathcal{F}$ be a collection of measurable, real valued, $P$-integrable functions on $(S, \mathcal{S})$. We are interested in the empirical process
$f \mapsto \sqrt{n}\left(P_{n}-P\right)(f)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(f\left(X_{i}\right)-\mathbb{E}_{P} f\left(X_{i}\right)\right), \quad f \in \mathcal{F}, n \geq 1$.
We agree $\mathcal{F}$ will be permissible in the sense of Pollard [35] in order to cope with measurability problems.

### 2.5.1 Maximal inequalities

We are often interested in the (local) behavior of the empirical process $\left\{\left(P_{n}-P\right)(f): f \in \mathcal{F}\right\}$. For instance, in probability theory it is the main ingredient of the proofs of uniform laws of large numbers and functional central limit theorems. As a result, it plays an important part in nonparametric statistics.

Let $\mathcal{F}_{n} \subset \mathcal{F}$. We are interested in obtaining sharp bounds for

$$
\begin{equation*}
\mathbb{P}\left\{\sup _{f \in \mathcal{F}_{n}}\left|\int f d\left(P_{n}-P\right)\right| \geq \delta\right\} . \tag{2.16}
\end{equation*}
$$

In general, the theory in Sections 2.2-2.4 can not be applied but similar results hold true under conditions on $\mathcal{F}_{n}$.

It has become a standard argument in the theory of empirical processes to symmetrize the process $P_{n}-P$, then to introduce additional randomness and finally to study the new process conditionally on the old randomness. First we present the Symmetrization lemma as given in Pollard [35]. Slightly different versions can be found in e.g. Giné \& Zinn [15].

Lemma 2.2 (Symmetrization lemma) Let $\{Z(t): t \in T\}$ and $\{\tilde{Z}(t)$ : $t \in T\}$ be independent stochastic processes sharing an index set T. Suppose there exist constants $\beta>0$ and $\alpha>0$ such that $\mathbb{P}\{|\tilde{Z}(t)| \leq \alpha\} \geq \beta$ for every $t \in T$. Then

$$
\mathbb{P}\left\{\sup _{t}|Z(t)|>\varepsilon\right\} \leq \beta^{-1} \mathbb{P}\left\{\sup _{t}|Z(t)-\tilde{Z}(t)|>\varepsilon-\alpha\right\} .
$$

Proof. See Pollard [35].
Using this lemma we find, $\operatorname{provided~} \operatorname{Var}\left(f\left(X_{1}\right)\right) \leq n \delta^{2} / 8$ for all $f \in$ $\mathcal{F}_{n}$,

$$
\begin{equation*}
\mathbb{P}\left\{\sup _{f \in \mathcal{F}_{n}}\left|\int f d\left(P_{n}-P\right)\right|>\delta\right\} \leq 4 \mathbb{P}\left\{\sup _{f \in \mathcal{F}_{n}}\left|\int f d P_{n}^{0}\right|>\frac{\delta}{4}\right\} \tag{2.17}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{n}^{0}=\frac{1}{n} \sum_{i=1}^{n} \sigma_{i} \delta_{X_{i}}, \tag{2.18}
\end{equation*}
$$

where the signs $\sigma_{i}$ are independent random variables with $\mathbb{P}\left\{\sigma_{i}=-1\right\}=$ $\mathbb{P}\left\{\sigma_{i}=1\right\}=1 / 2$ and are independently chosen of the observations $X_{1}, \ldots, X_{n}$. In e.g. Pollard [35] this has been worked out in full detail. The sequence $\sigma_{i}$ is called a Rademacher sequence. Note that conditionally on the stochastic vector $\left(X_{1}, \ldots, X_{n}\right)$, the symmetrized empirical process $\left\{\sqrt{n} P_{n}^{0}(f): f \in \mathcal{F}_{n}\right\}$ is subgaussian with respect to the $L^{2}\left(P_{n}\right)$ pseudo norm by Hoeffding's inequality:

Lemma 2.3 (Hoeffding's inequality) Let $Z_{i}$ be independent random variables with $a_{i} \leq Z_{i} \leq b_{i}$. Then, for all $\lambda>0$,

$$
\mathbb{P}\left\{\left|\sum_{i=1}^{n}\left(Z_{i}-\mathbb{E} Z_{i}\right)\right|>\lambda\right\} \leq 2 \exp \left(-2 \lambda^{2} / \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right) .
$$

Proof. See Hoeffding [21].
Moreover $\sqrt{n} P_{n}^{0}$ has continuous sample paths in the $L^{2}\left(P_{n}\right)$ pseudo norm. This follows from the Cauchy-Schwarz inequality

$$
\begin{equation*}
\left|\int(f-g) d P_{n}^{0}\right| \leq\left(\frac{1}{n} \sum_{i=1}^{n}\left(f\left(X_{i}\right)-g\left(X_{i}\right)\right)^{2}\right)^{1 / 2} . \tag{2.19}
\end{equation*}
$$

This has important consequences because it allows us to apply the theory developed in Sections 2.3 and 2.4. We summarize these results in the following lemmas.

Lemma 2.4 The symmetrized empirical process $\left\{\sqrt{n} P_{n}^{0}(f): f \in \mathcal{F}\right\}$ with $P_{n}^{0}$ given by (2.18) is, conditionally on $X_{1}, \ldots, X_{n}$, subgaussian with respect to the $L^{2}\left(P_{n}\right)$ pseudo norm and almost all sample paths are continuous.

Proof. The subgaussian property is implied by Lemma 2.3 and the continuity of the sample paths follows from (2.19).

Lemma 2.5 Let $\mathcal{F}_{n} \subset \mathcal{F}$ and $V_{n}^{2}=\sup _{f \in \mathcal{F}_{n}} \operatorname{Var}\left(f\left(X_{1}\right)\right)$. Then, for all $\delta>V_{n} 2 \sqrt{2} / \sqrt{n}$, and for some constant $C>0$, independent of $n$,

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{f \in \mathcal{F}_{n}}\left|\int f d\left(P_{n}-P\right)\right| \geq \delta\right\} \leq \\
& \leq 4 \mathbb{P}\left\{\sup _{f \in \mathcal{F}_{n}}\left|\int f d P_{n}^{0}\right| \geq \frac{\delta}{4}\right\}  \tag{2.20}\\
& \leq 8 \mathbb{E}_{X} \exp \left(-\frac{C n \delta^{2}}{\left[\int_{0}^{\Delta_{n}} \sqrt{H\left(x, d_{n}, \mathcal{F}_{n}\right)} d x\right]^{2}}\right),
\end{align*}
$$

where $\mathbb{E}_{X}$ is the expectation with respect to $X=\left(X_{1}, \ldots, X_{n}\right), d_{n}$ is the $L^{2}\left(P_{n}\right)$ pseudo norm and $\Delta_{n}$ is the diameter of $\mathcal{F}_{n}$ with respect to $d_{n}$.

In the special case where $\mathcal{F}_{n}=\left\{f \in \mathcal{F} \mid d_{n}\left(f, f_{0}\right) \leq \delta\right\}$ with $f_{0} \in \mathcal{F}$, we have for some numerical constants $\kappa_{1}, \kappa_{2}, \kappa_{3}>0$,

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{f \in \mathcal{F}_{n}}\left|\int\left(f-f_{0}\right) d \sqrt{n} P_{n}^{0}\right| \geq x \sqrt{n} \delta^{2} \mid X\right\} \leq \\
& \leq 2(1+\varepsilon) \exp \left(-\kappa_{1} x^{2} n \delta^{2}\right) \tag{2.21}
\end{align*}
$$

for

$$
x \sqrt{n} \delta \geq \kappa_{2} \int_{x \delta / 4 \sqrt{6}}^{2} \sqrt{H\left(\delta t, d_{n}, \mathcal{F}_{n}\right)} d t \vee \kappa_{3} \sqrt{\log \left(\frac{1+\varepsilon}{\varepsilon}\right)} .
$$

Proof. Because $V_{n}^{2}<n \delta^{2} / 8$, we can apply Lemma 2.2. Consequently, (2.17) is true. This implies the symmetrization step in (2.20). By Lemma 2.4, the conditions of Theorem 2.4 hold true for the index set $\mathcal{F}_{n}$, pseudo metric $d_{n}$, conditional empirical process $\int f d \sqrt{n} P_{n}^{0}$, and Young function $\psi(x)=\exp \left(x^{2}\right)-1$. Hence the conclusion of Theorem 2.4 holds. Applying the Markov inequality (2.15), we obtain (2.20).

The second assertion (2.21) is a direct consequence of Corollary 2.1.

Another possible strategy to obtain upper bounds for (2.16) employs Bernstein's inequality and entropy with bracketing instead of Hoeffding's
inequality and random entropy. We refer to the work of Alexander [1], Birgé \& Massart [5], Van de Geer [44], Ossiander [33] for details.

### 2.5.2 Glivenko Cantelli classes

We call a class $\mathcal{F} \subset L^{1}(P)$ a Glivenko-Cantelli class (or a $P$-GlivenkoCantelli class) if the empirical measure $P_{n}$ tends to the theoretical probability measure $P$ with probability one, uniformly in $\mathcal{F}$, i.e

$$
\begin{equation*}
\sup _{f \in \mathcal{F}}\left|\frac{1}{n} \sum_{i=1}^{n}\left(f\left(X_{i}\right)-\mathbb{E}_{P} f\left(X_{i}\right)\right)\right| \xrightarrow{\text { a.s. }} 0 . \tag{2.22}
\end{equation*}
$$

Necessary for this convergence is the existence of an $P$-integrable envelope $F$ for $\mathcal{F}$. Recall that the envelope is defined by

$$
F(s)=\sup _{f \in \mathcal{F}}|f(s)| .
$$

Theorem 2.5 Suppose $\sup _{f \in \mathcal{F}} \int|f| d P<\infty$. Necessary and sufficient conditions for $\mathcal{F}$ being a Glivenko-Cantelli class are

$$
\begin{equation*}
\int F d P<\infty \text { and } \frac{H\left(\delta, d_{n, 1}, \mathcal{F}\right)}{n} \xrightarrow{P} 0 \text { for all } \delta>0 \tag{2.23}
\end{equation*}
$$

where

$$
d_{n, 1}(f, g)=\frac{1}{n} \sum_{i=1}^{n}\left|f\left(X_{i}\right)-g\left(X_{i}\right)\right|
$$

is the $L^{1}\left(P_{n}\right)$ pseudo distance between two functions.
Proof. See Giné \& Zinn [14].

### 2.5.3 Donsker classes

Assume $\mathcal{F} \subset L^{2}(P)$ and $\sup _{f \in \mathcal{F}}\left|f(s)-\int f d P\right|<\infty$ for every $s \in S$. The empirical process $E_{n}=\sqrt{n}\left(P_{n}-P\right)$ is a mapping from $\Omega$ into $\ell^{\infty}(\mathcal{F})$, the space of all bounded, real valued functions on $\mathcal{F}$, equipped with the supremum norm $\|\cdot\|_{\mathcal{F}}$. By definition, a $P$-Donsker class $\mathcal{F}$ fulfills the Functional central limit theorem, i.e. there exists a centered Gaussian process $G$ such that

$$
\mathbb{E}^{*} \phi\left(E_{n}\right) \rightarrow \mathbb{E} \phi(G)
$$

for every bounded, continuous, real valued function $\phi$ on $\ell^{\infty}(\mathcal{F})$. Here $\mathbb{E}^{*}$ denotes the outer expectation. By the Finite dimensional central limit theorem, the covariance matrix of the limiting Gaussian process $G=G(P)$ is given by

$$
\mathbb{E} G(f) G(g)=\int f g d P-\int f d P \cdot \int g d P, \quad f, g \in \mathcal{F}
$$

A $P$-Donsker class is characterized by an asymptotic equicontinuity condition.

Theorem 2.6 Assume $\sup _{f \in \mathcal{F}} \int|f| d P<\infty$. Then $\mathcal{F}$ is $P$-Donsker if and only if $\left(\mathcal{F}, d_{2}\right)$ is totally bounded and for each $\varepsilon>0$ there is some $\eta>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{P}\left\{\sup _{f \in \mathcal{F}_{\eta}}\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_{i} f\left(X_{i}\right)\right|>\varepsilon\right\}<\varepsilon \tag{2.24}
\end{equation*}
$$

where $\mathcal{F}_{\eta}=\left\{f-g \mid f, g \in \mathcal{F}, d_{2}(f, g)<\eta\right\}$ is a class of differences, $\xi_{i}$ is a Rademacher sequence, and $d_{2}$ the $L^{2}(P)$ pseudo distance, i.e.

$$
d_{2}(f, g)=\left(\int(f-g)^{2} d P\right)^{1 / 2}
$$

Proof. See Dudley [9], [10].
The fact that we assumed $\sup _{f \in \mathcal{F}} \int|f| d P<\infty$ allows us to take the simpler $L^{2}(P)$ pseudo distance instead of the pseudo metric $\tau_{P}(f, g)=$ $d_{2}\left(f-\int f d P, g-\int g d P\right)$. Using the techniques outlined in Section 2.5.1, sufficient conditions can be formulated in terms of the random entropy numbers in $L^{2}\left(P_{n}\right)$. Usually an uniform entropy integral condition is given to ensure the asymptotic tightness condition (2.24).

## Part II

## Finite dimensional problems

## Chapter 3

## Estimating a parameter in Euclidean spaces

In this chapter we investigate the asymptotic behavior of the root of a general parametric random equation and of the statistic defined by minimization of a stochastic process. We shall mainly use techniques inherited from the theory of empirical processes. Another important tool will be the notion of Hadamard differentiability of functionals. We apply our results to M - and R -estimation. Minimum distance estimators will also be discussed.

### 3.1 Introduction

Let $\mathcal{P}$ be a collection probability measures defined on a measurable space $(S, \mathcal{S})$. We have independent, identically distributed (i.i.d.) observations $X_{1}, \ldots, X_{n}$ with a common distribution $P \in \mathcal{P}$ at our disposal. We are interested, not so much in this entire unknown probability measure, but only in the true value $\theta_{0}$ of some finite dimensional parameter $\theta$. It is not necessary that $P$ is completely specified by $\theta_{0}$. For instance, we have in mind the case that $\theta$ is a location parameter.

In this chapter we investigate the asymptotic behavior of estimators $\hat{\theta}_{n}$ for $\theta_{0}$. Two closely related situations will be considered. In the first, developed in the next section, one assumes that the parameter of interest is implicitly given as the solution of some equation $M(\theta)=0$. Obviously
the function $M$ will depend on $P$ and we emphasize this dependence by writing $M(\theta)=\gamma(\theta ; P)$. The empirical probability measure is defined by $P_{n}=n^{-1} \sum_{i=1}^{n} \delta_{X_{i}}$. We obtain the empirical counterpart of $M$ by plugging in $P_{n}$ for $P$, i.e. $M_{n}(\theta)=\gamma\left(\theta ; P_{n}\right)$. One then searches an estimator $\hat{\theta}_{n}$ which solves the equation $M_{n}(\theta)=0$. In Section $3.3, \theta_{0}$ is given as the value at which some function $M$ reaches its minimum.

There is a considerable literature available for special cases, especially the case where $M$ has the simple form

$$
M(\theta)=\gamma(\theta ; P)=\int g(\cdot, \theta) d P
$$

(M-estimation). See for instance Heesterman \& Gill [20] and Pollard [35]. More general situations, including L- and R-estimation and Cramervon Mises estimation, are treated - among others - in Fernholz [12] and Stute [38]. Infinite dimensional parameter spaces in the context of Mestimation are discussed in a recent paper of Van der Vaart [48].

The aim of this chapter is to study the asymptotic behavior of the statistical error $\hat{\theta}_{n}-\theta_{0}$ under simple conditions on $M$ and $M_{n}$. The notion of stochastic equicontinuity will be appropriate in Section 3.2, whereas stochastic differentiability will be the key in Section 3.3. Examples will be given to clarify how empirical process theory can be used for checking these properties.

### 3.2 Estimation equations

Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sequence with probability measure $P \in \mathcal{P}$ and let $\theta=\theta(P)$ be a parameter taking values in $\Theta \subset \mathbb{R}^{k}$. By $\theta_{0}$ we denote the true value of the parameter. We consider some function $\gamma: \Theta \times \mathcal{P} \rightarrow \mathbb{R}^{k}$ and abbreviate $\gamma(\theta ; P)$ by $M(\theta)$. We impose the following conditions on $M$ :
(A1) $M(\theta)=0$ if and only if $\theta=\theta_{0}$;
(A2) $M$ is a local homeorphism at $\theta_{0}$;
(A3) $M$ is differentiable at $\theta_{0}$ with a non-singular derivative $M^{\prime}$ at $\theta_{0}$.

Let $P_{n}$ be the empirical probability measure based on $X_{1}, \ldots, X_{n}$ and $\gamma\left(\theta ; P_{n}\right)=M_{n}(\theta)$. We consider sequences $\hat{\theta}_{n}$ for which

$$
\begin{equation*}
M_{n}\left(\hat{\theta}_{n}\right)=\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\right), \tag{3.1}
\end{equation*}
$$

and assume
(A4) There actually exist solutions $\hat{\theta}_{n}$ such that (3.1) holds true.
We consider $\sqrt{n}\left(M_{n}-M\right)$ as a random process in $l^{\infty}(\Theta)$, the space of all real valued bounded functions on $\Theta$. This space is equipped with the uniform metric $\|\cdot\|$. Before we give restrictions on $\sqrt{n}\left(M_{n}-M\right)$, we recall the concept of stochastic equicontinuity.

Definition 3.1 (stochastic equicontinuity) Let ( $T, d$ ) be a pseudometric space and let $\left\{Z_{n}(t): t \in T\right\}$ be a stochastic process, indexed by T. A sequence $\left\{Z_{n}\right\}$ is called stochastically equicontinuous at $t_{0} \in T$, iff $\forall \eta>0$ and $\forall \varepsilon>0$ there exists a neighborhood $V$ of $t_{0}$ for which

$$
\limsup _{n \rightarrow \infty} \mathbb{P}\left\{\sup _{t \in V}\left|Z_{n}(t)-Z_{n}\left(t_{0}\right)\right|>\eta\right\} \leq \varepsilon
$$

Equivalently $\left\{Z_{n}\right\}$ is called stochastically equicontinuous at $t_{0} \in T$, if for any $\tau_{n} \xrightarrow{P} t_{0}$, we have $\left|Z_{n}\left(\tau_{n}\right)-Z_{n}\left(t_{0}\right)\right| \xrightarrow{P} 0$.

We make the following assumptions on $\alpha_{n}=\sqrt{n}\left(M_{n}-M\right)$ :
(A5) $\left\|n^{-1 / 2} \alpha_{n}\right\| \rightarrow 0$ in probability;
(A6) $\alpha_{n}$ is stochastically equicontinuous at $\theta_{0}$;
(A7) $\alpha_{n}\left(\theta_{0}\right)$ converges in distribution to some probability measure $L=$ $L\left(\theta_{0} ; P\right)$.

Theorem 3.1 Under the conditions A1,...,A7, we have

$$
\begin{equation*}
\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right) \xrightarrow{\mathcal{D}}-\left(M^{\prime}\left(\theta_{0}\right)\right)^{-1} \cdot L . \tag{3.2}
\end{equation*}
$$

Proof. We first prove consistency of $\hat{\theta}_{n}$ for which $M_{n}\left(\hat{\theta}_{n}\right)=\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\right)$. Using the uniform convergence A5, we have

$$
\begin{equation*}
M\left(\hat{\theta}_{n}\right)=M_{n}\left(\hat{\theta}_{n}\right)-\left(M_{n}-M\right)\left(\hat{\theta}_{n}\right)=\mathcal{O}_{P}(1) . \tag{3.3}
\end{equation*}
$$

Since the function $M$ is a local homeorphism at the solution $\theta_{0}$ of $M(\theta)=$ 0 , we have

$$
\hat{\theta}_{n}=M^{-1}\left(M\left(\hat{\theta}_{n}\right)\right) \xrightarrow{P} M^{-1}(0)=\theta_{0} .
$$

The remainder of the proof is due to Van der Vaart [48]. As a consequence of A3, we have

$$
\begin{equation*}
M\left(\hat{\theta}_{n}\right)=M^{\prime}\left(\theta_{0}\right)\left(\hat{\theta}_{n}-\theta_{0}\right)+\mathcal{O}_{P}\left(\left|\hat{\theta}_{n}-\theta_{0}\right|\right) . \tag{3.4}
\end{equation*}
$$

Because $\alpha_{n}$ is stochastically equicontinuous at $\theta_{0}$ and $\hat{\theta}_{n} \xrightarrow{P} \theta_{0}$, we have $\alpha_{n}\left(\hat{\theta}_{n}\right)=\alpha_{n}\left(\theta_{0}\right)+\mathcal{O}_{P}(1)=\mathcal{O}_{P}(1)$. This and (3.3) imply $M\left(\hat{\theta}_{n}\right)=$ $\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\right)$ and therefore we derive $\left|\hat{\theta}_{n}-\theta_{0}\right|=\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\right)$. Hence we only need to investigate $\sqrt{n} M\left(\hat{\theta}_{n}\right)$.

$$
\begin{aligned}
M\left(\hat{\theta}_{n}\right) & =-\left(M_{n}-M\right)\left(\hat{\theta}_{n}\right)+M_{n}\left(\hat{\theta}_{n}\right) \\
& =-\left(M_{n}-M\right)\left(\hat{\theta}_{n}\right)+\left(M_{n}-M\right)\left(\theta_{0}\right)-\left(M_{n}-M\right)\left(\theta_{0}\right)+M_{n}\left(\hat{\theta}_{n}\right) \\
& =-\left(M_{n}-M\right)\left(\theta_{0}\right)+\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\right),
\end{aligned}
$$

where we used in the last step that $\alpha_{n}$ is stochastically equicontinuous at $\theta_{0}$ (condition A6.). Finally we use the weak convergence A7 to complete our proof.

Remark 3.1 In full generality it is difficult to make a statement about the existence of a solution $\hat{\theta}_{n}$ of the estimation equation $M_{n}(\theta)=0$. Let $C_{b}(\Theta)$ be the space of all bounded, continuous functions on $\Theta$, equipped with the uniform metric $\|\cdot\|$. In case both $M$ and $M_{n}$ are in $C_{b}(\Theta)$, there exists a solution $\hat{\theta}_{n}$ with probability tending to one by the following reasoning.

Let $m: \Theta \rightarrow \mathbb{R}^{k}$ be continuous and inside the ball $B(M, \varepsilon)$ for some $\varepsilon>0$. Consider the mapping $x \mapsto x-m \circ M^{-1}(x)$, which maps
the Euclidean ball $B(0, \varepsilon)$ continuously into itself. By Brouwer's fixed point theorem, there exists at least one $x_{m} \in B(0, \varepsilon)$ such that $x_{m}=$ $x_{m}-m \circ M^{-1}\left(x_{m}\right)$. Since $M_{n} \in C_{b}(\Theta)$ and $\mathbb{P}\left\{\left\|M_{n}-M\right\|>\varepsilon\right\} \rightarrow 0$ for every $\varepsilon>0$,

$$
\mathbb{P}\left\{M_{n}\left(\hat{\theta}_{n}\right)=0\right\} \rightarrow 1, \text { as } n \rightarrow \infty
$$

This argument can be found in Heesterman \& Gill [20].
$M$ is a local homeorphism at $\theta_{0}$ if, by definition, $M$ is continuous on a small neighborhood of $\theta_{0}$ and has a continuous inverse on a small neighborhood of $M\left(\theta_{0}\right)=0 \in \mathbb{R}^{k}$. A sufficient condition is that $M$ is continuous and one-to-one and the domain $\Theta$ is compact. Unfortunately in many cases $M_{n} \notin C(\Theta)$ and it is not so obvious that the parameter space to be considered is a priori compact. Often, but not always, see e.g. Example 3.1 and 3.2 , this is implied by assumption A5.

Remark 3.2 The proof of Theorem 3.1 is in the spirit of Stute [38], although in that paper the more explicit integral type of estimation equation is considered, viz.

$$
\tilde{\gamma}(\theta, F)=\int \psi(x, \theta, F) d F(x)
$$

where $F$ is the probability distribution function associated with $P$. Stute assumes a smoothness property (Fréchet differentiability) of $\psi$ in its third variable $F$. As we shall soon see, this kind of differentiability can be replaced by the weaker form of Hadamard differentiability.

Remark 3.3 For a different approach to the asymptotic behavior of $\hat{\theta}_{n}-\theta_{0}$, we refer to e.g Fernholz [12], Heesterman \& Gill [20], Van der Vaart \& Wellner [49], who make use of the concept of Hadamard differentiability.

Definition 3.2 (Hadamard differentiability) Let $X$ and $Y$ be normed, linear
spaces. A function $f: X_{0} \subset X \rightarrow Y$ is called Hadamard differentiable at
$x \in X$, tangentially at $H \subset X$, iff there exists a linear, bounded function $f_{x}^{\prime}: X \rightarrow Y$ such that

$$
\begin{equation*}
\frac{f\left(x+t_{n} h_{n}\right)-f(x)}{t_{n}} \rightarrow f_{x}^{\prime}(h) \tag{3.5}
\end{equation*}
$$

for all $t_{n} \rightarrow 0$ and all $h_{n} \rightarrow h$ with $h \in H$ and $x+t_{n} h_{n} \in X_{0}$ for all $n$.
Define $\mathcal{Z}=\mathcal{Z}\left(\Theta, \mathbb{R}^{k}\right) \subset l^{\infty}\left(\Theta, \mathbb{R}^{k}\right)$ as the space of all bounded maps from $\Theta$ into $\mathbb{R}^{k}$ containing at least one zero. On this space we consider the functional $\phi: \mathcal{Z} \rightarrow \Theta$ which supplies a solution $\theta_{z}=\phi(z)$ to a given $z \in \mathcal{Z}$, i.e. $z(\phi(z))=0$ for every $z \in \mathcal{Z}$. It can be shown under A1, A2 and A3 that this functional $\phi$ is differentiable at $M$, in the sense of Hadamard, tangentially to the subspace $\mathcal{Z}_{0}$ consisting of all functionals in $\mathcal{Z}$ which are continuous at $\theta_{0}$. The derivative is given by $d \phi(M) \cdot h=-\left(M^{\prime}\left(\theta_{0}\right)\right)^{-1} \cdot h\left(\theta_{0}\right)$. A proof can be found in Heesterman \& Gill [20]. Suppose $\alpha_{n}$ converges weakly in the sense of HoffmannJørgensen to $L$ in $l^{\infty}(\Theta)$ and in addition assume that $L$ has continuous sample paths at $\theta_{0}$, then an application of the generalized delta method for linear spaces yields the same conclusion as Theorem 3.1.

Remark 3.4 Often the limit $L$ is a normal distribution. Let $\mathcal{F}$ be a class of functions such that $\mathcal{F} \subset L^{2}(P)$ for all $P \in \mathcal{P}$. On this space $\mathcal{F}$ we define the variance pseudo norm (denoted by $\tau_{P}$ ) under $P \in \mathcal{P}$. Let $l^{\infty}(\mathcal{F})$ be the space of all bounded, real valued functions on $\mathcal{F}$ (equipped with the sup-norm) and let $U C\left(\mathcal{F}, \tau_{P}\right)$ be the subspace of all uniformly continuous (with respect to $\tau_{P}$ ), real valued functions on $\mathcal{F}$. Suppose now that $\gamma(\theta, \cdot): \mathcal{P} \rightarrow \mathbb{R}$ is Hadamard differentiable at $P \in \mathcal{P}$, tangentially to $U C\left(\mathcal{F}, \tau_{P}\right)$ and uniformly in $\theta$. In particular we have

$$
\gamma\left(\theta, P_{n}\right)=\gamma(\theta, P)+d \gamma(\theta, P) \cdot\left(P_{n}-P\right)+R_{n}(\theta ; P)
$$

uniformly in $\theta$, where

$$
\sup _{\theta \in \Theta}\left|R_{n}(\theta, P)\right|=\mathcal{O}_{P}\left(n^{-1 / 2}\right)
$$

and $d \gamma(\theta, P)$ is a bounded linear operator on $U C\left(\mathcal{F}, \tau_{P}\right)$. In this situation, condition A5 is fulfilled if $\sup _{\theta \in \Theta}\left|d \gamma(\theta, P)\left(P_{n}-P\right)\right| \xrightarrow{P} 0$ and for
assumption A6 we need stochastic equicontinuity of $d \gamma(\theta, P) E_{n}$ at $\theta_{0}$, with $E_{n}=\sqrt{n}\left(P_{n}-P\right)$. If $\mathcal{F}$ is $P$-Donsker, then $E_{n}$ converges weakly to a $P$-Brownian bridge $E$ in $l^{\infty}(\mathcal{F})$ with $\mathbb{P}\left\{E \in U C\left(\mathcal{F}, \tau_{P}\right)\right\}=1$. Because $d \gamma\left(\theta_{0}, P\right)$ is a bounded linear operator on $U C\left(\mathcal{F}, \tau_{P}\right)$, condition A7 holds true.

We shall illustrate the results obtained so far by checking A5-A7 in the following examples.

Example 3.1 (M-estimation) Consider $\gamma(\theta, P)=\int \psi(\theta, \cdot) d P$. We define $g(\cdot)=\psi(\theta, \cdot)$ and in particular we set $g_{0}(\cdot)=\psi\left(\theta_{0}, \cdot\right)$. Endow the set $\mathcal{G}=\{\psi(\theta, \cdot): \theta \in \Theta\}$ with the $L^{2}(P)$ pseudo metric. We give sufficient entropy conditions on $\mathcal{G}$ which imply assumptions A5-A7.

Condition A5 is fulfilled if and only if $\mathcal{G}$ is a Glivenko-Cantelli class. Next we check that $\sqrt{n}\left(M_{n}-M\right)$ is stochastically equicontinuous at $\theta_{0}$, which is assumption A6. For this matter, we define
$\mathcal{G}(\delta)=\left\{g-g_{0}:\left\|g-g_{0}\right\|_{2} \leq \delta\right\}, \mathcal{G}_{n}(\delta)=\left\{g-g_{0}:\left\|g-g_{0}\right\|_{n, 2} \leq \delta\right\}$,
where $\|\cdot\|_{2}$ denotes the $L^{2}(P)$ pseudo metric and $\|\cdot\|_{n, 2}$ the $L^{2}\left(P_{n}\right)$ pseudo metric. Then after the usual symmetrization tricks, described in Section 2.5.1, one gets

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{g \in \mathcal{G}(\delta)}\left|\int g d E_{n}\right|>\varepsilon\right\} \leq  \tag{3.6}\\
& \leq 4 \mathbb{P}\left\{\sup _{g \in \mathcal{G}_{n}(2 \delta)}\left|\int g d E_{n}^{0}\right|>\frac{\varepsilon}{4}\right\}+\mathbb{P}\left\{\mathcal{G}(\delta) \nsubseteq \mathcal{G}_{n}(2 \delta)\right\},
\end{align*}
$$

where $E_{n}=\sqrt{n}\left(P_{n}-P\right), E_{n}^{0}=\sqrt{n} P_{n}^{0}$, and $P_{n}^{0}$ is the signed empirical measure as defined in Section 2.5.1. For some constant $C_{\psi}>0$, we obtain after an application of Lemma 2.5,

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{g \in \mathcal{G}_{n}(2 \delta)}\left|\int g d E_{n}^{0}\right|>\varepsilon\right\} \leq  \tag{3.7}\\
& \leq 2 \mathbb{E}_{X} \exp \left(-\left(\varepsilon / C_{\psi} \int_{0}^{4 \delta} \sqrt{H_{2}\left(x, P_{n}, \mathcal{G}_{n}(2 \delta)\right)} d x\right)^{2}\right)
\end{align*}
$$

where $\mathbb{E}_{X}$ denotes the expectation with respect to $\left(X_{1}, \ldots, X_{n}\right)$, and $H_{2}\left(\delta, P_{n}, \mathcal{G}\right)$ the $\delta$-entropy with respect to $\|\cdot\|_{n, 2}$ of the class $\mathcal{G}$. If

$$
\delta \int_{0}^{1} \sqrt{H_{2}\left(4 \delta x, P_{n}, \mathcal{G}_{n}(2 \delta)\right)} d x \downarrow 0 \quad \text { for } \delta \downarrow 0
$$

uniformly in $n$, the right-hand side in (3.7) tends to zero. Hence the first term on the right in (3.6) can be made arbitrarily small.

Set $\mathcal{H}=\{f-g: f, g \in \mathcal{G}\}$. We want the second term on the right in (3.6) to be asymptotically negligible, i.e. $\mathbb{P}\left\{\mathcal{G}(\delta) \subseteq \mathcal{G}_{n}(2 \delta)\right\} \rightarrow 1$. For this purpose, it is sufficient to show that $\mathcal{H}^{2}$ is a Glivenko-Cantelli class. Assume $G=\sup _{g \in \mathcal{G}}|g|$ is $P$-square integrable and note that
$N_{1}\left(\delta\|2 G\|_{n, 2}^{2}, P_{n}, \mathcal{H}^{2}\right) \leq N_{2}\left(\delta\|G\|_{n, 2}, P_{n}, \mathcal{H}\right) \leq\left(N_{2}\left(\frac{\delta}{2}\|G\|_{n, 2}, P_{n}, \mathcal{G}\right)\right)^{2}$
and $\|G\|_{n, 2} \xrightarrow{\text { a.s. }}\|G\|_{2}<\infty$. Hence $\mathcal{H}^{2}$ is a Glivenko-Cantelli class if $\mathrm{H}_{2}\left(\delta, P_{n}, \mathcal{G}\right) / n \xrightarrow{P} 0$ for all $\delta>0$.

Condition A7 is a mere application of the classical central limit theorem.

Example 3.2 (R-estimation) Let $\Theta$ be a subset in $\mathbb{R}$ and let $D=$ $D[-\infty, \infty]$ be the space all right continuous functions with left-hand limits on $\overline{\mathbb{R}}$. As usual, we equip $\mathbb{R}$ with the Euclidean and $D$ with the uniform metric. Let $X_{1}, \ldots, X_{n}$ be i.i.d. real valued random variables with a continuous, strictly increasing distribution function $F$ satisfying

$$
F(x)=1-F\left(2 \theta_{0}-x\right), x \in \mathbb{R} .
$$

Define $\tilde{\gamma}: \Theta \times D_{0} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\tilde{\gamma}(\theta, G)=\int_{\mathbb{R}} J\left(\frac{G(x)+1-G(2 \theta-x)}{2}\right) d G(x) \tag{3.8}
\end{equation*}
$$

where $J: \mathbb{R} \rightarrow \mathbb{R}$ is a strictly increasing, continuously differentiable score function and the domain $D_{0} \subset D$ is given by $D_{0}=\{G \in D$ : $\left.\int|d G| \leq 3\right\}$. Note that the assumption of $\tilde{\gamma}\left(\theta_{0}, F\right)=0$ entails that $\int_{0}^{1} J(x) d x=0$ (for example $J(x)=2 x-1$ ). We have that $M(\theta)=$
$\tilde{\gamma}(\theta, F)$ is a local homeorphism at $\theta_{0}$. In different notation, the mapping (3.8) becomes

$$
\gamma(\theta, P)=\int J\left(\int g_{\theta, x}(y) d P(y)\right) d P(x)
$$

where $g_{\theta, x}(y)=\left(I_{(-\infty, x]}(y)+I_{(2 \theta-x, \infty)}(y)\right) / 2$. Now, put $\mathcal{G}=\left\{g_{\theta, x}\right.$ : $\theta \in \Theta, x \in \mathbb{R}\}$ and consider the class $\mathcal{P}$ as a subset of $l^{\infty}(\mathcal{G})$. We define the $\mathcal{G}$-indexed empirical process as $E_{n}=\sqrt{n}\left(P_{n}-P\right)$. Since $\mathcal{G}$ is a Donsker class, we have $E_{n}$ converges weakly to a Gaussian process $E$ in $l^{\infty}(\mathcal{G})$. We have $M(\theta)=\int J\left(\int g_{\theta,}(y) d P(y)\right) d P$ and $M_{n}(\theta)=$ $\int J\left(\int g_{\theta,} \cdot(y) d P_{n}(y)\right) d P_{n}$. We show in Lemma 3.1 that the following linear expansion holds

$$
\begin{equation*}
M_{n}(\theta)=M(\theta)+n^{-\frac{1}{2}} d \gamma(\theta ; P) \cdot E_{n}+\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\right), \tag{3.9}
\end{equation*}
$$

uniformly in $\theta$ with

$$
\begin{aligned}
d \gamma(\theta ; P) \cdot E_{n} & =\frac{1}{2} \int E_{n} g_{\theta} \cdot J^{\prime}\left(P g_{\theta, \cdot}\right) d P+\int J\left(P g_{\theta,}\right) d E_{n} \\
& =L_{n, 1}(\theta)+L_{n, 2}(\theta) \quad \text { (say). }
\end{aligned}
$$

This representation is according to Stute [38], p.229. Fernholz [12] treats a slightly different functional for which she proves compact differentiability at $\left(\theta_{0}, F\right)$.

We are now in a position to check assumptions A5-A7 of Theorem 3.1.

Since $E_{n} \Longrightarrow E$ in $l^{\infty}(\mathcal{G})$, we have by the continuous mapping theorem $\left\|E_{n}\right\|_{\mathcal{G}} \Longrightarrow\|E\|_{\mathcal{G}}$ as well and therefore we have by Slutsky's lemma that $\left\|\left(P_{n}-P\right)\right\|_{\mathcal{G}} \xrightarrow{P} 0$. If the derivative $J^{\prime}$ is bounded, we obtain after a dominated convergence argument that $\left\|n^{-1 / 2} L_{n, 1}\right\|_{\Theta} \xrightarrow{P} 0$.

Consider the following transformation

$$
h_{\theta}(x)=J\left(\int g_{\theta, x}(y) d P(y)\right)=J([F(x)+1-F(2 \theta-x)] / 2)
$$

and define $\mathcal{H}=\left\{h_{\theta}: \theta \in \Theta\right\}$. Notice that $h_{\theta}$ is bounded and is an element of $D_{0}$. In the literature (cf. Birman \& Solomjak [6] and Example 2.3) the upper bound

$$
\begin{equation*}
H_{2}\left(\delta, P_{n}, \mathcal{H}\right)=\mathcal{O}(1 / \delta) \tag{3.10}
\end{equation*}
$$

is available for the class of such functions. As a result of (3.10) and the fact that $\mathcal{H}$ is uniformly bounded, $\mathcal{H}$ satisfies the Glivenko-Cantelli property so $\left\|n^{-1 / 2} L_{n, 2}\right\|_{\Theta} \xrightarrow{P} 0$, too. Hence $\left|d \gamma(\theta, P)\left(P_{n}-P\right)\right| \xrightarrow{P} 0$, uniformly in $\theta$, i.e. condition A5 is fulfilled.

Let us check condition A6. See e.g. Stute [38], where a chaining argument is used. However, the compactness assumption on $\Theta$ used in that paper is unnecessary. One may prove this as follows. Observe that

$$
\left\|J\left(P g_{\theta,}\right)-J\left(P g_{\theta_{0}, \cdot}\right)\right\|_{2}=\mathcal{O}\left(\left|\theta-\theta_{0}\right|\right)
$$

provided $F$ is differentiable. As a result, the map $\theta \mapsto h_{\theta}(x)$ is continuous. By the entropy bound (3.10),

$$
\int_{0}^{1} \sqrt{H_{2}\left(4 \delta x, P_{n}, \mathcal{H}_{n}(2 \delta)\right)} d x=\mathcal{O}(1 / \sqrt{\delta}) .
$$

Invoking Lemma 2.5, we can conclude that $L_{n, 2}(\theta)$ is stochastically equicontinuous at $\theta_{0}$.

Stochastic equicontinuity of $\tilde{E}_{n}(2 \theta-x)=E_{n} I_{(-\infty, 2 \theta-x]}$ and continuity of $F$ and $J^{\prime}$ guarantee that
$L_{n, 1}(\theta)=\frac{1}{2} \int_{\mathbb{R}}\left[\tilde{E}_{n}(x)-\tilde{E}_{n}(2 \theta-x)\right] J^{\prime}\left(\frac{F(x)+1-F(2 \theta-x)}{2}\right) d F(x)$
is stochastically equicontinuous as well. Assumption A6 now follows from (3.9).

As $E_{n}$ converges weakly to a Gaussian process and $d \gamma\left(\theta_{0} ; P\right)$ is a bounded, linear transformation, condition A7 follows immediately from the classical CLT. Therefore

$$
\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right)=-\left(1 / M^{\prime}\left(\theta_{0}\right)\right) d \tilde{\gamma}\left(\theta_{0}, F\right)\left(E_{n}\right)+\mathcal{O}_{P}(1)
$$

has in the limit a normal distribution with zero mean.
We still have to prove (3.9).
Lemma 3.1 Let $J:[-2,2] \rightarrow \mathbb{R}$ be an increasing map with a continuous, bounded derivative $J^{\prime}$. Then $\tilde{\gamma}$ as given in (3.8) is Hadamard
differentiable at $F$, uniformly in $\theta$. The derivative is given by

$$
\begin{aligned}
& d \tilde{\gamma}(\theta, F) \cdot h= \\
& \frac{1}{2} \int_{\mathbb{R}}[h(x)-h(2 \theta-x)] J^{\prime}\left(\frac{F(x)+1-F(2 \theta-x)}{2}\right) d F(x)+ \\
& +\int_{\mathbb{R}} J\left(\frac{F(x)+1-F(2 \theta-x)}{2}\right) d h(x)
\end{aligned}
$$

where the integral with respect to $h$ is defined via integration by parts if $h$ is not of bounded variation. Recall that the domain was given by $D_{0}=\left\{F \in D: \int|d F| \leq 3\right\}$ and the tangent space is $\{h \in D: h$ is uniformly continuous and bounded $\}$.

Proof. Let $h_{n} \xrightarrow{\|\cdot\|} h$ and $t_{n} \rightarrow 0$ as $n \rightarrow \infty$. Set

$$
\begin{aligned}
& y_{n}(x, \theta)=\frac{1}{2}\left[\left(F+t_{n} h_{n}\right)(x)+1-\left(F+t_{n} h_{n}\right)(2 \theta-x)\right], \text { and } \\
& z(x, \theta)=\frac{1}{2}[F(x)+1-F(2 \theta-x)] .
\end{aligned}
$$

Since $h_{n} \xrightarrow{\|\cdot\|} h$ and $t_{n} \rightarrow 0$, we have $y_{n} \rightarrow z$, uniformly in both $x$ and $\theta$. We define $F_{n}=F+t_{n} h_{n}$ and let us consider only perturbations $F_{n} \in D_{0}$. In particular we have $\|z\| \leq 1$ and $\left\|y_{n}\right\| \leq 2$. Check that

$$
\begin{aligned}
& \frac{\tilde{\gamma}\left(\theta, F+t_{n} h_{n}\right)-\tilde{\gamma}(\theta, F)}{t_{n}}-\frac{1}{2} \int\left[h_{n}-h_{n}(2 \theta-\cdot)\right] J^{\prime}(z(\cdot, \theta)) d F- \\
& -\int J(z(x, \theta)) d h_{n}(x)=I+I I,
\end{aligned}
$$

where

$$
\begin{aligned}
& I=\int\left[\frac{J\left(y_{n}(\cdot, \theta)\right)-J(z(\cdot, \theta))}{t_{n}}-\frac{h_{n}-h_{n}(2 \theta-\cdot)}{2} J^{\prime}(z(\cdot, \theta))\right] d F \\
& I I=\int\left[J\left(y_{n}(x, \theta)\right)-J(z(x, \theta))\right] d h_{n}(x)
\end{aligned}
$$

Since $J$ is continuously differentiable, we have

$$
J\left(y_{n}(x, \theta)\right)=J(z(x, \theta))+\frac{t_{n}}{2}\left(h_{n}(x)-h_{n}(2 \theta-x)\right) J^{\prime}\left(\tilde{y}_{n}(x, \theta)\right),
$$

with $\tilde{y}_{n}(x, \theta)$ between $y_{n}(x, \theta)$ and $z(x, \theta)$. Therefore $\tilde{y}_{n}(x, \theta) \rightarrow z(x, \theta)$, uniformly in $x$ and $\theta$. Moreover $J^{\prime}$ is uniformly continuous and bounded
on the compact interval $[-2,2]$ so that $J^{\prime}\left(\tilde{y}_{n}(x, \theta)\right) \rightarrow J^{\prime}(z(x, \theta))$ as $n \rightarrow \infty$, uniformly in $x$ and $\theta$.

We have

$$
\begin{aligned}
|I| & \left.=\frac{1}{2} \right\rvert\, \int\left(h_{n}(x)-h_{n}(2 \theta-x)\right) \cdot\left(J^{\prime}\left(\tilde{y}_{n}(x, \theta)\right)-J^{\prime}(z(x, \theta)) d F(x) \mid\right. \\
& \leq 2\left\|h_{n}-h\right\|\left\|J^{\prime}\right\| \int|d F|+\|h\| \cdot\left\|J^{\prime}\left(\tilde{y}_{n}\right)-J^{\prime}(z)\right\| \cdot \int|d F| \\
& \rightarrow 0
\end{aligned}
$$

Next, we show that $|I I| \rightarrow 0$ as $n \rightarrow \infty$. We have

$$
\begin{aligned}
|I I| & =\mid \int\left[J\left(y_{n}(x, \theta)\right)-J(z(x, \theta)] d h_{n}(x) \mid\right. \\
& =\frac{1}{2}\left|\int\left[h_{n}(x)-h_{n}(2 \theta-x)\right] J^{\prime}\left(\tilde{y}_{n}(x, \theta)\right) d\left(F_{n}-F\right)(x)\right|
\end{aligned}
$$

After two applications of the triangle inequality, we see it is enough to prove that

$$
\left|\int h(x) J^{\prime}(z(x, \theta)) d\left(F_{n}-F\right)\right| \rightarrow 0
$$

Now, since $h \in D$, there exists for any $\varepsilon>0$ a step function $\tilde{h}$ with a finite number of jumps (say $L$ ) and $\|\tilde{h}-h\| \leq \varepsilon$. Also $F \in D$, and we approximate this function by a step function $\tilde{F}$ with $L^{\prime}<\infty$ jumps such that $\|\tilde{F}-F\| \leq \delta$. We abbreviate $[\tilde{F}(x)+1-\tilde{F}(2 \theta-x)] / 2$ by $\tilde{z}(x, \theta)$. Notice that $\tilde{J}^{\prime}=J^{\prime}(\tilde{z})$ is again a step function and for every $\theta \in \Theta$, we can use the same approximation function $\tilde{F}$. We have as a result of the triangle inequality

$$
\begin{align*}
& \left|\int h(x) J^{\prime}(z(x, \theta)) d\left(F_{n}-F\right)(x)\right| \leq  \tag{3.12}\\
& \leq\left|\int[h(x)-\tilde{h}(x)] J^{\prime}(\tilde{z}(x, \theta)) d\left(F_{n}-F\right)(x)\right|+ \\
& +\left|\int h(x)\left[J^{\prime}(z(x, \theta))-J^{\prime}(\tilde{z}(x, \theta))\right] d\left(F_{n}-F\right)(x)\right|+ \\
& +\left|\int \tilde{h}(x) J^{\prime}(\tilde{z}(x, \theta)) d\left(F_{n}-F\right)(x)\right| .
\end{align*}
$$

Observe that

$$
\begin{aligned}
& \left|\int h(x)\left[J^{\prime}(z(x, \theta))-J^{\prime}(\tilde{z}(x, \theta))\right] d\left(F_{n}-F\right)(x)\right| \\
& \quad \leq\|h\| \cdot\left\|J^{\prime}(z)-J^{\prime}(\tilde{z})\right\| \cdot \int\left|d\left(F_{n}-F\right)\right|
\end{aligned}
$$

and

$$
\left|\int[h-\tilde{h}] J^{\prime}(\tilde{z}(\cdot, \theta)) d\left(F_{n}-F\right)\right| \leq\|h-\tilde{h}\| \cdot\left\|J^{\prime}\right\| \cdot \int\left|d\left(F_{n}-F\right)\right| .
$$

The last term on the right of (3.12) tends to zero by using arguments similar to those used by Gill [13], p. 110,111, using partial integration

$$
\begin{aligned}
& \left|\int \tilde{h} J^{\prime}(\tilde{z}(\cdot, \theta)) \cdot d\left(F_{n}-F\right)\right| \leq 2\|\tilde{h}\| \cdot\left\|\tilde{J}^{\prime}\right\| \cdot\left\|F_{n}-F\right\|+ \\
& \left.+\| F_{n}-F\right) \| \cdot\left\{\left\|\tilde{J}^{\prime}\right\| \cdot 2 L\|\tilde{h}\|+\|\tilde{h}\| \cdot 2 L^{\prime}\left\|\tilde{J}^{\prime}\right\|\right\}
\end{aligned}
$$

It can be shown that the integral $\int h(2 \theta-x) J^{\prime}\left(\tilde{y}_{n}(x, \theta)\right) d\left(F_{n}-F\right)$ tends to zero as well for $n \rightarrow \infty$, by repeating the same arguments. This completes our proof.

### 3.3 Minimization problems

We assume that the functional $\gamma(\cdot, P)$ is now uniquely minimized by some $\theta_{0}$, an interior point of our parameter space $\Theta$. As before, we abbreviate $\gamma(\cdot, P)$ and $\gamma\left(\cdot, P_{n}\right)$ by $M(\cdot)$ and $M_{n}(\cdot)$ respectively.

We impose the following conditions on $M$ :
(C1) $\theta_{0}=\arg \min _{\theta \in \Theta} M(\theta)$ lies in the interior of $\Theta$;
(C2) $M$ has a unique minimum at $\theta_{0}$;
(C3) $M$ is twice differentiable at $\theta_{0}$ with a non-singular second derivative $V$ at $\theta_{0}$.

Whereas in Section 3.2 the key to the solution lay in the notion of stochastic equicontinuity, we shall need stochastic differentiability here.

Definition 3.3 (stochastic differentiability) Let $\left\{Z_{n}(t): t \in T\right\}$ be a stochastic process, indexed by $T \subset \mathbb{R}^{k}$. A sequence $Z_{n}$ is called stochastically differentiable at $t_{0} \in T$ with derivative $W_{n}$ iff $\forall \eta>0$ and $\forall \varepsilon>0$ there exists a neighborhood $V$ of $t_{0}$ for which

$$
\limsup _{n \rightarrow \infty} \mathbb{P}\left\{\sup _{t \in V}\left|\frac{Z_{n}(t)-Z_{n}\left(t_{0}\right)-\left(t-t_{0}\right)^{\prime} W_{n}}{\left|t-t_{0}\right|}\right|>\eta\right\} \leq \varepsilon .
$$

Equivalently, a sequence $Z_{n}$ is called stochastically differentiable with derivative $W_{n}$ at $t_{0} \in T$ iff for any $\tau_{n} \xrightarrow{P} t_{0}$, we have $\mid Z_{n}\left(\tau_{n}\right)-Z_{n}\left(t_{0}\right)-$ $\left(\tau_{n}-t_{0}\right)^{\prime} W_{n} \mid=\mathcal{O}_{P}\left(\left|\tau_{n}-t_{0}\right|\right)$.

We impose the following conditions on the stochastic part:
(C4) $M_{n}\left(\hat{\theta}_{n}\right) \leq \inf _{\theta} M_{n}(\theta)+\mathcal{O}_{P}(1 / n)$;
(C5) $\left\|M_{n}-M\right\| \rightarrow 0$ in probability;
(C6) $\alpha_{n}=\sqrt{n}\left(M_{n}-M\right)$ is stochastically differentiable with derivative $W_{n}$ at $\theta_{0}$, i.e.

$$
\alpha_{n}(\theta)=\alpha_{n}\left(\theta_{0}\right)+\left(\theta-\theta_{0}\right)^{\prime} W_{n}+\mathcal{O}_{P}\left(\left|\theta-\theta_{0}\right|\right) \text { near } \theta_{0} ;
$$

$(\mathrm{C} 7) W_{n} \xrightarrow{\mathcal{D}} W=W\left(\theta_{0} ; P\right)$.
Theorem 3.2 Under conditions C1,...,C7, we have $\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right) \xrightarrow{\mathcal{D}}$ $-V^{-1} W\left(\theta_{0}\right)$.

Proof. Consistency can be proved in the following way. Using the minimization properties of $\theta_{0}$ and $\hat{\theta}_{n}$, we have

$$
\begin{equation*}
M_{n}\left(\hat{\theta}_{n}\right) \leq M_{n}\left(\theta_{0}\right)+\mathcal{O}_{P}\left(n^{-1}\right) \xrightarrow{P} M\left(\theta_{0}\right) \leq M\left(\hat{\theta}_{n}\right) . \tag{3.13}
\end{equation*}
$$

By condition C5, $\left|M_{n}\left(\hat{\theta}_{n}\right)-M\left(\hat{\theta}_{n}\right)\right| \xrightarrow{P} 0$. Invoke (3.13) and conditions C 1 and C 2 to see that $\hat{\theta}_{n} \xrightarrow{P} \theta_{0}$.

By the stochastic differentiability assumption C6, we have

$$
\begin{align*}
& \gamma\left(\theta, P_{n}\right)-\gamma(\theta, P)=n^{-\frac{1}{2}} \alpha_{n}(\theta)  \tag{3.14}\\
& n^{-\frac{1}{2}} \alpha_{n}\left(\theta_{0}\right)+n^{-\frac{1}{2}}\left(\theta-\theta_{0}\right)^{\prime} W_{n}+\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\left|\theta-\theta_{0}\right|\right)
\end{align*}
$$

and from the deterministic differentiability C3 assumption we obtain

$$
\begin{equation*}
\gamma(\theta, P)-\gamma\left(\theta_{0}, P\right)=\frac{1}{2}\left(\theta-\theta_{0}\right)^{\prime} V\left(\theta-\theta_{0}\right)+\mathcal{O}\left(\left|\theta-\theta_{0}\right|^{2}\right) . \tag{3.15}
\end{equation*}
$$

Consequently we have

$$
\begin{align*}
& \gamma\left(\theta, P_{n}\right)-\gamma\left(\theta_{0}, P_{n}\right)=n^{-1 / 2}\left(\theta-\theta_{0}\right)^{\prime} W_{n}+\frac{1}{2}\left(\theta-\theta_{0}\right)^{\prime} V\left(\theta-\theta_{0}\right)+ \\
& +\mathcal{O}_{P}\left(n^{-1 / 2}\left|\theta-\theta_{0}\right|+\left|\theta-\theta_{0}\right|^{2}\right) . \tag{3.16}
\end{align*}
$$

With a fairly straightforward generalization of the proof of Theorem 5 in Pollard [35], p. 141, the asymptotic distribution follows. For the sake of completeness we provide the full proof. First we reparametrize in such a way that $\theta_{0}$ equals zero and $V$ equals the identity matrix in the new parametrization. Continue the proof by noting that C 4 and (3.16) imply

$$
\begin{align*}
\mathcal{O}_{P}\left(n^{-1}\right) & \geq \gamma\left(\hat{\theta}_{n}, P_{n}\right)-\gamma\left(0, P_{n}\right) \\
& =n^{-\frac{1}{2}} \hat{\theta}_{n}^{\prime} W_{n}+\frac{1}{2}\left|\hat{\theta}_{n}\right|^{2}+\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\left|\hat{\theta}_{n}\right|+\left|\hat{\theta}_{n}\right|^{2}\right) \tag{3.17}
\end{align*}
$$

The random vector $W_{n}$ is of order $\mathcal{O}_{P}(1)$ since it converges weakly to the random vector $W$. Conclude that $\hat{\theta}_{n}=\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\right)$. We can therefore write representation (3.16) as

$$
\begin{align*}
\gamma\left(\hat{\theta}_{n}, P_{n}\right)-\gamma\left(0, P_{n}\right) & =n^{-\frac{1}{2}} \hat{\theta}_{n}^{\prime} W_{n}+\frac{1}{2}\left|\hat{\theta}_{n}\right|^{2}+\mathcal{O}_{P}\left(n^{-1}\right)  \tag{3.18}\\
& =\frac{1}{2}\left|\hat{\theta}_{n}+n^{-\frac{1}{2}} W_{n}\right|^{2}-\frac{1}{2} n^{-1}\left|W_{n}\right|^{2}+\mathcal{O}_{P}\left(n^{-1}\right)
\end{align*}
$$

The same simplification holds true for any sequence in $\Theta$ with values of order $\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\right)$. In particular, by replacing $\hat{\theta}_{n}$ by $-n^{-1 / 2} W_{n}$, we find

$$
\begin{equation*}
\gamma\left(-n^{-\frac{1}{2}} W_{n}, P_{n}\right)-\gamma\left(0, P_{n}\right)=-\frac{1}{2} n^{-1}\left|W_{n}\right|^{2}+\mathcal{O}_{P}\left(n^{-1}\right) \tag{3.19}
\end{equation*}
$$

since, with probability tending to one, $-n^{-\frac{1}{2}} W_{n}$ is a point of $\Theta$ as $\theta_{0}$ is an interior point. Subtracting (3.19) from (3.18) and using C4, we obtain

$$
\frac{1}{2}\left|\hat{\theta}_{n}+n^{-\frac{1}{2}} W_{n}\right|^{2}=\mathcal{O}_{P}\left(n^{-1}\right)
$$

As a direct consequence of this, we have $n^{\frac{1}{2}} \hat{\theta}_{n}=-W_{n}+\mathcal{O}_{P}(1)$. Finally, we transform back to the old parametrization and obtain

$$
\begin{aligned}
\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right) & =-V^{-1} W_{n}+\mathcal{O}_{P}(1) \\
& \xrightarrow{\mathcal{D}}-V^{-1} W .
\end{aligned}
$$

The theorem is proved.

Remark 3.5 This theorem generalizes the result about M-estimation obtained by Pollard (cf. [35]), where the function $M(\theta)=\int g(\theta, \cdot) d P$. Pollard assumes that $g$ has the following expansion near $\theta_{0}$

$$
g(\theta, \cdot)=g\left(\theta_{0}, \cdot\right)+\left(\theta-\theta_{0}\right) \Delta(\cdot)+\left|\theta-\theta_{0}\right| R(\theta, \cdot) .
$$

Observe that stochastic differentiability of $\alpha_{n}$ is guaranteed under suitable entropy conditions on $\{R(\theta, \cdot): \theta \in \Theta\}$ which imply stochastic equicontinuity of the process $\sqrt{n} \int R(\theta, \cdot) d\left(P_{n}-P\right)$ at $\theta_{0}$. This is the same requirement as in [35].

Let us finish with a corollary concerning asymptotic normality of the normalized sequence $\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right)$. We assume that the consistency $\hat{\theta}_{n} \xrightarrow{P} \theta_{0}$ has already been established, so that we may drop the requirement $M_{n} \xrightarrow{P} M$ in $l^{\infty}(\Theta)$. Apart from this, the following corollary is an obvious consequence of (3.16).

Corollary 3.1 Let $\hat{\theta}_{n}$ be a random sequence in $\Theta$ converging in probability to $\theta_{0}$ at which $M(\cdot)$ has its minimum. Suppose the following conditions are satisfied.

- $\theta_{0}$ is an interior point of $\Theta$;
- $\gamma\left(\hat{\theta}_{n}, P_{n}\right) \leq \inf _{\theta} \gamma\left(\theta, P_{n}\right)+\mathcal{O}_{P}(1 / n)$;
- $\gamma$ is Hadamard differentiable at $P$, in particular we have

$$
\gamma\left(\theta, P_{n}\right)=\gamma(\theta, P)+n^{-\frac{1}{2}} d \gamma(\theta ; P) \cdot E_{n}+n^{-\frac{1}{2}} R_{n}(\theta)
$$

where $R_{n}(\theta)=\mathcal{O}_{P}(1)$ for every $\theta \in \Theta$;

- $d \gamma(\theta ; P) \cdot E_{n}$ is stochastically differentiable at $\theta_{0}$;
- $R_{n}(\theta)-R_{n}\left(\theta_{0}\right)=\mathcal{O}_{P}\left(\left|\theta-\theta_{0}\right|\right)$ near $\theta_{0}$;
- $\gamma(\theta, P)$ is twice differentiable at $\theta_{0}$ with non-singular second derivative $V$.

Then the random sequence $\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right)$ is asymptotically normal.

In the remainder of this chapter, we present some examples to illustrate the results. We shall mainly check the uniform convergence condition C5 and the stochastic differentiability assumption C6.

Example 3.3 (minimum distance estimation) Let $\mathcal{P}=\left\{P_{\theta}: \theta \in\right.$ $\Theta\}$ be a collection probability measures on the real line and let $\mathcal{F}=$ $\left\{F_{\theta}: \theta \in \Theta\right\}$ be the set of distribution functions associated with $\mathcal{P}$. $F_{n}$ is the empirical distribution function. Consider an estimator $\hat{\theta}_{n}$, which minimizes the Cramer-von Mises distance $d\left(F_{n}, F_{\hat{\theta}_{n}}\right)$ between $F_{n}$ and $F_{\hat{\theta}_{n}}$, where

$$
d^{2}(F, G)=\int(F-G)^{2} d F
$$

Notice that in $d^{2}\left(F_{n}, F_{\hat{\theta}_{n}}\right)$ the integration is with respect to $F_{n}$ and not with respect to $F_{\hat{\theta}_{n}}$, which is perhaps more common. See the discussion in Stute [38] and the references given in that paper for the advantage of this method. We are interested in $\theta_{0}$, the minimizer of $d^{2}\left(F, F_{\theta}\right)$, and assume that the true underlying $F$ belongs to $\mathcal{F}$, i.e. $F=F_{\theta_{0}}$.

Set $\tilde{\gamma}(\theta, G)=\int\left(G-F_{\theta}\right)^{2} d G$ and define the "derivative" $d \tilde{\gamma}(\theta, F)$ at $F$ in the direction $F_{n}-F$ by
$d \tilde{\gamma}(\theta, F)\left(F_{n}-F\right)=2 \int\left(F-F_{\theta}\right) \cdot\left(F_{n}-F\right) d F+\int\left(F-F_{\theta}\right)^{2} d\left(F_{n}-F\right)$.
Notice that $\tilde{\gamma}\left(\theta, F_{n}\right)$ can be written as

$$
\begin{aligned}
\tilde{\gamma}\left(\theta, F_{n}\right) & =\int\left(F_{n}-F_{\theta}\right)^{2} d F_{n} \\
& =\int\left[\left(F_{n}-F\right)+\left(F-F_{\theta}\right)\right]^{2} d\left[F+\left(F_{n}-F\right)\right] \\
& =\tilde{\gamma}(\theta, F)+d \tilde{\gamma}(\theta, F)\left(F_{n}-F\right)+R_{n}(\theta),
\end{aligned}
$$

where the remainder $R_{n}(\theta)$ is given by

$$
R_{n}(\theta)=\int\left[F_{n}-F\right]^{2} d F_{n}+2 \int\left(F-F_{\theta}\right)\left(F_{n}-F\right) d\left(F_{n}-F\right)
$$

As in Example 3.2, we abbreviate the ordinary empirical process by $\tilde{E}_{n}=\sqrt{n}\left(F_{n}-F\right)$. Since $\mathcal{F}$ is a uniformly bounded Glivenko-Cantelli class, $\left\|d \tilde{\gamma}(\cdot, F)\left(F_{n}-F\right)\right\| \xrightarrow{P} 0$ and $\left\|R_{n}(\cdot)\right\| \xrightarrow{P} 0$. Hence condition C5 holds true.

Let us check the stochastic differentiability condition C6. For this purpose, it will be convenient to assume that the distribution functions $F_{\theta}$ are uniformly differentiable,

$$
\left\|F(\cdot, \theta)-F\left(\cdot, \theta_{0}\right)-\left(\theta-\theta_{0}\right) \Delta(\cdot)\right\|=\mathcal{O}\left(\left|\theta-\theta_{0}\right|\right), \text { near } \theta_{0},
$$

for some fixed function $\Delta \in D[-\infty, \infty]$. Then it follows straightforwardly that
$d \tilde{\gamma}(\theta, F) \cdot \tilde{E}_{n}-d \tilde{\gamma}\left(\theta_{0}, F\right) \cdot \tilde{E}_{n}=-2\left(\theta-\theta_{0}\right) \int \Delta \tilde{E}_{n} d F+\mathcal{O}_{P}\left(\left|\theta-\theta_{0}\right|\right)$
and

$$
\begin{aligned}
& \left|R_{n}(\theta)-R_{n}\left(\theta_{0}\right)\right|=\left|-2 n^{-\frac{1}{2}} \int\left(F(\cdot, \theta)-F\left(\cdot, \theta_{0}\right)\right) \tilde{E}_{n} d\left(F_{n}-F\right)\right|= \\
& =\left|-2 n^{-\frac{1}{2}}\left(\theta-\theta_{0}\right) \int \Delta \tilde{E}_{n} d\left(F_{n}-F\right)\right|+\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\left|\theta-\theta_{0}\right|\right) \\
& =\mathcal{O}_{P}\left(n^{-\frac{1}{2}}\left|\theta-\theta_{0}\right|\right) .
\end{aligned}
$$

Hence $\alpha_{n}(\theta)=\sqrt{n}\left[\tilde{\gamma}\left(\theta, F_{n}\right)-\tilde{\gamma}(\theta, F)\right]$ is stochastically differentiable with derivative

$$
W_{n}=-2 \int \Delta \cdot \tilde{E}_{n} d F,
$$

and $V=2 \int \Delta^{2} d F$. Consequently, $\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right)$ is asymptotically normal.

Example 3.4 A more general and complicated case is obtained by introducing a continuously differentiable weight function $J$. We now consider

$$
\begin{equation*}
M(\theta)=\tilde{\gamma}\left((\theta, F)=\int J(F) \cdot\left(F-F_{\theta}\right)^{2} d F\right. \tag{3.20}
\end{equation*}
$$

Define

$$
\begin{align*}
d \tilde{\gamma}(\theta ; F) \cdot\left(F_{n}-F\right)= & \int\left(F_{n}-F\right) \cdot J^{\prime}(F)\left(F-F_{\theta}\right)^{2} d F+ \\
& +2 \int\left(F_{n}-F\right) \cdot J(F)\left(F-F_{\theta}\right) d F+ \\
& +\int J(F)\left(F-F_{\theta}\right)^{2} d\left(F_{n}-F\right) . \tag{3.21}
\end{align*}
$$

The empirical function $M_{n}$ is given by

$$
\begin{aligned}
\tilde{\gamma}\left(\theta, F_{n}\right)= & \int J\left(F_{n}\right)\left(F_{n}-F_{\theta}\right)^{2} d F_{n} \\
= & \int J\left(F_{n}\right)\left(\left[F-F_{\theta}\right]+\left[F_{n}-F\right]\right)^{2} d\left(F+\left[F_{n}-F\right]\right) \\
= & \int J\left(F_{n}\right)\left(F-F_{\theta}\right)^{2} d F+2 \int J\left(F_{n}\right)\left(F_{n}-F\right)\left(F-F_{\theta}\right) d F \\
& +\int J\left(F_{n}\right)\left(F_{n}-F\right)^{2} d F_{n}+\int J\left(F_{n}\right)\left(F-F_{\theta}\right)^{2} d\left(F_{n}-F\right) \\
& +2 \int J\left(F_{n}\right)\left(F_{n}-F\right)\left(F-F_{\theta}\right) d\left(F_{n}-F\right)
\end{aligned}
$$

and the remainder $R_{n}(\theta)$ by

$$
\begin{aligned}
& \int\left[J\left(F_{n}\right)-J(F)-J^{\prime}(F)\left(F_{n}-F\right)\right]\left(F-F_{\theta}\right)^{2} d F+ \\
& 2 \int\left[J\left(F_{n}\right)-J(F)\right]\left(F_{n}-F\right)\left(F-F_{\theta}\right) d F+\int J\left(F_{n}\right)\left(F_{n}-F\right)^{2} d F_{n}+ \\
& \int\left[J\left(F_{n}\right)-J(F)\right]\left(F-F_{\theta}\right)^{2} d\left(F_{n}-F\right)+ \\
& 2 \int J\left(F_{n}\right)\left(F_{n}-F\right)\left(F-F_{\theta}\right) d\left(F_{n}-F\right)
\end{aligned}
$$

We shall briefly verify conditions C5 and C6. Since the class $\mathcal{F}^{2}=$ $\left\{F^{2}: F \in \mathcal{F}\right\}$ is a Glivenko-Cantelli class, and provided both $J(F)$ and $J^{\prime}(F)$ are $P$-integrable functions, we have $d \tilde{\gamma}\left((\theta, F) \cdot\left(F_{n}-F\right) \xrightarrow{P} 0\right.$ uniformly in $\theta$. Also $\left\|R_{n}\right\| \xrightarrow{P} 0$, whence $\left\|M_{n}-M\right\| \xrightarrow{P} 0$. If $F(\cdot, \theta)$ is uniformly differentiable as before, we easily obtain $R_{n}(\theta)-R_{n}\left(\theta_{0}\right)=$ $\mathcal{O}_{P}\left(\left|\theta-\theta_{0}\right|\right)$. Again under the assumption that $F_{\theta_{0}}=F$, we find

$$
\begin{aligned}
& W_{n}=-2 \int J(F) \cdot \Delta \cdot \tilde{E}_{n} d F \\
& V=2 \int J(F) \cdot \Delta^{2} d F
\end{aligned}
$$

Remark 3.6 (Non i.i.d. formulations) Theorems 3.1 and 3.2 can easily be extended to non-i.i.d. situations. This is mainly due to the fact that the uniform law of large numbers, stochastic equicontinuity and - differentiability allow a more general formulation. See for instance Pollard [37].

As an example we discuss parametric, non-linear regression. Let $x_{i}$ be elements in some space $S$ and let $\varepsilon_{i}$ be independent random variables with zero means and finite variances $\sigma_{i}^{2}, i=1, \ldots, n$. Let $\mathcal{G}=\left\{g_{\theta}: S \rightarrow\right.$ $\mathbb{R}: \theta \in \Theta\}$ be a class of functions, indexed by $\Theta$, an open subset in $\mathbb{R}^{k}$. We observe $Y_{i}=g_{\theta_{0}}\left(x_{i}\right)+\varepsilon_{i}$, with $\theta_{0} \in \Theta$. In addition, we assume that the following local linear approximation at $\theta_{0}$ exists,

$$
\begin{equation*}
g_{\theta}(\cdot)=g_{\theta_{0}}(\cdot)+\left(\theta-\theta_{0}\right)^{\prime} \Delta(\cdot)+\left|\theta-\theta_{0}\right| r_{\theta}(\cdot) . \tag{3.22}
\end{equation*}
$$

The parameter $\theta_{0}$ can be consistently estimated by the least squares estimator $\hat{\theta}_{n}$, which minimizes

$$
M_{n}(\theta)=\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{\theta}\left(x_{i}\right)\right)^{2} .
$$

Let $d_{n}$ be the empirical $L^{2}\left(P_{n}\right)$ pseudo metric on $\mathcal{G}$, based on $x_{1}, \ldots, x_{n}$, i.e.

$$
d_{n}^{2}(g, h)=\frac{1}{n} \sum_{i=1}^{n}\left[g\left(x_{i}\right)-h\left(x_{i}\right)\right]^{2} .
$$

We use the short-hand notation $d_{n}(\theta, \tilde{\theta})=d_{n}\left(g_{\theta}, g_{\tilde{\theta}}\right)$. Suppose there exist $k_{1}, k_{2}>0$ such that for every $\theta, \tilde{\theta} \in \Theta$,

$$
k_{1}(\theta-\tilde{\theta})^{2} \leq d_{n}^{2}(\theta, \tilde{\theta}) \leq k_{2}(\theta-\tilde{\theta})^{2} .
$$

The same condition is used in Wu [57]. It entails that (cf. (3.15) )

$$
\mathbb{E}\left[M_{n}(\theta)-M_{n}\left(\theta_{0}\right)\right]=d_{n}^{2}\left(\theta, \theta_{0}\right)=\mathcal{O}\left(\theta-\theta_{0}\right)^{2} .
$$

Let us verify condition C5.

$$
\begin{align*}
& \left(M_{n}-\mathbb{E} M_{n}\right)(\theta)=  \tag{3.23}\\
& =\frac{1}{n} \sum_{i=1}^{n}\left(\varepsilon_{i}^{2}-\sigma_{i}^{2}\right)+2 \frac{1}{n} \sum_{i=1}^{n}\left(g_{\theta_{0}}-g_{\theta}\right)\left(x_{i}\right) \cdot \varepsilon_{i} .
\end{align*}
$$

The first term on the right in (3.23) is asymptotically negligible under a uniform moment condition on the sequence $\varepsilon_{i}$. The second term on the right in (3.23) tends to zero, uniformly in $\theta$, under the entropy condition

$$
H\left(\delta, d_{n}, \mathcal{G}_{n}(\rho)\right) / n \rightarrow 0 \quad \forall \delta>0 \forall \rho>0,
$$

with $\mathcal{G}_{n}(\rho)=\left\{g \in \mathcal{G}: d_{n}\left(g, g_{0}\right) \leq \rho\right\}$. This will be proved in the next chapter, Corollary 4.3, under some additional assumptions on $\varepsilon_{i}$.

Condition C6 is verified if the stochastic process $n^{-\frac{1}{2}} \sum_{i=1}^{n} \varepsilon_{i} r_{\theta}\left(x_{i}\right)$ is stochastically equicontinuous at $\theta_{0}$. Define $\mathcal{R}=\left\{r_{\theta}: \theta \in \Theta\right\}$ and $\mathcal{R}(\rho)=\left\{r_{\theta} \in \mathcal{R}:\left|\theta-\theta_{0}\right|<\rho\right\}$ and suppose $\mathcal{R}$ is uniformly bounded. Then we have by means of Theorem 2.4

$$
\begin{aligned}
& \mathbb{P}\left\{\sup _{\left|\theta-\theta_{0}\right|<\delta}\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_{i} r_{\theta}\left(x_{i}\right)\right|>\eta\right\} \leq \\
& \mathbb{P}\left\{\sup _{\left|\theta-\theta_{0}\right|<\delta}\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_{i} I\left\{\left|\varepsilon_{i}\right|>C\right\} r_{\theta}\left(x_{i}\right)\right|>\frac{\eta}{2}\right\}+ \\
& +\mathbb{P}\left\{\sup _{\left|\theta-\theta_{0}\right|<\delta}\left|\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_{i} I\left\{\left|\varepsilon_{i}\right| \leq C\right\} r_{\theta}\left(x_{i}\right)\right|>\frac{\eta}{2}\right\} \leq \\
& c_{0} \sum_{i=1}^{n} \frac{\mathbb{E} \varepsilon_{i}^{2} I\left\{\left|\varepsilon_{i}\right|>C\right\}}{n \eta^{2}}+2 \exp \left(-\left[\frac{\eta}{c_{1} \delta \int_{0}^{2} \sqrt{H_{2}\left(x \delta, P_{n}, \mathcal{R}(\delta)\right)} d x}\right]^{2}\right) .
\end{aligned}
$$

where $c_{0}=c_{0}(\mathcal{R}), c_{1}=c_{1}(C)$ are some finite, positive constants. Provided $\varepsilon_{i}$ are uniformly square integrable and under entropy conditions on $\mathcal{R}(\rho)$, property C 6 is fulfilled.

For Condition C7 we have to verify the Lindeberg condition for $n^{-\frac{1}{2}} \sum_{i=1}^{n} \varepsilon_{i} \Delta\left(x_{i}\right)$.

## Part III

## Regression analysis

## Chapter 4

## Consistency

In the three remaining chapters we consider nonparametric regression. Suppose we have $n$ independent observations satisfying the regression model

$$
\begin{equation*}
Y_{i}=g_{0}\left(x_{i}\right)+\varepsilon_{i}, \quad(i=1, \ldots, n) \tag{4.1}
\end{equation*}
$$

where the errors satisfy

$$
\begin{equation*}
\mathbb{E} \varepsilon_{i}=0, \quad \mathbb{E} \varepsilon_{i}^{2}=\sigma_{i}^{2}, \quad(i=1, \ldots, n) \tag{4.2}
\end{equation*}
$$

the design $\mathcal{X}_{n}=\left\{x_{1}, \ldots, x_{n}\right\}$ is a subset of $\mathbb{R}^{n \times k}$ and the regression function $g_{0}: \mathbb{R}^{k} \rightarrow \mathbb{R}$ is unknown and to be estimated from the data.

If the regression function is known up to a finite dimensional parameter, the method of least squares is usually employed to estimate this unknown quantity. In a nonparametric setting of smooth functions, kernel estimators are a popular choice for estimation of $g_{0}$, owing to their relatively easy implementation and minimax properties.

We express our a priori knowledge of the regression function by

$$
\begin{equation*}
g_{0} \in \mathcal{G} \tag{4.3}
\end{equation*}
$$

where $\mathcal{G}$ is a known class of functions.
The estimator of $g_{0}$ will be any random variable $\hat{g}$ that minimizes the sum of squares over $\mathcal{G}$ up to a constant $\eta_{n} \rightarrow 0$, i.e.

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-\hat{g}\left(x_{i}\right)\right)^{2} \leq \inf _{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g\left(x_{i}\right)\right)^{2}+\eta_{n} . \tag{4.4}
\end{equation*}
$$

With some abuse of terminology, we call $\hat{g}$ a least squares estimator (LSE). If $\eta_{n}=\mathcal{O}(1 / n)$, we can ignore $\eta_{n}$ without affecting our results. Henceforth we assume that the infimum in (4.4) is attained and $\eta_{n}=0$ for all $n$.

It should be stressed that in cases where only little information about $g_{0}$ is available, in other words where $\mathcal{G}$ is too large, $\hat{g}$ may simply interpolate between the $y_{i}$, and we obtain inconsistent estimators. In such cases other estimation procedures should be considered. In the context of least squares, one could think about sieved and penalized least squares estimators.

Model (4.1) has been studied extensively. The least squares estimator has also been investigated for particular choices of the design, i.i.d. errors and Sobolev classes $\mathcal{G}$ (cf. Nemirovskii et al. [31] and [32]). Van de Geer was the first to put the problem in a more general perspective by imposing entropy conditions on the set $\mathcal{G}$ rather than requiring smoothness properties. Here, we follow the same approach. To avoid making assumptions concerning the design $\mathcal{X}_{n}$, we shall consider metrics based on the design and formulate asymptotic properties like consistency and rates of convergence in these metrics.

At this point, let us introduce some notation used in the remainder of the book. We define the empirical measure $P_{n}$ by

$$
P_{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}},
$$

where $\delta_{x}$ is the Dirac measure at point $x \in \mathbb{R}^{k}$. I.e. this measure puts mass $1 / n$ at each element of $\mathcal{X}_{n}$. The $L^{p}\left(P_{n}\right)$ pseudo norm on $\mathbb{R}^{k}$ is denoted by $\|\cdot\|_{n, p}$, thus
$\|f\|_{n, p}= \begin{cases}\left(\int|f(x)|^{p} d P_{n}(x)\right)^{1 / p}=\left(\frac{1}{n} \sum_{i=1}^{n}\left|f\left(x_{i}\right)\right|^{p}\right)^{1 / p} & \text { if } 1 \leq p<\infty ; \\ \max _{1 \leq i \leq n}\left|f\left(x_{i}\right)\right| & \text { if } p=\infty .\end{cases}$
Let $d_{n, p}(f, g)=\|f-g\|_{n, p}$ be its induced $L^{p}\left(P_{n}\right)$ pseudo metric, with $1 \leq p \leq \infty$ for any function $f$ and $g$. Of particular interest is the case $p=2$ as we shall formulate our results in their final form in the $L^{2}\left(P_{n}\right)$ metric. This metric has been chosen for mathematical convenience. For
the sake of brevity, if not specified differently, $\|\cdot\|_{n}$ and $d_{n}(f, g)$ will always denote the $L^{2}\left(P_{n}\right)$ pseudo norm and distance respectively.

For any family of numbers $z(g)$ indexed by $\mathcal{G}$, we put $\|z(g)\|_{\mathcal{G}}=$ $\sup _{g \in \mathcal{G}}|z(g)|$. The canonical envelope of $\mathcal{G}$ will be denoted by $G$, i.e.

$$
G(x)=\sup _{g \in \mathcal{G}}|g(x)|, x \in \mathbb{R}^{k} .
$$

The $\delta$-covering numbers in $L^{p}\left(P_{n}\right)$ are denoted by $N_{p}\left(\delta, P_{n}, \mathcal{G}\right)=$ $N\left(\delta, d_{n, p}, \mathcal{G}\right)$ and the associated entropies are given by $H_{p}\left(\delta, P_{n}, \mathcal{G}\right)=$ $\log \left[N_{p}\left(\delta, P_{n}, \mathcal{G}\right)\right]$ for each $\delta>0$.

In addition to deterministic design, we shall allow randomness in the selection of the design points too (cf. Section 4.2 and Section 5.4). In this case the observation points $X_{i}$ are assumed to be i.i.d. random variables with common probability distribution $P$, all independent of the disturbances $\varepsilon_{i}$. Moreover, we shall require $\int g_{0}^{2} d P<\infty$, i.e. $g_{0} \in L^{2}(P)$. Note that $P_{n}$ is now a random measure, to wit the empirical distribution, associated with the theoretical distribution $P$. The randomness of $P_{n}$ has consequences for the covering numbers; they will be random as well. The $L^{2}(P)$ pseudo norm and metric will be denoted by $\|\cdot\|_{p}$ and $d_{p}(\cdot, \cdot)$ respectively. In order to avoid measurability problems - which may arise for uncountable classes $\mathcal{G}$ - we make the blanket assumption that $\mathcal{G}$ is permissible in the sense of Pollard [35].

The asymptotic behavior of the least squares estimator can be investigated using techniques which are described in Chapter 2. To see this, note that

$$
\begin{equation*}
\sum_{i=1}^{n}\left(Y_{i}-\hat{g}\left(x_{i}\right)\right)^{2} \leq \sum_{i=1}^{n}\left(Y_{i}-g_{0}\left(x_{i}\right)\right)^{2}=\sum_{i=1}^{n} \varepsilon_{i}^{2}, \tag{4.5}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\hat{g}\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)^{2} \leq 2 \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right), \tag{4.6}
\end{equation*}
$$

under the assumption that the true regression function $g_{0}$ does indeed belong to the set $\mathcal{G}$. From the last inequality, it is immediately clear
that asymptotic behavior of the difference $\left\|\hat{g}-g_{0}\right\|_{n}$ is governed by the empirical process

$$
\left\{n^{-1 / 2} \sum_{i=1}^{n} \varepsilon_{i}\left(g-g_{0}\right)\left(x_{i}\right): g \in \mathcal{G}\right\} .
$$

The probabilistic results concerning empirical processes which are given in Chapter 2, turn out to be very useful in the proofs.

In Chapters 4, 5 and 6 of this book, it is our aim to provide a systematic and unified study of the general regression problem (4.1) under the constraint (4.3). In particular, we are interested in the connection between asymptotic properties of the least squares estimator and entropy numbers (of subsets) of $\mathcal{G}$.

The remainder of this chapter is concerned with consistency issues. There is a considerable literature for cases where $\mathcal{G}$ is a subset of a Sobolev space. Van de Geer (cf. [39]) introduced the concept of (random) entropy numbers in $L^{2}\left(P_{n}\right)$ in the regression model (4.1) and gave sufficient conditions for establishing consistency. Our main concern will be to investigate the necessity of these entropy conditions. It will turn that in an appropriate setting, consistency is completely characterized by local entropy numbers. This clearly demonstrates the crucial role of entropy considerations in regression problems.

Most articles about least squares estimation discuss sufficient conditions for consistency and only few authors have dealt with their necessity. Wu (cf. [57]) considered the case of non-linear (parametric) regression, where $g(\cdot)=g(\theta, \cdot)$ is parametrized by $\theta \in \Theta \subset \mathbb{R}^{N}$. There it is shown that under the assumption of i.i.d. disturbances $\varepsilon_{i}$ with an a.e. positive and absolutely continuous density and with finite Fisher information, the existence of a consistent estimator $\hat{\theta}\left(Y_{1}, \ldots, Y_{n}\right)$ of $\theta$ for all $\theta \in \Theta$ implies that $n d_{n}^{2}(\theta, \tilde{\theta}) \rightarrow \infty$ as $n \rightarrow \infty$ for all $\theta \neq \tilde{\theta}$, where $d_{n}(\theta, \tilde{\theta})$ denotes the $L^{2}\left(P_{n}\right)$ pseudo distance between $g(\cdot, \theta)$ and $g(\cdot, \tilde{\theta})$. Under assumptions on the model, this turns out to be a sufficient condition too.

Once consistency has been established, the next question is how fast this convergence turns out to be, i.e. the rate of convergence will be
examined. Under the hypothesis that the disturbances $\varepsilon_{i}$ are almost Gaussian, and the entropy numbers of $\mathcal{G}$ intersected with shrinking balls in $L^{2}\left(P_{n}\right)$ with common center $g_{0}$ and radius proportional to $\delta_{n} \rightarrow 0$ behave like $n \delta_{n}^{2}$, Van de Geer proved that the rate of convergence will also be $\delta_{n}$, i.e. $\left\|\hat{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(\delta_{n}\right)$. In many cases, this is the best rate one can achieve.

In Chapter 5, we give a detailed account of the rates of convergence. Upper and lower bounds will be derived and also the role of the error distributions will be discussed. Related work has been done by Birgé \& Massart (cf. [5]) and Shen \& Wong (cf. [55], [56]). The main difference is that their approach is based on entropy with bracketing.

Finally some asymptotic distribution theory concerning the least squares estimator $\hat{g}$ will be presented in chapter 6.

### 4.1 The envelope case

We start with introducing an i.i.d. regression model with stochastic design.

## Model 1.

$$
\begin{equation*}
Y_{i}=g_{0}\left(X_{i}\right)+\sigma \varepsilon_{i} \quad(i=1, \ldots, n) . \tag{4.7}
\end{equation*}
$$

- $X_{i}$ are i.i.d. with probability distribution $P$ on $\mathbb{R}^{k}$;
- $\varepsilon_{i}$ are i.i.d. with probability distribution $K$ on $\mathbb{R}$ and $\mathbb{E} \varepsilon_{1}=0$ and $\mathbb{E} \varepsilon_{1}^{2}=1$;
- $X_{1}, \ldots, X_{n}, \varepsilon_{1}, \ldots, \varepsilon_{n}$ are independent;
- $g_{0} \in \mathcal{G} \subset L^{2}(P)$.

Note that $\sigma^{2} \geq 0$ is the variance of the error $e=\sigma \cdot \varepsilon$.
Consistency is the weakest requirement for any reasonable estimator. In the case of least squares estimation, a natural way to measure the distance between the least squares estimator $\hat{g}$ and $g_{0}$ is by means of the $L^{2}\left(P_{n}\right)$ pseudo norm. We shall now define some concepts of consistency.

## Definition 4.1 (Consistency)

- A sequence of estimators $\left\{\hat{g}_{n}\right\}$ of $g_{0}$ is called $L^{2}\left(P_{n}\right)$-consistent if $\left\|\hat{g}_{n}-g_{0}\right\|_{n, 2} \rightarrow 0$ in probability;
- A sequence of estimators $\left\{\hat{g}_{n}\right\}$ of $g_{0}$ is called strongly $L^{2}\left(P_{n}\right)$ consistent if
$\left\|\hat{g}_{n}-g_{0}\right\|_{n, 2} \rightarrow 0$ almost surely.
$L^{2}(P)$-consistency and strong $L^{2}(P)$-consistency are defined in a similar way.

For finite $\mathcal{G}, L^{2}\left(P_{n}\right)$-consistency is easy to establish, and more generally we can show that if $\mathcal{G}$ is essentially not too large, $\hat{g}$ is a $L^{2}\left(P_{n}\right)$ consistent estimator of $g_{0}$. In Theorem 4.1 we shall make precise what is meant by "essentially not too large". Notice that $g_{0}$ minimizes $S(g)=$ $\mathbb{E}\{Y-g(X)\}^{2}$ and that $\hat{g}$ minimizes $S_{n}(g)=n^{-1} \sum_{i=1}^{n}\left\{Y_{i}-g\left(X_{i}\right)\right\}^{2}$, the empirical counterpart of $S(g)$. By the strong law of large numbers, $S_{n}(g) \xrightarrow{\text { a.s. }} S(g)$, for any fixed $g \in L^{2}(P)$. If this convergence is uniform in $\mathcal{G}$ then $L^{2}\left(P_{n}\right)$-consistency is not hard to prove. We state a set of sufficient conditions which can be found in Van de Geer [39].

Proposition 4.1 Consider regression model 1. Suppose the following conditions are satisfied:

$$
\begin{equation*}
\int G^{2} d P<\infty \text { (envelope condition) } \tag{4.8}
\end{equation*}
$$

where $G=\sup _{g \in \mathcal{G}}|g|$ (pointwise) is the canonical envelope of class $\mathcal{G}$, and

$$
\begin{equation*}
\frac{1}{n} H_{2}\left(\delta, P_{n}, \mathcal{G}\right) \xrightarrow{P} 0 \text { for all } \delta>0 \text { (entropy condition). } \tag{4.9}
\end{equation*}
$$

Then $\hat{g}$ is both strongly $L^{2}\left(P_{n}\right)$ and strongly $L^{2}(P)$ consistent.
The link with the theory of empirical processes will have become clear by now, since almost sure convergence of empirical processes uniformly over general classes $\mathcal{G}$ is one of the main topics in this field of
probability theory. Indeed the entropy and envelope conditions (4.8) and (4.9) ensure that $\mathcal{G}$ is a Glivenko-Cantelli class, i.e.

$$
\begin{equation*}
\left\|\int g d\left(P_{n}-P\right)\right\|_{\mathcal{G}} \xrightarrow{\text { a.s. }} 0 \tag{4.10}
\end{equation*}
$$

A natural question is whether the converse of Proposition 4.1 holds true. The answer is negative because parametric linear regression is a counterexample: (4.8) is not satisfied, yet the least squares estimator is consistent. Example 4.1 below shows that even if $G \in L^{2}(P)$, condition (4.9) is not necessary for consistency.

Example 4.1 Let $\varepsilon_{1}$ be a Rademacher variable, i.e. $\mathbb{P}\left\{\varepsilon_{1}=-1\right\}=$ $\mathbb{P}\left\{\varepsilon_{1}=1\right\}=1 / 2$. Indeed this variable fulfills the required properties $\mathbb{E} \varepsilon_{1}=0$ and $\mathbb{E} \varepsilon_{1}^{2}=1$. Suppose $g_{0} \equiv 0$ and that $\mathcal{G}=\left\{I_{A}: A \in \mathcal{B}\right\}$, where $\mathcal{B}$ is the collection of all Borel sets. Then (4.8) is met with $G \equiv 1$, but (4.9) fails.

For $\sigma=1$ the consistency fails because straightforward computation yields

$$
d_{n}^{2}\left(\hat{g}, g_{0}\right)=n^{-1} \sum_{i=1}^{n} I\left\{\varepsilon_{i}=1\right\} \xrightarrow{\text { a.s. }} 1 / 2 .
$$

Notice however that for $0<\sigma<1 / 2$, we have $\hat{g} \equiv g_{0}$, so $\hat{g}$ is certainly consistent. Hence condition (4.9) is sufficient but not necessary for $L^{2}\left(P_{n}\right)$ consistent least squares estimators.

We learn from Example 4.1 that there actually exist situations where consistency holds true only for some special values of $\sigma$. This phenomenon is undesirable. If $G \in L^{2}(P)$ and if we require consistency for all $\sigma$, necessary and sufficient entropy conditions can be established relatively easily. However, as already pointed out by Van de Geer [39], this envelope assumption is far too stringent in most cases.

Theorem 4.1 Consider regression model 1. Assume $G \in L^{2}(P)$. The following two statements are equivalent:

$$
\begin{align*}
& d_{n}\left(\hat{g}, g_{0}\right) \xrightarrow{\text { a.s. }} 0 \text { for all } \sigma \in \mathbb{R}  \tag{4.11}\\
& n^{-1} H_{2}\left(\delta, P_{n}, \mathcal{G}\right) \xrightarrow{P} 0 \text { for all } \delta>0 . \tag{4.12}
\end{align*}
$$

Before we prove this result, let us introduce some notation. Define for all functions $g \in \mathcal{G}$,

$$
\begin{aligned}
& m_{n}(g)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_{i}\left(g\left(X_{i}\right)-g_{0}\left(X_{i}\right)\right) \\
& L_{n}(g ; \sigma)=2 \sigma n^{-1 / 2} m_{n}(g)-d_{n}^{2}\left(g, g_{0}\right)
\end{aligned}
$$

The least squares estimator $\hat{g}$ has the following property:

$$
\begin{equation*}
L_{n}(\hat{g} ; \sigma)=\sup _{g \in \mathcal{G}} L_{n}(g ; \sigma) \tag{4.13}
\end{equation*}
$$

because minimizing $S_{n}(g)$ is evidently the same as maximizing $L_{n}(g ; \sigma)$ over $g \in \mathcal{G}$.

Proof of Theorem 4.1. The implication (4.12) $\Longrightarrow$ (4.11) has been proved in Van de Geer [39]. Therefore we only have to prove the necessity part $(4.11) \Longrightarrow(4.12)$. We first show that

$$
\begin{equation*}
\sup _{g \in \mathcal{G}}\left|n^{-1 / 2} m_{n}(g)\right| \xrightarrow{\text { a.s. }} 0 \tag{4.14}
\end{equation*}
$$

We begin by noting that the joint distribution of $\left\{m_{n}(g): g \in \mathcal{G}, n \in \mathbb{N}\right\}$ is independent of $\sigma$. Also, regardless of whether $\sigma$ is positive or negative,

$$
\begin{equation*}
\sup _{g \in \mathcal{G}}\left(\sigma n^{-1 / 2} m_{n}(g)\right) \geq \sigma n^{-1 / 2} m_{n}\left(g_{0}\right)=0 \tag{4.15}
\end{equation*}
$$

As $d_{n}\left(\hat{g}, g_{0}\right) \xrightarrow{\text { a.s. }} 0$, the Cauchy-Schwarz inequality implies that

$$
\left|n^{-1 / 2} m_{n}(\hat{g})\right| \leq d_{n}\left(\hat{g}, g_{0}\right)\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2}\right)^{1 / 2} \xrightarrow{\text { a.s. }} 0 .
$$

Hence, by the definition of the LSE we have

$$
\begin{equation*}
\sup _{g \in \mathcal{G}} L_{n}(g ; \sigma) \xrightarrow{a . s} 0 \tag{4.16}
\end{equation*}
$$

Clearly,

$$
\sup _{g \in \mathcal{G}}\left(2 \sigma n^{-1 / 2} m_{n}(g)\right)-\sup _{g \in \mathcal{G}} d_{n}^{2}\left(g, g_{0}\right) \leq \sup _{g \in \mathcal{G}} L_{n}(g ; \sigma) \xrightarrow{a . s} 0
$$

and

$$
\sup _{g \in \mathcal{G}} d_{n}^{2}\left(g, g_{0}\right) \leq \frac{4}{n} \sum_{i=1}^{n} G^{2}\left(X_{i}\right) \xrightarrow{\text { a.s. }} 4 \mathbb{E} G^{2}\left(X_{1}\right) .
$$

Combining this with (4.15) we find that for every $\sigma \in \mathbb{R}$,
$0 \leq \sup _{g \in \mathcal{G}}\left(2 \sigma n^{-1 / 2} m_{n}(g)\right) \leq \frac{4}{n} \sum_{i=1}^{n} G^{2}\left(X_{i}\right)+\sup _{g \in \mathcal{G}} L_{n}(g ; \sigma) \xrightarrow{\text { a.s. }} 4 \mathbb{E} G^{2}\left(X_{1}\right)$,
and (4.14) follows, to wit $\mathcal{H}=\left\{\varepsilon\left(g-g_{0}\right) \mid g \in \mathcal{G}\right\}$ is a Glivenko-Cantelli class. This collection has a square integrable envelope $H=2|\varepsilon| G$.

Let $Q$ be the product measure $P \times K$ and let $Q_{n}$ be the empirical measure based on $\left(X_{i}, \varepsilon_{i}\right), i=1, \ldots, n$. We shall show that $\mathcal{H}$ is a $Q$-Glivenko-Cantelli class implies that $\mathcal{G}$ is a $P$-Glivenko-Cantelli class. Because $\mathbb{E} \varepsilon^{2}=1$, there exists a number $0<\eta<\infty$ for which $\pi_{0}:=$ $\mathbb{P}\{|\varepsilon|>\eta\}>0$.

Define the measure $\tilde{P}_{n}$ as a discrete measure, which assigns mass $1 / n$ to $X_{i}$ if and only if $\left|\varepsilon_{i}\right|>\eta$. The random variable $N_{n}=\sum_{i=1}^{n} I\left\{\left|\varepsilon_{i}\right|>\eta\right\}$ counts the values for which this holds true. Since

$$
\int g^{2} d \tilde{P}_{n} \leq \eta^{-2} \int \varepsilon^{2} g^{2} d Q_{n}
$$

it follows that $n^{-1} H_{2}\left(\delta / \eta, \tilde{P}_{n}, \mathcal{G}\right) \xrightarrow{P} 0$ for all $\delta>0$. Observe that $\tilde{P}_{n}$ and $\left(N_{n} / n\right) P_{N_{n}}$ have the same conditional distribution, given $\varepsilon_{1}, \ldots \varepsilon_{n}$. Moreover, by the strong law of large numbers, we have $N_{n} / n \xrightarrow{\text { a.s. }} \pi_{0}$. Consequently, $n^{-1} H_{2}\left(\sqrt{n / N_{n}} \delta / \eta, P_{N_{n}}, \mathcal{G}\right) \xrightarrow{P} 0$ for all $\delta>0$, and as a result $n^{-1} H_{2}\left(\delta, P_{n}, \mathcal{G}\right) \xrightarrow{P} 0$ for every $\delta>0$ as well. This proves the theorem.

Remark 4.1 In case the $\varepsilon_{i}$ form an orthogaussian sequence, the last part of the proof of Theorem 4.1 can be simplified by means of Theorem 2.1. Note that $m_{n}(g)$ now is a centered Gaussian process. As a consequence of Sudakov's lower bound (Theorem 2.1), we have
$\mathbb{E} \sup _{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(g\left(X_{i}\right)-g_{0}\left(X_{i}\right)\right) \geq C_{S} \mathbb{E} \frac{\delta \sqrt{H_{2}\left(\delta, P_{n}, \mathcal{G}\right)}}{\sqrt{n}}$ for all $\delta>0$,
where the expectation on the right is taken with respect to $P^{n}$, the nfold product measure of $P$. Hence by Chebyshev's inequality, we find for any $\alpha>0, \delta>0$,

$$
\mathbb{P}\left\{\sqrt{H_{2}\left(\delta, P_{n}, \mathcal{G}\right)}>\alpha \sqrt{n}\right\} \leq\left(C_{S} \delta \alpha\right)^{-1} \mathbb{E} \sup _{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(g\left(X_{i}\right)-g_{0}\left(X_{i}\right)\right) .
$$

Application of the Cauchy-Schwarz inequality yields

$$
\begin{gathered}
\sup _{n} \mathbb{E}\left(\left\|n^{-1 / 2} m_{n}(g)\right\|_{\mathcal{G}}\right)^{2} \leq \quad \sup _{n} \mathbb{E}\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2}\right) \cdot \mathbb{E}\left(\frac{1}{n} \sum_{i=1}^{n}\left(2 G\left(X_{i}\right)\right)^{2}\right) \\
=4 \mathbb{E} G^{2}\left(X_{1}\right)<\infty .
\end{gathered}
$$

By elementary arguments (see e.g. Billingsley [3], p.348), $\left\|n^{-1 / 2} m_{n}(g)\right\|_{\mathcal{G}}$ is uniformly integrable. Hence the almost sure convergence (4.14) implies convergence in mean of $\left\|n^{-1 / 2} m_{n}(g)\right\|_{\mathcal{G}}$. The global entropy condition follows from Chebyshev's inequality above.

Remark 4.2 Since $G \in L^{2}(P)$, the entropy assumption (4.12) is equivalent with $H_{1}\left(\delta, P_{n}, \mathcal{G}\right)=\mathcal{O}_{P}(n)$ for all $\delta>0$ (cf. Theorem 2.5). As a result, Theorem 4.1 can also be stated in terms of $L^{1}\left(P_{n}\right)$ entropy numbers.

Remark 4.3 Example 4.1 shows that it is essential to require the consistency (4.11) for all $\sigma \in \mathbb{R}$.

It should be noted that negative values for $\sigma$ are needed to conduct the proof of Theorem 4.1. Alternatively, we could assume symmetric errors $\varepsilon_{i}$, i.e. $\mathbb{P}\left\{\varepsilon_{1} \in B\right\}=\mathbb{P}\left\{-\varepsilon_{1} \in B\right\}$ for every Borel set $B$, and consider only positive $\sigma$.

It has become apparent that minimizing the sum of squares $S_{n}(\cdot)$ over a Glivenko-Cantelli class produces an $L^{2}\left(P_{n}\right)$-consistent estimator, whereas essentially larger classes will give inconsistency. There is one unpleasant detail: the assumption $G \in L^{2}(P)$ is very restrictive. It even rules out the familiar case of parametric linear regression. The following lemma reveals, however, that at least every subclass of $\mathcal{G}$ with a $P$-square integrable envelope should be a Glivenko-Cantelli class, as is the case for linear regression.

Lemma 4.1 Consider model 1. Suppose $d_{n}\left(\hat{g}, g_{0}\right) \xrightarrow{\text { a.s. }} 0$ for all $\sigma \in \mathbb{R}$. Then for every subclass $\mathcal{G}^{*} \subset \mathcal{G}$ with envelope $G^{*} \in L^{2}(P)$ and $g_{0} \in \mathcal{G}^{*}$, we have that $\mathcal{G}^{*}$ is a Glivenko-Cantelli class.

Proof of Lemma 4.1. From the almost sure convergence (4.16), we have

$$
\sup _{g \in \mathcal{G}^{*}} L_{n}(g) \xrightarrow{\text { a.s.s. }} 0
$$

since $\mathcal{G}^{*} \subset \mathcal{G}$. Repeat the same arguments as in the proof of Theorem 4.1 with $\mathcal{G}$ and $G$ replaced by $\mathcal{G}^{*}$ and $G^{*}$ respectively.

Remark 4.4 The uniform convergence $\left\|\int g d\left(P_{n}-P\right)\right\|_{\mathcal{G}} \xrightarrow{\text { a.s. }} 0$ is certainly not necessary for obtaining consistent least squares estimators. We only mention that by a result due to Van de Geer the conditions in Proposition 4.1 can be relaxed considerably. By introducing scaled versions $f=f(g)=g /\left(1+\|g\|_{2}\right)$ of $g \in \mathcal{G}$, it is possible to circumvent the envelope restriction and strong $L^{2}(P)$ consistency is established. See Van de Geer [39], Theorem 1.2, p.590.

### 4.2 Main result

We would like to extend Theorem 4.1 and Lemma 4.1 by dropping the envelope assumption. Since the restriction that $G$ is in $L^{2}(P)$ is a necessary condition for characterizing the Glivenko-Cantelli property of a class $\mathcal{G}$, we lose a powerful tool when using the empirical process approach. Nevertheless, it appears that such conditions are indeed unnecessary technical restrictions, although the standard results of the theory of empirical processes are no longer applicable. Moreover, the entropy conditions can also be weakened.

In contrast with the previous section, we consider the case of fixed design, in other words we assume that $P_{n}$ is a deterministic measure. We emphasize this by using lower case characters $x_{1}, \ldots, x_{n}$ for the design. The stochastic counterpart where $X_{1}, X_{2}, \ldots$ are i.i.d. follows directly because no restrictions on the design are imposed apart from the entropy
assumptions.

## Model 2.

$$
\begin{equation*}
Y_{i}=g_{0}\left(x_{i}\right)+\sigma \varepsilon_{i} \quad(i=1, \ldots, n) . \tag{4.17}
\end{equation*}
$$

- $x_{1}, x_{2}, \ldots$ is a sequence in $\mathbb{R}^{k}$;
- $\varepsilon_{i}$ are i.i.d. with probability distribution $K$ on $\mathbb{R}, \mathbb{E} \varepsilon_{1}=0$ and $\mathbb{E} \varepsilon_{1}^{2}=1 ;$
- $g_{0} \in \mathcal{G}$.

The first result of this section shows that under certain entropy conditions consistency of the least squares estimator follows. Instead of considering the entropy of the entire space $\mathcal{G}$, the entropy of the subset

$$
\mathcal{G}_{n}(R)=\left\{g \in \mathcal{G}: d_{n}\left(g, g_{0}\right) \leq R\right\}
$$

is what really counts. This is a consequence of the fact that $d_{n}\left(\hat{g}, g_{0}\right)$ is almost surely bounded for all $n$ sufficiently large. Indeed from the minimizing property

$$
S_{n}(\hat{g}) \leq S_{n}(g) \text { for all } g \in \mathcal{G}
$$

we have in particular $S_{n}(\hat{g}) \leq S_{n}\left(g_{0}\right)$ (cf. (4.5)). Rewriting this inequality gives $d_{n}^{2}\left(\hat{g}, g_{0}\right) \leq 2\left|\sigma n^{-1 / 2} m_{n}(\hat{g})\right|$ (cf. (4.6)). Application of the Cauchy-Schwarz inequality yields $d_{n}\left(\hat{g}, g_{0}\right) \leq 2|\sigma| \sqrt{n^{-1} \sum_{i=1}^{n} \varepsilon_{i}^{2}} \xrightarrow{\text { a.s. }}$ $2|\sigma|$.

Theorem 4.2 Consider regression model 2. The entropy condition

$$
\begin{equation*}
n^{-1} H_{1}\left(\delta, P_{n}, \mathcal{G}_{n}(R)\right) \rightarrow 0 \quad \forall \delta>0, R>0 \tag{4.18}
\end{equation*}
$$

implies strong $L^{2}\left(P_{n}\right)$-consistency of the least squares estimator.
The necessity of (4.18) is captured in the following theorem. We need an additional assumption on the distribution of the disturbances $\varepsilon_{1}, \ldots, \varepsilon_{n}$.

Theorem 4.3 Consider model 2. Assume that the error-distribution $K$ contains no atoms. If we have

$$
\begin{equation*}
d_{n}\left(\hat{g}, g_{0}\right) \xrightarrow{P} 0 \quad \forall \sigma \in \mathbb{R}, \tag{4.19}
\end{equation*}
$$

then the local entropy numbers fulfill (4.18).

Combination of Theorem 4.2 and Theorem 4.3 obviously yields
Corollary 4.1 Consider model 2. In addition, assume that the distribution of $\varepsilon_{1}$ contains no atoms. The following statements are equivalent:

1. $d_{n}\left(\hat{g}, g_{0}\right) \xrightarrow{P} 0 \quad \forall \sigma \in \mathbb{R}$;
2. $d_{n}\left(\hat{g}, g_{0}\right) \xrightarrow{\text { a.s. }} 0 \quad \forall \sigma \in \mathbb{R}$;
3. $n^{-1} H_{1}\left(\delta, P_{n}, \mathcal{G}_{n}(R)\right) \rightarrow 0 \quad \forall \delta>0, R>0$.

Proof. The implication (3) $\rightarrow(2)$ is given Theorem 4.2, (2) $\rightarrow(1)$ is obvious and $(1) \rightarrow(3)$ follows from Theorem 4.3.

The remainder of this section is devoted to the proofs of our results. We set out with a probabilistic result, concerning an exponential upper bound for the supremum of the empirical process $m_{n}(g)$ over the subspace $\mathcal{G}_{n}(R), R>0$.

## Lemma 4.2 (exponential bound for bounded random variables)

Let $\left|\varepsilon_{1}\right|$ be almost surely bounded by $C>0$. Then the local entropy condition (4.18) implies

$$
\begin{equation*}
\mathbb{P}\left\{\sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1 / 2} m_{n}(g)\right|>a\right\} \leq 2 \exp \left(-\frac{1}{4} \frac{n a^{2}}{C^{2} R^{2}}\right) \tag{4.20}
\end{equation*}
$$

for $n \geq n_{0}(C, R, a)$.
Proof. From Hoeffding's inequality (Lemma 2.3), we have for each $g \in L^{2}\left(P_{n}\right)$

$$
\begin{equation*}
\mathbb{P}\left\{\left|n^{-1 / 2} m_{n}(g)\right| \geq a\right\} \leq 2 \exp \left(-\frac{1}{2} \frac{n a^{2}}{C^{2} d_{n}^{2}\left(g, g_{0}\right)}\right) \tag{4.21}
\end{equation*}
$$

Let $\left\{g_{i}\right\}_{i=1}^{M}$ be the minimal $a /(2 C)$-covering net of $\mathcal{G}_{n}(R)$ with respect to the $L^{1}\left(P_{n}\right)$-distance, so $M=N_{1}\left((a / 2 C), P_{n}, \mathcal{G}_{n}(R)\right)$ and for every $g \in \mathcal{G}_{n}(R)$ there exists a $g^{*} \in\left\{g_{i}\right\}$ such that $(1 / n) \sum_{i=1}^{n}\left|g\left(x_{i}\right)-g^{*}\left(x_{i}\right)\right| \leq$ $a /(2 C)$. But then $n^{-\frac{1}{2}}\left|m_{n}(g)-m_{n}\left(g^{*}\right)\right| \leq(a / 2)$ holds, since $\varepsilon_{i}$ are bounded by $C$. By virtue of the triangle inequality, we have

$$
\begin{aligned}
& \mathbb{P}\left\{\sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1 / 2} m_{n}(g)\right|>a\right\} \\
&=\mathbb{P}\left\{\sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1 / 2} m_{n}(g)-n^{-1 / 2} m_{n}\left(g^{*}\right)+n^{-1 / 2} m_{n}\left(g^{*}\right)\right|>a\right\} \\
& \leq \mathbb{P}\left\{\max _{1 \leq i \leq M}\left|n^{-1 / 2} m_{n}\left(g_{i}\right)\right|>\frac{a}{2}\right\} \\
& \leq 2 \exp \left(H_{1}\left(\frac{a}{2 C}, P_{n}, \mathcal{G}_{n}(R)\right)-\frac{1}{2} \frac{n a^{2}}{C^{2} R^{2}}\right) \\
& \leq 2 \exp \left(-\frac{1}{4} \frac{n a^{2}}{C^{2} R^{2}}\right) \\
& \text { for } n \geq n(C, R, a) .
\end{aligned}
$$

Proof of Theorem 4.2. We have to prove the consistency for all $\sigma \in \mathbb{R}$. Fix $\sigma \in \mathbb{R}$. From the inequality $L_{n}(\hat{g} ; \sigma) \geq L_{n}\left(g_{0} ; \sigma\right)$ and the Cauchy-Schwarz inequality,

$$
\begin{equation*}
d_{n}^{2}\left(\hat{g}, g_{0}\right) \leq 2|\sigma| \cdot\left|n^{-1 / 2} m_{n}(\hat{g})\right| \leq 2|\sigma| \cdot\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2}\right)^{1 / 2} \cdot d_{n}\left(\hat{g}, g_{0}\right) \cdot(4 \tag{4.22}
\end{equation*}
$$

This inequality and the almost sure convergence $n^{-1} \sum_{i=1}^{n} \varepsilon_{i}^{2} \xrightarrow{\text { a.s }} 1 \mathrm{im}$ ply that $d_{n}\left(\hat{g}, g_{0}\right) \leq 4|\sigma|$ almost surely for all sufficiently large $n$, and that

$$
d_{n}^{2}\left(\hat{g}, \dot{g}_{0}\right) \leq \sup _{g \in \mathcal{G}_{n}(4|\sigma|)} 2|\sigma| \cdot\left|n^{-1 / 2} m_{n}(g)\right| .
$$

Hence it is enough to show that $\sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1 / 2} m_{n}(g)\right| \xrightarrow{\text { a.s. }} 0$ for all $R>0$.

Truncation device.
The error terms $\varepsilon_{1}, \ldots, \varepsilon_{n}$ are generally not bounded. Therefore we need a truncation device in order to use Lemma 4.2. In general, let $C$
be positive and define

$$
\left(\varepsilon_{i}\right)_{C}=\varepsilon_{i} I\left\{-C \leq \varepsilon_{i} \leq C\right\}-\mathbb{E} \varepsilon_{i} I\left\{-C \leq \varepsilon_{i} \leq C\right\}, \quad i=1, \ldots, n(4.23)
$$

Obviously $\mathbb{E}\left(\varepsilon_{1}\right)_{C}=0$, and $\mathbb{E}\left(\varepsilon_{1}-\left(\varepsilon_{1}\right)_{C}\right)^{2}$ can be made arbitrarily small by taking $C$ sufficiently large.

On the set $B_{n}=\left\{n^{-1} \sum_{i=1}^{n}\left(\varepsilon_{i}-\left(\varepsilon_{i}\right)_{C}\right)^{2}<(a / 2 R)^{2}\right\}$ we have

$$
\sup _{g \in \mathcal{G}_{n}(R)}\left|\frac{1}{n} \sum_{i=1}^{n}\left(\varepsilon_{i}-\left(\varepsilon_{i}\right)_{C}\right)\left(g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)\right| \leq \frac{a}{2}
$$

by the Cauchy-Schwarz inequality. Notice that by Kolmogorov's strong law of large numbers

$$
\frac{1}{n} \sum_{i=1}^{n}\left(\varepsilon_{i}-\left(\varepsilon_{i}\right)_{C}\right)^{2} \xrightarrow{\text { a.s. }} \mathbb{E}\left(\varepsilon_{1}-\mathbb{E}\left(\varepsilon_{1}\right)_{C}\right)^{2}
$$

and for $C$ sufficiently large, we have

$$
\mathbb{E}\left(\varepsilon_{1}-\left(\varepsilon_{1}\right)_{C}\right)^{2}<\frac{1}{2}\left(\frac{a}{2 R}\right)^{2} .
$$

Thus for fixed positive numbers $a$ and $R$,

$$
\mathbb{P}\left\{\limsup _{n \rightarrow \infty} B_{n}^{c}\right\}=0
$$

Next, we derive after an application of the triangle inequality that

$$
\begin{aligned}
& \mathbb{P}\left\{\limsup _{n \rightarrow \infty} \sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1 / 2} m_{n}(g)\right|>a\right\} \\
& \leq \mathbb{P}\left\{\limsup _{n \rightarrow \infty} \sup _{g \in \mathcal{G}_{n}(R)}\left|\frac{1}{n} \sum_{i=1}^{n}\left(\varepsilon_{i}\right)_{C}\left(g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)\right|>\frac{a}{2}\right\}+ \\
& +\mathbb{P}\left\{\limsup _{n \rightarrow \infty} B_{n}^{c}\right\} .
\end{aligned}
$$

As a result of the exponential bound (4.20),

$$
\sum_{n=1}^{\infty} \mathbb{P}\left\{\sup _{g \in \mathcal{G}_{n}(R)}\left|\frac{1}{n} \sum_{i=1}^{n}\left(\varepsilon_{i}\right)_{C}\left(g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)\right|>\frac{a}{2}\right\}<\infty
$$

Application of the Borel-Cantelli lemma completes the proof.

Proof of Theorem 4.3. Fix $R>0$. The Cauchy-Schwarz inequality yields

$$
\left|L_{n}(g ; \sigma)\right| \leq 2|\sigma| d_{n}\left(g, g_{0}\right) \cdot\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2}\right)^{1 / 2}+d_{n}^{2}\left(g, g_{0}\right)
$$

Therefore, for all $\sigma \in \mathbb{R}$, we have $\sup _{g \in \mathcal{G}} L_{n}(g ; \sigma) \xrightarrow{P} 0$, and since $\mathcal{G}_{n}(R) \subset \mathcal{G}$ also $\sup _{g \in \mathcal{G}_{n}(R)} L_{n}(g ; \sigma) \xrightarrow{P} 0$. Next, notice that

$$
\sup _{g \in \mathcal{G}_{n}(R)}\left(2 \sigma n^{-1 / 2} m_{n}(g)\right)-R^{2} \leq \sup _{g \in \mathcal{G}_{n}(R)} L_{n}(g ; \sigma) \xrightarrow{P} 0 .
$$

Hence for every $\sigma \in \mathbb{R}$,

$$
0 \leq 2\left(\sup _{g \in \mathcal{G}_{n}(R)} \sigma n^{-1 / 2} m_{n}(g)\right) \leq R^{2}+L_{n}(\hat{g} ; \sigma) \xrightarrow{P} R^{2} .
$$

It follows that $\sup _{\mathcal{G}_{n}(R)}\left|n^{-1 / 2} m_{n}(g)\right| \xrightarrow{P} 0$. By the Cauchy-Schwarz inequality,
$\sup _{n} \mathbb{E}\left(\sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1 / 2} m_{n}(g)\right|\right)^{2} \leq \sup _{n} \mathbb{E}\left(\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2}\right)^{1 / 2} \cdot R\right)^{2}=R^{2}$.
This implies that $\sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1 / 2} m_{n}(g)\right|$ is uniformly integrable, and hence

$$
\begin{equation*}
\mathbb{E} \sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1 / 2} m_{n}(g)\right| \rightarrow 0 \tag{4.25}
\end{equation*}
$$

Symmetrization device.
Let $\varepsilon_{i}^{*}$ be independent copies of $\varepsilon_{i}$ and let $\tau_{i}$ be a Rademacher sequence (cf. Section 2.5), independent of the sequences $\varepsilon_{i}$ and $\varepsilon_{i}^{*}$ ( $i=1, \ldots, n$ ). Note that the probability distribution of the quantity $\sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1} \sum_{i=1}^{n}\left(\varepsilon_{i}-\varepsilon_{i}^{*}\right)\left(g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)\right|$ is the same as the one of $\sup _{g \in \mathcal{G}_{n}(R)}\left|n^{-1} \sum_{i=1}^{n} \tau_{i}\left(\varepsilon_{i}-\varepsilon_{i}^{*}\right)\left(g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)\right|$. Hence by (4.25) and the triangle inequality we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{g \in \mathcal{G}_{n}(R)}\left|\frac{1}{n} \sum_{i=1}^{n} \tau_{i}\left(\varepsilon_{i}-\varepsilon_{i}^{*}\right)\left(g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)\right| \rightarrow 0 \tag{4.26}
\end{equation*}
$$

and therefore, by Markov's inequality,

$$
\begin{align*}
& \mathbb{E}\left(\left.\sup _{g \in \mathcal{G}_{n}(R)}\left|\frac{1}{n} \sum_{i=1}^{n} \tau_{i}\left(\varepsilon_{i}-\varepsilon_{i}^{*}\right)\left(g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)\right| \right\rvert\, \varepsilon_{i}-\varepsilon_{i}^{*}, 1 \leq i \leq n\right) \\
& \quad \xrightarrow{P} 0 . \tag{4.27}
\end{align*}
$$

Let $\tilde{Q}_{n}$ be the empirical probability measure based on $\left(x_{i}, \varepsilon_{i}-\varepsilon_{i}^{*}\right)$, i.e. it puts mass $1 / n$ at each $\left(x_{i}, \varepsilon_{i}-\varepsilon_{i}^{*}\right)$. Set $f\left(x_{i}, \varepsilon_{i}-\varepsilon_{i}^{*} ; g\right)=$ $\left(\varepsilon_{i}-\varepsilon_{i}^{*}\right)\left(g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)$ with $g \in \mathcal{G}_{n}(R)$, and $\mathcal{F}_{n}(R)=\{f(\cdot, \cdot ; g): g \in$ $\left.\mathcal{G}_{n}(R)\right\}$. By Corollary 4.14 in Ledoux \& Talagrand [27], p.116, we find that (4.27) implies $n^{-1} H_{2}\left(\delta, \tilde{Q}_{n}, \mathcal{F}_{n}(R)\right) \xrightarrow{P} 0$ for all $\delta>0$.

Let $\mathcal{G}^{A}=\left\{g_{1}, \ldots, g_{D}\right\}$ be a maximal set in $\mathcal{G}_{n}(R)$ (a priori possibly with infinite cardinality) such that the $L^{1}\left(P_{n}\right)$-distance between every pair in $\mathcal{G}^{A}$ is larger than $2 \delta$, i.e.

$$
\begin{equation*}
\int|g-\tilde{g}| d P_{n}>2 \delta \quad \text { for each } g, \tilde{g} \in \mathcal{G}^{A}, g \neq \tilde{g} . \tag{4.28}
\end{equation*}
$$

By the regularity condition on the error distribution, there exists an $\eta>0$ such that $\mathbb{P}\left\{\left|\varepsilon-\varepsilon^{*}\right| \leq \eta\right\} \leq \delta^{2} /\left(4 R^{2}\right)$. Then we have almost surely, for large $n$

$$
\begin{aligned}
& \int\left|\varepsilon-\varepsilon^{*}\right||(g-\tilde{g})(x)| d \tilde{Q}_{n}\left(x, \varepsilon-\varepsilon^{*}\right) \geq \\
& \geq \eta\left[\int|g-\tilde{g}| d P_{n}-\int|(g-\tilde{g})(x)| I\left\{\left|\varepsilon-\varepsilon^{*}\right| \leq \eta\right\} d \tilde{Q}_{n}\left(x, \varepsilon-\varepsilon^{*}\right)\right] \geq \\
& \geq \eta\left[\int|g-\tilde{g}| d P_{n}-2 R\left(\frac{1}{n} \sum_{i=1}^{n} I\left\{\left|\varepsilon_{i}-\varepsilon_{i}^{*}\right| \leq \eta\right\}\right)^{1 / 2}\right] \geq \\
& \geq \eta\left[\int|g-\tilde{g}| d P_{n}-2 R \sqrt{2 \mathbb{P}\left\{\left|\varepsilon-\varepsilon^{*}\right| \leq \eta\right\}}\right] \geq \\
& \geq \eta \delta .
\end{aligned}
$$

Consequently, by the relation (2.1) between packing and covering numbers and the maximality property of packing numbers, we obtain almost surely for $n$ large

$$
\begin{aligned}
& N_{1}\left(2 \delta, P_{n}, \mathcal{G}_{n}(R)\right) \leq D_{1}\left(2 \delta, P_{n}, \mathcal{G}_{n}(R)\right)=\left|\mathcal{G}^{A}\right| \leq \\
& D_{1}\left(\eta \delta, \tilde{Q}_{n}, \mathcal{F}_{n}(R)\right) \leq N_{2}\left(\eta \delta / 2, \tilde{Q}_{n}, \mathcal{F}_{n}(R)\right) .
\end{aligned}
$$

As a result, (4.18) holds true. This concludes the proof.

Remark 4.5 The technical condition on the error distribution $K$ (it should contain no atoms) can be replaced by assuming that $\varepsilon_{1}$ is symmetric around 0 in combination with $\mathbb{P}\left(\varepsilon_{1}=0\right)=0$. This follows from the proof of Theorem 4.3 by noting that in this case $\varepsilon_{1}$ and $\tau \varepsilon_{1}$ have the same distribution, where $\tau$ is an independent Rademacher variable. As a result we can skip the symmetrization device and invoke the result of Ledoux \& Talagrand directly. Moreover, it suffices to require the consistency (4.19) only for $\sigma>0$ (cf. Remark 4.3).

It should be noted that Theorem 4.3 and Corollary 4.1 can be stated in terms of $L^{2}\left(P_{n}\right)$ entropy conditions as well. This observation parallels Remark 4.2.

Corollary 4.2 The following statements are equivalent:

$$
\begin{align*}
& H_{1}\left(\delta, P_{n}, \mathcal{G}_{n}(R)\right)=\mathcal{O}(n) \text { for all } \delta>0, R>0 ;  \tag{4.29}\\
& H_{2}\left(\delta, P_{n}, \mathcal{G}_{n}(R)\right)=\mathcal{O}(n) \text { for all } \delta>0, R>0 . \tag{4.30}
\end{align*}
$$

Proof. The relation (4.30) $\Longrightarrow$ (4.29) follows from $d_{n, 1}(f, g) \leq d_{n, 2}(f, g)$.
As a result of Theorem 4.2, the $L^{1}\left(P_{n}\right)$ entropy condition (4.29) implies the consistency (4.19) of the least squares estimator in the regression problem. In case the error distribution in our regression problem is standard normal, we shall prove that the consistency (4.19) implies (4.30). For $K=\mathcal{N}(0,1), m_{n}(\cdot)$ is a centered Gaussian process. This property makes it feasible to apply Sudakov's lower bound (Theorem 2.1), yielding

$$
\begin{equation*}
\mathbb{E} \sup _{g \in \mathcal{G}_{n}(R)} m_{n}(g) \geq C \sup _{\delta>0} \delta \sqrt{H_{2}\left(\delta, P_{n}, \mathcal{G}_{n}(R)\right)}, \tag{4.31}
\end{equation*}
$$

for some numerical constant $C>0$. The local entropy condition (4.30) in $L^{2}\left(P_{n}\right)$ now follows from (4.25). Thus we have proved that in the regression model with Gaussian errors, the entropy statements (4.29) and (4.30) are the same. Since these statements do not depend on $\varepsilon_{i}$, but solely on the metric structure of $\mathcal{G}_{n}(R)$, the result follows.

### 4.3 Some extensions

We shall briefly discuss some possible extensions. First we note that in applications of nonparametric regression, the parameter space often depends on the number of observations $n$. Second, the design points may form a triangular array $x_{n 1}, \ldots, x_{n n}$ rather than a sequence $x_{1}, x_{2}, \ldots$ . Extension of our results in these directions is straightforward, due to the power of the methods borrowed from empirical process theory (cf. Van de Geer [40] and Pollard [37]). We omit further details.

### 4.3.1 The heteroscedastic case

Consider model 2 (deterministic design) where the errors are independent, but not necessarily identically distributed. In particular, we discuss the so-called heteroscedastic case.

## Model 3.

$$
\begin{equation*}
Y_{i}=g_{0}\left(x_{i}\right)+\sigma \varepsilon_{i} \quad(i=1, \ldots, n) . \tag{4.32}
\end{equation*}
$$

- $x_{1}, x_{2}, \ldots$ is a sequence in $\mathbb{R}^{k}$;
- $\varepsilon_{i}$ are independent with probability distributions $K_{i}$ on $\mathbb{R} ; \mathbb{E} \varepsilon_{i}=$ $0, \mathbb{E} \varepsilon_{i}^{2}=\sigma_{i}^{2},(i=1, \ldots, n)$, and there exists $m>2$ such that

$$
\begin{equation*}
\sup _{i \geq 1} \mathbb{E}\left|\varepsilon_{i}\right|^{m}<\infty \tag{4.33}
\end{equation*}
$$

- $g_{0} \in \mathcal{G}$.

We wish to extend Corollary 4.1 to cover this model 3 also.
A closer look at the proof of Theorem 4.2 reveals that a crucial step is the almost sure convergence

$$
\begin{equation*}
\lim _{C \rightarrow \infty} \limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n}\left(\varepsilon_{i}-\left(\varepsilon_{i}\right)_{C}\right)^{2}=0 \quad \text { a.s. } \tag{4.34}
\end{equation*}
$$

where $\left(\varepsilon_{i}\right)_{C}$ is defined as in (4.23). This enables us to employ the truncation device as Lemma 4.2 holds true for any sequence of random variables, provided they are independent and uniformly bounded.

As far as the necessity of the entropy condition is concerned (cf. Theorem 4.3), only formula (4.29) needs modification. To be more precise, the averages

$$
\frac{1}{n} \sum_{i=1}^{n} I\left\{\left|\varepsilon_{i}-\varepsilon_{i}^{*}\right|<\eta\right\}
$$

need to be small for small $\eta>0$ and for $n$ sufficiently large. It is quite obvious that we need a fraction of the observations $\varepsilon_{1}, \ldots, \varepsilon_{n}$ larger than $\eta>0$ to obtain knowledge about $\int|g(x)| d P_{n}(x)$ from $\int|g(x) \varepsilon| d Q_{n}(x, \varepsilon)$.

Corollary 4.3 Consider regression model 3. Suppose that the sequence

$$
\begin{equation*}
l_{n}(\eta):=\frac{1}{n} \sum_{i=1}^{n} \mathbb{P}\left\{\left|\varepsilon_{i}-\varepsilon_{i}^{*}\right|<\eta\right\} \tag{4.35}
\end{equation*}
$$

is equicontinuous at $\eta=0$. Then the following two statements are equivalent

$$
\begin{align*}
& d_{n}\left(\hat{g}, g_{0}\right) \xrightarrow{\text { a.s.s }} 0 \quad \forall \sigma \in \mathbb{R} ;  \tag{4.36}\\
& n^{-1} H_{1}\left(\delta, P_{n}, \mathcal{G}_{n}(R)\right) \rightarrow 0 \quad \forall \delta>0, R>0 . \tag{4.37}
\end{align*}
$$

Proof. The proof will parallel that of the one given in full detail for the i.i.d. situation. For this reason we concentrate on the differences.

Sufficiency part. We now have almost surely $d_{n}\left(\hat{g}, g_{0}\right) \leq 4|\sigma| \max _{i \leq n}\left|\sigma_{i}\right|$ for $n$ sufficiently large. Because the $\varepsilon_{i}$ are uniformly square integrable in view of (4.33), there exists $C>0$ such that

$$
\sup _{i \geq 1} \mathbb{E}\left(\varepsilon_{i}-\left(\varepsilon_{i}\right)_{C}\right)^{2} \leq \frac{1}{2}\left(\frac{a}{2 R}\right)^{2},
$$

where $\left(\varepsilon_{i}\right)_{C}$ is given by formula (4.23). From e.g. Petrov [34], we see that (4.34) holds. Hence for the event $B_{n}=\left\{n^{-1} \sum_{i=1}^{n}\left(\varepsilon_{i}-\left(\varepsilon_{i}\right)_{C}\right)^{2} \leq\right.$ $\left.(a / 2 R)^{2}\right\}$, we have
$\mathbb{P}\left\{\lim \sup _{n \rightarrow \infty} B_{n}\right\}=1$, and the truncation device can be performed successfully. Since Hoeffding's inequality (4.21) holds true for independent, not necessarily identically distributed random variables, the remainder of the proof parallels the proof of Theorem 4.2.
Necessity part. The reasoning for model 2 remains valid, apart from the
fact that $H_{1}\left(\delta, \tilde{Q}_{n}, \mathcal{F}_{n}(R)\right)=\mathcal{O}(n)$ for all $R>0, \delta>0$ yields the same statement with $\tilde{Q}_{n}$ and $\mathcal{F}_{n}(R)$ replaced by $P_{n}$ and $\mathcal{G}_{n}(R)$. But since we have

$$
\left|\frac{1}{n} \sum_{i=1}^{n} I\left\{\left|\varepsilon_{i}-\varepsilon_{i}^{*}\right|<\eta\right\}-\frac{1}{n} \sum_{i=1}^{n} \mathbb{P}\left\{\left|\varepsilon_{i}-\varepsilon_{i}^{*}\right|<\eta\right\}\right| \xrightarrow{\text { a.s }} 0,
$$

the result follows immediately from formula (4.29) and condition (4.35).

### 4.3.2 Sieves

We now focus our attention on "sieved" least squares estimation which may be useful in situations where the class $\mathcal{G}$ is too large in the sense that the entropy condition (4.18) is not met. Minimizing the sum of squares

$$
S_{n}(g)=n^{-1} \sum_{i=1}^{n}\left(Y_{i}-g\left(x_{i}\right)\right)^{2}
$$

over the entire class $\mathcal{G}$ may lead to an inconsistent estimate. This problem can be overcome by taking approximating spaces $\mathcal{G}^{(n)}$ which do satisfy the entropy condition (4.18). The least squares estimator obtained by this procedure will be written as $\tilde{g}$ to distinguish it from $\hat{g}$. Since $g_{0}$ is not necessarily an element of $\mathcal{G}^{(n)}$, we define $g_{0}^{(n)}$ as the projection of $g_{0}$ on $\mathcal{G}^{(n)}$; the approximating error will be denoted by $\alpha_{n}=\left\|g_{0}-g_{0}^{(n)}\right\|_{n}$. Observe that by the triangle inequality we have $\left\|\tilde{g}-g_{0}\right\|_{n} \geq\left\|\tilde{g}-g_{0}^{(n)}\right\|_{n}-\alpha_{n}$. Due to the minimizing property of $\tilde{g}$, we find that, for each $\eta>0$,

$$
\begin{aligned}
& \mathbb{P}\left\{\left\|\tilde{g}-g_{0}^{(n)}\right\|_{n}>\eta\right\} \leq \mathbb{P}\left\{\sup _{g \in \mathcal{G}^{(n)},\left\|g-g_{0}^{(n)}\right\|_{n} \geq \eta} S_{n}\left(g_{0}^{(n)}\right)-S_{n}(g) \geq 0\right\} \\
& \leq \mathbb{P}\left\{\sup _{g \in \mathcal{G}^{(n)},\left\|g-g_{0}^{(n)}\right\|_{n} \geq \eta} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(g-g_{0}^{(n)}\right)\left(x_{i}\right) \geq \frac{1}{2}\left(\eta^{2}-\alpha_{n} \eta\right)\right\} .
\end{aligned}
$$

It is now easily seen that consistency can be established under a slight modification of the entropy condition (4.18), where we replace $\mathcal{G}$ by its approximating class $\mathcal{G}^{(n)}$, provided the sequence $\alpha_{n}$ converges to zero.

Observe the trade-off between the approximation error and the size of the class $\mathcal{G}^{(n)}$. For consistency issues, it is enough to assume that $\alpha_{n}=$ $\mathcal{O}(1)$. However, if one is interested in the rate of convergence, the matter becomes more delicate. One can prove that if $H_{2}\left(\delta_{n}, P_{n}, \mathcal{G}_{n}^{(n)}\left(R \delta_{n}\right)\right) \asymp$ $n \delta_{n}^{2}$, the approximation error $\alpha_{n}$ should be of order $\mathcal{O}\left(\delta_{n}\right)$ if the desired rate is $\left\|\tilde{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(\delta_{n}\right)$. See Van de Geer [45] for details.

### 4.3.3 Uniform consistency

In this subsection we shall work within the regression framework with deterministic design, but - in contrast with the preceding sections - we employ a different notion of consistency. We shall state our results in terms of the more restrictive uniform $L^{2}\left(P_{n}\right)$ consistency. This is in the spirit of related work of Birgé [4] and Ibragimov \& Has'minskii [22]. Let us formulate the definition of uniform consistency.

Definition 4.2 Let $(\Theta, d)$ be a pseudo-metric space. A sequence of estimators $\hat{\theta}_{n}$ is called uniformly d-consistent if and only if for each $\varepsilon>0$

$$
\limsup _{n \rightarrow \infty} \sup _{\theta \in \Theta} P_{\theta}\left\{d\left(\hat{\theta}_{n}, \theta\right)>\varepsilon\right\}=0 .
$$

A sufficient entropy condition for uniform $L^{2}\left(P_{n}\right)$ consistency of the least squares estimator can be established relatively easily. For this matter we define

$$
\mathcal{G}_{n}(g ; R)=\left\{h \in \mathcal{G}: d_{n}(g, h) \leq R\right\}, g \in \mathcal{G}, R>0 .
$$

Theorem 4.4 Consider model 3 with $\sigma=1$. Uniform $L^{2}\left(P_{n}\right)$ consistency of the least squares estimator is implied by the uniform entropy condition

$$
\begin{equation*}
\sup _{g \in \mathcal{G}} H_{1}\left(\delta, P_{n}, \mathcal{G}_{n}(g ; R)\right)=\mathcal{O}(n), \forall \delta>0, \forall R>0 . \tag{4.38}
\end{equation*}
$$

Proof. We follow the steps of the proofs of Theorem 4.2 and Corollary 4.3. First note that we still have $d_{n}(\hat{g}, g) \leq 2\left(n^{-1} \sum_{i=1}^{n} \varepsilon_{i}^{2}\right)^{1 / 2}$, where the right-hand side is independent of $g$.

Second, the maximal inequality (4.20) can easily be extended in the uniform sense

$$
\sup _{g \in \mathcal{G}} \mathbb{P}_{g}\left\{\sup _{h \in \mathcal{G}_{n}(g ; R)}\left|n^{-1 / 2} m_{n}(h)\right|>a\right\} \leq 2 \exp \left(-\frac{1}{4} \frac{n a^{2}}{C^{2} R^{2}}\right)
$$

by exploiting the uniformity property of the entropy condition (4.38).
Finally, we remark that the truncation device as used in the proof of Theorem 4.2 can be implemented without change since it is solely based on the sequence $\varepsilon_{1}, \ldots, \varepsilon_{n}$.

With these modifications we can argue as in the proofs of Theorem 4.2 and Corollary 4.3.

For some special regression models, the necessity of the entropy condition (4.38) follows from Fano's lemma (see e.g. Ibragimov \& Has'minskii [22], Birgé [4], Devroye [8]).

Lemma 4.3 (Fano's Lemma) Let $P^{(1)}, \ldots, P^{(J)}$ be $J$ probability measures on a measurable space $(\mathcal{X}, \mathcal{A})$. Let $X$ be a random variable with probability measure $P \in\left\{P^{(1)}, \ldots, P^{(J)}\right\}$. Then for any decision rule $\psi: \mathcal{X} \rightarrow\{1,2, \ldots, J\}$ we have

$$
\begin{equation*}
\max _{1 \leq i \leq J} \mathbb{P}_{i}\{\psi(X) \neq i\} \geq 1-\frac{J^{-2} \sum \sum_{i, j} K\left(P^{(i)}, P^{(j)}\right)+\log 2}{\log (J-1)} \tag{4.39}
\end{equation*}
$$

where $K\left(P^{(i)}, P^{(j)}\right)$ is the Kullback-Leibler information, defined by

$$
K\left(P^{(i)}, P^{(j)}\right)= \begin{cases}\int \log \left(d P^{(i)} / d P^{(j)}\right) d P^{(i)} & \text { if } P^{(i)} \ll P^{(j)} \\ +\infty & \text { otherwise }\end{cases}
$$

Consider model 2 with the $\varepsilon_{i}$ normally $\mathcal{N}(0,1)$ distributed. Consequently, the vector $\left(Y_{1}, \ldots, Y_{n}\right)$ is normally distributed. We denote the probability measure of $\left(Y_{1}, \ldots, Y_{n}\right)$ by $P_{g}$, emphasizing the dependence on the regression function $g$. In this case we can compute the Kullback-Leibler number of $P_{g}$ and $P_{h}$ explicitly. We find

$$
\begin{aligned}
& K\left(P_{g}, P_{h}\right)= \\
& =\int \log \frac{\prod_{k=1}^{n} \varphi\left(y_{k}-g\left(x_{k}\right) / \sigma\right)}{\prod_{k=1}^{n} \varphi\left(y_{k}-h\left(x_{k}\right) / \sigma\right)} \prod_{k=1}^{n} \frac{1}{\sigma} \varphi\left(\frac{y_{k}-g\left(x_{k}\right)}{\sigma}\right) d\left(y_{1}, \ldots, y_{n}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{k=1}^{n} \int \log \frac{\varphi\left(y_{k}-g\left(x_{k}\right) / \sigma\right)}{\varphi\left(y_{k}-h\left(x_{k}\right) / \sigma\right)} \frac{1}{\sigma} \varphi\left(\frac{y_{k}-g\left(x_{k}\right)}{\sigma}\right) d y_{k} \\
& =\sum_{k=1}^{n}\left(g\left(x_{k}\right)-h\left(x_{k}\right)\right)^{2} /\left(2 \sigma^{2}\right)=n d_{n}^{2}(g, h) /\left(2 \sigma^{2}\right)
\end{aligned}
$$

where $\varphi$ denotes the standard normal density.
For $\delta>0, R>0$, let $\mathcal{G}_{n}^{(2 \delta)}(g ; R)=\left\{g_{1}, \ldots, g_{m}\right\}$ be a set of points in $\mathcal{G}_{n}(g ; R)$ with $d_{n}\left(g_{i}, g_{j}\right)>2 \delta, i \neq j$, where $m=D_{2}\left(2 \delta, P_{n}, \mathcal{G}_{n}(g ; R)\right)$ is the $2 \delta$-packing number of $\mathcal{G}_{n}(g ; R)$ with respect to $d_{n}$. Obviously,

$$
\begin{align*}
\sup _{g \in \mathcal{G}} \mathbb{P}_{g}\left\{\|g-\hat{g}\|_{n}>\delta\right\} & =\sup _{g \in \mathcal{G}} \sup _{f \in \mathcal{G}_{n}(g ; R)} \mathbb{P}_{f}\left\{\|f-\hat{f}\|_{n}>\delta\right\}  \tag{4.40}\\
& \geq \sup _{g \in \mathcal{G}, m(g) \geq 3} \max _{f \in \mathcal{G}_{n}^{(2 \delta)}(g ; R)} \mathbb{P}_{f}\left\{\|f-\hat{f}\|_{n}>\delta\right\} .
\end{align*}
$$

For any estimator $\hat{f}$ of the unknown function $f$ we define

$$
\psi\left(Y_{1}, \ldots, Y_{n}\right)= \begin{cases}f^{*} \in \mathcal{G}_{n}^{(2 \delta)}(g ; R) & \text { if }\left\|\hat{f}-f^{*}\right\|_{n} \leq \delta \\ \text { arbitrary } & \text { otherwise }\end{cases}
$$

It now follows easily from (4.40) and Lemma 4.3 that

$$
\begin{align*}
& \sup _{g \in \mathcal{G}} \mathbb{P}_{g}\left\{\|\hat{g}-g\|_{n}>\delta\right\} \geq  \tag{4.41}\\
& \geq \sup _{g \in \mathcal{G}, m(g) \geq 3} \max _{f \in \mathcal{G}_{n}^{(2 \delta)}(g ; R)} \mathbb{P}_{f}\left\{\psi\left(Y_{1}, \ldots, Y_{n}\right) \neq f\right\} \\
& \geq 1-\inf _{g \in \mathcal{G}, m(g) \geq 3} \frac{2 n(R / \sigma)^{2}+\log 2}{\log \left(D_{2}\left(2 \delta, P_{n}, \mathcal{G}_{n}(g ; R)\right)-1\right)} \\
& \geq 1-\inf _{g \in \mathcal{G}, m(g) \geq 3} \frac{4 n(R / \sigma)^{2}+2 \log 2}{\log \left(D_{2}\left(2 \delta, P_{n}, \mathcal{G}_{n}(g ; R)\right)\right)} .
\end{align*}
$$

The relation (2.1) between covering and packing numbers yields

$$
\begin{equation*}
\sup _{g \in \mathcal{G}} \mathbb{P}_{g}\left\{\|\hat{g}-g\|_{n}>\delta\right\} \geq 1-\inf _{g \in \mathcal{G}, m(g) \geq 3} \frac{4 n(R / \sigma)^{2}+2 \log 2}{H_{2}\left(2 \delta, P_{n}, \mathcal{G}_{n}(g ; R)\right)} \tag{4.42}
\end{equation*}
$$

These considerations yield the following result.
Theorem 4.5 Consider model 2. Let $\varepsilon_{i}$ be $\mathcal{N}(0,1)$ distributed. If for every $\delta>0$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{g \in \mathcal{G}} \mathbb{P}_{g}\left\{\|\hat{g}-g\|_{n}>\delta\right\}=0 \quad \forall \sigma>0 \tag{4.43}
\end{equation*}
$$

then the uniform entropy condition (4.38) must be satisfied.

Proof. If no $g \in \mathcal{G}$ exists with $m(g) \geq 3$, then (4.38) is trivially satisfied in view of (2.1). Otherwise, if the LSE is consistent in the strong sense that the left-hand side of (4.42) tends to zero, the entropy numbers should satisfy

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{g \in \mathcal{G}, m(g) \geq 3} \frac{H_{2}\left(2 \delta, P_{n}, \mathcal{G}_{n}(g ; R)\right)}{n R^{2}} \leq \frac{4}{\sigma^{2}} . \tag{4.44}
\end{equation*}
$$

Since (4.43) holds for all $\sigma>0$ and the left-hand side in (4.44) is independent of $\sigma$, the result follows.

## Chapter 5

## Rates of convergence

In the previous chapter we have dealt with consistency issues of the least squares estimator in various regression models. The natural continuation of our study is to investigate the rate of convergence of a consistent least squares estimator. In other words, the purpose is to find metric conditions on $\mathcal{G}$ which guarantee the existence of sequences $n^{-1 / 2} \leq$ $\delta_{n} \rightarrow 0$ such that

$$
\limsup _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left\{d_{n}\left(\hat{g}, g_{0}\right) \geq R \delta_{n}\right\}=0
$$

This chapter will be entirely devoted to this question.

### 5.1 Upper bounds

In the parametric case, i.e. the case where $\mathcal{G}$ can be parametrized by some subset $\Theta$ of the Euclidean space $\mathbb{R}^{k}$, the normalized sequence $\sqrt{n}\left(\hat{\theta}-\theta_{0}\right)$ typically has a limiting Gaussian distribution, where $\hat{g}(\cdot)=$ $g(\hat{\theta}, \cdot)$ and $g_{0}(\cdot)=g\left(\theta_{0}, \cdot\right)$. Thus the parametric least squares estimator converges with the optimal rate $n^{-1 / 2}$ under certain regularity conditions. It is well-known that if we try to estimate an infinite dimensional parameter, the problem usually becomes harder and as a result the convergence is in general slower; the rate is of order $n^{-\alpha}, \alpha<1 / 2$. In the nonparametric regression context, for instance, the rate is of order $n^{-1 / 3}$, if the regressors are monotone functions bounded in supremum norm by a constant. Another familiar example is the class of smooth
functions where the rate depends on the number of derivatives. More specifically, let $\mathcal{G}$ be defined as the set of all functions $g:[0,1] \rightarrow[0,1]$ with $J_{m}^{2}(g)=\int\left(g^{(m)}(x)\right)^{2} d x \leq J<\infty$, where $g^{(m)}$ denotes the $m$-th derivative of $g$. The entropy for this class is considered in Birman \& Solomjak [6] and their result implies that the rate of convergence is of order $n^{-m /(2 m+1)}$, which is the case for kernel estimators as well.

Whereas the local entropy numbers $H_{2}\left(\delta, P_{n}, \mathcal{G}_{n}(R)\right)$ determine the consistency of the least squares estimator, the speed of convergence follows from the behavior of the entropy integral

$$
\int_{0}^{2} \sqrt{H_{2}\left(x R \delta_{n}, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)} d x, \quad R>0
$$

and $n^{-1 / 2} \leq \delta_{n} \rightarrow 0$. As a rule of thumb, $H_{2}\left(x R \delta_{n}, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right) \asymp n \delta_{n}^{2}$ implies $\left\|\hat{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(\delta_{n}\right)$ (cf. Van de Geer [41]). It should be noted that we restrict ourselves to subgaussian errors at this point. A rough argument is as follows. From inequality (4.6), we see it is sufficient to consider the behavior of $n^{-1 / 2} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)$. If the disturbances $\varepsilon_{i}$ are subgaussian, it can be shown that the process

$$
\left\{n^{-1 / 2} \sum_{i=1}^{n} \varepsilon_{i}\left(g-g_{0}\right)\left(x_{i}\right), g \in \mathcal{G}_{n}\left(R \delta_{n}\right)\right\}
$$

is subgaussian with respect to the $L^{2}\left(P_{n}\right)$ pseudo norm. This means that the tails of

$$
\left\|n^{-1 / 2} \sum_{i=1}^{n} \varepsilon_{i}\left(g-g_{0}\right)\left(x_{i}\right)\right\|_{\mathcal{G}_{n}\left(R \delta_{n}\right)}
$$

decrease exponentially fast by virtue of Theorem 2.3.
First we restate a modification of Van de Geer's result. We consider a deterministic design and heteroscedastic errors.

Theorem 5.1 (Van de Geer [41]) Consider model 3 with $\sigma=1$. Suppose the $\varepsilon_{i}$ are uniformly subgaussian, i.e. there exists a constant $\lambda>0$ such that

$$
\begin{equation*}
\sup _{i \geq 1} \mathbb{E} \exp \left(\lambda \varepsilon_{i}^{2}\right)<\infty . \tag{5.1}
\end{equation*}
$$

Furthermore, assume that there exist a sequence $\delta_{n}$ with $n^{-1 / 2} \leq \delta_{n} \downarrow 0$ as $n \rightarrow \infty$, and an integer $n_{0}$ such that

$$
\begin{equation*}
\limsup _{R \rightarrow \infty} \sup _{n \geq n_{0}} \int_{R \delta_{n} /(8 s)}^{2} \frac{\sqrt{H_{2}\left(x R \delta_{n}, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)} d x}{R \sqrt{n} \delta_{n}}=0 \tag{5.2}
\end{equation*}
$$

with $s=\sup _{i \geq 1}\left|\sigma_{i}\right|$. Then we have

$$
\left\|\hat{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(\delta_{n}\right)
$$

In fact, for some constants $\kappa_{i}>0(i=1,2)$ not depending on $n$ and $R$,

$$
\begin{equation*}
\mathbb{P}\left\{d_{n}\left(\hat{g}, g_{0}\right) \geq R \delta_{n}\right\} \leq \kappa_{1} \exp \left(-\kappa_{2} R^{2} n \delta_{n}^{2}\right) \tag{5.3}
\end{equation*}
$$

for $n \geq n_{0}$ and $R \geq R_{0}$.
At this point, several remarks are in order.
Remark 5.1 First of all, note that the region of integration in (5.2) is $\left[R \delta_{n} /(8 s), 2\right]$, rather than [0,2] as in Van de Geer [41]. In Van de Geer [45], the integration is over the former interval, but no proof is given. Although in many interesting cases, the integration may be extended to [ 0,2 ] without influencing the result, this observation is relevant as there exist situations where the entropy integral diverges, due typically to the behavior of the entropy numbers in the vicinity of $x=0$ (see Birgé $\&$ Massart [5], Van de Geer [45]).

Second, it follows from Birgé \& Massart [5], Wong \& Shen ([55], [56]) that (5.1) can be slightly relaxed by assuming

$$
\begin{equation*}
\sup _{i \geq 1} \mathbb{E} \exp \left(\lambda\left|\varepsilon_{i}\right|\right)<\infty \tag{5.4}
\end{equation*}
$$

at the price of stronger conditions on $\mathcal{G}$, viz. local entropy with bracketing and uniform boundedness restrictions on $\mathcal{G}$. However, it is clear that (5.1) and (5.4) are too strong in many cases, in particular if $\mathcal{G}$ can be approximated by finite dimensional sieves arbitrarily well. See Van de Geer [45] for details. In this context, we note that virtually no moment assumptions are needed in least deviation regression (cf. Birgé \& Massart [5], Van de Geer [41]).

Finally, we emphasize that the result (5.3) holds uniformly in $g_{0} \in \mathcal{G}$, provided the entropy condition (5.2) is valid uniformly in $g_{0} \in \mathcal{G}$. Thus (5.1) and

$$
\limsup _{R \rightarrow \infty} \sup _{n \geq n_{0}} \sup _{g \in \mathcal{G}} \int_{R \delta_{n} /(8 \sigma)}^{2} \frac{\sqrt{H_{2}\left(x R \delta_{n}, P_{n}, \mathcal{G}_{n}\left(g ; R \delta_{n}\right)\right)} d x}{R \sqrt{n} \delta_{n}}=0
$$

imply that

$$
\limsup _{R, n \rightarrow \infty} \sup _{g \in \mathcal{G}} \mathbb{P}_{g}\left\{\|\hat{g}-g\|_{n} \geq R \delta_{n}\right\}=0 .
$$

Under normality assumptions on the errors, $\varepsilon_{i} \stackrel{\mathcal{D}}{=} \mathcal{N}\left(0, \sigma^{2}\right)$, and Fano's Lemma (see Section 4.3.3, Lemma 4.3) we get some insight in the necessity of these entropy conditions. More specifically, for each $R \geq L \geq 1$, we have

$$
\begin{aligned}
& \sup _{g \in \mathcal{G}} \mathbb{P}_{g}\left\{\|\hat{g}-g\|_{n} \geq L \delta_{n}\right\}=\sup _{g \in \mathcal{G}} \max _{f \in \mathcal{G}_{n}\left(g ; R \delta_{n}\right)} \mathbb{P}_{f}\left\{\|\hat{g}-f\|_{n} \geq L \delta_{n}\right\} \geq \\
& \geq \sup _{g \in \mathcal{G}, m(g) \geq 3}\left[1-\frac{4 n R^{2} \delta_{n}^{2} \sigma^{-2}+2 \log 2}{H_{2}\left(2 L \delta_{n}, P_{n}, \mathcal{G}_{n}\left(g ; R \delta_{n}\right)\right)}\right] .
\end{aligned}
$$

### 5.1.1 Proof of Theorem 5.1

For reasons of completeness, we prove Theorem 5.1. Moreover, the structure of the proof resembles that of Theorems 5.2 and 5.4.

Proof of Theorem 5.1 Take $\delta_{n}$ as defined in Theorem 5.1. From (4.6), we have for every integer $l>1$ that

$$
\begin{aligned}
& \mathbb{P}\left\{\left\|\hat{g}-g_{0}\right\|_{n} \geq 2^{l} \delta_{n}\right\} \leq \\
& \leq \mathbb{P}\left\{\sup _{g} \frac{2}{n} \sum_{k=1}^{n} \varepsilon_{k}\left(g\left(x_{k}\right)-g_{0}\left(x_{k}\right)\right)-\left\|g-g_{0}\right\|_{n}^{2} \geq 0\right\}
\end{aligned}
$$

where the supremum is taken over all functions in $\mathcal{G}$ with $\left\|g-g_{0}\right\|_{n}>$ $2^{l} \delta_{n}$, and hence

$$
\begin{align*}
\mathbb{P}\left\{\left\|\hat{g}-g_{0}\right\|_{n} \geq 2^{l} \delta_{n}\right\} \leq & \sum_{j=l}^{\infty} \mathbb{P}\left\{\sup _{g} 2 m_{n}(g) \geq 2^{2 j} \sqrt{n} \delta_{n}^{2}\right\} \\
& :=\sum_{j=l}^{\infty} P_{j} \tag{5.5}
\end{align*}
$$

where the supremum is taken over all functions in $\mathcal{G}$ with $2^{j} \delta_{n} \leq \| g-$ $g_{0} \|_{n} \leq 2^{j+1} \delta_{n}$, and $m_{n}(g)$ is defined in Section 4.1. From Propositions 5.1 and 5.2 below, it follows that for some $\rho \geq 1$,

$$
\mathbb{P}\left\{\left|m_{n}(f)-m_{n}(g)\right|>\lambda\right\} \leq 2 \exp \left(-\frac{\lambda^{2}}{\rho\|f-g\|_{n}^{2}}\right) .
$$

Hence $m_{n}(\cdot)$ is a subgaussian process with respect to $d_{n}$. Moreover, by the Cauchy-Schwarz inequality, we have a.s.

$$
\left|m_{n}(f)-m_{n}(g)\right| \leq \sqrt{n}\|f-g\|_{n}\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2}\right)^{\frac{1}{2}} .
$$

We can now apply the maximal inequality stated in Corollary 2.1 on the probabilities $P_{j}$, which yields (5.3).

Remark 5.2 The main ingredient of the proof of Theorem 5.1 is the maximal inequality for the empirical process $m_{n}(\cdot)$ (Corollary 2.1). It should be emphasized that the perhaps more common maximal inequality in Theorem 2.4 leads to slightly more stringent entropy conditions. In fact, if we appeal to Theorem 2.4, the upper bound on the probabilities $P_{j}$ becomes

$$
2 \exp \left(-\left[\frac{2^{j} \delta_{n} \sqrt{n}}{C_{\psi} \int_{0}^{2} \sqrt{H_{2}\left(x 2^{j+1} \delta_{n}, P_{n}, \mathcal{G}_{n}\left(2^{j+1} \delta_{n}\right)\right)} d x}\right]^{2}\right)
$$

To ensure that the series $\sum_{j=l}^{\infty} P_{j}$ is still convergent, we need a slightly stronger assumption on the local entropy numbers than in Theorem 5.1, viz.

$$
\limsup _{R \rightarrow \infty} \sup _{n \geq n_{0}} \frac{\int_{0}^{2} \sqrt{H_{2}\left(x R \delta_{n}, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)} d x}{R^{\alpha} \sqrt{n} \delta_{n}}<\infty
$$

for some $\alpha<1$.

Finally we show that under assumption (5.1) the empirical process $\left\{m_{n}(g): g \in \mathcal{G}\right\}$ is subgaussian with respect to the $L^{2}\left(P_{n}\right)$ pseudo norm. A similar result is given in Kuelbs [24] with a more complicated proof.

Proposition 5.1 Let $X$ be a random variable with

$$
\mathbb{E} X=0 \text { and } \mathbb{E} \exp \left(\lambda X^{2}\right) \leq A
$$

for some constants $\lambda>0$ and $A \geq 1$. Then

$$
\mathbb{E} \exp (\beta X) \leq \exp \left(\frac{2 A \beta^{2}}{\lambda}\right)
$$

holds for every $\beta>0$.
Proof. Since for all $t>0, \mathbb{P}(|X|>t) \leq A \exp \left(-\lambda t^{2}\right)$ holds, we have for all integers $m \geq 2$,

$$
\begin{aligned}
\mathbb{E}|X|^{m} & =\int_{0}^{\infty} \mathbb{P}\left\{|X|^{m}>t\right\} d t \leq A \int_{0}^{\infty} \exp \left(-\lambda t^{2 / m}\right) d t \\
& =A \lambda^{-m / 2} \Gamma\left(\frac{m}{2}+1\right)
\end{aligned}
$$

Note that $\Gamma^{2}\left(\frac{m}{2}+1\right) \leq \Gamma(m+1)$ by Cauchy-Schwarz. The following inequalities are now self-evident.

$$
\begin{aligned}
\mathbb{E} \exp (\beta X)= & 1+\sum_{m=2}^{\infty} \frac{1}{m!} \beta^{m} \mathbb{E} X^{m} \leq 1+A \sum_{m=2}^{\infty} \lambda^{-m / 2} \beta^{m} \frac{\Gamma\left(\frac{m}{2}+1\right)}{\Gamma(m+1)} \\
\leq & 1+A \sum_{m=2}^{\infty} \lambda^{-m / 2} \beta^{m} \frac{1}{\Gamma\left(\frac{m}{2}+1\right)} \\
= & 1+A \sum_{m=1}^{\infty}\left(\frac{\beta^{2}}{\lambda}\right)^{m} \frac{1}{\Gamma(m+1)}+ \\
& +A \sum_{m=1}^{\infty}\left(\frac{\beta^{2}}{\lambda}\right)^{m+\frac{1}{2}} \frac{1}{\Gamma\left(m+\frac{3}{2}\right)} \\
\leq & 1+A \sum_{m=1}^{\infty}\left(\frac{\beta^{2}}{\lambda}\right)^{m}\left(1+\left(\frac{\beta^{2}}{\lambda}\right)^{\frac{1}{2}}\right) \frac{1}{\Gamma(m+1)} .
\end{aligned}
$$

Finally, invoke the inequality $1+(1+\sqrt{x})(\exp (x)-1) \leq \exp (2 x)$ for $x>0$, to obtain the result.

Proposition 5.2 Let $X_{1}, \ldots, X_{n}$ be independent random variables with

$$
\mathbb{E} X_{i}=0 \text { and } \mathbb{E} \exp \left(\lambda X_{i}^{2}\right) \leq A, i=1, \ldots, n
$$

for some constants $\lambda>0$ and $A \geq 1$. Let $a_{1}, \ldots, a_{n} \in \mathbb{R}$, and write $\|a\|=\left\{\sum_{i=1}^{n} a_{i}^{2}\right\}^{\frac{1}{2}}$. Then

$$
\mathbb{P}\left\{\left|\sum_{i=1}^{n} a_{i} X_{i}\right| \geq t\right\} \leq 2 \exp \left(-\frac{\lambda t^{2}}{8 A\|a\|^{2}}\right)
$$

Proof. Using the independence of the $X_{i}$ and the previous proposition, one obtains

$$
\mathbb{E} \exp \left(\beta \sum_{i=1}^{n} a_{i} X_{i}\right)=\prod_{i=1}^{n} \mathbb{E} \exp \left(\beta a_{i} X_{i}\right) \leq \exp \left(2 \frac{A \beta^{2}}{\lambda}\|a\|^{2}\right)
$$

Hence

$$
\mathbb{P}\left\{\sum_{i=1}^{n} a_{i} X_{i}>t\right\} \leq \exp \left(2 \frac{A \beta^{2}}{\lambda}\|a\|^{2}-\beta t\right)
$$

Choose $\beta=\lambda t / 4 A\|a\|^{2}$.

### 5.2 Non subgaussian disturbances

The regression model with deterministic design and heteroscedastic errors (model 3) will be considered. In Section 5.1, the restriction (5.1) was imposed on the disturbances. We shall establish a trade-off between the information of the errors, given in terms of the number of moments, and the size of the class of regressors, given by local entropy conditions.

The subgaussian property of the process

$$
\left\{n^{-1 / 2} \sum_{i=1}^{n} \varepsilon_{i}\left(g-g_{0}\right)\left(x_{i}\right), g \in \mathcal{G}_{n}\left(R \delta_{n}\right)\right\}
$$

and therefore the exponential decrease of its tails in sup-norm, is no longer guaranteed if the errors $\varepsilon_{i}$ have only finite moments $\mathbb{E}\left|\varepsilon_{i}\right|^{k}$ for $k \leq m$. Under more stringent entropy conditions than (5.2), we still obtain a rate of convergence, but generally this rate is inferior to the rate obtained under restriction (5.1).

Although the unconditional process $m_{n}(\cdot)$ may fail to be subgaussian, we can show that the symmetrized version is subgaussian conditionally on $\varepsilon_{1}, \ldots, \varepsilon_{n}$. This observation and a maximal inequality yield the following result.

Theorem 5.2 Consider model 3 with $\sigma=1$. Let $m>2$ such that

$$
\begin{equation*}
\sup _{i \geq 1} \mathbb{E}\left|\varepsilon_{i}\right|^{m}<\infty \tag{5.6}
\end{equation*}
$$

Suppose that there exist a sequence $\delta_{n}$ with $n^{-1 / 2} \leq \delta_{n} \downarrow 0$ as $n \rightarrow \infty$, and an integer $n_{0}$ such that

$$
\begin{equation*}
\limsup _{R \rightarrow \infty} \sup _{n \geq n_{0}} \int_{0}^{2} \frac{x^{-1 / p} \sqrt{H_{2}\left(x R \delta_{n}, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)} d x}{\sqrt{n}\left(R \delta_{n}\right)^{1+\frac{1}{p}}}=0 \tag{5.7}
\end{equation*}
$$

for all $1 \leq p<m / 2$. Moreover, let the class $\mathcal{G}$ be uniformly bounded. Then we have for all $\alpha>0$,

$$
\limsup _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left\{d_{n}\left(\hat{g}, g_{0}\right)>R \delta_{n}^{1-\alpha}\right\}=0
$$

Proof. Let $\delta_{n}$ be defined as in Theorem 5.2 and set $v_{n}^{2}=\max _{1 \leq i \leq n} \sigma_{i}^{2}$. For all $g \in \mathcal{G}$ with $d_{n}\left(g, g_{0}\right) \geq R \delta_{n}, R>0$, we have

$$
\operatorname{Var}\left(\frac{m_{n}(g)}{d_{n}^{2}\left(g, g_{0}\right)}\right) \leq \frac{v_{n}^{2}}{d_{n}^{2}\left(g, g_{0}\right)} \leq\left(\frac{v_{n}}{R \delta_{n}}\right)^{2}
$$

and hence by Chebyshev's inequality, we have

$$
\mathbb{P}\left\{\left|m_{n}(g)\right|>\sqrt{n} x\right\} \leq \frac{v_{n}^{2}}{(x R)^{2} n \delta_{n}^{2}} \leq \frac{v_{n}^{2}}{(x R)^{2}} \leq \frac{1}{2}
$$

for $x R>\sqrt{2} \sup _{i \geq 1} \sigma_{i} \geq \sqrt{2} v_{n}$. Let $\tilde{\varepsilon}_{i}$ be independent copies of $\varepsilon_{i}$ and define

$$
\tilde{m}_{n}(g)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tilde{\varepsilon}_{i}\left[g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right]
$$

After an application of Lemma 2.2, we find that

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{d_{n}\left(g, g_{0}\right) \geq R \delta_{n}} \frac{\left|m_{n}(g)\right|}{d_{n}^{2}\left(g, g_{0}\right)} \geq \frac{1}{2} \sqrt{n}\right\} \leq  \tag{5.8}\\
& \leq 2 \mathbb{P}\left\{\sup _{d_{n}\left(g, g_{0}\right) \geq R \delta_{n}} \frac{\left|m_{n}(g)-\tilde{m}_{n}(g)\right|}{d_{n}^{2}\left(g, g_{0}\right)} \geq \frac{1}{4} \sqrt{n}\right\}
\end{align*}
$$

Let $\tau_{1}, \ldots, \tau_{n}$ be a Rademacher sequence, independent of $\varepsilon_{1}, \ldots, \varepsilon_{n}$. Observe that $\varepsilon_{i}-\tilde{\varepsilon}_{i}$ is equal in distribution to $\tau_{i}\left(\varepsilon_{i}-\tilde{\varepsilon}_{i}\right)$ by symmetry. Therefore we may bound the probability in (5.8) further by
$\mathbb{P}\left\{\sup _{d_{n}\left(g, g_{0}\right) \geq R \delta_{n}} \frac{\left|m_{n}(g)\right|}{d_{n}^{2}\left(g, g_{0}\right)} \geq \frac{1}{2} \sqrt{n}\right\} \leq 4 \mathbb{P}\left\{\sup _{d_{n}\left(g, g_{0}\right) \geq R \delta_{n}} \frac{\left|m_{n}^{o}(g)\right|}{d_{n}^{2}\left(g, g_{0}\right)} \geq \frac{1}{8} \sqrt{n}\right\}$,
where $m_{n}^{o}(g)$ is defined by

$$
m_{n}^{o}(g)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tau_{i} \varepsilon_{i}\left[g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right]
$$

Let $Q_{n}$ be the discrete measure which puts mass $1 / n$ at each pair $\left(x_{i}, \varepsilon_{i}\right)$ and define $h\left(x_{i}, \varepsilon_{i} ; g\right)=\varepsilon_{i} g\left(x_{i}\right)$ with $g \in \mathcal{G}$, and $\mathcal{H}_{n}\left(R \delta_{n}\right)=\{h(\cdot, \cdot ; g)$ : $\left.g \in \mathcal{G}_{n}\left(R \delta_{n}\right)\right\}, R>0$. An application of Lemma 2.3 yields

$$
\begin{aligned}
& \mathbb{P}\left\{\left|m_{n}^{o}(f)-m_{n}^{o}(g)\right|>x \mid \varepsilon_{1}, \ldots, \varepsilon_{n}\right\} \leq \\
& \leq 2 \exp \left(-\frac{n x^{2}}{2 \sum_{i=1}^{n}\left[\varepsilon_{i}\left(f\left(x_{i}\right)-g\left(x_{i}\right)\right)\right]^{2}}\right)
\end{aligned}
$$

Hence, conditionally on the vector $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$, the symmetrized process $\left\{m_{n}^{o}(g): g \in \mathcal{G}\right\}$ is subgaussian with respect to the $L^{2}\left(Q_{n}\right)$ pseudo norm. We can not apply the maximal inequality in Theorem 2.3 directly. However, for positive constants $C, c$, and $\tilde{c}$, we can derive from its proof that, conditionally on $\varepsilon_{1}, \ldots, \varepsilon_{n}$,

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{g \in \mathcal{G}_{n}\left(R \delta_{n}\right)}\left|m_{n}^{o}(g)\right|>\lambda\left(R \delta_{n}\right)^{2} \mid \varepsilon_{1}, \ldots, \varepsilon_{n}\right\} \leq \\
& \leq C \exp \left(-c \lambda^{2} n\left(R \delta_{n}\right)^{2}\right) \tag{5.9}
\end{align*}
$$

for

$$
\begin{equation*}
\lambda \sqrt{n} \geq \tilde{c}\left(R \delta_{n}\right)^{-2} \int_{0}^{\Delta_{n}} \sqrt{H_{2}\left(x, Q_{n}, \mathcal{H}_{n}\left(R \delta_{n}\right)\right)} d x \tag{5.10}
\end{equation*}
$$

where $\Delta_{n}$ is the diameter of the set $\mathcal{H}_{n}\left(R \delta_{n}\right)$.
Next, we replace the entropy of the set $\mathcal{H}_{n}\left(R \delta_{n}\right)$ in (5.10) by an entropy of $\mathcal{G}_{n}\left(R \delta_{n}\right)$. We may assume without loss of generality that $\sup _{g \in \mathcal{G}}\|g\|_{\infty} \leq 1$ since $\mathcal{G}$ is uniformly bounded. Observe that by Hölder's inequality for $1<p<m / 2$

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2} g^{2}\left(x_{i}\right) & \leq\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2 p}\right)^{1 / p} \cdot\left(\frac{1}{n} \sum_{i} g^{\frac{2 p}{p-1}}\left(x_{i}\right)\right)^{1-1 / p} \\
& \leq\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2 p}\right)^{1 / p} \cdot\left(\frac{1}{n} \sum_{i=1}^{n} g^{2}\left(x_{i}\right)\right)^{1-1 / p}
\end{aligned}
$$

Put $S_{n}(p)=\left(n^{-1} \sum_{i=1}^{n} \mathbb{E} \varepsilon_{i}^{2 p}\right)^{1 / p}, 1<p<m / 2$. Thus we have almost surely for all $1<p<m / 2$ and large $n$,

$$
\begin{equation*}
\left.H_{2}\left(\delta, Q_{n}, \mathcal{H}_{n}\left(R \delta_{n}\right)\right) \leq H_{2}\left(\left(\delta / 2 S_{n}(p)\right)^{\frac{p}{p-1}}, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)\right) \tag{5.11}
\end{equation*}
$$

since $n^{-1} \sum_{i=1}^{n}\left[\varepsilon_{i}^{2 p}-\mathbb{E}_{i}^{2 p}\right]$ converges almost surely to zero for all $1<$ $p<m / 2$ under assumption (5.6). Combination of (5.7), (5.9), (5.10) and (5.11) entails by the same arguments as in the proof of Theorem 5.1 the desired rate of convergence.

Remark 5.3 Observe the interplay between moment requirements on $\varepsilon_{i}$ and entropy conditions on $\mathcal{G}$. The more moments $k=2 p$ we require $\varepsilon_{i}$ to possess, the higher the speed of convergence of the least squares estimator. It is interesting to see that for $k=\infty$, when every moment of $\varepsilon_{i}$ is finite and we are almost in the subgaussian case, the entropy conditions (5.2) and (5.7) are almost the same. We illustrate this by two examples.

Example 5.1 (monotone functions) Consider the class $\mathcal{G}$ of monotone functions on the real line, uniformly bounded by some finite constant. If we compute the entropy of this class with respect to the $L^{2}\left(P_{n}\right)$ pseudo norm, it turns out that

$$
H_{2}\left(\delta, P_{n}, \mathcal{G}\right) \asymp 1 / \delta .
$$

In case the disturbances are subgaussian, it is well-known (see Van de Geer [41]) that the rate of convergence is

$$
\left\|\hat{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(n^{-1 / 3}\right) .
$$

This also follows from Theorem 5.1. However, if we only know that the disturbances are i.i.d. with $\mathbb{E}\left|\varepsilon_{1}\right|^{2 p}<\infty$, then Theorem 5.2 yields that

$$
\left\|\hat{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(n^{-\frac{p}{3 p+2}}\right) .
$$

Indeed, we see that for $p \rightarrow \infty$, the rate behaves like $n^{-1 / 3}$.

Example 5.2 (smooth functions) Next, we consider classes of functions $\mathcal{G}$ which satisfy the entropy bound

$$
H_{2}\left(\delta, P_{n}, \mathcal{G}\right) \asymp \delta^{-\frac{1}{k}}
$$

This assumption is fulfilled, for instance, by the class of all $k$-times differentiable functions $g:[0,1] \rightarrow[0,1]$ with $\int\left[g^{(k)}(x)\right]^{2} d x$ bounded above by a finite constant. By Theorem 5.2

$$
\left\|\hat{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(n^{-\frac{k p}{2 k p+2 k+p}}\right)
$$

for i.i.d. errors satisfying $\mathbb{E}\left|\varepsilon_{1}\right|^{2 p}<\infty$. If condition (5.1) is met, however, we find that the $L^{2}\left(P_{n}\right)$ distance between $\hat{g}$ and $g_{0}$ is of order $n^{-k /(2 k+1)}$. Note that $n^{-k p /(2 p k+2 k+p)}$ converges to the optimal rate $n^{-k /(2 k+1)}$ as $p \rightarrow \infty$.

### 5.3 Lower bounds

So far, we have not discussed lower bounds for the rates of convergence. In this section we show that at least in some interesting situations, Theorem 5.1 yields optimal rates.

For $0<\delta<2 R \delta_{n}, g \in \mathcal{G}$, we typically encounter the entropy behavior

$$
\begin{equation*}
H_{2}\left(\delta, P_{n}, \mathcal{G}_{n}\left(g ; R \delta_{n}\right)\right) \asymp \delta^{-V}, 0 \leq V<2 \tag{5.12}
\end{equation*}
$$

Then the rule of thumb $H_{2}\left(\delta_{n}, P_{n}, \mathcal{G}_{n}\left(g ; R \delta_{n}\right)\right) \asymp n \delta_{n}^{2}$ is solved by $\delta_{n}=$ $n^{-\frac{1}{2+V}}$. The following theorem states that this rate $n^{-\frac{1}{2+V}}$ is the best one can obtain. But first we have to make precise what is meant by an optimal rate. Recall that an estimator $\hat{g}$ converges with rate $\delta_{n}$ if

$$
\limsup _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left\{\left\|\hat{g}-g_{0}\right\|_{n}>L \delta_{n}\right\}=0
$$

We call such a rate optimal if

$$
\liminf _{n \rightarrow \infty} \mathbb{P}\left\{\left\|\hat{g}-g_{0}\right\|_{n}>\alpha_{n} \delta_{n}\right\}>0
$$

for every sequence $\alpha_{n} \downarrow 0$ as $n \rightarrow \infty$.

Theorem 5.3 Consider model 3 with $\sigma=1$. Suppose $\varepsilon_{i}$ are Gaussian $\mathcal{N}\left(0, \sigma_{i}^{2}\right)$ random variables, where

$$
\inf _{i \geq 1} \sigma_{i}^{2}>0 \quad \text { and } \quad \sup _{i \geq 1} \sigma_{i}^{2}<\infty,
$$

and assume (5.12) holds true. Then for all sequences $\alpha_{n} \downarrow 0$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathbb{P}\left\{d_{n}\left(\hat{g}, g_{0}\right)>\alpha_{n} n^{-\frac{1}{2+V}}\right\}>0 \tag{5.13}
\end{equation*}
$$

Proof. Let $\delta_{n}=n^{-\frac{1}{2+V}}$. The entropy bound (5.12) and the Gaussian distribution of $\varepsilon_{i}$ entail that $Z_{n}\left(R \delta_{n}\right) \xrightarrow{\text { a.s. }} 0$, with

$$
Z_{n}(R)=\left\|n^{-1 / 2} m_{n}(g)\right\|_{\mathcal{G}_{n}(R)},
$$

and since $Z_{n}(R)$ is uniformly integrable, we also have convergence in mean. Let us now prove that $\mathbb{E} Z_{n}\left(R \delta_{n}\right) \asymp R^{\frac{2-V}{2}} \delta_{n}^{2}$.

Using Sudakov's lower bound (Theorem 2.1), which is feasible by the normality assumption on the errors, we find by (5.12),

$$
\begin{align*}
\mathbb{E} \sup _{g \in \mathcal{G}_{n}\left(R \delta_{n}\right)} m_{n}(g) & \geq C \sup _{x>0} x \sqrt{H_{2}\left(x, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)} \\
& \geq C R \delta_{n} \sqrt{H_{2}\left(R \delta_{n}, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)} \\
& =C^{*} R^{\frac{2-V}{2}} \sqrt{n} \delta_{n}^{2} . \tag{5.14}
\end{align*}
$$

By Dudley's upper bound (Theorem 2.2)

$$
\begin{align*}
\mathbb{E} \sup _{g \in \mathcal{G}_{n}\left(R \delta_{n}\right)} m_{n}(g) & \leq \tilde{C} \int_{0}^{2 R \delta_{n}} \sqrt{H_{2}\left(x, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)} d x \\
& \leq \tilde{C} R \delta_{n} \int_{0}^{2} \sqrt{H_{2}\left(x R \delta_{n}, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)} d x \\
& =\bar{C} R^{\frac{2-V}{2}} \sqrt{n} \delta_{n}^{2} . \tag{5.15}
\end{align*}
$$

It now follows from (5.14) and (5.15) that indeed $\mathbb{E} Z_{n}\left(R \delta_{n}\right) \asymp R^{\frac{2-V}{2}} \delta_{n}^{2}$. Consequently, with probability tending to one, we find that $\sup _{g \in \mathcal{G}_{n}\left(r \delta_{n}\right)} L_{n}(g)=\mathcal{O}\left(\delta_{n}^{2}\right)$ for $r \in\left(0, r_{0}\right)$ and some $r_{0}>0$. On the other hand we have, with probability tending to one, for each sequence $\alpha_{n} \downarrow 0$, that $\sup _{g \in \mathcal{G}_{n}\left(\alpha_{n} \delta_{n}\right)} L_{n}(g)=\mathcal{O}\left(\delta_{n}^{2}\right)$. Since the LSE maximizes $L_{n}$, it is clearly impossible that $\hat{g}$ lies within the ball $\mathcal{G}_{n}\left(\alpha_{n} \delta_{n}\right)$ with probability tending to one.

### 5.4 Stochastic design

In this section we shall consider the case of stochastic design. Let $X_{1}, \ldots, X_{n}$ be i.i.d. random variables with common probability measure $P$ on $\mathbb{R}^{k}$. The results derived in the previous paragraph can easily be restated for the stochastic case. Since the sequence $X_{1}, X_{2}, \ldots$ is no longer deterministic, the entropies involved in Theorem 5.1 are stochastic. For this matter, we define the random variables

$$
\begin{equation*}
W_{n, R}=\frac{\int_{0}^{2} \sqrt{H_{2}\left(x R \delta_{n}, P_{n}, \mathcal{G}_{n}\left(R \delta_{n}\right)\right)} d x}{\sqrt{n} \delta_{n} R}, R \geq 0, n=1,2, \ldots \tag{5.16}
\end{equation*}
$$

Recall that $\delta_{n} \downarrow 0$ and $n \delta_{n}^{2} \geq 1$ as $n \rightarrow \infty$. If there exists a deterministic sequence $\left\{\alpha_{R}\right\}, \alpha_{R} \downarrow 0$ as $R \rightarrow \infty$ such that

$$
\limsup _{n \rightarrow \infty} \mathbb{P}\left\{\bigcup_{R=R_{0}}^{\infty}\left\{W_{n, R}>\alpha_{R}\right\}\right\}=0, \text { for some } R_{0}>0
$$

it follows from the proof of Theorem 5.1 that $\left\|\hat{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(\delta_{n}\right)$.
Next, since we are dealing with random measures, one might ask if the theoretical distances show similar behavior. To cope with this question, we need an adequate link between these related distances. We recall the following lemma which can be found in Pollard [35].

Lemma 5.1 Let $\mathcal{F}$ be a permissible class of functions with $\left(\int f^{2} d P\right)^{\frac{1}{2}} \leq$ $\delta$ and $\|f\|_{\infty} \leq 1$ for each $f$ in $\mathcal{F}$. Then

$$
\begin{equation*}
\mathbb{P}\left\{\sup _{\mathcal{F}}\left(\int f^{2} d P_{n}\right)^{\frac{1}{2}}>8 \delta\right\} \leq 4 \mathbb{E}\left[N_{2}\left(\delta, P_{n}, \mathcal{F}\right) \exp \left(-n \delta^{2}\right) \wedge 1\right] \tag{5.17}
\end{equation*}
$$

Proof. See Pollard [35], p. 31.
We shall use a slight modification of this lemma to get rid of the mathematical expectation in (5.17). Define

$$
\mathcal{G}(R)=\left\{g \in \mathcal{G}:\left\|g-g_{0}\right\|_{2} \leq R\right\}, \quad R=1,2, \ldots
$$

and

$$
\begin{align*}
& A_{n, j}=\left\{H_{2}\left(j \delta_{n}, P_{n}, \mathcal{G}\left(j \delta_{n}\right)\right) \leq \frac{n \delta_{n}^{2} j^{2}}{4}\right\} \\
& A_{n}=\cap_{j \geq 1} A_{n, j} \tag{5.18}
\end{align*}
$$

Lemma 5.2 Suppose $\mathcal{G}$ is uniformly bounded by 1. Then we have for $\delta_{n}>0$ with $n \delta_{n}^{2} \geq 1$ and $\delta_{n} \downarrow 0$ as $n \rightarrow \infty, L \geq 1$ and constants $c, C>0$,
$\mathbb{P}\left\{\sup _{\|g\|_{2}>L \delta_{n}}\left(\frac{\int g^{2} d P_{n}}{\int g^{2} d P}\right)^{\frac{1}{2}}>16\right\} \leq C \exp \left(-c L^{2} n \delta_{n}^{2}\right)+\frac{4}{3} \mathbb{P}\left\{A_{n}^{c}\right\}$,
where $A_{n}$ is defined previously in (5.18).
Proof. Let $P_{n}^{\prime}$ be an independent copy of $P_{n}$. Because we have

$$
\mathbb{P}\left\{\frac{1}{\|g\|_{2}}\left(\int g^{2} d P_{n}^{\prime}\right)^{\frac{1}{2}} \leq 2\right\} \geq 1-\frac{\mathbb{E} \int g^{2} d P_{n}^{\prime} /\|g\|_{2}^{2}}{4}=\frac{3}{4},
$$

we can apply Lemma 2.2 with $\varepsilon=14, \alpha=2$ and $\beta=3 / 4$, whence

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{\|g\|_{2}>L \delta_{n}}\left(\frac{\int g^{2} d P_{n}}{\int g^{2} d P}\right)^{\frac{1}{2}}>16\right\} \leq  \tag{5.19}\\
& \frac{4}{3} \mathbb{P}\left\{\sup _{\|g\|_{2}>L \delta_{n}} \frac{1}{\left(\int g^{2} d P\right)^{\frac{1}{2}}}\left|\left(\int g^{2} d P_{n}\right)^{\frac{1}{2}}-\left(\int g^{2} d P_{n}^{\prime}\right)^{\frac{1}{2}}\right|>14\right\} .
\end{align*}
$$

A closer look at the proof of Lemma 5.1 reveals that, using the same notation as in Lemma 5.1 where $\|f\|_{\infty} \leq 1$ and $\|f\|_{2} \leq \delta$, the following bound holds true with $C_{n}=\left\{H_{2}\left(\delta, \frac{1}{2}\left[P_{n}+P_{n}^{\prime}\right], \mathcal{F}\right) \leq \frac{n \delta^{2}}{2}\right\}$,

$$
\begin{align*}
& \mathbb{P}\left\{\sup _{f \in \mathcal{F}}\left|\left(\int f^{2} d P_{n}\right)^{\frac{1}{2}}-\left(\int f^{2} d P_{n}^{\prime}\right)^{\frac{1}{2}}\right|>6 \delta, C_{n}\right\} \\
& \quad \leq 3 \exp \left(-\frac{n \delta^{2}}{2}\right) . \tag{5.20}
\end{align*}
$$

Use that the independent measures $P_{n}$ and $P_{n}^{\prime}$ have the same distribution and invoke the relation

$$
H_{2}\left(\sqrt{2} \delta, \frac{1}{2}\left(P_{n}+P_{n}^{\prime}\right), \mathcal{F}\right) \leq H_{2}\left(\delta, P_{n}, \mathcal{F}\right)+H_{2}\left(\delta, P_{n}^{\prime}, \mathcal{F}\right)
$$

If we peel the event $\left\{\|g\|_{2} \geq L \delta_{n}\right\}$ into countably many small annuli

$$
\left\{(j-1) \delta_{n} \leq\|g\|_{2} \leq j \delta_{n}\right\}, \quad j=L+1, L+2, \ldots
$$

and transform inequality (5.20) to the present setting with $\delta=2^{j} \delta_{n}$, we see that (5.19) can be bounded further by

$$
\begin{aligned}
& \mathbb{P}\left\{\sup _{\|g\|_{2}>L \delta_{n}}\left(\frac{\int g^{2} d P_{n}}{\int g^{2} d P}\right)^{\frac{1}{2}}>16\right\} \leq \\
& \frac{4}{3} \mathbb{P}\left\{\sup _{\|g\|_{2} \geq L \delta_{n}} \frac{1}{\left(\int g^{2} d P\right)^{\frac{1}{2}}}\left|\left(\int g^{2} d P_{n}\right)^{\frac{1}{2}}-\left(\int g^{2} d P_{n}^{\prime}\right)^{\frac{1}{2}}\right|>12, A_{n}\right\}+ \\
& +\frac{4}{3} \mathbb{P}\left\{A_{n}^{c}\right\} \leq \\
& \frac{4}{3} \sum_{j=j_{0}}^{\infty} \mathbb{P}\left\{\sup _{\|g\|_{2} \leq 2^{j} \delta_{n}}\left|\left(\int g^{2} d P_{n}\right)^{\frac{1}{2}}-\left(\int g^{2} d P_{n}^{\prime}\right)^{\frac{1}{2}}\right|>6\left(2^{j} \delta_{n}\right), A_{n, 2^{j}}\right\} \\
& +\frac{4}{3} \mathbb{P}\left\{A_{n}^{c}\right\} \leq \\
& \leq 4 \sum_{j=j_{0}}^{\infty} \exp \left(-2^{2 j-1} n \delta_{n}^{2}\right)+\frac{4}{3} \mathbb{P}\left\{A_{n}^{c}\right\},
\end{aligned}
$$

whence the result follows.

Now we are in a position to prove the following result.
Theorem 5.4 Consider model 1 with $\sigma$ fixed. Suppose that the sequence $\varepsilon_{1}, \varepsilon_{2}, \ldots$ is uniformly subgaussian, and that $\mathcal{G}$ is uniformly bounded by $B>0$. Let $\delta_{n}>0$ with $n^{-1 / 2} \leq \delta_{n} \downarrow 0$ as $n \rightarrow \infty$. Finally, assume that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{P}\left\{\bigcup_{R=R_{0}}^{\infty}\left\{\frac{\int_{0}^{2} \sqrt{H_{2}\left(x R \delta_{n}, P_{n}, \mathcal{G}\right)} d x}{\sqrt{n} \delta_{n} R}>\alpha_{R}\right\}\right\}=0 \tag{5.21}
\end{equation*}
$$

for a deterministic sequence $\left\{\alpha_{R}\right\}, \alpha_{R} \downarrow 0$ as $R \rightarrow \infty$. Then we have

$$
\left\|\hat{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(\delta_{n}\right) \quad \text { as well as } \quad\left\|\hat{g}-g_{0}\right\|_{2}=\mathcal{O}_{P}\left(\delta_{n}\right)
$$

Proof. We only prove the second result, because the rate for $\| \hat{g}-$ $g_{0} \|_{n}$ follows fairly straightforward from Theorem 5.1 as explained in the beginning of this section.

Without loss of generality we take the constants $\sigma=1$ and $B=1$.
Since $S_{n}\left(g_{0}\right)-S_{n}(g)$ is maximized over the set $\mathcal{G}$ by the LSE $\hat{g}$, we have for $L \geq R_{0}$

$$
\mathbb{P}\left\{\left\|\hat{g}-g_{0}\right\|_{2}>L \delta_{n}\right\} \leq P_{L}^{(1)}+P_{L}^{(2)},
$$

with

$$
P_{L}^{(1)}=\mathbb{P}\left\{\sup _{\left\|g-g_{0}\right\|_{2}>L \delta_{n}}\left|2 n^{-1 / 2} m_{n}(g)-\frac{1}{2}\left\|g-g_{0}\right\|_{2}^{2}\right| \geq 0\right\}
$$

and

$$
P_{L}^{(2)}=\mathbb{P}\left\{\sup _{\left\|g-g_{0}\right\|_{2}>L \delta_{n}}\left|\int\left(g-g_{0}\right)^{2} d\left(P-P_{n}\right)-\frac{1}{2}\left\|g-g_{0}\right\|_{2}^{2}\right| \geq 0\right\}
$$

By the peeling device as used in the proofs of Theorem 5.1 and Lemma 5.2 , we can write

$$
P_{L}^{(1)} \leq \mathbb{P}\left\{B_{n}^{c}\right\}+\sum_{j=l}^{\infty} \tilde{P}_{j}^{(1)}
$$

with

$$
B_{n}=\left\{\sup _{\|g\|_{2}>L \delta_{n}}\left(\frac{\int g^{2} d P_{n}}{\int g^{2} d P}\right)^{\frac{1}{2}} \leq 16\right\}
$$

and

$$
\begin{aligned}
\tilde{P}_{j}^{(1)} & =\mathbb{P}\left\{\sup _{2^{j-1} \delta_{n} \leq\left\|g-g_{0}\right\|_{2} \leq 2^{j} \delta_{n}}\left|2 n^{-1 / 2} m_{n}(g)-\frac{1}{2}\left\|g-g_{0}\right\|_{2}^{2}\right| \geq 0, B_{n}\right\} \\
& \leq \mathbb{P}\left\{\sup _{2^{j-1} \delta_{n} \leq\left\|g-g_{0}\right\|_{2} \leq 2^{j} \delta_{n}}\left|2 n^{-1 / 2} m_{n}(g)\right| \geq \frac{1}{4}\left(2^{j} \delta_{n}\right)^{2}, B_{n}\right\} \\
& \leq \mathbb{P}\left\{\sup _{\left\|g-g_{0}\right\|_{n} \leq 2^{4+j} \delta_{n}}\left|2 n^{-1 / 2} m_{n}(g)\right| \geq \frac{1}{4}\left(2^{j} \delta_{n}\right)^{2}\right\} .
\end{aligned}
$$

Arguing as in the proof of Theorem 5.1, we see that

$$
\sum_{j=l}^{\infty} \tilde{P}_{j}^{(1)} \leq 3 \exp \left(-\kappa l^{2} n \delta_{n}^{2}\right)
$$

for some $\kappa>0$. An application of Lemma 5.2 implies that $\lim \sup _{n, L \rightarrow \infty} \mathbb{P}\left\{B_{n}^{c}\right\}=0$. Therefore it remains to prove an adequate upper bound for the probabilities $P_{L}^{(2)}$.

Note first of all that, using $\|g\|_{\infty} \leq 1$,

$$
\operatorname{Var}\left(\frac{\int\left(g-g_{0}\right)^{2} d P_{n}}{\left\|g-g_{0}\right\|_{2}^{2}}\right) \leq 4 n^{-1}\left\|g-g_{0}\right\|_{2}^{-2}
$$

Hence by Chebyshev's inequality

$$
\mathbb{P}\left\{\frac{\int\left(g-g_{0}\right)^{2} d P_{n}}{\left\|g-g_{0}\right\|_{2}^{2}}>\frac{1}{4}\right\} \leq 2^{6-2 L}\left(n \delta_{n}^{2}\right)^{-1} \leq 2^{-1}
$$

for all $g \in \mathcal{G}$ satisfying $\left\|g-g_{0}\right\|_{2} \geq L \delta_{n}$ and $L=4,5, \ldots$. By Lemma 2.2 , it follows that

$$
\begin{aligned}
P_{L}^{(2)} & \leq 2 \mathbb{P}\left\{\sup _{\left\|g-g_{0}\right\|_{2}>L \delta_{n}} \frac{\int\left(g-g_{0}\right)^{2} d\left(P_{n}-P_{n}^{\prime}\right)}{\left\|g-g_{0}\right\|_{2}^{2}} \geq \frac{1}{4}\right\} \\
& \leq 4 \mathbb{P}\left\{\sup _{\left\|g-g_{0}\right\|_{2}>L \delta_{n}} \frac{\int\left(g-g_{0}\right)^{2} d P_{n}^{0}}{\left\|g-g_{0}\right\|_{2}^{2}} \geq \frac{1}{16}\right\},
\end{aligned}
$$

where $P_{n}^{\prime}$ is an independent copy of $P_{n}$ and $P_{n}^{0}$ is the symmetrized empirical measure.

Using the peeling argument once more we obtain

$$
\begin{aligned}
P_{L}^{(2)} \leq & 4 \mathbb{P}\left\{\sup _{\left\|g-g_{0}\right\|_{2}>L \delta_{n}} \frac{\int\left(g-g_{0}\right)^{2} d P_{n}^{0}}{\left\|g-g_{0}\right\|_{2}^{2}} \geq \frac{1}{16}\right\} \\
\leq & 4 \sum_{j=l}^{\infty} \mathbb{P}\left\{\sup _{2^{j-1} \delta_{n}<\left\|g-g_{0}\right\|_{2}<2^{j} \delta_{n}} \int\left(g-g_{0}\right)^{2} d P_{n}^{0} \geq \frac{\left(2^{j-1} \delta_{n}\right)^{2}}{16}, B_{n}\right\} \\
& +4 \mathbb{P}\left\{B_{n}^{c}\right\} \\
\leq & 4 \mathbb{P}\left\{B_{n}^{c}\right\}+ \\
& +4 \sum_{j=l}^{\infty} \mathbb{P}\left\{\sup _{\left\|g-g_{0}\right\|_{n}<2^{j+4} \delta_{n}} \int\left(g-g_{0}\right)^{2} d P_{n}^{0} \geq \frac{1}{16}\left(2^{j-1} \delta_{n}\right)^{2}\right\} \\
\leq & 4 \mathbb{P}\left\{B_{n}^{c}\right\}+ \\
& +4 \sum_{j=l}^{\infty} \mathbb{P}\left\{\sup _{\left\|\left(g-g_{0}\right)^{2}\right\|_{n}<2^{j+4} \delta_{n}} \int\left(g-g_{0}\right)^{2} d P_{n}^{0} \geq \frac{1}{16}\left(2^{j-1} \delta_{n}\right)^{2}\right\},
\end{aligned}
$$

where we used $\|g\|_{\infty} \leq 1$ in the last inequality. Observe that

$$
H_{2}\left(\sqrt{12} \delta, P_{n},\left\{\left(g-g_{0}\right)^{2}: g \in \mathcal{G}\right\}\right) \leq H_{2}\left(\delta, P_{n}, \mathcal{G}\right) \text { for all } \delta>0 .
$$

Conclude from Lemma 2.5 and the entropy condition (5.21) that also $P_{L}^{(2)} \rightarrow 0$ for $n \rightarrow \infty, L \rightarrow \infty$.

Remark 5.4 In Van de Geer [40] a special case of Theorem 5.4 is treated. The main difference is that a different kind of entropy (entropy with bracketing) is used to facilitate the change from the empirical $L^{2}\left(P_{n}\right)$ to the theoretical $L^{2}(P)$ distance.

In Van de Geer [42] and Wegkamp [52] similar techniques to switch between these related distances are used in the context of nonparametric likelihood estimation.

## Chapter 6

## Some asymptotic distribution theory

The lack of a stochastic expansion for the nonparametric least squares estimator, which is due to its implicit definition, makes it difficult to obtain pointwise asymptotic results, such as the pointwise convergence

$$
\alpha_{n}\left(\hat{g}(x)-g_{0}(x)\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1),
$$

where $\alpha_{n}$ are normalizing constants.
Central limit theorems (CLT's) for monotone regression functions are well-known. See e.g. Leurgans [28], where it is shown that a suitably normalized version of the least squares estimator converges in distribution to a normal law, pointwise. Groeneboom (cf. [16], [18]) proved asymptotic normality of the Grenander estimator pointwise and in $L^{1}$, which is related to our least squares estimating problems.

In this chapter we shall prove two different central limit theorems. The first one concerns the asymptotic distribution of the squared $L^{2}\left(P_{n}\right)$ norm of the least squares estimator in regression model 3, i.e.

$$
\mathbb{P}\left\{\alpha_{n} \sum_{i=1}^{n}\left(\hat{g}^{2}\left(x_{i}\right)-g_{0}^{2}\left(x_{i}\right)\right) \leq x\right\} \rightarrow \Phi(x), \quad n \rightarrow \infty
$$

uniformly in $x$, with $\Phi(x)$ the standard normal distribution function, and $\alpha_{n}$ normalizing constants. We shall restrict attention to the classical Sobolev spaces.

In Section 6.2 we consider a partial linear model and prove asymptotic normality of the estimator of the parametric component. The design variables $X_{i}=\left(X_{i}^{(1)}, X_{i}^{(2)}\right)$ are stochastic and take values in $[0,1] \times[0,1]$. The regression function evaluated at $X_{i}$ takes the form

$$
g\left(X_{i}\right)=\theta X_{i}^{(1)}+f\left(X_{i}^{(2)}\right) .
$$

We impose smoothness conditions on the function $f$. In general, one has to use a smoothness penalty on the sum of squares for consistent least squares estimation. However, under additional restrictions on $f$, this appears to be unnecessary.

### 6.1 A CLT for the empirical norm of the LSE

We focus again on the regression model with deterministic design and heteroscedastic disturbances, which agrees with model 3 with $\sigma=1$. The aim is to prove that the distribution of

$$
\sqrt{n} \int\left(\hat{g}^{2}(x)-g_{0}^{2}(x)\right) d P_{n}(x)
$$

is Gaussian in the limit. We first present an informal discussion why this may be true.

Recall that the process $S_{n}(g), g \in \mathcal{G}$ is given by

$$
\begin{equation*}
S_{n}(g)=\frac{1}{n} \sum_{i=1}^{n}\left[Y_{i}-g\left(x_{i}\right)\right]^{2}, g \in \mathcal{G} \tag{6.1}
\end{equation*}
$$

If $\mathcal{G}$ is an open subset of some vector space $B$, then we must have

$$
\left.\frac{d}{d t} S_{n}(\hat{g}+t h)\right|_{t=0}=0 \quad \forall h \in B
$$

Computing this Gateaux derivative at $g$ in the direction $h$ gives us

$$
\begin{aligned}
\psi(g ; h) & =\lim _{t \rightarrow 0} \frac{S_{n}(g+t h)-S_{n}(g)}{t} \\
& =\lim _{t \rightarrow 0} \frac{1}{n} \sum_{i=1}^{n}\left[-2\left(Y_{i}-g\left(x_{i}\right)\right) h\left(x_{i}\right)+t h^{2}\left(x_{i}\right)\right] \\
& =-2 \frac{1}{n} \sum_{i=1}^{n}\left[\varepsilon_{i}+\left(g_{0}\left(x_{i}\right)-g\left(x_{i}\right)\right] h\left(x_{i}\right)\right.
\end{aligned}
$$

for $\int h^{2} d P_{n}<\infty$. As a result, we obtain the following identity

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} h\left(x_{i}\right)=\frac{1}{n} \sum_{i=1}^{n}\left[\hat{g}\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right] h\left(x_{i}\right) . \tag{6.2}
\end{equation*}
$$

If we choose the direction $h=\hat{g}+g_{0}$, then we find

$$
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_{i}\left[\hat{g}\left(x_{i}\right)+g_{0}\left(x_{i}\right)\right]=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\hat{g}^{2}\left(x_{i}\right)-g_{0}^{2}\left(x_{i}\right)\right]
$$

The left-hand side can be rewritten as

$$
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_{i}\left[\hat{g}\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right]+\frac{2}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_{i} g_{0}\left(x_{i}\right):=Z_{1}+Z_{2} .
$$

If $n^{-1} \sum_{i=1}^{n} \sigma_{i}^{2} g_{0}^{2}\left(x_{i}\right)$ converges, then, as a consequence of the central limit theorem, $Z_{2}$ is asymptotically Gaussian. We know under which circumstances $Z_{1} \xrightarrow{P} 0$. Namely, we have to show that $\left\|\hat{g}-g_{0}\right\|_{n} \rightarrow 0$ in probability, and that the process $m_{n}(g)=n^{-1 / 2} \sum_{i=1}^{n} \varepsilon_{i}\left(g\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)$ is stochastically equicontinuous at $g_{0}$ with respect to $d_{n}$. The latter can be derived by means of the maximal inequalities of Chapter 2 .

Unfortunately, in regression problems, $\mathcal{G}$ is often not open and $\hat{g}$ may lie on the boundary of $\mathcal{G}$. It is reasonable to assume that $g_{0}$ is an interior point. For convex $\mathcal{G}$, one may hope that

$$
\begin{equation*}
(1-\alpha) \hat{g}+\alpha g_{0}+t\left(\hat{g}+g_{0}\right) \in \mathcal{G} \tag{6.3}
\end{equation*}
$$

for special small choices $\alpha$ and $t$. In a different context of maximum likelihood estimation, the same idea of taking a convex combination has been applied successfully earlier by Van de Geer (cf. [43]). If (6.3) holds, we can actually establish

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left[\hat{g}^{2}\left(x_{i}\right)-g_{0}^{2}\left(x_{i}\right)\right]=\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}\left(x_{i}\right)+g_{0}\left(x_{i}\right)\right)+\mathcal{O}_{P}\left(n^{-1 / 2}\right) . \tag{6.4}
\end{equation*}
$$

We shall consider a special class for which this convexity argument holds true. To be more specific, we take the following Sobolev space

$$
\begin{equation*}
\mathcal{G}=\left\{g:[0,1] \rightarrow \mathbb{R},\|g\|_{\infty} \leq C_{1},\|g\|_{T V} \leq C_{2}\right\} \tag{6.5}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are known positive constants and $\|\cdot\|_{\infty}$ and $\|\cdot\|_{T V}$ are the supremum and the total variation norm on $\mathcal{G}$ respectively. Recall that the total variation norm is defined by
$\|g\|_{T V}=\sup \left\{\sum_{i=1}^{n}\left|g\left(x_{i}\right)-g\left(x_{i-1}\right)\right| \mid x_{0}<x_{1}<\ldots<x_{n}, x_{i} \in[0,1]\right\}$.
Our assumption that $g_{0}$ is an interior point of $\mathcal{G}$ should be understood in terms of the metrics involved, i.e. both $\left\|g_{0}\right\|_{T V}<C_{2}$ and $\left\|g_{0}\right\|_{\infty}<C_{1}$ hold true.

Theorem 6.1 Consider model 3 with $\sigma=1$. Assume that $g_{0}$ is an interior point of the class $\mathcal{G}$ as defined in (6.5), and

$$
\liminf _{n \rightarrow \infty}\left\|g_{0}\right\|_{n}>0
$$

and that the errors $\varepsilon_{1}, \varepsilon_{2}, \ldots$ fulfill condition (5.1). Then we have

$$
\begin{equation*}
\frac{1}{2 S_{n}} \sum_{i=1}^{n}\left[\hat{g}^{2}\left(x_{i}\right)-g_{0}^{2}\left(x_{i}\right)\right] \xrightarrow{\mathcal{D}} \mathcal{N}(0,1), \tag{6.6}
\end{equation*}
$$

with $S_{n}^{2}=g_{0}^{2}\left(x_{1}\right) \sigma_{1}^{2}+\ldots+g_{0}^{2}\left(x_{n}\right) \sigma_{n}^{2}$.
Remark 6.1 Theorem 6.1 is valid for many more classes than the one considered. For instance, the result holds true for the Sobolev space

$$
\left\{g:[0,1] \rightarrow \mathbb{R},\|g\|_{\infty} \leq C_{1}, \int\left[g^{(m)}(x)\right]^{2} d x \leq C_{2}\right\}
$$

We prove that (6.4) is satisfied and that the process $m_{n}(\cdot)$ is stochastically equicontinuous at $g_{0}$ with respect to $d_{n}$. The latter follows from suitable entropy conditions. To show (6.4), we need entropy conditions as well as technical conditions on $\mathcal{G}$ to ensure that (6.3) holds for $\alpha$ and $t$ small enough.

Other consequences of the identity (6.2) are obtained by choosing different directions $h$. For instance, take $h=1$ and suppose $n^{-1} \sum_{i=1}^{n} \sigma_{i}^{2}$ converges. As a consequence of (6.2), we find

$$
\frac{1}{\sqrt{\sum_{i=1}^{n} \sigma_{i}^{2}}} \sum_{i=1}^{n}\left[\hat{g}\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right] \xrightarrow{\mathcal{D}} \mathcal{N}(0,1),
$$

which is equivalent with

$$
\frac{1}{\sqrt{\sum_{i=1}^{n} \sigma_{i}^{2}}} \sum_{i=1}^{n}\left[\hat{\varepsilon}_{i}-\varepsilon_{i}\right] \xrightarrow{\mathcal{D}} \mathcal{N}(0,1)
$$

where $\hat{\varepsilon}_{i}=y_{i}-\hat{g}\left(x_{i}\right)$ are the estimated residuals.

### 6.1.1 Proof of Theorem 6.1

We need two lemma's.

Lemma 6.1 (rates of convergence) Under the conditions of Theorem 6.1, we have

$$
d_{n}\left(\hat{g}, g_{0}\right)=\mathcal{O}_{P}\left(n^{-1 / 3}\right) \text { and } n^{-1 / 2} m_{n}(\hat{g})=\mathcal{O}_{P}\left(n^{-2 / 3}\right)
$$

Proof. Note that $H_{2}\left(\delta, P_{n}, \mathcal{G}\right) \asymp 1 / \delta$ (cf. Example 2.3). The first assertion follows from Theorem 5.1. The second assertion follows from the relation

$$
\begin{aligned}
\mathbb{P}\left\{n^{-1 / 2} m_{n}(\hat{g})>L \delta_{n}^{2}\right\} \leq & \mathbb{P}\left\{\sup _{\mathcal{G}_{n}\left(R \delta_{n}\right)} n^{-1 / 2} m_{n}(g)>L \delta_{n}^{2}\right\}+ \\
& +\mathbb{P}\left\{\left\|\hat{g}-g_{0}\right\|_{n}>R \delta_{n}\right\}
\end{aligned}
$$

the first assertion and Theorem 2.3.

Lemma 6.2 Under the conditions of Theorem 6.1, identity (6.4) is true.

Proof. Consider for each element $g \in \mathcal{G}$ the following convex combination

$$
g_{\alpha}=(1-\alpha) g+\alpha g_{0}, 0 \leq \alpha \leq 1
$$

For notational convenience, we write $h(g)=g+g_{0}$ and $g_{\alpha, t}=g_{\alpha}+t h(g)$ with $t \in \mathbb{R}$. Also, $\hat{h}=h(\hat{g}), \hat{g}_{\alpha}=(1-\alpha) \hat{g}+\alpha g_{0}$, and $\hat{g}_{\alpha, t}=\hat{g}_{\alpha}+t \hat{h}$.

Without loss of generality we assume that the constants $C_{1}$ and $C_{2}$ appearing in the definition of the class $\mathcal{G}$ both equal one. Moreover, since the function $g_{0}$ is an interior point of $\mathcal{G}$, we assume $\left\|g_{0}\right\|_{\infty} \leq 1 / 2$. Note
that $\left\|\hat{g}_{\alpha, t}\right\|_{\infty}<1$ for $\alpha=4|t|$ sufficiently small. The same arguments can be repeated with the sup-norm replaced by the total variation norm to prove that $\left\|\hat{g}_{\alpha, t}\right\|_{T V}<1$ for $\alpha=4|t|$ sufficiently small.

We have

$$
\begin{align*}
& S_{n}\left(g_{\alpha, t}\right)-S_{n}\left(g_{\alpha}\right)=  \tag{6.7}\\
& =\frac{1}{n} \sum_{i=1}^{n}\left(\left(y_{i}-g_{\alpha}\left(x_{i}\right)\right)-t h(g)\left(x_{i}\right)\right)^{2}-\frac{1}{n} \sum_{i=1}^{n}\left(\left(y_{i}-g_{\alpha}\left(x_{i}\right)\right)^{2}\right. \\
& =-2 t \frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-g_{\alpha}\left(x_{i}\right)\right) h(g)\left(x_{i}\right)+t^{2} \frac{1}{n} \sum_{i=1}^{n} h^{2}(g)\left(x_{i}\right) .
\end{align*}
$$

Choose

$$
\hat{t}_{n}=\frac{\sum_{i=1}^{n}\left(y_{i}-\hat{g}_{\alpha}\left(x_{i}\right)\right) \hat{h}\left(x_{i}\right)}{\sum_{i=1}^{n} \hat{h}^{2}\left(x_{i}\right)} .
$$

Then (6.7) with $t$ and $g$ replaced by $\hat{t}_{n}$ and $\hat{g}$ reads

$$
\begin{align*}
& S_{n}\left(\hat{g}_{\alpha, \hat{t}_{n}}\right)-S_{n}\left(\hat{g}_{\alpha}\right)=  \tag{6.8}\\
& =-\left(\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\hat{g}_{\alpha}\left(x_{i}\right)\right) \hat{h}\left(x_{i}\right)\right)^{2} / \frac{1}{n} \sum_{i=1}^{n} \hat{h}^{2}\left(x_{i}\right) \\
& =-\left(\frac{1}{n} \sum_{i=1}^{n}\left[\varepsilon_{i}+(1-\alpha)\left(g_{0}-\hat{g}\right)\left(x_{i}\right)\right] \hat{h}\left(x_{i}\right)\right)^{2} / \frac{1}{n} \sum_{i=1}^{n} \hat{h}^{2}\left(x_{i}\right) .
\end{align*}
$$

Since $\hat{g}$ minimizes $S_{n}(g)$, we have

$$
\begin{aligned}
& S_{n}\left(\hat{g}_{\alpha, \hat{t}_{n}}\right)-S_{n}\left(\hat{g}_{\alpha}\right) \geq S_{n}(\hat{g})-S_{n}\left(\hat{g}_{\alpha}\right)= \\
& =2 \alpha \frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\hat{g}\left(x_{i}\right)\right)\left(g_{0}\left(x_{i}\right)-\hat{g}\left(x_{i}\right)\right)-\alpha^{2} \frac{1}{n} \sum_{i=1}^{n}\left(g_{0}\left(x_{i}\right)-\hat{g}\left(x_{i}\right)\right)^{2} \\
& =2 \alpha \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(g_{0}\left(x_{i}\right)-\hat{g}\left(x_{i}\right)\right)+\left(2 \alpha-\alpha^{2}\right) \frac{1}{n} \sum_{i=1}^{n}\left(g_{0}\left(x_{i}\right)-\hat{g}\left(x_{i}\right)\right)^{2} .
\end{aligned}
$$

Now Lemma 6.1 implies further that

$$
\begin{align*}
S_{n}\left(\hat{g}_{\alpha, \hat{t}_{n}}\right)-S_{n}\left(\hat{g}_{\alpha}\right) \geq & -2 \alpha n^{-1 / 2} m_{n}(\hat{g})+\left(2 \alpha-\alpha^{2}\right) d_{n}^{2}\left(\hat{g}, g_{0}\right)= \\
& =\mathcal{O}_{P}\left(\alpha \delta_{n}^{2}\right) . \tag{6.9}
\end{align*}
$$

Moreover, since

$$
\frac{1}{n} \sum_{i=1}^{n} \hat{h}^{2}\left(x_{i}\right)=\frac{1}{n} \sum_{i=1}^{n}\left(2 g_{0}\left(x_{i}\right)+\left(\hat{g}-g_{0}\right)\left(x_{i}\right)\right)^{2}=4\left\|g_{0}\right\|_{n}^{2}+\mathcal{O}_{P}\left(\delta_{n}^{2}\right),
$$

$$
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} \hat{h}\left(x_{i}\right)=\frac{2}{n} \sum_{i=1}^{n} \varepsilon_{i} g_{0}\left(x_{i}\right)+n^{-1 / 2} m_{n}(\hat{g})=\mathcal{O}_{P}\left(n^{-1 / 2}\right)
$$

by the central limit theorem and Lemma 6.1, and

$$
\frac{1}{n} \sum_{i=1}^{n}\left(g_{0}\left(x_{i}\right)-\hat{g}\left(x_{i}\right)\right) \hat{h}\left(x_{i}\right)=\mathcal{O}_{P}\left(n^{-1 / 3}\right)
$$

by the Cauchy-Schwarz inequality, we have $\hat{t}_{n}=\mathcal{O}_{P}\left(n^{-1 / 3}\right)$.
Set $\hat{\alpha}_{n}=4\left|\hat{t}_{n}\right|=\mathcal{O}_{P}\left(n^{-1 / 3}\right)$, then we find from (6.8) and (6.9)

$$
\begin{equation*}
\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} \hat{h}\left(x_{i}\right)-\left(1-\hat{\alpha}_{n}\right) \frac{1}{n} \sum_{i=1}^{n}\left[\hat{g}^{2}\left(x_{i}\right)-g_{0}^{2}\left(x_{i}\right)\right]\right)^{2}=\mathcal{O}_{P}\left(n^{-1}\right) \tag{6.10}
\end{equation*}
$$

Because, as already noted $n^{-1} \sum_{i=1}^{n} \varepsilon_{i} \hat{h}\left(x_{i}\right)=\mathcal{O}_{P}\left(n^{-1 / 2}\right)$, we obtain from (6.10) that also $n^{-1} \sum_{i}\left[\hat{g}^{2}\left(x_{i}\right)-g_{0}^{2}\left(x_{i}\right)\right]=\mathcal{O}_{P}\left(n^{-1 / 2}\right)$. But then $\hat{t}_{n}=\mathcal{O}_{P}\left(n^{-1 / 2}\right)$ and (6.10) becomes now

$$
\begin{equation*}
\left(\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} \hat{h}\left(x_{i}\right)-\left(1-\hat{\alpha}_{n}\right) \frac{1}{n} \sum_{i=1}^{n}\left[\hat{g}^{2}\left(x_{i}\right)-g_{0}^{2}\left(x_{i}\right)\right]\right)^{2}=\mathcal{O}_{P}\left(n^{-1}\right) \tag{6.11}
\end{equation*}
$$

The proof of the lemma is complete.
Now, we can prove Theorem 6.1, since by Lemma 6.1 we have

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}\left(x_{i}\right)+g_{0}\left(x_{i}\right)\right) & =\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}\left(x_{i}\right)-g_{0}\left(x_{i}\right)\right)+\frac{2}{n} \sum_{i=1}^{n} \varepsilon_{i} g_{0}\left(x_{i}\right) \\
& =\frac{2}{n} \sum_{i=1}^{n} \varepsilon_{i} g_{0}\left(x_{i}\right)+\mathcal{O}_{P}\left(n^{-2 / 3}\right)
\end{aligned}
$$

Invoke (6.4), proved in Lemma 6.2, and the CLT to conclude (6.6).

### 6.2 Partial linear models

### 6.2.1 The model

We consider the following regression model

$$
Y_{i}=g\left(X_{i}\right)+\varepsilon_{i}, \quad(i=1, \ldots, n)
$$

where

- the observation points $X_{i}$ are i.i.d. two dimensional random variables with mass concentrated on the unit square, i.e. $\mathbb{P}\{X \in$ $[0,1] \times[0,1]\}=1$. We write $X=\left(X^{(1)}, X^{(2)}\right)$ and assume that

$$
\begin{equation*}
\mathbb{E}\left(X^{(1)}-\mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)\right)^{2}>0 \tag{6.12}
\end{equation*}
$$

- the disturbances $\varepsilon_{i}$ are i.i.d. centered random variables with

$$
\begin{equation*}
\mathbb{E} \exp \left(\lambda \varepsilon_{1}^{2}\right)<\infty \tag{6.13}
\end{equation*}
$$

for some constant $\lambda>0$. Moreover we assume that $X_{i}$ and $\varepsilon_{i}$ are independent.

- the regression function $g$ consists of a linear part and a smooth part,

$$
\begin{equation*}
g\left(x_{1}, x_{2}\right)=\theta x_{1}+f\left(x_{2}\right), \quad x_{1}, x_{2} \in[0,1] . \tag{6.14}
\end{equation*}
$$

Here $\theta \in \mathbb{R}$ and $f \in \mathcal{F}$, with

$$
\mathcal{F}=\left\{f:[0,1] \rightarrow \mathbb{R},\|f\|_{\infty} \leq C, J_{m}^{2}(f) \leq C^{\prime}\right\}
$$

where

$$
J_{m}^{2}(f)=\int_{0}^{1}\left|f^{(m)}(x)\right|^{2} d x
$$

In the sequel we write
$\mathcal{G}=\left\{g:[0,1] \times[0,1] \rightarrow \mathbb{R}, g\left(x_{1}, x_{2}\right)=\theta x_{1}+f\left(x_{2}\right) \mid \theta \in \mathbb{R}, f \in \mathcal{F}\right\}$.
Throughout we assume that the unknown regression function $g=g_{0}$ is an interior point of the parameter space $\mathcal{G}$, in the sense that $\left\|f_{0}\right\|_{\infty}<C$ and $J_{m}\left(f_{0}\right)<C^{\prime}$.

This model is also investigated in Mammen \& Van de Geer [30]. In that paper the unknown regression function $g$ is estimated by the penalized least squares estimator, which means that

$$
S_{n}(g)+\lambda_{n}^{2} J_{m}^{2}(g)
$$

is minimized over all $g \in \mathcal{G}$ where $C^{\prime}$ is unknown. However, if this constant is known, one can take $\lambda_{n}=0$; the minimization has just become a least squares estimation problem and one does not have to cope with the technicalities involved in the choice of the smoothing parameter $\lambda_{n}$. Note that the class $\mathcal{G}$ is small enough in the sense that it fulfills the entropy conditions of Theorem 4.2. Consequently, the least squares estimator $\hat{g}\left(x_{1}, x_{2}\right)=\hat{\theta} x_{1}+\hat{f}\left(x_{2}\right)$ is consistent.

Theorem 6.2 (consistency and rates) Consider the partial linear model described above. We have $\left\|\hat{g}-g_{0}\right\|_{n} \xrightarrow{\text { a.s. }} 0$ and $\left\|\hat{g}-g_{0}\right\|_{2} \xrightarrow{\text { a.s. }}$ 0 . Also $\left\|\hat{f}-f_{0}\right\|_{2} \xrightarrow{\text { a.s. }} 0$ and $\left|\hat{\theta}-\theta_{0}\right| \xrightarrow{\text { a.s. }} 0$. In fact, $\left\|\hat{g}-g_{0}\right\|_{n}=$ $\mathcal{O}_{P}\left(n^{-m /(2 m+1)}\right)$.

Proof. In order to apply Theorem 4.2, we have to compute the entropy of the class $\mathcal{G}_{n}(R)$. By a result of Kolmogorov \& Tichomirov [23],

$$
H_{\infty}\left(\delta, P_{n}, \mathcal{F}\right)=\mathcal{O}\left(\delta^{-1 / m}\right)
$$

Since $n^{-1} \sum_{i=1}^{n}\left[X_{i}^{(1)}\right]^{2} \xrightarrow{\text { a.s. }} \mathbb{E}\left[X^{(1)}\right]^{2}$ and $\|f\|_{\infty} \leq C$, there exists some $R^{\prime}>0$, depending on $R$ and $C$, such that $|\theta| \leq R^{\prime}$ almost surely for $n$ large enough. Note that
$H_{2}\left(\delta, P_{n}, \mathcal{G}_{n}(R)\right) \leq H_{2}\left(\delta / 2, P_{n}, \mathcal{F}\right)+H_{2}\left(\delta / 2, P_{n},\left\{\theta X^{(1)},|\theta| \leq R^{\prime}\right\}\right)$
for every $\delta>0$ and for large $n$. As a result we have $H_{\infty}\left(\delta, P_{n}, \mathcal{G}_{n}(R)\right)=$ $\mathcal{O}\left(\delta^{-1 / m}\right)$. Theorem 4.2 asserts that $\left\|\hat{g}-g_{0}\right\|_{n} \xrightarrow{\text { a.s }} 0$ and the rate $n^{-m /(2 m+1)}$ follows from Theorem 5.1. Because the entropy bounds are valid with probability one, the fact that the design $X_{1}, \ldots, X_{n}$ is stochastic does not cause any problem. See the discussion in Section 5.4.

The $L^{2}(P)$-convergence $\left\|\hat{g}-g_{0}\right\|_{2} \xrightarrow{\text { a.s. }} 0$ follows from Theorem 3.1.2 in Van de Geer [40].

Note that $g(X)$ can be decomposed into two orthogonal parts
$g(X)=\left[f\left(X^{(2)}\right)+\theta \mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)\right]+\left[\theta\left(X^{(1)}-\mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)\right)\right]$.
Since $\left\|X^{(1)}-\mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)\right\|_{2}>0$, we also have almost sure convergence of the components $\left|\hat{\theta}-\theta_{0}\right| \xrightarrow{\text { a.s. }} 0$ and $\left\|\hat{f}-f_{0}\right\|_{2} \xrightarrow{\text { a.s. }} 0$ separately.

### 6.2.2 Asymptotic normality

Having obtained rates of convergence, we proceed by showing asymptotic normality of $\sqrt{n}\left(\hat{\theta}-\theta_{0}\right)$. We shall employ the same arguments as in the proof of Lemma 6.2 in Section 6.1. We exploit the fact that $S_{n}(\cdot)$ is minimized at $\hat{g}$ and we consider a special direction $h(X)=X^{(1)}-$ $\mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)$.

Theorem 6.3 Consider the model described in Subsection 6.2.1. In addition, assume $J_{m}\left(\mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)\right)<\infty$. We have

$$
\begin{equation*}
\hat{\theta}-\theta_{0}=\frac{\sum_{i=1}^{n} \varepsilon_{i} h\left(X_{i}\right)}{\sum_{i=1}^{n} h^{2}\left(X_{i}\right)}+\mathcal{O}_{P}\left(n^{-1 / 2}\right) . \tag{6.15}
\end{equation*}
$$

Proof. First we prove

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} h\left(X_{i}\right)=\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}\left(X_{i}\right)-g_{0}\left(X_{i}\right)\right) h\left(X_{i}\right)+\mathcal{O}_{P}\left(n^{-1 / 2}\right) . \tag{6.16}
\end{equation*}
$$

Define $g_{\alpha}$ as in the proof of Lemma 6.2, i.e.

$$
g_{\alpha}=(1-\alpha) g+\alpha g_{0} \quad(0 \leq \alpha \leq 1)
$$

and take $g_{\alpha, t}=g_{\alpha}+t h$, with $t \in \mathbb{R}$, where the direction $h$ is given by

$$
h(X)=X^{(1)}-\mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)
$$

Now it is crucial that $\hat{g}_{\alpha, t} \in \mathcal{G}$ for sufficiently small $\alpha$ and $t$. Since $g_{0}$ lies in the interior of $\mathcal{G}$, we may assume that $\left\|f_{0}\right\|_{\infty} \leq C / 2$ and $J_{m}\left(f_{0}\right) \leq C^{\prime} / 2$. Using the fact that $J_{m}\left(\mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)\right)<\infty$ and $\left|\mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)\right| \leq 1$ with probability one, we conclude that

$$
\begin{aligned}
& \hat{g}_{\alpha, t}(X)+t h(X)=\left[(1-\alpha) \hat{\theta}+t+\alpha \theta_{0}\right] X^{(1)}+ \\
& +\left[(1-\alpha) \hat{f}\left(X^{(2)}\right)+\alpha f_{0}\left(X^{(2)}\right)-t \mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)\right] \in \mathcal{G}
\end{aligned}
$$

for $4|t|=\alpha \min \left[C, C^{\prime}, J_{m}\left(\mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)\right)\right]$.
Next, notice that

$$
\frac{1}{n} \sum_{i=1}^{n} h^{2}\left(X_{i}\right) \xrightarrow{\text { a.s. }}\|h\|_{2}^{2}, \quad 0<\|h\|_{2}^{2} \leq 4
$$

by the strong law of large numbers. Choose $\delta_{n}=n^{-m /(2 m+1)}$. Since $\left\|\hat{g}-g_{0}\right\|_{n}=\mathcal{O}_{P}\left(\delta_{n}\right)$ and $\left\|m_{n}(g)\right\|_{\mathcal{G}_{n}\left(R \delta_{n}\right)}=\mathcal{O}_{P}\left(n^{1 / 2} \delta_{n}^{2}\right)$, it follows that

$$
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}\left(X_{i}\right)-g_{0}\left(X_{i}\right)\right)=\mathcal{O}_{P}\left(\delta_{n}^{2}\right)
$$

Finally,

$$
\frac{1}{n} \sum_{i=1}^{n} h\left(X_{i}\right)\left(\hat{g}\left(X_{i}\right)-g_{0}\left(X_{i}\right)\right)=\mathcal{O}_{P}\left(\delta_{n}\right)
$$

by the Cauchy-Schwarz inequality and

$$
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} h\left(X_{i}\right)=\mathcal{O}_{P}\left(n^{-1 / 2}\right)
$$

by the CLT. The same arguments leading to (6.4) in the proof of Lemma 6.2 , may be used to prove (6.16).

Set $l\left(X^{(2)} ; \theta ; f\right)=\theta \mathbb{E}\left(X^{(1)} \mid X^{(2)}\right)+f\left(X^{(2)}\right)$, and $k(X ; \theta ; f)=$ $l\left(X^{(2)}\right) h(X)$. Note that

$$
g\left(X^{(1)}, X^{(2)}\right)=\theta X^{(1)}+f\left(X^{(2)}\right)=\theta h(X)+l\left(X^{(2)} ; \theta ; f\right)
$$

We can express (6.16) by

$$
\begin{align*}
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} h\left(X_{i}\right)= & \left(\hat{\theta}-\theta_{0}\right) \frac{1}{n} \sum_{i=1}^{n} h^{2}\left(X_{i}\right)  \tag{6.17}\\
& +\frac{1}{n} \sum_{i=1}^{n}\left(k\left(X_{i} ; \hat{\theta} ; \hat{f}\right)-k\left(X_{i} ; \theta_{0} ; f_{0}\right)\right)+\mathcal{O}_{P}\left(n^{-1 / 2}\right)
\end{align*}
$$

We only have to prove that the second term on the right of (6.17) can be neglected in our analysis to obtain (6.15).

To see this, note that $\mathbb{E} k(X ; \theta ; f)=0$ and $\left\|k(\cdot ; \hat{\theta} ; \hat{f})-k\left(\cdot ; \theta_{0} ; f_{0}\right)\right\|_{2} \xrightarrow{\text { a.s. }}$ 0 , since both $\left|\hat{\theta}-\theta_{0}\right| \xrightarrow{\text { a.s. }} 0$ and $\left\|\hat{f}-f_{0}\right\|_{2} \xrightarrow{\text { a.s. }} 0$ by Theorem 6.2. The entropy bound on smooth classes as used in the proof of Theorem 6.2 ensures that for all $\eta>0$ there exists $\delta>0$ such that
$\mathbb{P}\left\{\sup _{\left\|k(; ; ; f)-k\left(; \theta_{0} ; f_{0}\right)\right\|_{2} \leq \delta} \left\lvert\, \int\left(k(\cdot ; \theta ; f)-k\left(\cdot ; \theta_{0} ; f_{0}\right) d\left(P_{n}-P\right) \left\lvert\,>\frac{\eta}{\sqrt{n}}\right.\right\} \leq \eta\right.\right.$.
This completes the proof of Theorem 6.3.
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