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## Introduction

Imagine that you are in a tunnel of a coal-mine. On the walls around you, you see cracks of all different lengths and in all kinds of directions. One supposes that the lengths of the cracks are an indicator of rock strength and can be used to assist in deciding the sizes of pillars to support the tunnel of the mine. Therefore, we are interested in the distribution of the crack length, because the distribution function tells us with which probability we will find cracks of a certain length. The motivation for the problem comes from geologists from the CSIRO Division of Applied Geomechanics (Laslett, 1982a,b).

If we want to estimate the crack length distribution we need data. Looking at a wall of the tunnel, we will see something like Figure 0.1. We observe the cracks within some window


Figure 0.1: line segment process observed through $\mathbf{W}$.
W. In this case the window is for instance one of the walls of the tunnel. Some of the lengths of the cracks are totally observed, others partially. A crack that hits the edge of the window is partially observed. The real length of the crack is beyond our visual field. The cracks in the window will be interpreted as a two-dimensional line segment process observed through a window $\mathbf{W}$. The cracks are the line segments of the process. When we only observe part of a given crack, we say it is censored. The length of the visible portion we call a censored observation.

For each line segment in the window our data consists of: its (possibly censored) length, its direction and its position in the window. These observations will be used to construct a nonparametric maximum likelihood estimator (NPMLE) of the distribution function of the length of the line segments (the crack length distribution). We assume that lengths and directions are independent. Roughly speaking nonparametric means that we put no restrictions on the distribution function we want to estimate and the maximum likelihood estimator is that estimator that gives the highest probability of occurrence to the data.

Why do we bother about the censoring? It is possible to construct estimators of the crack length distribution based on the uncensored observations only, but it turns out that not using the censored observations is throwing away valuable information. A censored observation of length $\tilde{x}$ does not give us the true length $x$ of the line segment, but nevertheless it tells us that $x \geq \tilde{x}$ and this means it includes information about the probability of being a line segment that is greater or equal to $\tilde{x}$. If experiments are expensive, it is not possible to generate more uncensored data if you are not satisfied with the data that is offered to you. Then, in the search for a good estimator, one is more or less forced to take the censored data into account. In the line segment processes studied in this book we show that the NPMLE of the distribution function of the length of the line segments, based on the uncensored and censored data, is in some sense the best estimator among all other estimators (efficiency).

Another application of a two-dimensional line segment process is described by Chung(1989, 1990): the storage of nuclear waste in a vault in a stable geological rock formation such as the granitic plutons in the Canadian Shield. The rock mass surrounding the vault acts as a natural barrier between the nuclear waste and the biosphere. However the ground water system contaminated with the waste migrates through the rock mass and reaches the biosphere. So the fracture system in the rock plays an important role. The fractures are approximately linear planes in nature, and we can only see linear lines on the surface of the rock mass. These lines form a two-dimensional line segment process and are possibly partially censored (by soil and vegetation). (For a picture see Gill(1994) p. 182).

In order to understand the two-dimensional case we start by analysing a simpler special case: a one-dimensional line segment process observed in an interval. If one considers the rectangular window in Figure 0.1 and all line segments are horizontal, then one obtains the one-dimensional case.

As a possible application of the one-dimensional line segment problem we consider the following so-called 'hospital model', Laslett(1982a). Suppose that in a one-dimensional line segment process we want to estimate the distribution function of the length of the line segments. Suppose we observe the process in an interval $(0, \tau)$ (this is the window $W$ ), so there will be line segments that are censored. The edges 0 and $\tau$ can censor a line segment at the left-hand side or the right-hand side. For instance the line segments could be the periods between arrival and departure of patients in a hospital and the time interval $(0, \tau)$ is the period we are able to observe them. If the arrival time of a patient is before time 0 , then the exact location of the arrival time is unknown. Also the exact locations of departure times after time $\tau$ are unknown. Now we have four kinds of observations. For a patient arriving before time 0 and departing after time $\tau$, we observe the sojourn time from time 0 to time $\tau$ (double censored). The parts of the line segment (the sojourn time) from the arrival time to time 0 and from time $\tau$ to the departure time, are not observed. For a patient arriving
before time 0 and departing in the time interval $(0, \tau)$, we observe the sojourn time from time 0 to the departure time (single end censored left-hand side). For a patient arriving and departing within the time interval ( $0, \tau$ ), we observe the whole sojourn time (uncensored). Finally for a patient arriving within the time interval $(0, \tau)$ and departing after time $\tau$, we observe the sojourn time from the arrival time to time $\tau$ (single end censored right-hand side). These observations are the available data for the estimation of the distribution function of the sojourn times and form the one-dimensional line segment process observed in the interval $(0, \tau)$.

Let the line segment lengths be distributed with distribution function $F$; let $\mu$ denote the mean. $F$ is the parameter of interest. Let the window $\mathbf{W}$ be convex. (Convexity ensures that two censored line segments hitting the edge of the window, do not belong to the same underlying line segment. This prevents dependence problems in the data.) Another aspect next to censoring that plays a non-trivial role in the line segment processes observed through a window is the so-called length bias: longer line segments have a bigger chance of getting (possibly partially) into the window and being observed. The observed line segments are thus not a random sample from the distribution of interest $F$, but from the length distribution of the observed line segments. The same holds for the distribution function, say $K$, of the angles of the line segments. The shape of the window has influence on which directions are more likely to be observed.

The length bias problem can be taken account of by estimating this length distribution of the observed line segments and because we will show that there is a 1-1 correspondence between $F$ and this length distribution of the observed line segments, we can always turn back to our parameter of interest $F$.

In chapter 1 we give a formal introduction to the one- and two-dimensional line segment processes. Firstly we define the one-dimensional case: the line segment process observed in an interval $(0, \tau)$. Secondly, we formulate the two-dimensional case with convex window $\mathbf{W}$ and (un)known angle distribution $K$. Instead of using the parameter $F$ we pose the problems in terms of the length distribution of the observed line segments $V$ (treating the length bias). We show that there is a $1-1$ correspondence between the two parametrizations. Actually we show there is a 1-1 correspondence between $\left(\left.F\right|_{[0, r)}, \mu\right)$ and $\left(\left.V\right|_{(0, r)}, h\right)$, because it turns out that the distribution of the data only depends on these parameters and they are identified by it. We derive the log likelihood-function. Because our model is not dominated we define the NPMLE of ( $V, h$ ) following Kiefer and Wolfowitz(1956). We use the EM-algorithm to calculate the NPMLE and obtain the so-called self-consistency equations. The existence and uniqueness of the NPMLE will be shown.

There is an important reason why we will use the reparametrization $(V, h)$ of the models. Using ( $V, h$ ) we turned the cases into a special nonparametric missing data problem: missing data models where the parameter space is convex and the distribution of the data is linear in the parameter. These properties allow us to use powerful special methods to prove consistency (chapter 2 ) and asymptotic normality and efficiency (chapter 3 ).

In chapter 2 we prove consistency of the NPMLE: enlarging the sample size implies that the estimator gets closer (in supremum norm) to the underlying ( $V, h$ ). We follow a general method first used by Jewell(1982) and more recently by Groeneboom and Wellner(1992). Because of the structure of the log likelihood it is essential to make some adjustments to
the method. The proof of consistency will be outlined in a general setting and for the onedimensional case and the two-dimensional case where $\mathbf{W}$ is a circle, we work out the proof in detail.

In chapter 3 we show the asymptotic normality and efficiency of the NPMLE of ( $V, h$ ) (it is in some sense the best estimator), using an identity for NPMLE's in the 'convex-linear' models of Van der Laan(1993). We show that efficiency of the NPMLE of ( $V, h$ ) implies efficiency of the NPMLE of $(F, \mu)$. Again, in the two-dimensional case we restrict attention to the case that $\mathbf{W}$ is a circle. The proof in the circle case relies on the assumption that the determinant $Q_{V}$ of a certain $2 \times 2$ matrix is unequal to zero. So far we are not able to verify the assumption in general, though a reasonable conjecture is that it exceeds 1 for all $V$ (see chapter 4).

It would be unfair to give the impression that all cases are covered by this book. Only for the one-dimensional case and the two-dimensional case where $\mathbf{W}$ is a circle, do we give all proofs in detail. For the circle, calculations get less complicated and it turns out that the distribution function $K$ of the directions of the line segments plays no role in the problem. Furthermore we must admit that the efficiency results are obtained under certain conditions on the class of underlying distribution functions. In chapter 4 we give a suggestion to get rid of some of the assumptions. For the two-dimensional case where $\mathbf{W}$ is arbitrary convex and the angle distribution $K$ is known, one can copy with more effort most of the proofs. The case that $\mathbf{W}$ is arbitrary convex and $K$ is unknown is different. Now one has to study the joint NPMLE of $(V, h)$ and $K$, because we need an estimate of $K$ to get an estimate of our parameter of interest $(V, h)$.

## Chapter 1

## The models

In this chapter we introduce the one- and two-dimensional line segment processes and explain how the data is possibly censored. After choosing a more effective parametrization, we derive the distribution functions of the data and determine the likelihood based on the data and show how to obtain the (sieved) NPMLE of the underlying distribution of the length of the line segments. Section 1.1 deals with the one-dimensional problem observed through an interval $[0, \tau]$ and in section 1.2 we find the two-dimensional case observed through a convex window W.

In the two-dimensional case we need to introduce a distribution function $K$ of the angles of the line segments. It turns out that in the case that $\mathbf{W}$ is a circle the distribution function $K$ (known or unknown) does not play any role in our search for a 'nice' estimator of the distribution of the length of the line segments. We will see that with some more effort the case that $\mathbf{W}$ is arbitrary convex with known $K$ can be treated like the 'circle-case'. In section 1.2.6 a brief remark will be made in case $K$ is unknown.

Although the one-dimensional line segment process could be considered as a special case of the two-dimensional problem, it is certainly not redundant to pay so much attention to this case. Actually, as often happens, we reached results in the two-dimensional case through the one-dimensional problem and a good understanding of the one-dimensional problem very much helps one to foresee the difficulties in the two-dimensional case.

### 1.1 The one-dimensional line segment process

In this section we introduce the one-dimensional line segment process. By $\int_{x}^{y}$, where $x \leq y$ and $x, y \in[0, \infty) \backslash\{\tau\}$, we mean the integral over $(x, y]$, but by $\int_{x}^{\tau}$ and $\int_{\tau}^{y}$, where $x \leq \tau \leq y$, we mean the integrals over $(x, \tau)$ and over $[\tau, y]$ respectively. Thus we have $\int_{x}^{\tau} \mathrm{d} F(u)=$ $F(\tau-)-F(x)$ and $\int_{\tau}^{y} \mathrm{~d} F(u)=F(y)-F(\tau-)$.

### 1.1.1 The hospital model

Consider arrival times $T_{i}$ of patients at a hospital enumerated in some way, following a homogeneous Poisson point process on $\mathbb{R}$ with rate $\lambda$. Associated with each $T_{i}$ is a sojourn time $X_{i}$; and $X_{1}, X_{2}, \ldots$ are i.i.d., positive, independent of the Poisson process and have the
common distribution function $F$. We define $\mu=\int_{0}^{\infty} x \mathrm{~d} F(x)$. For each patient $i$ we have a point $\left(T_{i}, X_{i}\right) \in \mathbb{R} \times \mathbb{R}^{+}$. All this defines a point process $\boldsymbol{\Phi}=\left\{\left(T_{i}, X_{i}\right): i=1,2, \ldots\right\}$ on $\mathbb{R} \times \mathbb{R}^{+}$and one can show that $\boldsymbol{\Phi}$ can also be characterized as a Poisson point process on $\mathbf{R} \times \mathbb{R}^{+}$with intensity measure

$$
\begin{equation*}
\rho(\mathrm{d} t, \mathrm{~d} x)=\lambda \mathrm{d} t \mathrm{~d} F(x) \tag{1.1}
\end{equation*}
$$

(Karlin(1981) p.p. 436-438, Stoyan(1987)).
Consider a time interval ( $0, \tau$ ). Suppose we only observe those portions of patients' sojourn times (partly or completely) overlapping $(0, \tau)$ : i.e.

$$
\left(T_{i}, X_{i}\right) \in A \equiv\left\{(t, x) \in \mathbb{R} \times \mathbb{R}^{+} \mid[t, t+x] \cap(0, \tau) \neq \emptyset\right\}
$$

For the patients arriving at or before 0 with sojourn times passing 0 , we observe pairs ( $W_{j}, E_{j}$ ), where

$$
W_{j}=\min \left(T_{j}+X_{j}, \tau\right), \quad E_{j}= \begin{cases}1 & T_{j}+X_{j} \leq \tau \\ 0 & T_{j}+X_{j}>\tau\end{cases}
$$

and for the patients arriving within $(0, \tau)$ we observe pairs $\left(Z_{i}, D_{i}\right)$, where

$$
Z_{i}=\min \left(X_{i}, \tau-T_{i}\right), \quad D_{i}= \begin{cases}1 & X_{i} \leq \tau-T_{i} \\ 0 & X_{i}>\tau-T_{i} .\end{cases}
$$

Together, we have four kinds of observations, respectively single end censored (left-hand side) (s.e.c.l.), double censored (d.c.), uncensored (u.c.) and single end censored (right-hand side) (s.e.c.r.) observations. The observations represent the censored line segments of the one dimensional line segment process. A typical realization is given in Figure 1.1, where an open dot means that the observation of the line segment $\left[T_{i}, T_{i}+X_{i}\right]$ is censored at that side and a closed dot means that this is not the case.


Figure 1.1: line segment process observed in an interval $(0, \tau)$.
Let $N$ be the number of points of the Poisson point process $\Phi$ that fall in the set $A$. Conditioning on $N=n$, the total number of observed patients (the total number of patients with
sojourn times overlapping with $(0, \tau)$ ), we have $n$ independent (possibly partially observed) observations in $A$. $N$ has a Poisson distribution with parameter $\lambda(\tau+\mu)=\int_{A} \lambda \mathrm{~d} t \mathrm{~d} F(x)$. So $N$ provides information about $F$ through the value of $\mu$, but because $\lambda$ is unknown the information about $F$ contained in $N$ is not useful and this justifies the presumption that conditioning on $N=n$ causes no loss of information.

In the following picture we draw the set $A$. Note that $A=\cup_{i=1}^{4} A_{i}$ and that $(T, X) \in$


Figure 1.2: representation of set $A$.
$A_{i}(i=1,2,3,4)$ implies that the observation associated with $(T, X)$ is respectively single end censored (left-hand side), double censored, single end censored (right-hand side) and uncensored.

For each $(T, X) \in A$ we can construct the observable part of the corresponding line segment geometrically. Let $\left(p_{1}, 0\right)$ be the vertical projection of $(T, X)$ on the $t$-axis and let $\left(p_{2}, 0\right)$ be the point on the $t$-axis such that the angle of the positive $t$-axis and the line through ( $T, X$ ) and ( $p_{2}, 0$ ) is $135^{\circ}$. In other words we have $p_{1}=T$ (the arrival time) and $p_{2}=T+X$ (the departure time). Now we observe the intersection of the intervals $\left(p_{1}, p_{2}\right)$ and $(0, \tau)$. In Figure 1.3 we show this for a point $(T, X)$ in $A_{2}$ and $A_{3}$. The corresponding line segments are drawn below the $t$-axis.

### 1.1.2 Missing data problem

We know that $N$, the number of points of the Poisson point process $\Phi$ that fall in the set $A$, has a Poisson distribution with parameter $\lambda(\tau+\mu)$. So if we condition on $N=n$, then the set of points $\boldsymbol{\Phi} \cap A$ is distributed like the set of points in an i.i.d. sample of size $n$ with probability measure $1_{A}(t, x) \lambda \mathrm{d} t \mathrm{~d} F(x) /(\lambda(\tau+\mu))$ (see (1.1)). This we can write as

$$
1_{A}(t, x) \cdot \frac{\lambda}{\lambda(\tau+\mu)} \mathrm{d} t \mathrm{~d} F(x)
$$



Figure 1.3: constructing observable part geometrically.

$$
\begin{align*}
& =1_{A}(t, x) \cdot \frac{\tau+x}{\tau+\mu} \mathrm{d} F(x) \cdot \frac{1}{\tau+x} \mathrm{~d} t \\
& =1_{A}(t, x) \cdot \mathrm{d} V(x) \cdot \frac{1}{\tau+x} \mathrm{~d} t \tag{1.2}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{d} V(x)=\frac{\tau+x}{\tau+\mu} \mathrm{d} F(x) \tag{1.3}
\end{equation*}
$$

Note that $V$ is a distribution function. One sees that we obtain the same probability measure if we consider the set of points in a random sample ( $T_{i}, X_{i}$ ) of size $n$ on $\mathbb{R} \times \mathbb{R}^{+}$, where the $X_{i}$ 's are i.i.d. having the common distribution function $V$ and the $T_{i}$ 's, given $X_{i}=x_{i}$, are uniformly distributed on $\left(-x_{i}, \tau\right)$. To get the same kind of observations as in section 1.1.1, we suppose that

$$
\text { if }\left(T_{i}=t_{i}, X_{i}=x_{i}\right) \in\left\{\begin{array}{lllll}
A_{1} & \text {, then we observe } & t_{i}+x_{i} & \text { (s.e.c.l.). } \\
A_{2}, & " & " & " & \tau \\
A_{3}, & " & " & " & \tau-t_{i} \\
A_{4}, & " & " & \text { (d.e.). } \\
\text { (s.e.c.r.) }
\end{array}\right.
$$

The model described in the previous two sentences is a missing data model: the observations are a function of the $\left(T_{i}, X_{i}\right)$ 's, which are i.i.d., the $X_{i}$ 's having the distribution function $V$. Note that in the hospital model of section 1.1.1, conditioning on $N=n$, the $X_{i}$ 's in the set of points $\Phi \cap A=\left\{\left(T_{i}, X_{i}\right) \in \Phi \mid\left(T_{i}, X_{i}\right) \in A\right\}$ no longer have the common distribution function $F$, from which they are originally drawn, but the distribution function $\int_{0}^{x}((\tau+$ $u) /(\tau+\mu)) \mathrm{d} F(u)$. By (1.2) and (1.3) together with the grouping prescription we see that our hospital model can be interpreted as a missing data problem.

Let $F^{\text {s.e.c.l. }}, F^{\text {d.c. }}, F^{\text {s.e.c..r. }}$ and $F^{u . c .}$ be the subdistribution functions of the observed length of the line segments, where $F \cdots(u)$ stands for the probability of obtaining a . . observation with a value $\leq u$. In Figure 1.4 we show in which set $\left(T_{i}, X_{i}\right)$ lies, when $\left(T_{i}, X_{i}\right)$ belongs to an $\ldots$ observation with a value $\leq u(u \in[0, \tau))$. The horizontal axis is the $t$-axis and the vertical axis is the $x$-axis. Now it is easy to calculate the subdistribution functions by integrating





Figure 1.4: the sets corresponding to an ... observation $\leq u$.
$(1 /(\tau+x)) \mathrm{d} V(x) \mathrm{d} t$ over the sets drawn in Figure 1.4. For instance for $F^{\text {s.e.c.l. }}$ we find

$$
\begin{aligned}
F^{\text {s.e.c.l. }}(u) & =\int_{w=0}^{w=u} \int_{t=-w}^{t=0} \frac{1}{\tau+w} \mathrm{~d} t \mathrm{~d} V(w)+\int_{w=u}^{w=\infty} \int_{t=-w}^{t=-w+u} \frac{1}{\tau+w} \mathrm{~d} t \mathrm{~d} V(w) \\
& =\int_{w=0}^{w=u} \frac{w}{\tau+w} \mathrm{~d} V(w)+u \int_{w=u}^{w=\infty} \frac{1}{\tau+w} \mathrm{~d} V(w)
\end{aligned}
$$

and so

$$
\mathrm{d} F^{\text {s.e.c.l. }}(u)=\frac{u}{\tau+u} \mathrm{~d} V(u)-\frac{u}{\tau+u} \mathrm{~d} V(u)+\int_{w=u}^{w=\infty} \frac{1}{\tau+w} \mathrm{~d} V(w) \mathrm{d} u
$$

$(u \in[0, \tau))$. For the other subdistribution functions we can do similar calculations. We find

$$
\begin{align*}
\mathrm{d} F^{\text {s.e.c.l. }}(u) & =1_{[0, \tau)}(u) \int_{u}^{\infty} \frac{1}{\tau+w} \mathrm{~d} V(w) \mathrm{d} u \\
& =1_{[0, \tau)}(u) \cdot g(u) \mathrm{d} u  \tag{1.4}\\
\mathrm{~d} F^{\text {d.c. }}(u) & =\int_{\tau}^{\infty} \frac{w-\tau}{\tau+w} \mathrm{~d} V(w) \mathrm{d} \delta_{\tau}(u) \\
& =h \mathrm{~d} \delta_{\tau}(u)  \tag{1.5}\\
\mathrm{d} F^{\text {s.e.c.r. }}(u) & =1_{[0, \tau)}(u) \int_{u}^{\infty} \frac{1}{\tau+w} \mathrm{~d} V(w) \mathrm{d} u \\
& =1_{[0, \tau)}(u) \cdot g(u) \mathrm{d} u  \tag{1.6}\\
\mathrm{~d} F^{u . c .}(u) & =1_{[0, \tau)}(u) \frac{\tau-u}{\tau+u} \mathrm{~d} V(u) \tag{1.7}
\end{align*}
$$

where $\delta_{\tau}(u)=1$ if $u=\tau$ and 0 elsewhere and where $g(\cdot)$ and $h$ are defined as

$$
\begin{equation*}
g(x) \equiv \int_{x}^{\infty} \frac{1}{\tau+w} \mathrm{~d} V(w), h \equiv \int_{\tau}^{\infty} \frac{w-\tau}{\tau+w} \mathrm{~d} V(w) \tag{1.8}
\end{equation*}
$$

For convenience we define

$$
\begin{equation*}
F^{\text {s.e.c. }}(x) \equiv F^{\text {s.e.c.l. }}(x)+F^{\text {s.e.c..r. }}(x) \tag{1.9}
\end{equation*}
$$

and note that $\mathrm{d} F^{\text {s.e.c. }}(u)=2 g(u) \mathrm{d} u$. Furthermore we note that $h$ is the probability of being double censored.

When we discuss the likelihood in section 1.1.4 we need the subdistribution functions in terms of $F$ too. Therefore we give them here. One can find them by using (1.3) with (1.4)-(1.7). We get

$$
\begin{align*}
\mathrm{d} F^{\text {s.e.c.l. }(u)} & =1_{[0, \tau)}(u) \frac{1-F(u)}{\tau+\mu} \mathrm{d} u  \tag{1.10}\\
\mathrm{~d} F^{\text {d.c. }}(u) & =\int_{\tau}^{\infty} \frac{1-F(w)}{\tau+\mu} \mathrm{d} w \mathrm{~d} \delta_{\tau}(u)  \tag{1.11}\\
\mathrm{d} F^{\text {s.e.c.r. }}(u) & =1_{[0, \tau)}(u) \frac{1-F(u)}{\tau+\mu} \mathrm{d} u  \tag{1.12}\\
\mathrm{~d} F^{u . c .}(u) & =1_{[0, \tau)}(u) \frac{\tau-u}{\tau+\mu} \mathrm{d} F(u) . \tag{1.13}
\end{align*}
$$

Note that $F^{\text {s.e.c.l. }}$ and $F^{\text {s.e.c.r. }}$ are the same and so these observations give the same contribution to the problem. Or one can say that the edges 0 and $\tau$ of the time interval $(0, \tau)$ censor the line segments equally. In fact the departure times $T_{i}+X_{i}(i=1, \ldots, n)$ form a Poisson point process too, independent of the $X_{i}$ 's.

Before finishing this section we give some equalities, which belong to the model. We have the following equalities:

$$
\begin{align*}
1 & =V(\tau-)+2 \tau g(\tau)+h  \tag{1.14}\\
\frac{\mu}{\tau+\mu} & =\int_{0}^{\tau} \frac{w}{\tau+w} \mathrm{~d} V(w)+\tau g(\tau)+h  \tag{1.15}\\
\frac{\tau}{\tau+\mu} & =\int_{0}^{\tau} \frac{\tau}{\tau+w} \mathrm{~d} V(w)+\tau g(\tau) \tag{1.16}
\end{align*}
$$

and

$$
\begin{align*}
\int_{0}^{\tau} \frac{\tau-w}{\tau+w} \mathrm{~d} V(w)+2 \int_{0}^{\tau} g(w) \mathrm{d} w+h & = \\
-\int_{0}^{\tau}(\tau-w) \mathrm{d} g(w)+2 \int_{0}^{\tau} g(w) \mathrm{d} w+h & =1 \tag{1.17}
\end{align*}
$$

Furthermore we have

$$
\begin{equation*}
\frac{1}{\tau+\mu}=\frac{1}{2 \tau}(1-h-V(\tau-))+\int_{0}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w) \tag{1.18}
\end{equation*}
$$

and with (1.3) we can rewrite (1.18) as

$$
\begin{equation*}
h=1-\frac{2 \tau}{\tau+\mu}+\int_{0}^{\tau} \frac{\tau-w}{\tau+\mu} \mathrm{d} F(w) . \tag{1.19}
\end{equation*}
$$

With (1.14) we express $g(x)$ in terms of $V$ on $[0, \tau)$ and $h$ :

$$
\begin{align*}
g(x) & =\int_{x}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w)+g(\tau) \\
& =\int_{x}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w)+\frac{1}{2 \tau}(1-h-V(\tau-)) \tag{1.20}
\end{align*}
$$

Note that ' $(1.14)=(1.15)+(1.16)$ ' and (1.17) can be obtained from Figure 1.2 by integrating over $A_{4}$ which yields $\int_{0}^{\tau}(\tau-w) /(\tau+w) \mathrm{d} V(w)$, over $A_{1}$ and $A_{3}$ which gives $2 \int_{0}^{\tau} g(w) \mathrm{d} w$, and over $A_{2}$ which gives $h$. Figure 1.2 gives a nice geometrical interpretation. One sees that $h$ is the probability that an observation is double censored $\left(\left(T_{i}, X_{i}\right)\right.$ lies in the set $\left.A_{2}\right), 2 \tau g(\tau)$ is the probability that an observation is single end censored and $X \geq \tau\left(\left(T_{i}, X_{i}\right)\right.$ lies in the set $\left.\left(A_{1} \cup A_{3}\right) \cap\left\{(t, x) \in \mathbb{R} \times \mathbb{R}^{+} \mid x \geq \tau\right\}\right), \mu /(\tau+\mu)$ is the probability that an observation is an observation of a patient arriving before time $0\left(\left(T_{i}, X_{i}\right)\right.$ lies in the set $\left.A_{1} \cup A_{2}\right)$ and $\tau /(\tau+\mu)$ is the probability that an observation is an observation of a patient arriving within the time interval $(0, \tau)\left(\left(T_{i}, X_{i}\right)\right.$ lies in the set $\left.A_{3} \cup A_{4}\right)$.

### 1.1.3 Identification

To avoid confusion we remember that by $\int_{x}^{y}$, where $x \leq y$ and $x, y \in[0, \infty) \backslash\{\tau\}$, we mean the integral over $(x, y]$, but by $\int_{x}^{\tau}$ and $\int_{\tau}^{y}$, where $x \leq \tau \leq y$, we mean the integrals over $(x, \tau)$ and over $[\tau, y]$ respectively. Thus we have $\int_{x}^{\tau} \mathrm{d} F(u)=F(\tau-)-F(x)$ and $\int_{\tau}^{y} \mathrm{~d} F(u)=$ $F(y)-F(\tau-)$.

If we remember (1.4)-(1.7) and (1.10)-(1.13), then with (1.20) we note that the distribution of the data only depends on $V$ (or $F$ ) through $V$ on $[0, \tau)$ (or $F$ on $[0, \tau)$ ) and $h$ (or $\mu$ ) and these two parameters are identified by it. As we already mentioned in the introduction, we want to translate the model from the parameters $F$ and $\mu$ into the parameters $V$ and $h$.

We are interested in distribution functions $F \in \mathcal{F}$, where $\mathcal{F}$ is the set

$$
\mathcal{F} \equiv\{\text { all distribution functions on }[0, \infty) \text { with finite mean }\}
$$

Of course the translation

$$
\begin{equation*}
V(x) \equiv \int_{0}^{x} \frac{\tau+w}{\tau+\mu} \mathrm{d} F(w) \tag{1.21}
\end{equation*}
$$

does not go from $\mathcal{F}$ to $\mathcal{F}$, but from $\mathcal{F}$ to $\mathcal{F}_{\infty}$, where $\mathcal{F}_{\infty}$ is the set

$$
\mathcal{F}_{\infty} \equiv\{\text { all distribution functions on }[0, \infty)\}
$$

One notes that $\mathcal{F} \subset \mathcal{F}_{\infty}$. We define the set $\mathcal{S}_{\tau}$ as

$$
\mathcal{S}_{\tau} \equiv\{\text { all subdistribution functions on }[0, \tau)\} .
$$

Let $P_{(F, \mu)}$ denote the distribution function of the data w.r.t. the parameters $(F, \mu) \in \mathcal{S}_{\tau} \times$ $[0, \infty]$. If we define the map $m_{0}: \mathcal{F}_{\infty} \rightarrow \mathcal{S}_{\tau} \times[0, \infty]$

$$
m_{0}(G) \equiv\left(G_{\tau}, \int_{0}^{\infty} w \mathrm{~d} G(w)\right) \equiv(F, \mu)
$$

where $G_{\tau} \in \mathcal{S}_{\tau}$ is $G$ restricted to $[0, \tau)$ (thus $G_{\tau}(x)=G(x)$ for $x \in[0, \tau)$ ), then our model $\mathcal{M}$, which is the set of all possible distribution functions of the data and where the set of all possible underlying distribution functions is $\mathcal{F}$, can be described as follows

$$
\mathcal{M}=\left\{P_{(F, \mu)} \mid(F, \mu) \in m_{0}(\mathcal{F})\right\}
$$

By a certain $\operatorname{map} \varphi_{\tau}: \mathcal{S}_{\tau} \times[0, \infty] \rightarrow \mathcal{S}_{\tau} \times[0, \infty)$ we will pass from $(F, \mu)$ to the parametrization ( $V, h$ ), where $V$ and $F$ satisfy ( 1.21 ) on $[0, \tau)$. If we denote by $P_{(V, h)}$ the distribution function of the data w.r.t. the parameters $(V, h) \in \mathcal{S}_{\tau} \times[0, \infty)$, then we can describe our model $\mathcal{M}$ as

$$
\mathcal{M}=\left\{P_{(V, h)} \mid(V, h) \in \varphi_{\tau}\left(m_{0}(\mathcal{F})\right)\right\} .
$$

Such a reparametrization is only useful if we can go back and forth between the two parametrizations in our model $\mathcal{M}$. In other words is there a 1-1 correspondence between $m_{0}(\mathcal{F})$ and $\varphi_{\tau}\left(m_{0}(\mathcal{F})\right)$ ? Because of the fact that for both parametrizations the parameters are identifiable from the data, there exists such a 1-1 correspondence.

A natural extension of $\mathcal{M}$ would be

$$
\mathcal{N}=\left\{P_{(V, h)} \mid(V, h) \in \overline{\varphi_{\tau}\left(m_{0}(\mathcal{F})\right)}\right\}
$$

where $\bar{A}$ stands for the closure of set $A$. By $\partial A$ we mean the boundary of set $A$, thus $\partial A=\bar{A} \backslash \dot{A}$, where $\dot{A}$ stands for the interior of $A$. The model $\mathcal{N}$ is 'too big'.

The set $m_{0}\left(\mathcal{F}_{\infty} \backslash \mathcal{F}\right)$ consists of elements, which do not belong to a distribution function in $\mathcal{F}$, but to a distribution function with infinite mean. If $F \in \mathcal{F}_{\infty} \backslash \mathcal{F}$, then all data sets contain only double censored observations a.s. and the probability of being double censored equals $h=1$. In this case the translation from $F$ to $V$ gives us $V \equiv 0$. This implies

$$
\varphi_{\tau}\left(m_{0}\left(\mathcal{F}_{\infty} \backslash \mathcal{F}\right)\right)=\{(0,1)\}
$$

and we will have that $\varphi_{\tau}\left(m_{0}\left(\mathcal{F}_{\infty} \backslash \mathcal{F}\right)\right) \subset \partial \varphi_{\tau}\left(m_{0}(\mathcal{F})\right)$. Surely, there is no 1-1 correspondence between $m_{0}\left(\mathcal{F}_{\infty} \backslash \mathcal{F}\right)$ and $\{(0,1)\}$.

We will see that the rest of the boundary of $\varphi_{\tau}\left(m_{0}(\mathcal{F})\right)$, which does not belong to $\varphi_{\tau}\left(m_{0}(\mathcal{F})\right)$ itself, is not empty and consists of $(V, h)$, which can be transferred back to an $(F, \mu) \in \mathcal{S}_{\tau} \times[0, \infty]$, but these $F$ on $[0, \tau)$ can not be extended to an $F$ on $[0, \infty)$ with mean $\mu$. Certainly, this is the case if $F(\tau-)=1$ and $\int_{0}^{\tau} w \mathrm{~d} F(w)<\mu$. This rest of $\partial \varphi_{\tau}\left(m_{0}(\mathcal{F})\right)$ will be denoted by $\mathcal{V}_{<}$. Thus we have

$$
\mathcal{V}_{<}=\partial \varphi_{\tau}\left(m_{0}(\mathcal{F})\right) \backslash\left\{\{(0,1)\} \cup \varphi_{\tau}\left(m_{0}(\mathcal{F})\right)\right\}
$$

It will be shown that there is a $1-1$ correspondence between $\mathcal{V}_{<}$and $\mathcal{F}_{<} \equiv \varphi_{\tau}^{-1}\left(\mathcal{V}_{<}\right)$, where $\varphi_{\tau}^{-1}$ stands for the inverse image of $\varphi_{\tau}$. We conclude that

$$
\overline{\varphi_{\tau}\left(m_{0}(\mathcal{F})\right)}=\varphi_{\tau}\left(m_{0}(\mathcal{F})\right) \cup\{(0,1)\} \cup \mathcal{V}_{<} .
$$

Let us call $\psi_{\tau}$ on $\varphi_{\tau}\left(m_{0}(\mathcal{F})\right)$ and on $\mathcal{V}_{<}$the inverse of $\varphi_{\tau}$. (We will show that for our choice of $\varphi_{\tau}$ this inverse exists). By $\varphi_{\tau}^{-1}$ on $\{(0,1)\}$ we denote the inverse image of $\varphi_{\tau}$. In the following scheme we summarize the above paragraphs.

| $\mathcal{F}_{\infty}$ $\downarrow m_{0}$ |  |  | $\begin{aligned} &= \mathcal{F} \\ & \downarrow m_{0} \end{aligned}$ | U | $\begin{aligned} & \mathcal{F}_{\infty} \backslash \mathcal{F} \\ & \downarrow m_{0} \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{0}\left(\mathcal{F}_{\infty}\right)$ | U | $\mathcal{F}_{<}$ | $=m_{0}(\mathcal{F})$ | $\cup$ | $m_{0}\left(\mathcal{F}_{\infty} \backslash \mathcal{F}\right)$ | $u$ | $\mathcal{F}_{<}$ |
| $\downarrow \varphi_{\tau} \uparrow \psi_{\tau}$ |  | $\downarrow \varphi_{\tau} \dagger \psi_{\tau}$ | $\downarrow \varphi_{\tau} \uparrow \psi_{\tau}$ |  | $\downarrow \varphi_{\tau} \dagger \varphi_{\tau}^{-1}$ |  | $\downarrow \varphi_{T}$ |
|  | ${ }_{0}(\mathcal{F})$ ) |  | $=\varphi_{\tau}\left(m_{0}(\mathcal{F})\right)$ | $\cup$ | $\{(0,1)\}$ | $\cup$ | $\nu_{<}$. |

Now we will fill in this scheme and describe the sets and mappings concretely. We define the sets

$$
\begin{aligned}
\mathcal{F}_{\tau, \star<}< & \equiv\left\{(F, \mu) \mid F \in \mathcal{S}_{\tau}, \mu \in[0, \infty], \int_{0}^{\tau} w \mathrm{~d} F(w)+\tau(1-F(\tau-)) \leq \mu\right\} \\
\mathcal{F}_{\tau} & \equiv\left\{(F, \mu) \mid F \in \mathcal{S}_{\tau}, \mu \in[0, \infty), \int_{0}^{\tau} w \mathrm{~d} F(w)+\tau(1-F(\tau-)) \leq \mu\right. \\
& \text { and ' }=\prime \text { ' when } F(\tau-)=1\} \\
\mathcal{F}_{<} & \equiv\left\{(F, \mu) \mid F \in \mathcal{S}_{\tau}, \mu \in[0, \infty), \int_{0}^{\tau} w \mathrm{~d} F(w)<\mu, F(\tau-)=1\right\} \\
\mathcal{F}_{\star} & \equiv\left\{\left((F, \mu) \mid F \in \mathcal{S}_{\tau}, \mu=\infty\right\},\right.
\end{aligned}
$$

and the sets

$$
\begin{aligned}
\mathcal{V}_{\tau, \star,<}< & \equiv\left\{(V, h) \mid V \in \mathcal{S}_{\tau}, h \in[0, \infty), h \leq 1-V(\tau-)\right\} \\
\mathcal{V}_{\tau} & \equiv\left\{(V, h) \mid(V, h) \in \mathcal{V}_{\tau, \star,<}, h \leq 1-V(\tau-) \text { and } '=\prime \text { when } h=0\right\} \\
\mathcal{V}_{<} & \equiv\left\{(V, h) \mid(V, h) \in \mathcal{V}_{\tau,, \star<}, 0<h=1-V(\tau-), h \neq 1\right\} \\
\mathcal{V}_{\star} & \equiv\left\{(V, h) \mid(V, h) \in \mathcal{V}_{\tau,, \ll}, h=1, V(\tau-)=0\right\} \\
& =\{(V, h) \mid(V, h)=(0,1)\} .
\end{aligned}
$$

It is clear that

$$
\mathcal{F}_{\tau, \star,<}=\mathcal{F}_{\tau} \cup \mathcal{F}_{\star} \cup \mathcal{F}_{<}, \mathcal{V}_{\tau, \star,<}=\mathcal{V}_{\tau} \cup \mathcal{V}_{\star} \cup \mathcal{V}_{<}
$$

and that we have

$$
\overline{\mathcal{F}}_{\tau}=\mathcal{F}_{\tau, \star,<}, \overline{\mathcal{V}}_{\tau}=\mathcal{V}_{\tau, \star, \ll}
$$

How are the sets $\mathcal{F}_{\tau}, \mathcal{F}_{<}$and $\mathcal{F}$ related? To give an answer we define for this purpose for each $(F, \mu) \in \mathcal{S}_{\tau} \times[0, \infty)$ the following set:

$$
\mathcal{R}_{(F, \mu)} \equiv\left\{G \in \mathcal{F} \mid G(x)=F(x) \text { on }[0, \tau), \int_{0}^{\infty} w \mathrm{~d} G(w)=\mu\right\} \subset \mathcal{F}
$$

One sees that each $(F, \mu) \in \mathcal{S}_{\tau} \times[0, \infty)$ represents a set of distribution functions in $\mathcal{F}$. Actually we will see that each $(F, \mu) \in \mathcal{F}_{\tau}$ represents a nonempty set $\mathcal{R}_{(F, \mu)}$ in $\mathcal{F}$ and one immediately
notes that for each $(F, \mu) \in \mathcal{F}_{<}$we have $\mathcal{R}_{(F, \mu)}=\emptyset$. Proposition 1.1.3.1 will give us the answer to the question we posed and is formulated as follows:

$$
\begin{equation*}
\mathcal{F}=\bigcup_{(F, \mu) \in \mathcal{S}_{r} \times[0, \infty)} \mathcal{R}_{(F, \mu)}=\bigcup_{(F, \mu) \in \mathcal{F}_{r}} \mathcal{R}_{(F, \mu)} \tag{1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall(F, \mu) \in \mathcal{F}_{\tau}: \mathcal{R}_{(F, \mu)} \neq \emptyset . \tag{1.23}
\end{equation*}
$$

With the knowledge that $m_{0}\left(\mathcal{R}_{(F, \mu)}\right)=\{(F, \mu)\}$ we have that these two statements immediately imply that

$$
\begin{equation*}
m_{0}(\mathcal{F})=\bigcup_{(F, \mu) \in \mathcal{F}_{\tau}} m_{0}\left(\mathcal{R}_{(F, \mu)}\right)=\bigcup_{(F, \mu) \in \mathcal{F}_{\tau}}\{(F, \mu)\}=\mathcal{F}_{\tau} . \tag{1.24}
\end{equation*}
$$

With the definition of $m_{0}$ on $\mathcal{F}_{\infty} \backslash \mathcal{F}$ we may write

$$
\begin{equation*}
m_{0}\left(\mathcal{F}_{\infty} \backslash \mathcal{F}\right)=\left\{(F, \infty) \mid F \in \mathcal{S}_{\tau}\right\}=\mathcal{F}_{\star} \tag{1.25}
\end{equation*}
$$

Now we will define the map $\varphi_{\tau}$ on

$$
\mathcal{F}_{\tau, \star,<}=m_{0}\left(\mathcal{F}_{\infty}\right) \cup \mathcal{F}_{<},
$$

which we use to pass from $(F, \mu)$ to the parametrization $(V, h)$. Furthermore we define the map $\psi_{\tau}$ on

$$
\varphi_{\tau}\left(m_{0}(\mathcal{F}) \cup \mathcal{F}_{<}\right)
$$

which we use to pass back to the parametrization $(F, \mu)$. We define

$$
\begin{aligned}
\varphi_{\tau}(F(\cdot), \mu) & \equiv\left(\int_{0} \frac{\tau+w}{\tau+\mu} \mathrm{d} F(w), 1-\frac{2 \tau}{\tau+\mu}+\int_{0}^{\tau} \frac{\tau-w}{\tau+\mu} \mathrm{d} F(w)\right) \\
\psi_{\tau}(V(\cdot), h) & \equiv\left(\frac{1}{\nu(V(\cdot), h)} \int_{0} \frac{1}{\tau+w} \mathrm{~d} V(w), \frac{1}{\nu(V(\cdot), h)}-\tau\right),
\end{aligned}
$$

(see also (1.19)) where

$$
\nu(V(\cdot), h) \equiv \frac{1}{2 \tau}(1-h-V(\tau-))+\int_{0}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w) .
$$

(We keep in mind that $\nu(V(\cdot), h)$ corresponds with $1 /(\tau+\mu)$ (see (1.18)).
In proposition 1.1.3.2 we show that $\varphi_{\tau}$ and $\psi_{\tau}$ give a 1-1 correspondence between $\mathcal{F}_{\tau}$ and $\mathcal{V}_{\tau}$. In proposition 1.1.3.3 we prove that $\varphi_{\tau}$ and $\psi_{\tau}$ give a 1-1 correspondence between $\mathcal{F}_{<}$and $\mathcal{V}_{<}$. These results with (1.24), (1.25) and the straightforward calculation of $\varphi_{\tau}\left(m_{0}\left(\mathcal{F}_{\infty} \backslash \mathcal{F}\right)\right)$ yields

$$
\begin{aligned}
\varphi_{\tau}\left(m_{0}(\mathcal{F})\right) & =\varphi_{\tau}\left(\mathcal{F}_{\tau}\right)=\mathcal{V}_{\tau} \\
\varphi_{\tau}\left(\mathcal{F}_{<}\right) & =\mathcal{V}_{<}
\end{aligned}
$$

and

$$
\varphi_{\tau}\left(m_{0}\left(\mathcal{F}_{\infty} \backslash \mathcal{F}\right)\right)=\varphi_{\tau}\left(\left\{(F, \infty) \mid F \in \mathcal{S}_{\tau}\right\}\right)=\{(0,1)\}=\mathcal{V}_{\star} .
$$

So we have $\varphi_{\tau}\left(m_{0}\left(\mathcal{F}_{\infty}\right) \cup \mathcal{F}_{<}\right)=\mathcal{V}_{\tau_{,}, \ll}=\mathcal{V}_{\tau}=\overline{\varphi_{\tau}\left(m_{0}(\mathcal{F})\right)}$.
The scheme becomes

| $\mathcal{F}_{\infty}$ $\downarrow m_{0}$ |  |  |  |  | $\mathcal{F}$ |  | $\cup$ | $\begin{aligned} & \mathcal{F}_{\infty} \backslash \mathcal{F} \\ & \downarrow m_{0} \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{0}\left(\mathcal{F}_{\infty}\right)$ | U | $\mathcal{F}_{<}$ |  | $\mathcal{F}$ | $\mathcal{F}_{\tau}$ |  | U | $\mathcal{F}_{*}$ | $\mathcal{F}_{<}$ |
| $\downarrow \varphi_{\tau} \uparrow \psi_{\tau}$ |  | $\downarrow \varphi_{\tau}$ |  |  |  |  |  | $\downarrow \varphi_{\tau} \dagger$ | $\downarrow \varphi$ |
|  |  |  |  |  |  |  | U | $\{(0,1)\}$ | $\nu_{<}$. |

From now on we describe the model $\mathcal{M}$ as

$$
\mathcal{M}=\left\{P_{(F, \mu)} \mid(F, \mu) \in \mathcal{F}_{\tau}\right\}=\left\{P_{(V, h)} \mid(V, h) \in \mathcal{V}_{\tau}\right\}
$$

and use the parametrization $(V, h)$, because of its earlier mentioned advantages, and know that we can change back to $(F, \mu) \in \mathcal{F}_{\tau}$ without difficulties. In our search for the NPMLE we will maximize the likelihood over the set $\overline{\mathcal{V}}_{\tau}=\mathcal{V}_{\tau, \star,<}$ so the given specified description of the larger set could be useful.

In the remainder of this section we prove the propositions 1.1.3.1-1.1.3.3.
Proposition 1.1.3.1 Using the definitions of the sets and functions from above, we have (1.22) and (1.23).

Proof: we begin with the first equality in (1.22). It is obvious that we have ' $J$ ', because for all $(F, \mu)$ we have $\mathcal{R}_{(F, \mu)} \subset \mathcal{F}$. Each $G \in \mathcal{F}$ is an element of $\mathcal{R}_{\left(F_{G}, \mu_{G}\right)}$, where $F_{G}$ equals $G$ restricted to $[0, \tau)$ and $\mu_{G}$ equals the expectation of $G$. (Note that $G \in \mathcal{F} \Rightarrow 0 \leq \mu_{G}<\infty$ ). So we have ' $C$ ' too.

If we prove $\mathcal{F}=U_{\left(F_{, \mu}\right) \in \mathcal{F}_{\mathcal{F}}} \mathcal{R}_{(F, \mu)}$, then we automatically prove the second equality in (1.22). Again, it is obvious that we have ' $J$ '. We know that each $G \in \mathcal{F}$ is an element of $\mathcal{R}_{\left(F_{G}, \mu_{G}\right)}$, where $F_{G}(x)=G(x)$ (on $[0, \tau)$, thus $\left.F_{G}(\tau-)=G(\tau-)\right)$ and $\mu_{G}=\int_{0}^{\infty} w \mathrm{~d} G(w)$. For $F_{G}$ and $\mu_{G}$ we note that $\mu_{G}$ is finite and nonnegative because $G \in \mathcal{F}$ and we have

$$
\begin{aligned}
\infty>\mu_{G} & =\int_{0}^{\tau} w \mathrm{~d} G(w)+\int_{\tau}^{\infty} w \mathrm{~d} G(w) \\
& =\int_{0}^{\tau} w \mathrm{~d} F_{G}(w)+\int_{\tau}^{\infty} w \mathrm{~d} G(w) \\
& \geq \int_{0}^{\tau} w \mathrm{~d} F_{G}(w)+\tau(1-G(\tau-)) \\
& =\int_{0}^{\tau} w \mathrm{~d} F_{G}(w)+\tau\left(1-F_{G}(\tau-)\right)
\end{aligned}
$$

and if $F_{G}(\tau-)=G(\tau-)=1$ we have

$$
\int_{0}^{\tau} w \mathrm{~d} F_{G}(w)=\int_{0}^{\tau} w \mathrm{~d} G(w)=\int_{0}^{\infty} w \mathrm{~d} G(w)=\mu_{G} .
$$

This proves that $\left(F_{G}, \mu_{G}\right) \in \mathcal{F}_{\tau}$ and thus $G \in \cup_{(F, \mu) \in \mathcal{F}_{\tau}} \mathcal{R}_{(F, \mu)}$. So we have showed ' $C$ '. This completes the proof of (1.22).

To prove (1.23) we take a $(F, \mu) \in \mathcal{F}_{\tau}$. Now we look for a $G \in \mathcal{F}$ such that $G(x)=F(x)$ on $[0, \tau)$ and $\int_{0}^{\infty} w \mathrm{~d} G(w)=\mu$. On $[0, \tau)$ we have to take $G(x)=F(x)$. If $F(\tau-)=1$, then we are ready and choose $G(x) \equiv 1$ on $[\tau, \infty)$. (Note that $\int_{0}^{\infty} w \mathrm{~d} G(w)=\mu$ is satisfied). If $F(\tau-)<1$, then let us search for a $G$, which gives mass on $[\tau, \infty)$ only at $\tau$ and at some point $b>\tau$. By $\Delta G(\tau)$ and $\Delta G(b)$ we denote the height of the jump of $G$ at $\tau$ respectively $b$.

If $G$ is a distribution function in $\mathcal{F}$ such that it is an element of $\mathcal{R}_{(F, \mu)}$, then $\Delta G(\tau)$ and $\Delta G(b)$ have to satisfy

$$
\begin{align*}
\int_{0}^{\infty} w \mathrm{~d} G(w) & =\int_{0}^{\tau} w \mathrm{~d} F(w)+\tau \Delta G(\tau)+b \Delta G(b)=\mu  \tag{1.26}\\
\int_{0}^{\infty} \mathrm{d} G(w) & =F(\tau-)+\Delta G(\tau)+\Delta G(b)=1 \tag{1.27}
\end{align*}
$$

under the condition that $\Delta G(\tau) \geq 0$ and $\Delta G(b) \geq 0$. Now (1.26) and (1.27) imply

$$
\left(\begin{array}{ll}
\tau & b \\
1 & 1
\end{array}\right) \cdot\binom{\Delta G(\tau)}{\Delta G(b)}=\binom{\mu-\int_{0}^{\tau} w \mathrm{~d} F(w)}{1-F(\tau-)} .
$$

Because $b>\tau$ the inverse of the matrix exists and we have

$$
\begin{align*}
\Delta G(\tau) & =\frac{1}{\tau-b}\left(\mu-\int_{0}^{\tau} w \mathrm{~d} F(w)\right)-\frac{b}{\tau-b}(1-F(\tau-))  \tag{1.28}\\
\Delta G(b) & =-\frac{1}{\tau-b}\left(\mu-\int_{0}^{\tau} w \mathrm{~d} F(w)-\tau(1-F(\tau-))\right) \tag{1.29}
\end{align*}
$$

Now $-1 /(\tau-b)>0$ and because $(F, \mu) \in \mathcal{F}_{\tau}$ we have $\mu-\int_{0}^{\tau} w \mathrm{~d} F(w)-\tau(1-F(\tau-)) \geq 0$ and thus with (1.29) we conclude that $\Delta G(b) \geq 0$. For $b \rightarrow \infty$ we have that $-b /(\tau-b) \cdot(1-F(\tau-))$ tends to $(1-F(\tau-))>0$ and $1 /(\tau-b) \cdot\left(\mu-\int_{0}^{\tau} w \mathrm{~d} F(w)\right)$ tends to 0 . Thus there exists a $b \in(\tau, \infty)$ such that $\Delta G(\tau) \geq 0$. This completes the construction of a $G \in \mathcal{R}_{(F, \mu)}$ for a given $(F, \mu) \in \mathcal{F}_{T}$ and proves (1.23).

Proposition 1.1.3.2 If we consider the map $\varphi_{\tau}$ on $\mathcal{F}_{\tau}$ and the map $\psi_{\tau}$ on $\mathcal{V}_{\tau}$, then they give a 1-1 correspondence between $\mathcal{F}_{\tau}$ and $\mathcal{V}_{\tau}$.

Proof: we have indeed that if $(V(\cdot), h) \equiv \varphi_{\tau}(F(\cdot), \mu)$ for an $(F, \mu) \in \mathcal{F}_{\tau}$, then $V \in \mathcal{S}_{\tau}$ because

$$
V(x) \equiv \int_{0}^{x} \frac{\tau+w}{\tau+\mu} \mathrm{d} F(w)
$$

is nondecreasing on $[0, \tau)$ and $\int_{0}^{\tau} w \mathrm{~d} F(w) \leq \mu$ implies $0 \leq V(x) \leq 1$. For $h$ we find with the condition in $\mathcal{F}_{\tau}$

$$
\begin{aligned}
h & \equiv 1-\frac{2 \tau}{\tau+\mu}+\int_{0}^{\tau} \frac{\tau-w}{\tau+\mu} \mathrm{d} F(w) \\
& =1-\frac{2 \tau}{\tau+\mu}+\frac{1}{\tau+\mu}\left(-\tau+\tau F(\tau-)-\int_{0}^{\tau} w \mathrm{~d} F(w)+\tau\right) \\
& \geq 1-\frac{2 \tau}{\tau+\mu}+\frac{\tau-\mu}{\tau+\mu}=0 .
\end{aligned}
$$

If $\int_{0}^{\tau} w \mathrm{~d} F(w)+\tau(1-F(\tau-))<\mu$, then we have $F(\tau-)<1$ and we may write

$$
\frac{2 \tau}{\tau+\mu}>\int_{0}^{\tau} \frac{2 \tau}{\tau+\mu} \mathrm{d} F(w)
$$

and this yields

$$
h<1-\int_{0}^{\tau} \frac{2 \tau}{\tau+\mu} \mathrm{d} F(w)+\int_{0}^{\tau} \frac{\tau-w}{\tau+\mu} \mathrm{d} F(w)=1-V(\tau-)
$$

If $\int_{0}^{\tau} w \mathrm{~d} F(w)+\tau(1-F(\tau-))=\mu$ and thus $F(\tau-)=1$, we get that $\int_{0}^{\tau} w \mathrm{~d} F(w)=\mu$ and so one sees immediately that $V(\tau-)=1$ and $h=0$. Note that we defined $h$ in such a way that (1.19) holds. So we verified that $\varphi_{\tau}\left(\mathcal{F}_{\tau}\right) \subseteq \mathcal{V}_{\tau}$.

Conversely we have that if $(F(\cdot), \mu) \equiv \psi_{\tau}(V(\cdot), h)$ for an $(V, h) \in \mathcal{V}_{\tau}$, then $F \in \mathcal{S}_{\tau}$ because

$$
\begin{equation*}
F(x) \equiv \frac{1}{\nu(V(\cdot), h)} \int_{0}^{x} \frac{1}{\tau+w} \mathrm{~d} V(w) \tag{1.30}
\end{equation*}
$$

is nondecreasing on $[0, \tau)$ and

$$
\begin{aligned}
0 \leq F(x) & =\frac{1}{\nu(V(\cdot), h)} \int_{0}^{x} \frac{1}{\tau+w} \mathrm{~d} V(w) \\
& \leq\left(\int_{0}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w)\right)^{-1}\left(\int_{0}^{x} \frac{1}{\tau+w} \mathrm{~d} V(w)\right) \leq 1
\end{aligned}
$$

From the definition of $\nu(V(\cdot), h)$ we get easily with the constraints in $\mathcal{V}_{\tau}$ that $0<\nu(V(\cdot), h) \leq$ $(1 / \tau)$ and so we have

$$
0 \leq \mu \equiv \frac{1}{\nu(V(\cdot), h)}-\tau<\infty .
$$

(Compare the definition of $\mu$ with (1.18)). From (1.30) we get

$$
\int_{0}^{\tau}(w-\tau) \mathrm{d} F(w)+\tau=\frac{1}{\nu(V(\cdot), h)} \int_{0}^{\tau} \frac{w-\tau}{\tau+w} \mathrm{~d} V(w)+\tau
$$

and this implies

$$
\begin{align*}
& \int_{0}^{\tau} w \mathrm{~d} F(w)+\tau(1-F(\tau-)) \\
& \quad=\frac{1}{\nu(V(\cdot), h)}\left(\int_{0}^{\tau} \frac{w-\tau}{\tau+w} \mathrm{~d} V(w)+2 \tau \nu(V(\cdot), h)\right)-\tau . \tag{1.31}
\end{align*}
$$

We have

$$
\begin{align*}
\int_{0}^{\tau} & \frac{w-\tau}{\tau+w} \mathrm{~d} V(w)+2 \tau \nu(V(\cdot), h) \\
\quad= & \int_{0}^{\tau} \frac{w-\tau}{\tau+w} \mathrm{~d} V(w)+(1-h-V(\tau-))+2 \tau \int_{0}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w) \\
\quad= & (1-h) \tag{1.32}
\end{align*}
$$

If $0 \leq h<1-V(\tau-) \leq 1$, then we get with (1.32) from (1.31)

$$
\int_{0}^{\tau} w \mathrm{~d} F(w)+\tau(1-F(\tau-))<\frac{1}{\nu(V(\cdot), h)}-\tau=\mu .
$$

If $h=1-V(\tau-)$ and thus $h=0$ and $V(\tau-)=1$, then we get with (1.32) from (1.31): $\int_{0}^{\tau} w \mathrm{~d} F(w)+\tau(1-F(\tau-))=\mu$. Furthermore with (1.30) we derive that $F(\tau-)=1$. So we checked that $\varphi_{\tau}\left(\mathcal{V}_{\tau}\right) \subseteq \mathcal{F}_{\tau}$.

By straightforward calculation one shows that

$$
\psi_{\tau}\left(\varphi_{\tau}(F(\cdot), \mu)\right)=(F(\cdot), \mu)
$$

and

$$
\varphi_{\tau}\left(\psi_{\tau}(V(\cdot), h)\right)=(V(\cdot), h) .
$$

This proves that there is a $1-1$ correspondence between $\mathcal{F}_{\tau}$ and $\mathcal{V}_{\tau}$. $\square$
Proposition 1.1.3.3 If we consider the map $\varphi_{\tau}$ on $\mathcal{F}_{<}$and the map $\psi_{\tau}$ on $\mathcal{V}_{<}$, then they give a 1-1 correspondence between $\mathcal{F}_{<}$and $\mathcal{V}_{<}$.

Proof: (In proposition 1.1.3.2 we showed already that if $(V(\cdot), h) \equiv \varphi_{\tau}(F(\cdot), \mu)$ for an $(F, \mu) \in \mathcal{F}_{\tau}$, then $(V, h) \in \mathcal{S}_{\tau} \times[0, \infty)$. The same for $\left.(F, \mu)\right)$. First we prove $\varphi_{\tau}\left(\mathcal{F}_{<}\right) \subseteq \mathcal{V}_{<}$. Let us consider a $(F, \mu) \in \mathcal{F}_{<}$. Because of $-\int_{0}^{\tau} w \mathrm{~d} F(w)>-\mu$ and $F(\tau-)=1$, we have

$$
h \equiv 1-\frac{2 \tau}{\tau+\mu}+\int_{0}^{\tau} \frac{\tau-w}{\tau+\mu} \mathrm{d} F(w)>1-\frac{2 \tau}{\tau+\mu}+\frac{\tau-\mu}{\tau+\mu}=0
$$

and thus $h>0$ is satisfied. Furthermore we have

$$
\begin{aligned}
1-V(\tau-) & \equiv 1-\int_{0}^{\tau} \frac{\tau+w}{\tau+\mu} \mathrm{d} F(w) \\
& =1-\frac{2 \tau}{\tau+\mu}+\int_{0}^{\tau} \frac{\tau-w}{\tau+\mu} \mathrm{d} F(w) \equiv h
\end{aligned}
$$

and thus $1-V(\tau-)=h$ is satisfied. We also know that if $h=1$, then we would have

$$
\frac{2 \tau}{\tau+\mu}=\int_{0}^{\tau} \frac{\tau-w}{\tau+\mu} \mathrm{d} F(w) .
$$

But because we have $\int_{0}^{\tau}(\tau-w) \mathrm{d} F(w) \leq \tau$, this can only be true if $\mu=\infty$. This contradicts the fact that $(F, \mu) \in \mathcal{F}_{<}$. Thus we have $h \neq 1$. This proves $\varphi_{\tau}\left(\mathcal{F}_{<}\right) \subseteq \mathcal{V}_{<}$.

Secondly we prove $\psi_{\tau}\left(\mathcal{V}_{<}\right) \subseteq \mathcal{F}_{<}$. Let us consider a $(V, h) \in \mathcal{V}_{<}$. Because $h=1-V(\tau-)$ we have that

$$
\begin{equation*}
\nu(V(\cdot), h)=\int_{0}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w) \tag{1.33}
\end{equation*}
$$

and thus

$$
F(\tau-) \equiv \frac{1}{\nu(V(\cdot), h)} \int_{0}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w)=1 .
$$

Furthermore $0<h=1-V(\tau-)$ implies that $V(\tau-)<1$ and with (1.33) we obtain

$$
\begin{aligned}
\int_{0}^{\tau} w \mathrm{~d} F(w) & \equiv \frac{1}{\nu(V(\cdot), h)} \int_{0}^{\tau} \frac{w}{\tau+w} \mathrm{~d} V(w) \\
& =\frac{1}{\nu(V(\cdot), h)} \int_{0}^{\tau} \frac{\tau+w}{\tau+w} \mathrm{~d} V(w)-\frac{1}{\nu(V(\cdot), h)} \int_{0}^{\tau} \frac{\tau}{\tau+w} \mathrm{~d} V(w) \\
& =\frac{1}{\nu(V(\cdot), h)} V(\tau-)-\tau \\
& <\frac{1}{\nu(V(\cdot), h)}-\tau \equiv \mu .
\end{aligned}
$$

We have that $F(\tau-)=1$ and $\int_{0}^{\tau} w \mathrm{~d} F(w)<\mu$ and this proves $\psi_{\tau}\left(\mathcal{V}_{<}\right) \subseteq \mathcal{F}_{<}$.
Of course we have $\psi_{\tau}\left(\varphi_{\tau}(F(\cdot), \mu)\right)=(F(\cdot), \mu)$ and $\varphi_{\tau}\left(\psi_{\tau}(V(\cdot), h)\right)=(V(\cdot), h)$ by straightforward calculation. This proves the 1-1 correspondence between $\mathcal{F}_{<}$and $\mathcal{V}_{<}$.

### 1.1.4 The likelihood and the definition of the NPMLE

We consider the hospital model of section 1.1.1. If we condition on $N=n$, the likelihood based on the probability that we have the $n$ independent observations ( $Z_{i}=z_{i}, D_{i}=d_{i}$ ), $\left(W_{j}=w_{j}, E_{j}=e_{j}\right)(i=1, \ldots, m ; j=1, \ldots, l ; n=l+m)$ is proportional to

$$
\begin{equation*}
\frac{1}{(\tau+\mu)^{n}} \prod_{i=1}^{m}\left(\mathrm{~d} F\left(z_{i}\right)\right)^{d_{i}}\left(1-F\left(z_{i}\right)\right)^{1-d_{i}} \prod_{j=1}^{l}\left(1-F\left(w_{j}\right)\right)^{e_{j}}\left(\int_{\tau}^{\infty}(1-F(u)) \mathrm{d} u\right)^{1-e_{j}} \tag{1.34}
\end{equation*}
$$

(use (1.10)-(1.13)). One must be aware that in the likelihood (1.34) $\mu$ in the denominator also depends on $F$. (Note that we have $n$ factors $1 /(\tau+\mu)$, one for each observation).

Let $x_{1}<x_{2}<\ldots<x_{r}$ be the ordered values of $w_{j}$ and $z_{i}$ for which either $e_{j}=1$ or $d_{i}=0,1$ (these are the uncensored and single end censored observations) and let $\phi_{i}$ and $\gamma_{i}$ be the number of the uncensored respectively single end censored values at $x_{i}$. Instead of using the likelihood (1.34) with the distribution function $F$, where we would have to deal with $\mu$ in the denominator, we regard our problem as the missing data problem described in section 1.1.2 and with (1.3) (or (1.4)-(1.7)) and (1.8) we write (1.34) in terms of $V$. We get

$$
\begin{align*}
\operatorname{lik}(V) & \propto \prod_{i=1}^{r}\left(\mathrm{~d} V\left(x_{i}\right)\right)^{\phi_{i}}\left(\int_{w=x_{i}}^{\infty} \frac{1}{\tau+w} \mathrm{~d} V(w)\right)^{\gamma_{i}} \cdot\left(\int_{w=\tau}^{\infty} \frac{w-\tau}{\tau+w} \mathrm{~d} V(w)\right)^{n-\tau} \\
& =\prod_{i=1}^{r}\left(\mathrm{~d} V\left(x_{i}\right)\right)^{\phi_{i}}\left(\int_{x_{i}}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w)+g(\tau)\right)^{\gamma_{i}} \cdot h^{n-\tau} . \tag{1.35}
\end{align*}
$$

Here we introduce the following empirical subdistribution functions on $[0, \tau]$ :

$$
\begin{align*}
F_{n}^{\text {d.c. }}(x) & \equiv \frac{1}{n} \#\{\text { double censored observations } \leq x\}  \tag{1.36}\\
F_{n}^{u . c .}(x) & \equiv \frac{1}{n} \#\{\text { uncensored observations } \leq x\}  \tag{1.37}\\
F_{n}^{\text {s.e.c. }}(x) & \equiv \frac{1}{n} \#\{\text { single end censored observations } \leq x\} \tag{1.38}
\end{align*}
$$

( $F^{\text {s.e.c. }}$ is defined by (1.9).) From (1.35) we write by formally taking logs the 'log likelihoodfunction' on $\mathcal{V}_{\tau}$ as

$$
\begin{equation*}
\Psi(\tilde{V}, \tilde{h}) \equiv \int_{0}^{\tau} \log (\mathrm{d} \tilde{V}(x)) \cdot \mathrm{d} F_{n}^{u . c .}(x)+\int_{0}^{\tau} \log (\tilde{g}(x)) \cdot \mathrm{d} F_{n}^{\text {s.e.c. }}(x)+\log (\tilde{h}) \cdot F_{n}^{\text {d.c.. }}(\tau) \tag{1.39}
\end{equation*}
$$

where $(\tilde{V}, \tilde{h}) \in \mathcal{V}_{\tau}$ and

$$
\begin{equation*}
\tilde{g}(x) \equiv \int_{x}^{\tau} \frac{1}{\tau+w} \mathrm{~d} \tilde{V}(w)+\tilde{g}(\tau) \tag{1.40}
\end{equation*}
$$

and $\tilde{g}(\tau)$ is defined by

$$
\tilde{V}(\tau-)+2 \tau \tilde{g}(\tau)+\tilde{h}=1
$$

(compare with (1.14)).
Now we say that $\left(\hat{V}_{n}, \widehat{h}_{n}\right)$ is a NPMLE of $(V, h)$ in $\mathcal{V}_{\tau}$, if

$$
\Psi(\tilde{V}, \tilde{h})-\Psi\left(V_{0}, h_{0}\right) \leq \Psi\left(\hat{V}_{n}, \hat{h}_{n}\right)-\Psi\left(V_{0}, h_{0}\right)
$$

for all $(\tilde{V}, \tilde{h}) \in \mathcal{V}_{\tau}$ and $\tilde{V} \ll V_{0}, \hat{V}_{n} \ll V_{0}$ for a $\left(V_{0}, h_{0}\right) \in \mathcal{V}_{\tau}\left(\right.$ for example $\left.V_{0} \equiv \frac{1}{2}\left(\tilde{V}+\hat{V}_{n}\right)\right)$ following Kiefer and Wolfowitz(1956) (see also Scholz(1980), Gill(1989)). When subtracting $\log$ likelihoods we use the following interpretation: if $G$ and $H$ are measures and $G \ll H$, then we rewrite

$$
\log \mathrm{d} G(x)-\log \mathrm{d} H(x)=\log \frac{\mathrm{d} G(x)}{\mathrm{d} H(x)}=\log \frac{\mathrm{d} G}{\mathrm{~d} H}(x)
$$

where $(\mathrm{d} G / \mathrm{d} H)(x)$ is the Radon-Nikodym derivative of $G$ with respect to $H$ at $x$.

### 1.1.5 Existence and uniqueness of the NPMLE

We state that there exists a nondecreasing step-function on $[0, \tau)$ with jumps at the uncensored and single end censored observations that is a NPMLE $\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$ of $(V, h)$. To see this we use (1.35) to note that if one puts mass between the observation points, then one can always shift this mass to the nearest observation point on the left and increase the likelihood. (Mass between 0 and the first observation point can be shifted to this observation point.) So from now we can consider discrete estimators with mass on the observation points only.

Let $I_{u}$ contain all the indices of the $x_{i}$ 's in $x_{1}<x_{2}<\ldots<x_{r}<x_{r+1}=\tau$, which are uncensored observations and let $I_{s}$ contain all the indices of the $x_{i}$ 's which are single end censored observations. We note that the distribution of the length of the s.e.c. observations is continuous and therefore we have $I_{u} \cap I_{s}=\emptyset$ with probability 1 . In the discrete setting we denote by $\Delta \tilde{V}(x)$ the height of the jump of $\tilde{V}$ at $x$. If we define $v_{i} \equiv \Delta \tilde{V}\left(x_{i}\right)$, then we write the loglikelihood formally as

$$
\begin{equation*}
\Psi(\tilde{V}, \tilde{h})=\frac{1}{n} \sum_{i \in I_{u}} \phi_{i} \log \left(v_{i}\right)+\frac{1}{n} \sum_{i \in I_{s}} \gamma_{i} \log \left(\sum_{j=i}^{r} \frac{1}{\tau+x_{j}} v_{j}+\tilde{g}(\tau)\right)+\frac{n-r}{n} \cdot \log (\tilde{h}) \tag{1.41}
\end{equation*}
$$

Now we define $s_{j}=v_{j}(j=1, \ldots, r), s_{r+1}=\tilde{h}$ and $s_{r+2}=2 \tau \tilde{g}(\tau)$ and we write the loglikelihood formally as a function $\boldsymbol{q}$ of $\mathrm{s}=\left(s_{1}, s_{2}, \ldots, s_{r+2}\right)$ :

$$
\begin{equation*}
q(\mathbf{s})=\sum_{i=1}^{r+1} \beta_{i} \log \left(\sum_{j=1}^{r+2} \alpha_{i j} s_{j}\right) \tag{1.42}
\end{equation*}
$$

where $\beta_{i}(i=1, \ldots, r+1)$ is defined as

$$
\beta_{i}=\frac{1}{n} \cdot \phi_{i}^{d_{i}} \cdot \gamma_{i}^{e_{i}} \cdot(n-r)^{1(i=r+1)}
$$

and where the $\alpha_{i j} \geq 0$ are defined as follows: for an observation $i(i=1, \ldots, r+1)$ we have the following three possibilities:

1) $i \in I_{u}$ (there are u.c. observations $x_{i}$ ):

$$
\alpha_{i j}= \begin{cases}1 & \text { if } j=i  \tag{1.43}\\ 0 & \text { if } j \neq i,\end{cases}
$$

2) $i \in I_{s}$ (there are s.e.c. observations $x_{i}$ ):

$$
\alpha_{i j}= \begin{cases}0 & \text { if } j<i  \tag{1.44}\\ \frac{1}{\tau+x_{j}} & \text { if } i \leq j \leq r \\ 0 & \text { if } j=r+1 \\ \frac{1}{2 \tau} & \text { if } j=r+2\end{cases}
$$

3) $i=r+1($ d.c. observations $\tau)$ :

$$
\alpha_{i j}= \begin{cases}1 & \text { if } j=r+1  \tag{1.45}\\ 0 & \text { if } j \neq r+1\end{cases}
$$

Note that we have for all $i: \alpha_{i i}>0$.
For a matrix $M$ we denote by $(M)_{i j}$ the entry in $M$ with the coordinates the $i$ 'the row and the $j$ 'th column. We use $(M)_{i}$ and $(M)_{. j}$ to denote the $i$ 'th row respectively the $j$ 'th column and for a vector a we use $(a)_{i}$ (or $a_{i}$ ) to denote the $i$ 'th entry, thus by $(M a)_{i}$ we mean the $i$ 'th entry of the vector $M a$. Now we define the $(r+2) \times(r+2)$ matrix $A$ :

$$
\begin{array}{lll}
(A)_{i j} & \equiv \alpha_{i j} & \text { for } i=1, \ldots, r \text { and } j=1, \ldots, r+2 \\
(A)_{r+1, j} & \equiv 0 & \text { for } j \neq r+1 \\
(A)_{r+1, r+1} & \equiv 1 & \\
(A)_{r+2, j} & \equiv 1 & \text { for } j=1, \ldots, r+2
\end{array}
$$

The matrix $A$ has the following structure:

$$
\left(\begin{array}{lllllllll}
\star & \star & \star & \cdot & . & \star & \star & 0 & \star \\
0 & \star & \star & . & . & \star & \star & 0 & \star \\
0 & 0 & \star & . & . & \star & \star & 0 & \star \\
. & . & . & . & . & . & . & 0 & \cdot \\
. & . & . & . & . & . & . & 0 & \cdot \\
. & . & . & . & . & . & . & 0 & \cdot \\
0 & 0 & 0 & \cdot & . & 0 & \star & 0 & \star \\
0 & 0 & 0 & . & . & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & . & . & 1 & 1 & 1 & 1
\end{array}\right),
$$

where the $\star$ 's stand for some number. On the diagonal we have nonzero entries. To show that $A$ is invertible we show that the rank is $r+2$ by using elementary row operations on $A$ to obtain a matrix with 0's below the diagonal and nonzero elements on the diagonal. Because $(A)_{11}>0$ we make with the first row $A_{r+2,1}$ equal to 0 . Then (because $A_{22}>0$ ) we make with the second row $A_{r+2,2}$ equal to 0 . We repeat this until all $A_{r+2, j}(j=1, \ldots, r+1)$ are 0 . This proves that rank $A$ is $r+2$ and thus $A^{-1}$ exists.

We remember that the $s_{i}$ 's that maximize (1.42) represent the mass of $\hat{V}_{n}$ at the $x_{i}$ 's $(i=1, \ldots, r)$ and $s_{r+1}$ and $s_{r+2}$ stand for the mass assigned to respectively $\widehat{h}_{n}$ and $2 \tau \widehat{g}_{n}(\tau)$. Now $q(s)$ (see (1.42)) will be maximized over the set

$$
\mathcal{S} \equiv\left\{\mathbf{s} \in \mathbb{R}^{r+2} \mid \sum_{j=1}^{r+2} s_{j}=1, s_{j} \geq 0\right\}
$$

It is obvious that $q$ is concave on $\mathcal{S}$ (use (strict) concavity of the log to obtain $q\left(\lambda s_{0}+(1-\right.$ $\left.\lambda) s_{1}\right) \geq \lambda q\left(s_{0}\right)+(1-\lambda) q\left(s_{1}\right)$, with $\left.s_{0}, s_{1} \in \mathcal{S}\right)$. It is easy to see that $q: \mathcal{S} \rightarrow \mathbb{R} \cup\{-\infty\}$ is bounded from above: $q(s) \leq(r+1) \cdot \log \left((r+2) \max _{i, j}\left(\alpha_{i j}\right)\right)$. Furthermore one notes that $q$ is continuous on $\mathcal{S}$. The continuity of $q$ on the compact set $\mathcal{S}$ guarantees the existence of a maximum in our problem.

If we define $l: \mathbb{R}^{r+2} \rightarrow \mathbb{R} \cup\{-\infty\}$ as

$$
l(\mathbf{u})=\sum_{i=1}^{r+1} \beta_{i} \log u_{i}
$$

then we note immediately $\left(\beta_{i}>0\right)$ that $l$ is strictly concave on

$$
\mathcal{U}_{c}=\left\{\mathbf{u} \in \mathbb{R}^{r+2} \mid u_{i} \geq 0, u_{r+2}=c\right\}
$$

where $c \geq 0$ is a constant. (For each $i \log u_{i}$ is strictly concave on $\mathcal{U}_{c}$ and thus $l$ is a sum of strictly concave functions on $\mathcal{U}_{c}$ ). Thus $l$ is also strictly concave on

$$
\mathcal{U} \equiv A(\mathcal{S}) \subset \mathcal{U}_{1}
$$

$\left((A s)_{r+2}=\sum_{i=1}^{r+2} s_{i}=1\right.$ for all $\left.s \in S\right)$. One easily verifies that

$$
q(\mathbf{s})=l(A \mathbf{s})
$$

We know already that $q$ has a maximum on $\mathcal{S}$. Now the fact that $l$ is strictly concave on $\mathcal{U}=A(\mathcal{S})$ and the fact that $A$ is invertible imply that the maximum is unique.

We know that each $s \in \mathcal{S}$ corresponds with a subdistribution function $\widetilde{V}_{\mathbf{g}}$ on $[0, \tau)$, which is a step-function (with possible jumps only at the $x_{i}$ 's) and a $\tilde{h}_{\mathrm{s}} \geq 0$ such that $\tilde{h}_{\mathrm{s}} \leq 1-\widetilde{V}_{\mathrm{B}}(\tau-$ ) (and $2 \tau \tilde{g}_{\mathrm{g}}(\tau) \equiv 1-\widetilde{h}_{\mathrm{s}}-\tilde{V}_{\mathrm{g}}(\tau-) \geq 0$ ). So we have that

$$
\begin{equation*}
\mathcal{V}_{\text {npmle }} \equiv\left\{\left(\tilde{V}_{\mathbf{s}}, \tilde{h}_{\mathbf{s}}\right) \mid \mathrm{s} \in \mathcal{S}\right\} \subset \mathcal{V}_{\tau, \star,<}=\overline{\mathcal{V}}_{\tau} \tag{1.46}
\end{equation*}
$$

(see section 1.1.3). (Note that the set $\mathcal{V}_{\text {npmle }}$ depends on the sample size). It can happen that the NPMLE $\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$ which lies in $\mathcal{V}_{\text {npmle }}$, lies in the boundery of $\mathcal{V}_{\tau}$ but not in $\mathcal{V}_{\tau}$ itself. For
example if we have a sample of size 5 consisting of two u.c. observations $x_{1}, x_{2} \in[0, \tau)$ and three d.c. observations $\tau$, then we have to maximize

$$
\frac{1}{5} \log \tilde{v}_{1}+\frac{1}{5} \log \tilde{v}_{2}+\frac{3}{5} \log \tilde{h}
$$

subject to the constraints $\tilde{v}_{1}+\tilde{v}_{2}+\tilde{h}=1$ and $\tilde{v}_{i} \geq 0$ and $\tilde{h} \geq 0$. The method of Lagrange multipliers gives us $\widehat{v}_{1}=\widehat{v}_{2}=1 / 5$ and $\widehat{h}_{n}=3 / 5$. Thus $0<\widehat{h}_{n}=1-\widehat{V}_{n}(\tau-)$ and $\widehat{h}_{n} \neq 1$ and this implies that $\left(\hat{V}_{n}, \widehat{h}_{n}\right) \in \mathcal{V}_{<}$. Thus the NPMLE does not have to be 'in the model'.

We have proved the following proposition:
Proposition 1.1.5.1 The $\operatorname{NPMLE}\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$ exists and is unique and lies in $\mathcal{V}_{\text {npmle }} \subset \overline{\mathcal{V}}_{\boldsymbol{r}}$.
Because we need some ideas from chapter 2, we will give the proof of the following proposition in section 2.2.3. The proposition says that for increasing $n$ the probability that the NPMLE lies in the model tends to 1.

Proposition 1.1.5.2 Suppose that we have $g(\tau)>0$ for the underlying $g$, then for increasing $n$ the probability that the $\operatorname{NPMLE}\left(\widehat{V}_{n}, \widehat{h}_{n}\right) \in \mathcal{V}_{\tau}$ tends to 1.

### 1.1.6 EM-algorithm and self-consistency equations

In this section we will derive the so-called self-consistency equations for the NPMLE $\left(\hat{V}_{n}, \hat{h}_{n}\right)$ of ( $V, h$ ) and say something about the EM-algorithm for computing the NPMLE. Although most of the machinery in the next paragraph is introduced in chapter 3 ((differentiable) onedimensional submodel through $V$, score operator, score equation), we illustrate here all the same how the equations (1.50)-(1.52) can be derived. If one wants to ignore this derivation at this time, then one skips the next paragraph.

Just for the moment we parametrize again with $V \in \mathcal{F}_{\infty}$ instead of $(V, h) \in \mathcal{V}_{\tau}$ and thus we parametrize the distribution of the data with $P_{V}, V \in \mathcal{F}_{\infty}$ instead of $P_{(V, h)}$ with $(V, h) \in \mathcal{V}_{\tau}$. We denote by $P_{n}$ the empirical distribution of the data. Let us consider the following class of one-dimensional submodels through $V$ :

$$
V_{\theta, l}(x)=\frac{\int_{0}^{x}(1+\theta l(u)) \mathrm{d} V(u)}{\int_{0}^{\infty}(1+\theta l(u)) \mathrm{d} V(u)}
$$

with bounded score $l$ and where $\theta$ is sufficiently small. Now $\widehat{V}_{n, l}$ is a dominated family of one-dimensional submodels through $\widehat{V}_{n}$ and because $\hat{V}_{n}$ is the NPMLE we have that the $\log$ likelihood is maximal at $\theta=0$. By differentiating the log likelihood along $P_{\hat{V}_{n}, l}$ (onedimensional submodels through $P_{\hat{V}_{n}}$ implied by $\hat{V}_{n \theta, l}$ and with score $A_{\hat{V}_{n}}(l)$, where $A_{\hat{V}_{n}}$ is the score operator (see section 3.3)) and evaluating at $\theta=0$ we obtain the score equation

$$
\begin{equation*}
E_{P_{n}}\left(A_{\hat{V}_{n}}(l)\right)=0 \tag{1.47}
\end{equation*}
$$

for all bounded $l$ (which are a score of some differentiable submodel $P_{\hat{V}_{n, l}}$ through $P_{\hat{V}_{n}}$ ). For any missing data model the score operator is given by $A_{\hat{V}_{n}}(l)(Y)=E_{\hat{V}_{n}}(l(X) \mid Y)$, where $X$ is the variable of interest and $Y$ the data. The score equation becomes

$$
\begin{equation*}
E_{P_{n}}\left(E_{\hat{V}_{n}}(l(X) \mid Y)\right)=0 \tag{1.48}
\end{equation*}
$$

(for heuristical argument see Gill(1989); for rigorous proof see Bickel et al.(1993) prop. A5.5).
Especially (1.48) holds for $l(X)=1_{\{X \leq x\}}(x)-\hat{V}_{n}(x)$. This provides us with the so-called self consistency equation:

$$
\begin{align*}
\hat{V}_{n}(x) & =\int P_{\hat{V}_{n}}(X \leq x \mid Y) \mathrm{d} P_{n}(Y) \\
& =\frac{1}{n} \sum_{i=1}^{n} P_{\hat{V}_{n}}\left(X_{i} \leq x \mid \text { observation } i\right) . \tag{1.49}
\end{align*}
$$

Together with the definitions of $F_{n}^{\text {d.c. }}, F_{n}^{\text {s.e.c. }}, F_{n}^{\text {u.c. }}$ in (1.36)-(1.38) and $\widehat{g}_{n}$ we get from (1.49) that the NPMLE $\left(\hat{V}_{n}, \widehat{h}_{n}\right)$ of $(V, h)$ satisfies the self-consistency equations

$$
\begin{align*}
\mathrm{d} \widehat{V}_{n}(x)= & \mathrm{d} F_{n}^{u . c .}(x)+\int_{v=0}^{v=x} \frac{1}{\widehat{g}_{n}(v)} \mathrm{d} F_{n}^{\text {s.e.c. }}(v) \cdot \frac{1}{\tau+x} \mathrm{~d} \widehat{V}_{n}(x) \\
= & \mathrm{d} F_{n}^{u . c .}(x) \\
& +\int_{v=0}^{v=x}\left(\int_{w=v}^{w=\tau} \frac{1}{\tau+w} \mathrm{~d} \widehat{V}_{n}(w)+\widehat{g}_{n}(\tau)\right)^{-1} \mathrm{~d} F_{n}^{\text {s.e.c. }}(v) \cdot \frac{1}{\tau+x} \mathrm{~d} \widehat{V}_{n}(x)( \tag{1.50}
\end{align*}
$$

and

$$
\begin{align*}
\hat{h}_{n} & =F_{n}^{d . c .}(\tau)=\frac{n-r}{n}  \tag{1.51}\\
2 \tau \hat{g}_{n}(\tau) & =1-\widehat{h}_{n}-\hat{V}_{n}(\tau) . \tag{1.52}
\end{align*}
$$

A solution of (1.49) and thus of (1.50)-(1.52) can be computed with the EM-algorithm. We already mentioned that we could consider discrete estimators with mass on the observation points only. In this discrete setting we mean by $\mathrm{d} \hat{V}_{n}\left(x_{i}\right)$ the height of the jump of $\widehat{V}_{n}$ at $x_{i}$. Thus $\mathrm{d} \hat{V}_{n}(x)=0$ if $x \notin\left\{x_{1}, \ldots, x_{r}\right\}$. (Here we use this 'lazy' notation, instead of rewriting (1.50)-(1.52) in the discrete notation $\Delta \hat{V}_{n}\left(x_{i}\right)$ ). If we replace in the equations (1.50)-(1.52) at the left-hand side $\hat{V}_{n}, \hat{h}_{n}$ and $\hat{g}_{n}$ by $\hat{V}_{n}{ }^{k+1}, \hat{h}_{n}{ }^{k+1}$ and ${\widehat{g}_{n}}^{k+1}$ respectively and if we replace at the right-hand side $\hat{V}_{n}, \widehat{h}_{n}$ and $\widehat{g}_{n}$ by $\widehat{V}_{n}{ }^{k}, \widehat{h}_{n}{ }^{k}$ and $\widehat{g}_{n}{ }^{k}$ respectively, then we obtain the iterative scheme of the EM-algorithm.

We start with an initial (discrete) estimator ( $\hat{V}_{n}^{0}, \hat{h}_{n}{ }^{0}$ ) which puts positive mass at all the observation points, $\widehat{h}_{n}{ }^{0}$ and $\widehat{g}_{n}(\tau)^{0}$. Now we evaluate for $k=0$ the expressions at the right-hand side of $(1.50)-(1.52)$ with $\hat{V}_{n}{ }^{0}, \widehat{h}_{n}{ }^{0}$ and $\widehat{g}_{n}(\tau)^{0}$. This is the ' E '-step in the algorithm (where the ' E ' stands for 'Expectation'; see right-hand side (1.49)). Defining $\mathrm{d} \hat{V}_{n}{ }^{1}(x), \widehat{h}_{n}{ }^{1}$ and $\widehat{g}_{n}(\tau)^{1}$ by $(1.50)-(1.52)\left(\mathrm{d} \hat{V}_{n}{ }^{0}(x), \hat{h}_{n}{ }^{0}\right.$ and $\widehat{g}_{n}(\tau)^{0}$ at the right-hand side) provides us with a new distribution function, which increases the likelihood. This is the ' M '-step in the algorithm (where the ' $M$ ' stands for 'Maximization'). Wu (1983) (see also Dempster et al.(1977) and Turnbull(1976)) shows that the likelihood increases after each iteration and converges to the maximum, the NPMLE ( $\widehat{V}_{n}, \widehat{h}_{n}$ ), which is in our case unique.

We make here the remark that if one does not start with an initial estimator that puts positive mass at all the observation points, then the EM-algorithm will converge to a solution of the self-consistency equations, but not necessarily to the NPMLE. At s.e.c. points where the initial distribution gives mass zero, all iterated distributions will give mass zero (see EMalgorithm). Thus if the NPMLE gives positive mass to a point to which the initial distribution
gives mass zero, then the algorithm does not converge to the NPMLE (see also Groeneboom and Wellner(1992)).

### 1.1.7 The sieved NPMLE

In the previous section we already mentioned the fact that if we start in the EM-algorithm with an initial distribution that puts mass zero for instance at the s.e.c. observation points, then the algorithm will not necessarily converge to the NPMLE, which is a step-function with (possible) jumps at all observation points. But the algorithm will converge to a solution of the self-consistency equations. Actually, in the class of discrete distributions with (possible) mass at the u.c. observation points only, this solution will maximize the log likelihood. By this fact we are able to introduce a new kind of NPMLE-definition: the sieved NPMLE. The estimator sieves its observation points: only the u.c. observation points get mass. Of course the sieved NPMLE depends on the sieve you choose. Any subset of the observation points can be a sieve.

For the NPMLE $\left(\widehat{V}_{n}, \hat{h}_{n}\right)$ of $(V, h) \in \mathcal{V}_{\tau}$ we know that we only have to consider discrete estimators with mass at the observation points only. Of course this is the set $\mathcal{V}_{\text {npmle }}$ defined in (1.46). This set of distributions will be dominated by $\left(\pi_{r+2}, 1 /(r+2)\right)$, where $\pi_{r+2}$ gives mass $1 /(r+2)$ to the $r$ observation points (in $[0, \tau))$ and the same amount of mass is given to $h=s_{r+1}$ and $2 \tau g(\tau)=s_{r+2}$. Therefore if $\Pi_{r+2}$ denotes the distribution function of $\pi_{r+2}$ on $[0, \tau)$, we have that the definition of the $\operatorname{NPMLE}\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$ in section 1.1.4 is equivalent to the following definition:

$$
\begin{equation*}
\left(\hat{V}_{n}, \hat{h}_{n}\right) \equiv \arg \max _{\left(\tilde{V}_{\mathbf{B}}, \tilde{h}_{\mathbf{s}}\right) \in \mathcal{V}_{\text {npmle }}}\left(\Psi\left(\tilde{V}_{\mathbf{s}}, \tilde{h}_{\mathbf{s}}\right)-\Psi\left(\Pi_{r+2}, 1 /(r+2)\right)\right) \tag{1.53}
\end{equation*}
$$

(provided the maximum exists).
Here the sieved NPMLE is defined as the maximizer of the $\log$ likelihood $\Psi$ for distributions, which only give mass to the u.c. observation points (and $h$ and $2 \tau g(\tau)$ ). Now we define the set $\mathcal{V}_{\text {sieve }}$ analogue to the set $\mathcal{V}_{\text {npmle }}$ in (1.46). Remember the definition of the set $I_{s}$ in section 1.1.5: containing all the indices of the $x_{i}$ 's in $x_{1}<\ldots<x_{r}$ which are s.e.c. observation points. Now the set $\mathcal{V}_{\text {sieve }}$ is defined as

$$
\mathcal{V}_{\text {sieve }} \equiv\left\{\left(\tilde{V}_{\mathbf{s}}, \tilde{h}_{\mathbf{s}}\right) \mid \mathrm{s} \in \mathcal{S}, \forall i \in I_{\mathrm{s}} s_{i}=0\right\}
$$

where $\tilde{V}_{\mathrm{g}}$ and $\tilde{h}_{\mathrm{g}}$ are defined as in (1.46). (Note that $\mathcal{V}_{\text {sieve }}$ depends on the sample size). Let $r_{0}$ be equal to $\# I_{s}$. Then this set is dominated by $\left(\xi_{r-r_{0}+2}, 1 /\left(r-r_{0}+2\right)\right)$, where $\xi_{r-r_{0}+2}$ gives mass $1 /\left(r-r_{0}+2\right)$ to the $r-r_{0}$ u.c. observation points (in $[0, \tau)$ ) and the same amount of mass is given to $h=s_{r+1}$ and $2 \tau g(\tau)=s_{r+2}$. If $\Xi_{r-r_{0}+2}$ denotes the distribution function of $\xi_{r-r_{0}+2}$ on $[0, \tau)$, we define the sieved $\operatorname{NPMLE}\left(\widehat{V}_{n} \widehat{h}_{n}\right)$ as:

$$
\begin{equation*}
\left(\hat{V}_{n}, \hat{h}_{n}\right) \equiv \arg \max _{\left(\tilde{V}_{\mathbf{s}}, \tilde{h}_{\mathbf{s}}\right) \in \mathcal{V}_{\text {sieve }}}\left(\Psi\left(\tilde{V}_{\mathbf{s}}, \tilde{h}_{\mathbf{s}}\right)-\Psi\left(\Xi_{r-r_{0}+2}, 1 /\left(r-r_{0}+2\right)\right)\right) \tag{1.54}
\end{equation*}
$$

(provided the maximum exists).
Similarly to what we did for the NPMLE, we can show that the sieved NPMLE exists and is unique in $\mathcal{V}_{\text {sieve }}$ and satisfies the self-consistency equations too. We state the next proposition:

Proposition 1.1.7.1 The sieved $N P M L E\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$ exists and is unique and lies in $\mathcal{V}_{\text {sieve }} \subset \overline{\mathcal{V}}_{\boldsymbol{\tau}}$.
The following statement is proved in section 2.2.3, just as proposition 1.1.5.2.
Proposition 1.1.7.2 Suppose that we have $g(\tau)>0$ for the underlying $g$, then for increasing $n$ the probability that the sieved $N P M L E\left(\widehat{V}_{n}, \widehat{h}_{n}\right) \in \mathcal{V}_{\tau}$ tends to 1.

We note that the propositions 1.1.5.2 and 1.1.7.2 do not say anything about the probability that the limit version of the (sieved) NPMLE lies in the model.

There are several reasons to consider a sieved NPMLE $\left(\widehat{V}_{n}, \hat{h}_{n}\right)$ of $(V, h)$. Firstly, we will see that consistency results, which are formulated in chapter 2 , hold for the sieved NPMLE in all three cases distinguished there of the underlying $(V, h)$. For the NPMLE we can prove these results just for two of the three cases.

Secondly, we will see in the sections 1.2 .4 and 1.2 .6 that in the two-dimensional line segment problem we are not able to show that the NPMLE lies in some discrete class. For the discrete setting we know how to use the self-consistency equations as an iterative scheme of the EM-algorithm to compute the NPMLE. Thus it might be more convenient to consider the sieved NPMLE, for which we know that it lies in a discrete class because we force it to be there.

Thirdly, instead of using the EM-algorithm to compute the sieved NPMLE ( $\widehat{V}_{n}, \widehat{h}_{n}$ ), we can rewrite the self-consistency equations in case of the sieved NPMLE into an iterative scheme, which works faster than the EM-algorithm. We write (1.50) as

$$
\begin{aligned}
\mathrm{d} \hat{V}_{n}(x)= & \mathrm{d} F_{n}^{u . c .}(x) \\
& +\int_{v=0}^{v=x}\left(\hat{g}_{n}(0)-\int_{w=0}^{w=v-} \frac{1}{\tau+w} \mathrm{~d} \hat{V}_{n}(w)\right)^{-1} \mathrm{~d} F_{n}^{\text {s.e.c. }}(v) \cdot \frac{1}{\tau+x} \mathrm{~d} \hat{V}_{n}(x)
\end{aligned}
$$

which gives us (because $\hat{V}_{n} \ll F_{n}^{\text {u.c. }}$ )

$$
\begin{align*}
& \hat{V}_{n}(x)= \\
& \left(1-\frac{1}{\tau+x} \int_{v=0}^{v=x}\left(\widehat{g}_{n}(0)-\int_{w=0}^{w=v-} \frac{1}{\tau+w} \mathrm{~d} \hat{V}_{n}(w)\right)_{+}^{-1} \mathrm{~d} F_{n}^{s . e . c .}(v)\right)_{+}^{-1} \mathrm{~d} F_{n}^{u . c .}(x) .(1 . \text {. } \tag{1.55}
\end{align*}
$$

Because of (1.51) we have that $1-\widehat{h}_{n}=F_{n}^{u . c .}(\tau)+F_{n}^{\text {s.e.c. }}(\tau)$. This we use to write equation (1.19) as

$$
\begin{equation*}
\widehat{g}_{n}(0)=\frac{1}{2 \tau}\left(F_{n}^{u . c .}(\tau)+F_{n}^{s . e . c .}(\tau)+\int_{0}^{\tau} \frac{\tau-x}{\tau+x} \mathrm{~d} \widehat{V}_{n}(x)\right) \tag{1.56}
\end{equation*}
$$

Now (1.55) and (1.56) imply the following iteration scheme:

$$
\begin{aligned}
& \mathrm{d} K(x)^{\mathrm{new}}= \\
& \left(1-\frac{1}{\tau+x} \int_{v=0}^{v=x}\left(b^{\text {old }}-\int_{w=0}^{w=v-} \frac{1}{\tau+w} \mathrm{~d} K(w)^{\mathrm{new}}\right)_{+}^{-1} \mathrm{~d} F_{n}^{\text {s.e.c. }}(v)\right)_{+}^{-1} \mathrm{~d} F_{n}^{u . c .}(x)(1.57)
\end{aligned}
$$

and

$$
\begin{equation*}
b^{\mathrm{new}}=R \equiv \frac{1}{2 \tau}\left(F_{n}^{\text {u.c. }}(\tau)+F_{n}^{\text {s.e.c. }}(\tau)+\int_{0}^{\tau} \frac{\tau-x}{\tau+x} \mathrm{~d} K(x)^{\mathrm{old}}\right) \tag{1.58}
\end{equation*}
$$

Note that $\hat{V}_{n}\left(\right.$ with $\left.\hat{g}_{n}(0)\right)$ is the solution that satisfies these equations. The idea is to take a value for $b$ and compute successively with (1.57) the $\mathrm{d} K\left(x_{i}\right)$ 's at the uncensored observation points. For the computation of $\mathrm{d} K\left(x_{i}\right)$ we only need the $\mathrm{d} K\left(x_{j}\right)$ 's with $j<i$. Now the equation (1.58) is used to check if the desirable accuracy $\epsilon$ is achieved. Let $\widehat{b}$ be the value to be reached. Because $b^{\text {nem }}$ is a decreasing function of $b^{\text {old }}$ we have that $b^{\text {old }} \geq \hat{b}$ implies $b^{\text {new }} \leq \hat{b} \leq b^{\text {old }}$ and $b^{\text {old }} \leq \hat{b}$ implies $b^{\text {new }} \geq \hat{b} \geq b^{\text {old }}$. Thus $b^{\text {new }} \geq b^{\text {old }}$ implies $b^{\text {old }} \leq \hat{b}$ and $b^{\text {new }} \leq b^{\text {old }}$ implies $b^{\text {old }} \geq \hat{b}$. So we can see on which side of $b^{\text {old }}$ we choose our new $b$. (One can use binary-search). Note that if $b$ gets bigger at the right-hand side of (1.57), then $\mathrm{d} K(x)$ at the left-hand side gets smaller and if $\mathrm{d} K(w)(w \leq x)$ at the right-hand side of (1.57) gets smaller, then $\mathrm{d} K(x)$ at the left-hand side gets smaller. Furthermore if $b$ is very big, then the $\mathrm{d} K\left(x_{i}\right)$ 's are very small and vice versa: a solution will be reached.

### 1.2 The two-dimensional line segment process

In this section we introduce a two-dimensional line segment process observed through a convex window $\mathbf{W}$. A lot of the knowledge about the one-dimensional case and the techniques we used there, will be useful to get a clear insight in the two-dimensional problem.

We start in section 1.2.1 with the introduction of the model. To make it easier for understanding and because of the less complicated computations, we work out the case that $\mathbf{W}$ is a circle in the sections $1.2 .2-1.2 .4$. In the sections 1.2.5 and 1.2.6 we get back to the general case: $\mathbf{W}$ is an arbitrary convex window.

### 1.2.1 The model

Consider the following stochastic process: to each point $\vec{T}=\left(T_{1}, T_{2}\right)$ in a homogeneous Poisson point process on $\mathbb{R} \times \mathbb{R}$ with intensity $\lambda$ is assigned a line segment of length $X$ and a direction $\Theta$, where $\Theta$ is measured anti-clockwise relative to West-East. The $X_{1}, X_{2}, \ldots$ are i.i.d., positive and have the common distribution function $F(x)$. We define $\mu=\int_{0}^{\infty} x \mathrm{~d} F(x)$. The $\Theta_{1}, \Theta_{2}, \ldots$ are i.i.d. and have the common distribution function $K(\theta)(\theta \in[0, \pi)) . X$ and $\Theta$ are independent of each other, of other pairs $\left(X^{*}, \Theta^{*}\right)$ and the underlying point process. For each $i$ we have a point $\left(\vec{T}_{i}, X_{i}, \Theta_{i}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{+} \times[0, \pi)$. All this defines a point process $\boldsymbol{\Phi}$ on $\mathbb{R}^{2} \times \mathbb{R}^{+} \times[0, \pi)$ and one can show that $\boldsymbol{\Phi}$ can be characterized as an inhomogeneous Poisson point process on $\mathbb{R}^{2} \times \mathbb{R}^{+} \times[0, \pi)$ with intensity measure

$$
\begin{equation*}
\rho(\mathrm{d} \vec{t}, \mathrm{~d} x, \mathrm{~d} \theta)=\lambda \mathrm{d} \vec{t} \mathrm{~d} F(x) \mathrm{d} K(\theta) \tag{1.59}
\end{equation*}
$$

(see $\operatorname{Karlin}(1981)$ p.p. 436-438, Stoyan(1987)).
Let $\mathbf{W}$ be a convex window in $\mathbb{R}^{\mathbf{2}}$. We only observe those portions of the line segments intersecting $\mathbf{W}$. Again we get the same kind of observations: uncensored (u.c.), single end censored (s.e.c.) and double censored (d.c.) observations. The observations are the possibly censored line segments of the two-dimensional line segment process observed through $\mathbf{W}$. In Figure 1.5 we see a typical realization.

Without loss of generality, we suppose that the southern end of the segments belong to the underlying Poisson point process of the $\vec{T}_{i}$ 's. Now consider the line segments pointing


Figure 1.5: line segment process observed through W.
in the direction $\theta$ only in a slice of W parallel to $\theta$ of width $\mathrm{d} r$ and length $\tau$. Considering this slice of $\mathbf{W}$ we actually have the one-dimensional case of section 1.1 and can express the observations in terms of $\vec{T}_{i}, X_{i}$ and $\Theta_{i}$ in the same way as there.

Just as in the one-dimensional case we define the set $A$ as the set in $\mathbb{R}^{2} \times \mathbb{R}^{+} \times[0, \pi)$ such that if a point of $\Phi$ say $(\vec{T}, X, \Theta)=(\vec{t}, x, \theta)$ is in $A$, then the corresponding line segment intersects the window $\mathbf{W}$ (in other words: is (at least partly) observed in $\mathbf{W}$ ). So all the points of $\boldsymbol{\Phi}$ that belong to a line segment that is observed through the window $\mathbf{W}$, are in the set $A$. For each $\theta$ we define the set $A_{\theta}$ as the set of points of $A$ with direction $\theta$. Furthermore we define the set $A_{\theta, i}(i=1,2,3)$ as the subset of $A_{\theta}$ such that if a point of $\Phi$ say $(\vec{T}, X, \Theta)=(\vec{t}, x, \theta)$ is in $A_{\theta, i}$ then the observation is uncensored ( $i=1$ ), single end censored $(i=2)$ or double censored $(i=3)$. Finally we define the set $\mathcal{A}_{\theta, x}$ as the set of points of $A$ with a direction $\theta$ and a length $x$. Note that we have

$$
A=\bigcup_{\theta \in[0, \pi)} A_{\theta}=\bigcup_{\theta \in[0, \pi)} \bigcup_{i=1,2,3} A_{\theta, i}=\bigcup_{\theta \in[0, \pi)} \bigcup_{x \in \mathbb{R}^{+}} \mathcal{A}_{\theta, x} .
$$

In Figure 1.6 we draw one of the sets $A_{\theta}$. (Window $\mathbf{W}$ as in Figure 1.5). Note that for another $\theta$ one gets a different picture. As in the one-dimensional case, for each $(\vec{T}, X, \Theta) \in A$ we can construct its observable part of the line segment geometrically (see section 1.1.1 and Figure 1.3).

In Figure 1.7 we draw a set $\mathcal{A}_{\theta, x}$. Actually, we draw the set $A$ at level $x$ under the angle $\theta$. Let $z(\theta)$ be the greatest distance in $\mathbf{W}$ in the $\theta$ direction. In Figure 1.7 (a) we have a representation of set $\mathcal{A}_{\theta, x}$ if $x>z$ and in (b) if $x \leq z$. In Figure 1.7 (c) and (d) we have this for another value of $\theta$. We see, because of the shape of the window $\mathbf{W}$, that the shapes of $A_{\theta}$ and $\mathcal{A}_{\theta, x}$ heavily depend on $\theta$. The numbers 0,1 and 2 in Figure 1.7 refer to respectively the u.c., s.e.c. and d.c. observations. For instance if $(\vec{T}, X, \Theta)=(\vec{t}, x, \theta)$ falls in an area with number 1 , then the observation belonging to this $(\vec{T}, X, \Theta)$ is s.e.c.


Figure 1.6: representation of a set $A_{\theta}$.


Figure 1.7: representation of $\boldsymbol{\mathcal { A }}_{\boldsymbol{\theta}, \boldsymbol{x}}$ under different angles $\boldsymbol{\theta}$.

Let $N$ be the number of points of the Poisson point process $\Phi$ that fall in the set $A$. Conditioning on $N=n$, the total number of observed line segments through window W , we have $n$ independent (possibly partially observed) observations in $A . N$ has a Poisson distribution with parameter

$$
\lambda\left(|W|+\mu E_{K} \operatorname{diam}(W)\right)=\int_{A} \lambda \mathrm{~d} \vec{t} \mathrm{~d} F(x) \mathrm{d} K(\theta)
$$

where $|W|$ is the area of $\mathbf{W}$ and $\operatorname{diam}(W, \theta)$ is the diameter of the window as seen in the $\theta$ direction and $E_{K} \operatorname{diam}(W)$ is the average diameter (with respect to the distribution $K$ ).

The integral is calculated as follows. For each $\Theta=\theta$ and $X=x$ we have to integrate $\lambda \mathrm{d} \vec{t} \mathrm{~d} F(x) \mathrm{d} K(\theta)$ over the set $\mathcal{A}_{\theta, x}$. We fix an origin $O$ and consider infinite straight lines which cross the window $\mathbf{W}$, parametrized by the distance of the line to the origin $r$ together with the orientation of the line $\theta$. Let $\tau(r, \theta)$ denote the length of the intersection of the line under angle $\theta$ and at distance $r$ with the window $\mathrm{W} . r$ varies in $\left[r_{1}(\theta), r_{2}(\theta)\right]$ (see Figure 1.8). Now if we integrate $\lambda \mathrm{d} \vec{t} \mathrm{~d} F(x) \mathrm{d} K(\theta)$ over set $\mathcal{A}_{\theta, x}$ we get


Figure 1.8: parametrization of $\mathbf{W}$ under angle $\boldsymbol{\theta}$.

$$
\begin{aligned}
\int_{\mathcal{A}_{\theta, x}} \lambda \mathrm{~d} \vec{t} \mathrm{~d} F(x) \mathrm{d} K(\theta) & =\lambda \int_{r_{1}(\theta)}^{r_{2}(\theta)}(\tau(r, \theta)+x) \mathrm{d} r \mathrm{~d} F(x) \mathrm{d} K(\theta) \\
& =\lambda(|W|+x \operatorname{diam}(W, \theta)) \mathrm{d} F(x) \mathrm{d} K(\theta) .
\end{aligned}
$$

If we integrate this over all values of $x$ and $\theta$ we obtain $\lambda\left(|W|+\mu E_{K} \operatorname{diam}(W)\right)$.
Therefore if we condition on $N=n$, then the set of points $\boldsymbol{\Phi} \cap A$ is distributed as the set of points in an i.i.d. sample of size $n$ with probability measure on $\mathbb{R}^{2} \times \mathbb{R}^{+} \times[0, \pi)$ (see (1.59))

$$
\begin{align*}
& 1_{A}(\vec{t}, x, \theta) \frac{\lambda \mathrm{d} \vec{t} \mathrm{~d} F(x) \mathrm{d} K(\theta)}{\lambda\left(|W|+\mu E_{K} \operatorname{diam}(W)\right)} \\
& \quad=\mathrm{d} V(x) \cdot \mathrm{d} J(\theta \mid X=x) \cdot \mathrm{d} A(\vec{t} \mid X=x, \Theta=\theta) \tag{1.60}
\end{align*}
$$

where

$$
\begin{align*}
\mathrm{d} V(x) & \equiv \frac{|W|+x E_{K} \operatorname{diam}(W)}{|W|+\mu E_{K} \operatorname{diam}(W)} \mathrm{d} F(x)  \tag{1.61}\\
\mathrm{d} J(\theta \mid X=x) & \equiv \frac{|W|+x \operatorname{diam}(W, \theta)}{|W|+x E_{K} \operatorname{diam}(W)} \mathrm{d} K(\theta)  \tag{1.62}\\
\mathrm{d} A(\vec{t} \mid X=x, \Theta=\theta) & \equiv \frac{1}{|W|+x \operatorname{diam}(W, \theta)} \mathrm{d} \vec{t} \cdot 1_{\mathcal{A}_{\theta, s}}(\vec{t}) . \tag{1.63}
\end{align*}
$$

We see that we obtain the same probability measure if we consider a random sample ( $\vec{T}_{i}, X_{i}, \Theta_{i}$ ) of size $n$ on $\mathbb{R}^{2} \times \mathbb{R}^{+} \times[0, \pi)$, where the $X_{i}$ 's are i.i.d. having the common distribution function $V$ and the angles $\Theta_{i}$ given $X_{i}=x_{i}$ are drawn from the distribution $J\left(\cdot \mid X_{i}=x_{i}\right)$ and the $\vec{T}_{i}$ 's given $\Theta_{i}=\theta_{i}, X_{i}=x_{i}$ are uniformly distributed over $\mathcal{A}_{\theta_{i}, x_{i}}$. Constructing the observable parts of the line segments as above, we get the same kind of observations. Again, as in the one-dimensional case, we have described our model as a missing data model.

### 1.2.2 The window $W$ is a circle

Let the window $\mathbf{W}$ be a circle with radius $R$. Choosing the window $\mathbf{W}$ to be a circle, a lot of calculations will be less complicated and therefore for better understanding of the model we work out the 'circle-case' first. We have $\operatorname{diam}(W, \theta)=E_{K} \operatorname{diam}(W)=2 R$. The probability measure (1.60) on $\mathbb{R}^{2} \times \mathbb{R}^{+} \times[0, \pi)$ can be written as

$$
\begin{equation*}
1_{A}(\vec{t}, x, \theta) \frac{\lambda \mathrm{d} \vec{t} \mathrm{~d} F(x) \mathrm{d} K(\theta)}{\lambda(|W|+\mu 2 R)}=\mathrm{d} V(x) \cdot \mathrm{d} K(\theta) \cdot \frac{1}{|W|+x 2 R} \mathrm{~d} \vec{t} \cdot 1_{\mathcal{A}_{\theta, s}}(\vec{t}) \tag{1.64}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{d} V(x)=\frac{|W|+x 2 R}{|W|+\mu 2 R} \mathrm{~d} F(x) . \tag{1.65}
\end{equation*}
$$

One notes that the distribution of $\vec{T}$ given $\Theta=\theta$ and $X=x$ has the same factor $1 /(|W|+x 2 R)$ for all $\theta$. Furthermore by (1.65) $V$ does not depend on $K$ (compare this with (1.61) in the general case) and we see that $\mathrm{d} J(\theta \mid X=x)$ in (1.62) becomes $\mathrm{d} K(\theta)$ meaning that the observed angle is distributed according to $K$ and independent of the length $X$ and the position $\vec{T}$. Because we are not interested in the distribution function $K$, this implies that it is quite irrelevant what $K$ is. We can take w.l.o.g. for $K$ any distribution function, for instance a degenerate distribution; all line segments have the same angle.

Let us calculate the subdistribution functions of the data. In Figure 1.9 we draw set $A_{\theta}$. In the 'circle-case' we get for each $\theta$ the same picture-shape. (Compare with Figure 1.6).

In Figure 1.10 we draw set $\mathcal{A}_{\theta, x}$. Again, for each $\theta$ we have the same picture-shape. Figure 1.10 (a) is a representation of $\mathcal{A}_{\theta, x}$ if $x>2 R$ and (b) if $x \leq 2 R$. The length $x$ is given in the picture. One sees (for $X=x$ and $\Theta=\theta$ ) in what areas $\overline{\vec{T}}$ lies to obtain from ( $\vec{T}, X, \Theta$ ) an u.c., s.e.c. or d.c. observation (numbers in the areas are respectively 0,1 and 2).

In Figure 1.11 ( (a) if $x>2 R$ and (b) if $x \leq 2 R$ ) we draw set $\mathcal{A}_{\theta, x}$ again. Now one sees (for $X=x$ and $\Theta=\theta$ ) in what areas $\vec{T}$ lies to obtain from $(\vec{T}, X, \Theta)$ an s.e.c. or d.c. observation


Figure 1.9: representation of $A_{\theta}$ ( $\mathbf{W}$ being a circle).
$\widetilde{X} \leq u$ or a u.c. observation $\widetilde{X}=X=x$ (respectively the dashed area, the dotted area and the lined area). $x$ and $u$ are given in the picture.

We define the area-integral $O(\cdot)$ as

$$
O(x) \equiv \int_{v=\sqrt{R^{2}-\frac{1}{4} x^{2}}}^{v=R} \sqrt{R^{2}-v^{2}} \mathrm{~d} v
$$

In Figure 1.12 the area $O(x)$ is drawn ( $x$ is the length of the line segment from $a$ to $b$ ).
If $X=x$ (and $\Theta=\theta$ ), the fraction of the area of $\mathcal{A}_{\theta, x}$ for which $(\vec{T}, X, \Theta)$ gives a s.e.c. observation $\bar{X} \leq u(0 \leq u \leq 2 R)$ is given by

$$
\begin{equation*}
s_{1}(x, u)+s_{2}(x, u) \tag{1.66}
\end{equation*}
$$

where

$$
\begin{aligned}
& s_{1}(x, u) \equiv 2 \frac{4 O(u)+2 u \sqrt{R^{2}-\frac{1}{4} u^{2}}}{|W|+x 2 R} 1_{\{x>u\}}(u) \\
& s_{2}(x, u) \equiv 2 \frac{4 O(x)+2 x \sqrt{R^{2}-\frac{1}{4} x^{2}}}{|W|+x 2 R} 1_{\{x \leq u\}}(u)
\end{aligned}
$$

If $X=x$ (and $\Theta=\theta$ ), the fraction of the area of $\mathcal{A}_{\theta, x}$ for which $(\vec{T}, X, \Theta)$ gives a d.c. observation $\widetilde{X} \leq u(0 \leq u \leq 2 R)$ is given by

$$
\begin{equation*}
s_{3}(x, u)+s_{4}(x, u) \tag{1.67}
\end{equation*}
$$

where

$$
\begin{aligned}
& s_{3}(x, u) \equiv 2 \frac{x\left(R-\sqrt{R^{2}-\frac{1}{4} u^{2}}\right)-2 O(u)}{|W|+x 2 R} 1_{\{x>u\}}(u) \\
& s_{4}(x, u) \equiv 2 \frac{x\left(\left(R-\sqrt{R^{2}-\frac{1}{4} x^{2}}\right)-2 O(x)\right.}{|W|+x 2 R} 1_{\{x \leq u\}}(u)
\end{aligned}
$$



Figure 1.10: u.c., s.e.c. and d.c. 'areas' in set $\mathcal{A}_{\theta, x}$.
Finally, if $X=x$ (and $\Theta=\theta$ ), the fraction of the area of $\mathcal{A}_{\theta, x}$ for which $(\vec{T}, X, \Theta)$ gives an u.c. observation $\widetilde{X} \leq u(0 \leq u \leq 2 R)$ is given by

$$
\begin{equation*}
s_{5}(x, u) \equiv \frac{|W|-4 O(x)-2 x \sqrt{R^{2}-\frac{1}{4} x^{2}}}{|W|+x 2 R} 1_{\{x \leq u\}}(u) \tag{1.68}
\end{equation*}
$$

Note that it is obvious that the functions $s_{i}(\star, \cdot)$ do not depend on $\theta$. We denote by $F^{\text {u.c. }}$, $F^{\text {s.e.c. }}$ and $F^{\text {d.c. }}$ the (conditional on $N=n$ ) subdistribution functions of respectively the u.c. , s.e.c. and d.c. observations $\widetilde{X}$. With (1.66), (1.67) and (1.68) we find ( $0 \leq u \leq 2 R$ )

$$
\begin{aligned}
F^{\text {s.e.c. }}(u) & =\int_{x=0}^{x=\infty} \int_{\theta=0}^{\theta=\pi}\left(s_{1}(x, u)+s_{2}(x, u)\right) \mathrm{d} K(\theta) \mathrm{d} V(x) \\
& =\int_{x=u}^{x=\infty} s_{1}(x, u) \mathrm{d} V(x)+\int_{x=0}^{x=u} s_{2}(x, u) \mathrm{d} V(x) \\
F^{\text {d.c. }}(u) & =\int_{x=u}^{x=\infty} s_{3}(x, u) \mathrm{d} V(x)+\int_{x=0}^{x=u} s_{4}(x, u) \mathrm{d} V(x) \\
F^{u . c .}(u) & =\int_{x=0}^{x=u} s_{5}(x, u) \mathrm{d} V(x) .
\end{aligned}
$$

Computing the above integrals, provides us with the following expressions for the subdistribution functions of the data $\widetilde{X}(0 \leq u \leq 2 R)$

$$
\mathrm{d} F^{\text {s.e... }}(u)=4 \sqrt{R^{2}-\frac{1}{4} u^{2}} \int_{x=u}^{x=\infty} \frac{1}{|W|+2 x R} \mathrm{~d} V(x) \mathrm{d} u
$$



Figure 1.11: u.c., s.e.c. and d.c. 'areas' in set $\mathcal{A}_{\theta, x}$.

$$
\begin{align*}
& =4 \sqrt{R^{2}-\frac{1}{4} u^{2}} g(u) \mathrm{d} u  \tag{1.69}\\
\mathrm{~d} F^{d . c .}(u) & =\frac{u}{2 \sqrt{R^{2}-\frac{1}{4} u^{2}}} \int_{x=u}^{x=\infty} \frac{x-u}{|W|+2 x R} \mathrm{~d} V(x) \mathrm{d} u \\
& =\frac{u}{2 \sqrt{R^{2}-\frac{1}{4} u^{2}}} d(u, u) \mathrm{d} u  \tag{1.70}\\
\mathrm{~d} F^{u . c .}(u) & =\frac{|W|-4 O(u)-2 u \sqrt{R^{2}-\frac{1}{4} u^{2}}}{|W|+2 u R} \mathrm{~d} V(u) \\
& =\frac{z(u)}{|W|+2 u R} \mathrm{~d} V(u), \tag{1.71}
\end{align*}
$$

where $g(\cdot)$ and $d(\star, \cdot)$ are defined as

$$
\begin{align*}
g(x) & \equiv \int_{x}^{\infty} \frac{1}{|W|+2 w R} \mathrm{~d} V(w)  \tag{1.72}\\
d(x, y) & \equiv \int_{x}^{\infty} \frac{w-y}{|W|+2 w R} \mathrm{~d} V(w) \tag{1.73}
\end{align*}
$$



Figure 1.12: the area-integral $O(x)$.
and $z(\cdot)$ as

$$
\begin{equation*}
z(x)=|W|-4 O(x)-2 x \sqrt{R^{2}-\frac{1}{4} x^{2}} \tag{1.74}
\end{equation*}
$$

One sees that $g(x) \mathrm{d} \vec{t}=P(\vec{T} \in \mathrm{~d} \vec{t}, \widetilde{X}=$ s.e.c., $X>x)$ and if $y \leq x$ that $d(x, y) \mathrm{d} t_{1}=P\left(T_{1} \in\right.$ $\left.\mathrm{d} t_{1}, T_{2} \in \cup_{w=x}^{\infty} \mathcal{A}_{\theta, w} \widetilde{X}=y, X>x\right)\left((\vec{t}, x, \theta) \in \mathcal{A}_{\theta, x}\right)$, where $\widetilde{T}=\left(T_{1}, T_{2}\right)$. In Figure 1.13 we see over what regions in $A_{\theta}$ we integrate (and integrating over all $\theta$ ) to obtain these densities. The lines in Figure 1.13 (a) correspond with $g(x) \mathrm{d} \vec{t}$. Regions as in Figure 1.13 (b) correspond with $d(x, y) \mathrm{d} t_{1}$. In Figure 1.13 (b) we see the area belonging to $d(2 R, 0) \mathrm{d} t_{1}$.

By symmetry, the possibly censored length $\widetilde{X}$ and type (u.c., s.e.c., d.c.) of each observation is independent of its angle $\Theta$. Moreover the distribution of $\boldsymbol{\Theta}$ is the original distribution $K$ of directions. So if we denote by $F^{\text {u.c. }}(\cdot, \star), F^{\text {s.e.c. }}(\cdot, \star)$ and $F^{\text {d.c. }}(\cdot, \star)$ the (conditional on $N=n$ ) joint subdistribution functions of respectively the u.c., s.e.c. and d.c. observations $(\widetilde{X}, \Theta)$, we have (or calculate with (1.66), (1.67) and (1.68)) for $0 \leq u \leq 2 R, 0 \leq \eta<\pi$

$$
\begin{align*}
\mathrm{d} F^{\text {s.e.c. }}(u, \eta) & =\mathrm{d} F^{\text {s.e.c.c. }}(u) \mathrm{d} K(\eta)  \tag{1.75}\\
\mathrm{d} F^{\text {d.c. }}(u, \eta) & =\mathrm{d} F^{\text {d.c.. }}(u) \mathrm{d} K(\eta)  \tag{1.76}\\
\mathrm{d} F^{u . c .}(u, \eta) & =\mathrm{d} F^{u . c .}(u) \mathrm{d} K(\eta) . \tag{1.77}
\end{align*}
$$

That the joint subdistribution functions can be factorized in a part only depending on $V$ (or $u$ ) or only depending on $K$ (or $\eta$ ) is in general not the case if $\mathbf{W}$ is an arbitrary convex window (compare (1.91)-(1.93)).


Figure 1.13: the sets in $A_{\theta}$ corresponding to $g(x) \mathrm{d} \vec{t}$ and $d(2 R, 0) \mathrm{d} t_{1}$.
Before we enter the next section we derive an identity for this model similar to (1.14) in the one-dimensional case. Consider in Figure 1.9 the set $\mathcal{A}_{\theta, 2 R}$. Obviously (since $V$ the marginal density of $X$ ) if we integrate (1.64) over the part of set $A_{\theta}$ just beneath the level of set $\mathcal{A}_{\theta, 2 R}$ and also integrate over all $\theta$, then one obtains the value $V(2 R-)$. If we integrate (1.64) over the part of set $A_{\theta}$ drawn in Figure 1.14 (and also integrate over all $\theta$ ), then we get the value $2|W| g(2 R)$. Integrating (1.64) over the rest of set $A$, we find

$$
c_{0} \equiv 2 \int_{0}^{2 R} d(2 R, u) \frac{u}{4 \sqrt{R^{2}-\frac{1}{4} u^{2}}} \mathrm{~d} u
$$

This can be understood as follows. If $c_{1}$ is the probability of being a double censored observation $\widetilde{X} \leq 2 R$ and $X \leq 2 R$ (thus that part of set $A$ that is beneath the level $\mathcal{A}_{\theta, 2 R}$ (for all $\theta$ ) and that belongs to the double censored region), then we have with (1.70):

$$
F^{d . c .}(2 R)=\int_{0}^{2 R} d(u, u) \frac{u}{2 \sqrt{R^{2}-\frac{1}{4} u^{2}}} \mathrm{~d} u=c_{0}+c_{1}
$$

Because we have integrated (1.64) over $A$, we derived the following equation

$$
\begin{equation*}
V(2 R-)+2|W| g(2 R)+2 \int_{0}^{2 R} d(2 R, u) \frac{u}{4 \sqrt{R^{2}-\frac{1}{4} u^{2}}} \mathrm{~d} u=1 \tag{1.78}
\end{equation*}
$$

We can write

$$
d(2 R, x)=\int_{2 R}^{\infty} \frac{u-2 R}{|W|+2 u R} \mathrm{~d} V(u)+\int_{2 R}^{\infty} \frac{2 R-x}{|W|+2 u R} \mathrm{~d} V(u)
$$



Figure 1.14: the set in $A_{\theta}$ corresponding to $2|W| g(2 R)$

$$
=d(2 R, 2 R)+(2 R-x) g(2 R) .
$$

So we rewrite equation (1.78) as

$$
\begin{aligned}
1= & V(2 R-)+2|W| g(2 R)+2 d(2 R, 2 R) \int_{0}^{2 R} \frac{u}{4 \sqrt{R^{2}-\frac{1}{4} u^{2}}} \mathrm{~d} u \\
& +2 g(2 R) \int_{0}^{2 R} \frac{u(2 R-u)}{2 \sqrt{R^{2}-\frac{1}{4} u^{2}}} \mathrm{~d} u \\
= & V(2 R-)+2|W| g(2 R)+2 R d(2 R, 2 R)+\left(4 R^{2}-|W|\right) g(2 R)
\end{aligned}
$$

Now we define $h$ as

$$
\begin{equation*}
h \equiv 2 R d(2 R, 2 R) \tag{1.79}
\end{equation*}
$$

and finally obtain the identity

$$
\begin{equation*}
V(2 R-)+\left(|W|+4 R^{2}\right) g(2 R)+h=1 \tag{1.80}
\end{equation*}
$$

In Figure 1.15 we draw the area in set $A_{\theta}$ that corresponds to $h+\left(4 R^{2}-|W|\right) g(2 R)$. Actually, now one reads equation (1.80) straight from the figures.

With (1.80) we express $g(x)$ and $d(x, x)$ in terms of $V$ on $[0,2 R)$ and $h$

$$
\begin{align*}
g(x) & =\int_{x}^{2 R} \frac{1}{|W|+2 u R} \mathrm{~d} V(u)+g(2 R) \\
& =\int_{x}^{2 R} \frac{1}{|W|+2 u R} \mathrm{~d} V(u)+\frac{1}{|W|+4 R^{2}}(1-V(2 R-)-h) \tag{1.81}
\end{align*}
$$



Figure 1.15: the part of $A_{\theta}$ that belongs to $h$.

$$
\begin{align*}
d(x, x) & =\int_{x}^{2 R} \frac{u-x}{|W|+2 u R} \mathrm{~d} V(u)+\frac{1}{2 R} h+(2 R-x) g(2 R) \\
& =\int_{x}^{2 R} \frac{u-x}{|W|+2 u R} \mathrm{~d} V(u)+\frac{1}{2 R} h+\frac{(2 R-x)}{|W|+4 R^{2}}(1-V(2 R-)-h) \tag{1.82}
\end{align*}
$$

Again with (1.69)-(1.71), (1.81) and (1.82) we note that the distribution of the data only depends on $V$ on $[0,2 R)$ and $h$ and that the parameters are identified by it.

### 1.2.3 Identification in the case $W$ is a circle

To investigate the relation between the parametrizations $(F, \mu)$ and $(V, h)$ one can almost copy section 1.1 .3 of the one-dimensional case. Here we only give the definitions of $\varphi_{2 R}$ and $\psi_{2 R}$ (see definitions of $\varphi_{\tau}$ and $\psi_{\tau}$ ):

$$
\begin{aligned}
\varphi_{2 R}(F(\cdot), \mu) & \equiv\left(\int_{0} \frac{|W|+2 u R}{|W|+\mu 2 R} \mathrm{~d} F(u), 1-\frac{|W|+4 R^{2}}{|W|+\mu 2 R}+\int_{0}^{2 R} \frac{4 R^{2}-2 u R}{|W|+\mu 2 R} \mathrm{~d} F(u)\right) \\
\psi_{2 R}(V(\cdot), h) & \equiv\left(\frac{1}{\nu(V(\cdot), h)} \int_{0} \frac{1}{|W|+2 u R} \mathrm{~d} V(u), \frac{1}{2 R}\left\{\frac{1}{\nu(V(\cdot), h)}-|W|\right\}\right)
\end{aligned}
$$

where $\nu(V(\cdot), h)$ is defined as

$$
\begin{equation*}
\nu(V(\cdot), h) \equiv \frac{1}{|W|+4 R^{2}}(1-h-V(2 R-))+\int_{0}^{2 R} \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \tag{1.83}
\end{equation*}
$$

Note that $\nu(V(\cdot), h)$ corresponds with $g(0)=1 /(|W|+\mu 2 R)$. The spaces $\mathcal{F}_{2 R}$ and $\mathcal{V}_{2 R}$ are defined similar to $\mathcal{F}_{\tau}$ and $\mathcal{V}_{\tau}$. We define $\mathcal{S}_{2 R}$ to be the set of all subdistribution functions on $[0,2 R)$. Now we define

$$
\begin{aligned}
\mathcal{F}_{2 R} \equiv & \left\{(F, \mu) \mid F \in \mathcal{S}_{2 R}, \mu \in[0, \infty), \int_{0}^{2 R} w \mathrm{~d} F(w)+2 R(1-F(2 R-)) \leq \mu\right. \\
& \text { and ' }=\text { ' when } F(2 R-)=1\} \\
\mathcal{V}_{2 R} \equiv & \left\{(V, h) \mid V \in \mathcal{S}_{2 R}, h \in[0, \infty), h \leq 1-V(2 R-) \text { and ' }=\text { ' when } h=0\right\} .
\end{aligned}
$$

The maps $\varphi_{2 R}$ and $\psi_{2 R}$ give a 1-1 correspondence between $\mathcal{F}_{2 R}$ and $\mathcal{V}_{2 R}$. For the same reasons as in the one-dimensional case, we rather work in terms of $V$ and $h$ than in terms of $F$ and $\mu$.

### 1.2.4 The likelihood, the NPMLE, in the case $W$ is a circle

Here we give the likelihood (conditioning on $N=n$ ) based on $n$ independent observations $\left(\widetilde{X}_{i}, \Delta_{i}, \Theta_{i}\right)=\left(x_{i}, d_{i}, \theta_{i}\right)\left(\Delta_{i}=d_{i}=0,1,2 ; 0\right.$ for u.c., 1 for s.e.c. and 2 for d.c. $)$. Let $x_{1}<x_{2}<\ldots<x_{r}$ be the ordered values of the observations $\bar{X}_{i}$. Let $\phi_{i}, \gamma_{i}$ and $\zeta_{i}$ be the number of respectively the uncensored, single end censored and double censored values at $x_{i}$. Using (1.69)-(1.71), the likelihood becomes proportional to

$$
\prod_{i=1}^{r}\left(\mathrm{~d} V\left(x_{i}\right)\right)^{\phi_{i}}\left(g\left(x_{i}\right)\right)^{\gamma_{i}}\left(d\left(x_{i}, x_{i}\right)\right)^{\varsigma_{i}} \cdot \prod_{j=1}^{n} \mathrm{~d} K\left(\theta_{j}\right) .
$$

We are not interested in the (known or unknown) distribution function $K$. Because in the circle-case $E_{K} \operatorname{diam}(W)=2 R$ is known, we have that $V$ (and therefore $g(\cdot)$ and $d(\cdot, \star)$ ) does not depend on $K$ through the transformation (1.65) (compare with (1.61)) and therefore in our search for the NPMLE ( $\hat{V}_{n}, \widehat{h}_{n}$ ) we use the likelihood proportional to

$$
\begin{equation*}
\operatorname{lik}(V, h) \propto \prod_{i=1}^{r}\left(\mathrm{~d} V\left(x_{i}\right)^{\phi_{i}}\left(g\left(x_{i}\right)\right)^{\gamma_{i}}\left(d\left(x_{i}, x_{i}\right)\right)^{\kappa_{i}}\right. \tag{1.84}
\end{equation*}
$$

where $g(x)$ and $d(x, x)$ can be expressed in terms of $(V, h)$ (see (1.81) and (1.82)) in $\mathcal{V}_{2 R}$.
From (1.84) we define by formally taking logs the 'log likelihood-function' on $\mathcal{V}_{2 R}$ as

$$
\begin{align*}
\Psi(V, h) \equiv \int_{0}^{2 R} \log (\mathrm{~d} V(x)) \mathrm{d} F_{n}^{\text {u.c. }}(x) & +\int_{0}^{2 R} \log (g(x)) \mathrm{d} F_{n}^{\text {s.e.c. }}(x) \\
& +\int_{0}^{2 R} \log (d(x, x)) \mathrm{d} F_{n}^{\text {d.c. }}(x) \tag{1.85}
\end{align*}
$$

The empirical subdistribution functions $F_{n}^{u \text { u.c. }}, F_{n}^{\text {s.e.c. }}$ and $F_{n}^{\text {d.c. }}$ on $[0,2 R]$ are defined as in (1.36) - (1.38). Now with (1.85) we define the NPMLE ( $\hat{V}_{n}, \widehat{h}_{n}$ ) of the underlying parameters analogue to the definition in section 1.1.4.

Similar to section 1.1.6 we obtain the self-consistency equations for the NPMLE (providing its existence) in the circle-case:

$$
\begin{align*}
\mathrm{d} \hat{V}_{n}(x)=\mathrm{d} F_{n}^{u . c . c}(x) & +\int_{0}^{x} \frac{1}{\hat{g}_{n}(u)} \mathrm{d} F_{n}^{\text {s.e.c. }(u)} \cdot \frac{1}{|W|+2 x R} \mathrm{~d} \hat{V}_{n}(x) \\
& +\int_{0}^{x} \frac{x-u}{\hat{d}_{n}(u, u)} \mathrm{d} F_{n}^{\text {d.c. }}(u) \cdot \frac{1}{|W|+2 x R} \mathrm{~d} \widehat{V}_{n}(x) \tag{1.86}
\end{align*}
$$

$$
\begin{align*}
\widehat{h}_{n} & =\widehat{d}_{n}(2 R, 2 R) \int_{0}^{2 R} \frac{1}{\hat{d}_{n}(u, u)} \mathrm{d} F_{n}^{d . c .}(u)  \tag{1.87}\\
\left(|W|+4 R^{2}\right) \widehat{g}_{n}(2 R) & =1-\widehat{h}_{n}-\hat{V}_{n}(2 R) . \tag{1.88}
\end{align*}
$$

(Compare these equations with (1.50)-(1.52) in the one-dimensional case). Note that in the one-dimensional case $\widehat{h}_{n}$ was estimated by the fraction of the double censored observations. We had only one kind of double censored observations there. In the two-dimensional problem, this is no longer the case.

If we look at the likelihood in more detail and consider the factors $g(x)$ and $d(x, x)$, which are expressed in terms of ( $V, h$ ) in (1.81) and (1.82), then we see in (1.81) that $1 /(|W|+2 u R)$ (in the first term at the right-hand side) is decreasing in $u$, so it pays to move mass to the left and in (1.82) we have that $(u-x) /(|W|+2 u R)$ (in the first term at the right-hand side) is increasing in $u$ and thus for $d(x, x)$ it pays to move mass to the right. This implies that we do not have (or there is not) a simple prescription to argue that the NPMLE is a discrete estimator with mass on the observation points only.

Instead of trying to find out how the NPMLE (if it exists) distributes its mass in a nondiscrete setting, we avoid this by defining the sieved NPMLE ( $\widehat{V}_{n}, \widehat{h}_{n}$ ). Just as in section 1.1.7 we define $\mathcal{V}_{\text {sieve }}$ to be the set of discrete estimators in $\overline{\mathcal{V}}_{2 R}$, which give (possible) mass to the u.c. observation points only (and $h$ and $g(2 R)$ ). Similar to the one-dimensional case one can prove the existence and uniqueness of the sieved NPMLE. Let $r_{0}$ be the number of u.c. observation points in $[0,2 R)$. The measure $\pi_{r_{0}+2}$, which gives mass $1 /\left(r_{0}+2\right)$ to all u.c. observation points and to $h$ and $g(2 R)$, dominates the set $\mathcal{V}_{\text {sieve }}$. If $\Pi_{r_{0}+2}$ denotes the distribution function of $\pi_{r_{0}+2}$ on $[0,2 R)$, then we define the sieved NPMLE $\left(\hat{V}_{n}, \widehat{h}_{n}\right)$ by

$$
\begin{equation*}
\left(\hat{V}_{n}, \hat{h}_{n}\right) \equiv \arg \max _{(\tilde{V}, \tilde{h}) \in \mathcal{V}_{\text {sieve }}}\left(\Psi(\tilde{V}, \tilde{h})-\Psi\left(\Pi_{r_{0}+2}, 1 /\left(r_{0}+2\right)\right)\right) . \tag{1.89}
\end{equation*}
$$

Starting the EM-algorithm with an initial distribution like $\pi_{r_{0}+2}$, the algorithm will converge to a solution of the self-consistency equations (1.86)-(1.88): the sieved NPMLE (see sections 1.1.6 and 1.1.7).

### 1.2.5 $W$ is an arbitrary convex window

In section 1.2.2 we derived for the two-dimensional problem the subdistribution functions of the data, in section 1.2.3 the parametrization $(V, h)$ versus $(F, \mu)$ and in section 1.2.4 the selfconsistency equations in the case that the window $\mathbf{W}$ is a circle. Because of the completely unimportant role of $\theta$ (and the distribution function $K$ ), the calculations there are rather straightforward. In this section and the next we try to imitate the derivations to obtain similar results in the case that $\mathbf{W}$ is an arbitrary convex window. In this section we calculate the subdistribution functions of the data and in section 1.2 .6 we analyse the likelihood.

We remember the probability measure $(1.60)$. Now we calculate (conditional on $N=n$ ) the joint subdistribution functions of the data $\left(\widetilde{X}_{i}, \Delta_{i}, \Theta_{i}\right)$. We define $z(\theta)$ to be the greatest
distance in $W$ in the $\theta$ direction. Of course in the 'circle-case' $z(\theta)$ equals $2 R$ for all $\theta$. Furthermore we define

$$
\begin{equation*}
P \equiv \max _{\theta} z(\theta) \tag{1.90}
\end{equation*}
$$

Let $w_{1}(x, u, \theta)$ be the area of the set $\mathcal{A}_{\theta, x}$ for which $(\vec{T}, X, \Theta)=(\vec{t}, x, \theta)$ gives a s.e.c. observation $\widetilde{X} \leq u(0 \leq u \leq z(\theta))$. Because $\mathbf{W}$ is convex, there exists a continuous function $a(\cdot, \theta)$ such that

$$
w_{1}(x, u, \theta)= \begin{cases}a(u, \theta) & \text { if } x>u \\ a(x, \theta) & \text { if } x \leq u\end{cases}
$$

One can see this from a picture. In the 'circle-case' we have

$$
a(u, \theta)=8 O(u)+4 u \sqrt{R^{2}-\frac{1}{4} u^{2}}
$$

(see $s_{1}(\star, \cdot)$ and $s_{2}(\star, \cdot)$ in section 1.2.2).
Let $w_{2}(x, u, \theta)$ be the area of the set $\mathcal{A}_{\theta, x}$ for which $(\vec{T}, X, \Theta)=(\vec{t}, x, \theta)$ gives a d.c. observation $\widetilde{X} \leq u(0 \leq u \leq z(\theta))$. Again (note that $W$ is convex) from a picture one sees that there exist functions $p_{i}(\cdot, \theta)$ and $b_{i}(\theta)(i=1,2)$ such that

$$
w_{2}(x, u, \theta)= \begin{cases}\int_{w=b_{1}(\theta)}^{w=u}(x-w) p_{1}(\mathrm{~d} w, \theta)+\int_{w=b_{2}(\theta)}^{w=u}(x-w) p_{2}(\mathrm{~d} w, \theta) & \text { if } x>u \\ \int_{w=b_{1}(\theta)}^{w=x}(x-w) p_{1}(\mathrm{~d} w, \theta)+\int_{w=b_{2}(\theta)}^{w=x_{2}}(x-w) p_{2}(\mathrm{~d} w, \theta) & \text { if } x \leq u\end{cases}
$$

In the 'circle-case' we have $b_{i}(\theta)=0$ and

$$
p_{i}(w, \theta)=\sqrt{R^{2}-\frac{1}{4} w^{2}}
$$

or rewritten as

$$
p_{i}(\mathrm{~d} w, \theta)=\frac{w}{4 \sqrt{R^{2}-\frac{1}{4} w^{2}}} \mathrm{~d} w
$$

for all $\theta$ and $i=1,2$. Note that $s_{3}(\star, \cdot)$ and $s_{4}(\star, \cdot)$ in section 1.2 .2 can be written like $w_{2}(x, u, \theta)$.

Let $w_{3}(x, u, \theta)$ be the area of the set $\mathcal{A}_{\theta, x}$ for which $(\vec{T}, X, \Theta)=(\vec{t}, x, \theta)$ gives an u.c. observation $\widetilde{X} \leq u(0 \leq u \leq z(\theta))$. Note that there exists a function $q(x, \theta)$ such that $w_{3}(x, u, \theta)$ can be written as

$$
w_{3}(x, u, \theta)= \begin{cases}0 & \text { if } x>u \\ q(x, \theta) & \text { if } x \leq u\end{cases}
$$

In the 'circle-case' we have

$$
q(x, \theta)=|W|-4 O(x)-2 x \sqrt{R^{2}-\frac{1}{4} x^{2}}
$$

(see $s_{5}(\star, \cdot)$ in section 1.2.2).

Now if $X=x$ and $\Theta=\theta$, one writes down the fractions of the areas of $\mathcal{A}_{\theta, x}$ for which $(\vec{T}, X, \Theta)=(\vec{t}, x, \theta)$ gives respectively a s.e.c., d.c. and u.c. observation $\widetilde{X} \leq u(0 \leq u \leq z(\theta))$. We will do this for the s.e.c. case and we obtain

$$
\begin{aligned}
\frac{w_{1}(x, u, \theta)}{|W|+x \operatorname{diam}(W, \theta)} & =\frac{a(u, \theta)}{|W|+x \operatorname{diam}(W, \theta)} 1_{\{x>u, 0 \leq u \leq z(\theta)\}}(u) \\
& +\frac{a(x, \theta)}{|W|+x \operatorname{diam}(W, \theta)} 1_{\{x \leq u, 0 \leq u \leq z(\theta)\}}(u) .
\end{aligned}
$$

Let us calculate $F^{\text {s.e.c. }}(u, \eta)$ :

$$
\begin{aligned}
& F^{s . e . c .}(u, \eta) \\
&= \int_{x=0}^{x=\infty} \int_{\theta=0}^{\theta=\pi} \frac{w_{1}(x, u, \theta)}{|W|+x \operatorname{diam}(W, \theta)} 1_{\{\theta \leq \eta\}}(\theta) \mathrm{d} J(\theta \mid X=x) \mathrm{d} V(x) \\
&= \int_{x=u}^{x=\infty} \int_{\theta=0}^{\theta=\eta} \frac{a(u, \theta)}{|W|+x \operatorname{diam}(W, \theta)} 1_{\{0 \leq u \leq z(\theta)\}}(u) \mathrm{d} J(\theta \mid X=x) \mathrm{d} V(x) \\
&+\int_{x=0}^{x=u} \int_{\theta=0}^{\theta=\eta} \frac{a(x, \theta)}{|W|+x \operatorname{diam}(W, \theta)} 1_{\{0 \leq u \leq z(\theta)\}}(u) \mathrm{d} J(\theta \mid X=x) \mathrm{d} V(x) \\
&= \int_{x=u}^{x=\infty} \int_{\theta=0}^{\theta=\eta} \frac{a(u, \theta)}{|W|+x E_{K} \operatorname{diam}(W)} 1_{\{0 \leq u \leq z(\theta)\}}(u) \mathrm{d} K(\theta) \mathrm{d} V(x) \\
&+\int_{x=0}^{x=u} \int_{\theta=0}^{\theta=\eta} \frac{a(x, \theta)}{|W|+x E_{K} \operatorname{diam}(W)} 1_{\{0 \leq u \leq z(\theta)\}}(u) \mathrm{d} K(\theta) \mathrm{d} V(x) .
\end{aligned}
$$

This yields

$$
\begin{aligned}
& F^{\text {s.e.c.. }}(\mathrm{d} u, \mathrm{~d} \eta) \\
&= a(\mathrm{~d} u, \eta) \int_{x=u}^{x=\infty} \frac{1}{|W|+x E_{K} \operatorname{diam}(W)} \mathrm{d} V(x) \mathrm{d} K(\eta) 1_{\{0 \leq u \leq z(\eta)\}}(u) \\
&-\frac{a(u, \eta)}{|W|+u E_{K} \operatorname{diam}(W)} \mathrm{d} V(u) \mathrm{d} K(\eta) 1_{\{0 \leq u \leq z(\eta)\}}(u) \\
&+\frac{a(u, \eta)}{|W|+u E_{K} \operatorname{diam}(W)} \mathrm{d} V(u) \mathrm{d} K(\eta) 1_{\{0 \leq u \leq z(\eta)\}}(u) .
\end{aligned}
$$

Doing similar computations for the other two subdistribution functions, we find

$$
\begin{align*}
& F^{s . e . c . c}(\mathrm{~d} u, \mathrm{~d} \eta) \\
&= a(\mathrm{~d} u, \eta) \int_{x=u}^{x=\infty} \frac{1}{|W|+x E_{K} \operatorname{diam}(W)} \mathrm{d} V(x) \mathrm{d} K(\eta) 1_{\{0 \leq u \leq z(\eta)\}}(u) \\
&= a(\mathrm{~d} u, \eta) g(u) \mathrm{d} K(\eta) 1_{\{0 \leq u \leq z(\eta)\}}(u)  \tag{1.91}\\
& F^{d . c .}(\mathrm{d} u, \mathrm{~d} \eta) \\
&=\left(p_{1}(\mathrm{~d} u, \eta)+p_{2}(\mathrm{~d} u, \eta)\right) \\
& \times \int_{x=u}^{x=\infty} \frac{x-u}{|W|+x E_{K} \operatorname{diam}(W)} \mathrm{d} V(x) \mathrm{d} K(\eta) 1_{\{0 \leq u \leq z(\eta)\}}(u) \\
&=\left(p_{1}(\mathrm{~d} u, \eta)+p_{2}(\mathrm{~d} u, \eta)\right) d(u, u) \mathrm{d} K(\eta) 1_{\{0 \leq u \leq z(\eta)\}}(u) \tag{1.92}
\end{align*}
$$

$$
\begin{align*}
& F^{u . c .}(\mathrm{d} u, \mathrm{~d} \eta) \\
& \quad=\frac{q(u, \eta)}{|W|+u E_{K} \operatorname{diam}(W)} \mathrm{d} V(u) \mathrm{d} K(\eta) 1_{\{0 \leq u \leq z(\eta)\}}(u), \tag{1.93}
\end{align*}
$$

where $g(\cdot)$ and $d(\star, \cdot)$ are defined similar to (1.72) and (1.73):

$$
\begin{align*}
g(x) & =\int_{x}^{\infty} \frac{1}{|W|+w E_{K} \operatorname{diam}(W)} \mathrm{d} V(w)  \tag{1.94}\\
d(x, y) & =\int_{x}^{\infty} \frac{w-y}{|W|+w E_{K} \operatorname{diam}(W)} \mathrm{d} V(w) . \tag{1.95}
\end{align*}
$$

Now we try to obtain an identity generalizing (1.80). If we integrate (1.60) over the part of set $A_{\theta}$ beneath the level of set $\mathcal{A}_{\theta, P}$ and integrate over all $\theta$, then we obtain the value $V(P)$. If we integrate (1.60) over the part of set $A_{\theta}$ starting at level $\mathcal{A}_{\theta, P}$ and similarly drawn as in Figure 1.14 and integrating over all $\theta$, then we get $2|W| g(P)$. Note that in this case the 'tubes' drawn as in Figure 1.14 do not have to hit each other at level $\mathcal{A}_{\theta, P}$ as in the 'circle-case'. Finally we integrate (1.60) over the rest of set $A$, which is that region of the double censored observations in $A$ that is above the level $\mathcal{A}_{\theta, P}$ for all $\theta$. We find

$$
\begin{aligned}
a_{0} & \equiv \sum_{i=1,2} \int_{w=P}^{w=\infty} \int_{\theta=0}^{\theta=\pi} \int_{u=b_{i}(\theta)}^{u=z(\theta)} \frac{w-u}{|W|+w \operatorname{diam}(W, \theta)} p_{i}(\mathrm{~d} u, \theta) \mathrm{d} J(\theta \mid X=w) \mathrm{d} V(w) \\
& =\sum_{i=1,2} \int_{\theta=0}^{\theta=\pi} \int_{u=b_{i}(\theta)}^{u=z(\theta)} d(P, u) p_{i}(\mathrm{~d} u, \theta) \mathrm{d} K(\theta) .
\end{aligned}
$$

We get the equality

$$
\begin{equation*}
V(P-)+2|W| g(P)+a_{0}=1 . \tag{1.96}
\end{equation*}
$$

Again we derive $d(P, x)=d(P, P)+(P-x) g(P)$ and use this to rewrite (1.96) as

$$
\begin{aligned}
V(P-)+2|W| g(P) & +d(P, P) \sum_{i=1,2} \int_{\theta=0}^{\theta=\pi} \int_{u=b_{i}(\theta)}^{u=z(\theta)} p_{i}(\mathrm{~d} u, \theta) \mathrm{d} K(\theta) \\
& +g(P) \sum_{i=1,2} \int_{\theta=0}^{\theta=\pi} \int_{u=b_{i}(\theta)}^{u=z(\theta)}(P-u) p_{i}(\mathrm{~d} u, \theta) \mathrm{d} K(\theta)=1 .
\end{aligned}
$$

If we define $h$ as

$$
\begin{equation*}
h \equiv d(P, P) \sum_{i=1,2} \int_{\theta=0}^{\theta=\pi} \int_{u=b_{i}(\theta)}^{u=z(\theta)} p_{i}(\mathrm{~d} u, \theta) \mathrm{d} K(\theta) \tag{1.97}
\end{equation*}
$$

and

$$
a_{1} \equiv \sum_{i=1,2} \int_{\theta=0}^{\theta=\pi} \int_{u=b_{i}(\theta)}^{u=z(\theta)}(P-u) p_{i}(\mathrm{~d} u, \theta) \mathrm{d} K(\theta)
$$

we derived the identity

$$
\begin{equation*}
V(P-)+\left(2|W|+a_{1}\right) g(P)+h=1 . \tag{1.98}
\end{equation*}
$$

(Compare (1.98) with (1.80)). One verifies that in the 'circle-case' $h$ equals $2 R d(2 R, 2 R)$ and $a_{1}$ equals $4 R^{2}-|W|$.

For given $K$ one can establish the 1-1 correspondence between the parametrizations ( $V, h$ ) and $(F, \mu)$. One can almost copy the definitions of section 1.2.3 to get the corresponding expressions in this case and go through section 1.1.3 to convince oneself.

### 1.2.6 The likelihood, the NPMLE, in the case $W$ is arbitrary convex

If we write down the likelihood (conditioning on $N=n$ ) based on $n$ independent observations $\left(\widetilde{X}_{i}, \Delta_{i}, \Theta_{i}\right)=\left(x_{i}, d_{i}, \theta_{i}\right)$, then the likelihood is proportional to

$$
\begin{equation*}
\prod_{i=1}^{r}\left(\frac{\mathrm{~d} V\left(x_{i}\right)}{|W|+x_{i} E_{K} \operatorname{diam}(W)}\right)^{\phi_{i}}\left(g\left(x_{i}\right)\right)^{\gamma_{i}}\left(d\left(x_{i}, x_{i}\right)\right)^{\varsigma_{i}} \cdot \prod_{j=1}^{n} \mathrm{~d} K\left(\theta_{j}\right) \tag{1.99}
\end{equation*}
$$

where $x_{1}<x_{2}<\ldots<x_{r}$ are the ordered values of the observations $\widetilde{X}_{i}$ and $\phi_{i}, \gamma_{i}$ and $\zeta_{i}$ are the numbers of respectively the uncensored, single end censored and double censored values at $x_{i}$. One sees the similarity with the 'circle-case', but one must remember that through the transformation (1.61) $V$ and therefore $g(\cdot)$ and $d(\cdot, \star)$ depend on $K$. If we write the (proportional) likelihood in terms of $F$ and $\mu$ (and $K$ ) we get

$$
\left(|W|+\mu E_{K} \operatorname{diam}(W)\right)^{-n} \prod_{i=1}^{r}\left(\mathrm{~d} F\left(x_{i}\right)\right)^{\phi_{i}}\left(1-F\left(x_{i}\right)\right)^{\gamma_{i}}\left(\int_{x_{i}}^{\infty}(1-F(w)) \mathrm{d} w\right)^{\varsigma_{i}} \prod_{j=1}^{n} \mathrm{~d} K\left(\theta_{i}\right) .
$$

Suppose we do not know the distribution function $K$ of the angle $\Theta$. So we would like to compute $\widehat{F}$ and $\widehat{K}$ by jointly maximizing the likelihood above. Unfortunately this does not decompose into separate maximization problems for $F$ and $K$, but we can think of a natural iterative scheme. Firstly, we determine $F$ given $K$ by maximizing

$$
\left(|W|+\mu E_{K} \operatorname{diam}(W)\right)^{-n} \prod_{i=1}^{r}\left(\mathrm{~d} F\left(x_{i}\right)\right)^{\phi_{i}}\left(1-F\left(x_{i}\right)\right)^{\gamma_{i}}\left(\int_{x_{i}}^{\infty}(1-F(w)) \mathrm{d} w\right)^{\varsigma_{i}} .
$$

This is something we already know how to handle (just use (1.99) with known $K$ which is similar to the 'circle-case'). Secondly, we determine $K$ given $F$ by maximizing

$$
\left(|W|+\mu E_{K} \operatorname{diam}(W)\right)^{-n} \prod_{j=1}^{n} \mathrm{~d} K\left(\theta_{i}\right)
$$

Lok(1994) shows that the NPMLE $\widehat{K}_{n}$ of $K$ for given $F$ can be expressed as

$$
\widehat{K}_{n}(\theta)=\frac{\int_{[0, \theta]}(|W|+\mu \operatorname{diam}(W, \eta))^{-1} \mathrm{~d} L_{n}(\eta)}{\int_{[0, \pi)}(|W|+\mu \operatorname{diam}(W, \eta))^{-1} \mathrm{~d} L_{n}(\eta)},
$$

where $L_{n}(\theta)=\frac{1}{n} \sum_{i=1}^{i=n} 1_{[0, \theta)}\left(\Theta_{i}\right)$ is the empirical distribution of the observed angles.
Suppose we know the distribution function $K$ of the angle $\Theta$, then $E_{K} \operatorname{diam}(W)$ is known. Now the likelihood, only with factors depending on $V$ (or $F$ ), becomes similar to (1.84) and one finds for the self-consistency equations for the NPMLE $\left(\hat{V}_{n}, \hat{h}_{n}\right)$ of $(V, h)$ :

$$
\begin{align*}
\mathrm{d} \hat{V}_{n}(x)=\mathrm{d} F_{n}^{u . c .}(x) & +\int_{0}^{x} \frac{1}{\hat{g}_{n}(u)} \mathrm{d} F_{n}^{\text {s.e.c. }}(u) \cdot \frac{1}{|W|+x E_{K} \operatorname{diam}(W)} \mathrm{d} \hat{V}_{n}(x) \\
& +\int_{0}^{x} \frac{x-u}{\hat{d}_{n}(u, u)} \mathrm{d} F_{n}^{\text {d.c.c. }}(u) \cdot \frac{1}{|W|+x E_{K} \operatorname{diam}(W)} \mathrm{d} \hat{V}_{n}(x) \tag{1.100}
\end{align*}
$$

and

$$
\begin{align*}
\hat{h}_{n} & =d(P, P) \sum_{i=1,2} \int_{u=0}^{u=P} \frac{1}{\hat{d}_{n}(u, u)} \mathrm{d} F_{n}^{\text {d.c. }}(u)  \tag{1.101}\\
\left(2|W|+a_{1}\right) \hat{g}_{n}(P) & =1-\hat{h}_{n}-\hat{V}_{n}(P), \tag{1.102}
\end{align*}
$$

where $F_{n}^{\cdots}(\cdot)$ are the marginal empirical subdistribution functions. The same problems arise as in the 'circle-case' in section 1.2.4, if we want to define the NPMLE. Therefore one is advised to consider here a sieved NPMLE too.

Because of the fact that in the 'circle-case' the distribution function $K$ of the angles does not play any role in the search for an efficient NPMLE of $F$ and the fact that information calculations (chapter 3) and consistency analysis (chapter 2) turn out to be less laborious in this case, we stick for the rest of the book to the 'circle-case'. So the two-dimensional case in the chapters 2 and 3 will be the 'circle'. We think that with more effort one can imitate the analysis in these chapters to obtain similar results for the case that $\mathbf{W}$ is arbitrary convex and $K$ is known.

## Chapter 2

## Consistency

In this chapter we prove consistency results of the (sieved) NPMLE's of chapter 1. In section 2.1 the proof of consistency is outlined in a general setting and the very few conditions to be verified make this proof applicable in other linear convex models where the consistency of the (sieved) NPMLE is investigated. In section 2.2 we obtain consistency results in the onedimensional case. In section 2.3 we do the same for the two-dimensional case. Actually, there we prove consistency in the case that $\mathbf{W}$ is a circle. The reason that we write down the 'circlecase' is that the formulas are less complicated than in the case that $\mathbf{W}$ is an arbitrary convex window and one sees immediately the similarity with the one-dimensional case. Furthermore in the case that $\mathbf{W}$ is an arbitrary convex window, we have to deal with the distribution of the angles and thus the problem arises of maximizing the likelihood jointly for $V$ (or $F$ ) and $K$. If $K$ is a known distribution function, we are convinced that section 2.3 can be more or less copied to get the consistency results for this case too.

The proof of consistency in section 2.1 is a generalization of the method described by Groeneboom(1991), following Jewell(1982). If $\phi(F)$ denotes the log likelihood function there, then the method is based on the fact that

$$
\phi\left((1-\epsilon) \hat{F}_{n}+\epsilon F_{0}\right)-\phi\left(\hat{F}_{n}\right) \leq 0,
$$

where $\hat{F}_{n}$ is a NPMLE of the underlying distribution function $F_{0}$. For our log likelihood function we could also write

$$
\Psi\left((1-\epsilon) \hat{V}_{n}+\epsilon V,(1-\epsilon) \hat{h}_{n}+\epsilon h\right)-\Psi\left(\hat{V}_{n}, \hat{h}_{n}\right) \leq 0,
$$

where $\left(\hat{V}_{n}, \hat{h}_{n}\right)$ is the NPMLE of $(V, h)$. Evaluating this difference, we encounter terms like $\log \left(\left(\mathrm{d} V / \mathrm{d} \hat{V}_{n}\right)(x)\right)$, which equal $-\infty$ when $V$ and $\widehat{V}_{n}$ are mutually singular, so the inequality becomes $-\infty \leq 0$, which is completely ininformative. Instead of using the underlying distribution function $V$, we take some convenient empirical counterpart $V_{n}$ of $V$ (so $V_{n}$ converges in supremum norm to $V$ ) and satisfying $V_{n} \ll \hat{V}_{n}$, so that the expression $\left(\mathrm{d} V_{n} / \mathrm{d} \hat{\mathrm{V}}_{n}\right)(x)$ is more informative. Furthermore we will use the self-consistency equations to get an expression for the Radon-Nikodym derivative $\left(\mathrm{d} V_{n} / \mathrm{d} \widehat{V}_{n}\right)(x)$.

We think the proof of consistency, described in section 2.1, can be applied in other linear models such as the random-multiplicative censoring model of Vardi and Zhang(1992). Their approach gives not only consistency in the random-multiplicative censoring model, but the
whole asymptotic characterization. Trying to use their approach in our line segment models, it unfortunately seems to fail.

For the $\widehat{T}_{n}$ and $T$ in section 2.1 one reads $\left(\hat{V}_{n}, \hat{h}_{n}\right)$ and $(V, h)$ respectively, if one wants the connection with our models. We note that $\mathcal{V}_{\tau}$ is convex and $(V, h) \rightarrow P_{(V, h)}$ is linear $\left(P_{(V, h)}\right.$ is the distribution of the data under $(V, h))$. (The same for $\mathcal{V}_{2 R}$ ). In this chapter we use sometimes $\|\cdot\|_{I}$ to denote the $\|\cdot\|_{\infty}$ (supremum norm) on the interval $I$.

### 2.1 General idea

In this section we write $\mathrm{d} P$ instead of $\mathrm{d} P(x)$ to get short notation.
Let $\widehat{T}_{n}$ be the NPMLE of $T, T_{n}$ an ad-hoc estimator (or $T$ itself if convenient), $P_{T}$ the distribution of the data under the parameter $T$ and $P_{n}$ the empirical. Assume that $\mathcal{T}$ is a convex set.

Suppose $P_{T}$ is linear in $T, T \in \mathcal{T}$. We have (because $\widehat{T}_{n}$ is the NPMLE)

$$
\begin{align*}
0 & \geq \int \log \left(\frac{\mathrm{d} P_{(1-\epsilon) \widehat{T}_{n}+\epsilon T_{n}}}{\mathrm{~d} P_{\widehat{T}_{n}}}\right) \mathrm{d} P_{n}  \tag{2.1}\\
& =\int \log \left(1+\epsilon\left(\frac{\mathrm{d} P_{T_{n}}}{\mathrm{~d} P_{\widehat{T}_{n}}}-1\right)\right) \mathrm{d} P_{n}
\end{align*}
$$

where $\epsilon \in[0,1]$. We divide the inequality above by $\epsilon$ and let $\epsilon \downarrow 0$. We find

$$
\int\left(\frac{\mathrm{d} P_{T_{n}}}{\mathrm{~d} P_{\widehat{T}_{n}}}-1\right) \mathrm{d} P_{n} \leq 0
$$

or

$$
\begin{equation*}
\int \frac{\mathrm{d} P_{T_{n}}}{\mathrm{~d} P_{\widehat{T}_{n}}} \mathrm{~d} P_{n} \leq 1 \tag{2.2}
\end{equation*}
$$

As $n \rightarrow \infty$, we will try to arrange things that (perhaps on a subsequence only-here we will need assumptions on $\mathcal{T}$; for example $\mathcal{T}$ is a set of distribution functions) $\widehat{T}_{n} \rightarrow T_{\infty} \in \mathcal{T}$, $T_{n} \rightarrow T, P_{n} \rightarrow P_{T}$ and try to prove from this

$$
\begin{equation*}
\int \frac{\mathrm{d} P_{T_{n}}}{\mathrm{~d} P_{\widehat{T}_{\mathrm{n}}}} \mathrm{~d} P_{n} \rightarrow \int \frac{\mathrm{~d} P_{T}}{\mathrm{~d} P_{T_{\infty}}} \mathrm{d} P_{T} \leq 1 \tag{2.3}
\end{equation*}
$$

Showing (2.3) is the same as saying that inequality (2.2) holds in the limit. However we do have

$$
\int \frac{\mathrm{d} P_{T}}{\mathrm{~d} P_{T_{\infty}}} \mathrm{d} P_{T} \geq 1
$$

for all $T_{\infty} \in \mathcal{T}$, with equality iff $T_{\infty}=T$ (we assume identifiability: $P_{T}=P_{T_{\infty}} \Longleftrightarrow T=T_{\infty}$ ). This follows because

$$
\int \log \left(\frac{\mathrm{d} P_{(1-\epsilon) T_{\infty}+\epsilon T}}{\mathrm{~d} P_{T_{\infty}}}\right) \mathrm{d} P_{T}, \quad \epsilon \in[0,1]
$$

is maximal at $\epsilon=1$. Moreover it equals

$$
\int \log \left(1+\epsilon\left(\frac{\mathrm{d} P_{T}}{\mathrm{~d} P_{T_{\infty}}}-1\right)\right) \mathrm{d} P_{T}
$$

which is concave in $\epsilon$ (it is an average of concave functions: $\log (1+\epsilon c$ ) is concave in $\epsilon$, both for negative and positive $c$ ). Its derivative at $\epsilon=0$ is therefore nonnegative: so we get

$$
\int\left(\frac{\mathrm{d} P_{T}}{\mathrm{~d} P_{T_{\infty}}}-1\right) \mathrm{d} P_{T} \geq 0
$$

or

$$
\begin{equation*}
\int \frac{\mathrm{d} P_{T}}{\mathrm{~d} P_{T_{\infty}}} \mathrm{d} P_{T} \geq 1 \tag{2.4}
\end{equation*}
$$

We want to show that we have ' $>$ ' in inequality (2.4) if $P_{T} \neq P_{T_{\infty}}$. If $\left(\mathrm{d} P_{T} / \mathrm{d} P_{T_{\infty}}\right)=\infty$ with positive $P_{T}$ probability, then we have immediately

$$
\int \frac{\mathrm{d} P_{T}}{\mathrm{~d} P_{T_{\infty}}} \mathrm{d} P_{T}=\infty>1
$$

and $P_{T} \neq P_{T_{\infty}}$. In the other case we note that $\log (1+\epsilon c)$ is strictly concave in $\epsilon$ as long as

$$
c=\left(\frac{\mathrm{d} P_{T}}{\mathrm{~d} P_{T_{\infty}}}-1\right) \neq 0
$$

and an average of strictly concave functions is strictly concave. So we have strict concavity (and hence ' $>$ ' in inequality (2.4)) unless $\left(\mathrm{d} P_{T} / \mathrm{d} P_{T_{\infty}}\right)=1$ with $P_{T}$-probability 1 , which implies $P_{T}=P_{T_{\infty}}$.

Because we have (2.3) and showed that (2.4) holds with ' $>$ ' if $P_{T} \neq P_{T_{\infty}}$, we proved that we must have $P_{T}=P_{T_{\infty}}$, and so $T=T_{\infty}$. We proved the following theorem

Theorem 2.1.1 Let $\widehat{T}_{n}$ be the NPMLE of $T$. Let $P_{T}$ be the distribution of the data under the parameter $T$ and $P_{n}$ the empirical. Let $T_{n}$ be an ad-hoc estimator (or $T$ itself if convenient) such that $P_{T_{n}} \ll P_{\widehat{T}_{n}}$. We assume identifiability: $P_{T_{1}}=P_{T_{2}} \Longleftrightarrow T_{1}=T_{2}$. Let $\mathcal{T}$ be a convex set of distribution functions.

If $P_{T}$ is linear in $T, T \in \mathcal{T}$, and

$$
\int \frac{\mathrm{d} P_{T_{n}}}{\mathrm{~d} P_{\widehat{T}_{n}}} \mathrm{~d} P_{n} \rightarrow \int \frac{\mathrm{~d} P_{T}}{\mathrm{~d} P_{T_{\infty}}} \mathrm{d} P_{T} \quad(n \rightarrow \infty)
$$

(perhaps on a subsequence only), then $T_{\infty}=T$. So if moreover $\widehat{T}_{n} \rightarrow T_{\infty}$, we have $\widehat{T}_{n} \rightarrow T$.

### 2.2 Consistency in the one-dimensional case

In this section we formulate consistency results for the NPMLE $\left(\hat{V}_{n}, \widehat{h}_{n}\right)$ of $(V, h)$ in the onedimensional case introduced in section 1.1. Furthermore we show that these imply similar consistency results for the NPMLE $\left(\hat{F}_{n}, \hat{\mu}_{n}\right)$ of our original parameters $(F, \mu)$. These results
are stated in the theorems 2.2.5 and 2.2.7. Theorem 2.2 .5 is about the consistency of $\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$ and will be proved in section 2.2.1. Theorem 2.2 .7 is about the consistency of $\left(\widehat{F}_{n}, \widehat{\mu}_{n}\right)$ and follows easily from theorem 2.2 .5 and the $1-1$ correspondence between the parametrizations $(V, h)$ and $(F, \mu)$.

Before we prove our consistency results, we give the following four lemmas, which will be frequently used. The first three lemmas give us some conditions, which imply the convergence of $\int_{a}^{b} G_{n}(x) \mathrm{d} H_{n}(x)$ to $\int_{a}^{b} G(x) \mathrm{d} H(x)$. Lemma 2.2 .4 provides us with conditions for proving that a weakly convergent sequence of monotone functions, converges uniformly.

We note that with $\int_{x}^{y}$, where $x \leq y$ and $x, y \in[0, \tau)$, we mean the integral over $(x, y]$. Of course this implies that $\int_{x}^{y-}$ is the integral over $(x, y)$. Remember that with $\int_{x}^{\tau}$ we mean the integral over $(x, \tau)$.
Lemma 2.2.1 If $G_{n}, G, H_{n}$ and $H$ are measures on the interval $[a, b] \subset \mathbb{R}$ such that (i) $G_{n}(x)-G(x) \rightarrow 0$ for all $x \in[a, b]$ except on a negligleable set w.r.t. Lebesgue measure, (ii) $\left\|H_{n}-H\right\|_{\infty} \rightarrow 0$, (iii) $G_{n}$ is bounded and of bounded variation uniformly in $n$ and (iv) $H$ is absolutely continuous w.r.t. Lebesgue measure and $\mathrm{d} H(x) / \mathrm{d} x$ is bounded, then

$$
\int_{a}^{b} G_{n}(x) \mathrm{d} H_{n}(x)-\int_{a}^{b} G(x) \mathrm{d} H(x) \rightarrow 0
$$

for $n \rightarrow \infty$.
Proof: the proof of this lemma is straightforward. We write

$$
\begin{aligned}
& \int_{a}^{b} G_{n}(x) \mathrm{d} H_{n}(x)-\int_{a}^{b} G(x) \mathrm{d} H(x) \\
&= G_{n}(b)\left(H_{n}(b)-H(b)\right) \\
&-G_{n}(a)\left(H_{n}(a)-H(a)\right) \\
&-\int_{a}^{b}\left(H_{n}(x)-H(x)\right) \mathrm{d} G_{n}(x) \\
&+\int_{a}^{b}\left(G_{n}(x)-G(x)\right) \mathrm{d} H(x)
\end{aligned}
$$

Because $G_{n}$ is bounded uniformly in $n$ (condition (iii)) and because of (ii) we see that the first and second term converge to 0 . For the third term we have

$$
\left|\int_{a}^{b}\left(H_{n}(x)-H(x)\right) \mathrm{d} G_{n}(x)\right| \leq\left\|H_{n}-H\right\|_{\infty} \cdot \int_{a}^{b}\left|\mathrm{~d} G_{n}(x)\right|
$$

Because of (iii) we have that $\int_{a}^{b}\left|\mathrm{~d} G_{n}(x)\right| \leq c$ (uniformly in $n$ ) for some constant $c$ and thus with (ii) we get that the third term converges to 0 . With (i), (iii) and (iv) we apply Lebesgue's dominated convergence theorem to get the fourth term tending to 0 . This proves the lemma. -
Lemma 2.2.2 If $G_{n}, G, H_{n}$ and $H$ are measures on the interval $[a, b] \subset \mathbb{R}$ such that (i) $\left\|G_{n}-G\right\|_{\infty} \rightarrow 0$, (ii) $\left\|H_{n}-H\right\|_{\infty} \rightarrow 0$, (iii) $G_{n}$ is bounded and of bounded variation uniformly in $n$ and (iv) $H$ is of bounded variation, then

$$
\int_{a}^{b} G_{n}(x) \mathrm{d} H_{n}(x)-\int_{a}^{b} G(x) \mathrm{d} H(x) \rightarrow 0
$$

for $n \rightarrow \infty$.

Proof: the proof is the same as the proof of lemma 2.2.1 except for the term $\int_{a}^{b}\left(G_{n}(x)-\right.$ $G(x)) \mathrm{d} H(x)$. For this term we have now

$$
\left|\int_{a}^{b}\left(G_{n}(x)-G(x)\right) \mathrm{d} H(x)\right| \leq\left\|G_{n}-G\right\|_{\infty} \cdot \int_{a}^{b}|\mathrm{~d} H(x)| .
$$

Because of (iv) we have that $\int_{a}^{b}|\mathrm{~d} H(x)| \leq c$ for some constant and thus with (i) we get that this term tends to 0 .

Lemma 2.2.3 The lemmas 2.2.1 and 2.2.2 still hold if we replace $\int_{a}^{b}$ by $\int_{a}^{b-}$.
Proof: replace $b$ by $b-$ in the proofs of the lemma's $2 \cdot 2 \cdot 1$ and 2.2.2. $\square$
Lemma 2.2.4 If $f_{n}$ and $f$ are cadlag functions on the interval $[a, b] \subset \mathbb{R}$ such that (i) $f_{n}$ and $f$ are monotone and $f$ is bounded, (ii) $f_{n}(x) \rightarrow f(x)$ for all $x \in[a, b]$ (or $x \in[a, b)$ ) and (iii) $f_{n}(x-) \rightarrow f(x-)$ for all $x \in[a, b]$, then

$$
\left\|f_{n}-f\right\|_{\infty} \rightarrow 0
$$

for $n \rightarrow \infty$. $\|\mid f\|_{\infty}$ can be defined as $\sup _{x \in[a, b]}|f(x)|$ or $\left.\sup _{x \in[a, b)}|f(x)|\right)$.
Proof: let $\epsilon>0$ be given. Because $f$ is bounded and monotone, $f$ jumps in ( $a, b$ ) at most at a finite number of points, where the height of the jump is bigger than $\epsilon$. Let this number be $m$ and if $m \neq 0$ let these points in $(a, b)$ be $x_{1}<x_{2}<\ldots<x_{m}$. We define $x_{0} \equiv a$ and $x_{m+1} \equiv b$. Of course $x_{0}$ and $x_{m+1}$ can also be points where $f$ jumps.

Without loss of generality we assume that $f$ is monotone increasing. Because of monotonicity there are numbers $k_{i}=2,3, \ldots(i=1, \ldots, m+1)$ such that $k_{i}=2,3, \ldots$ is the smallest number for which

$$
f\left(x_{i-1}\right)+\left(k_{i}-1\right) \cdot \epsilon \geq f\left(x_{i}-\right)
$$

holds. We construct the sequence $y_{i j} \in[a, b] \quad\left(i=1, \ldots, m+1 ; j=1, \ldots, k_{i}\right)$ such that

$$
y_{i, 1}=x_{i-1} \quad \text { and } \quad y_{i, k_{i}}=x_{i}
$$

and for $j=2, \ldots, k_{i}-1$ we try to find that $z_{j} \in\left(x_{i-1}, x_{i}\right)$ such that

$$
f\left(z_{j}\right)=f\left(x_{i-1}\right)+(j-1) \cdot \epsilon .
$$

If such $z_{j}$ exists, then we take $y_{i, j}=z_{j}$ and if there is not such $z_{j}$, then $f$ makes a jump at some $s_{j} \in\left(x_{i-1}, x_{i}\right)$ and we take $y_{i, j}=s_{j}$. Because of monotonicity we note that the sequence $y_{i, j}$ can be constructed in such a way that $y_{i, j}<y_{i+1, j^{\prime}}\left(j=1, \ldots, k_{i} ; j^{\prime}=2, \ldots, k_{i+1}\right)$ and $y_{i, k_{i}}=y_{i+1,1}$ and $y_{i, j}<y_{i, j+1}$. Now we have

$$
\begin{equation*}
\left|f\left(y_{i, j}\right)-f\left(y_{i, j+1}-\right)\right| \leq \epsilon . \tag{2.5}
\end{equation*}
$$

Because of (ii) and (iii) we have that for all $i=1, \ldots, m+1$ and for all $j=1, \ldots, k_{i}-1$ there exist $M_{i, j}$ such that for all $n \geq M_{i, j}$

$$
\begin{equation*}
\left|f_{n}\left(y_{i, j}\right)-f\left(y_{i, j}\right)\right| \leq \epsilon \text { and }\left|f_{n}\left(y_{i, j+1}-\right)-f\left(y_{i, j+1}-\right)\right| \leq \epsilon . \tag{2.6}
\end{equation*}
$$

Because of the monotonicity, (2.5) and (2.6) we get for all $x \in\left[y_{i, j}, y_{i, j+1}\right)$ that for all $n \geq M_{i, j}$

$$
\begin{equation*}
\left|f_{n}(x)-f(x)\right| \leq 2 \epsilon . \tag{2.7}
\end{equation*}
$$

If we define

$$
M_{i, .} \equiv \max _{j=1, \ldots, k_{i}-1} M_{i, j} \quad \text { and } \quad M_{., .} \equiv \max _{i=1, \ldots, m+1} M_{i, .}
$$

and note that the intervals $\left[y_{i, j}, y_{i, j+1}\right)$ are a partition of $[a, b)$, then with (2.7) we have for all $n \geq M_{\text {.,. }}$ that for all $x \in[a, b):\left|f_{n}(x)-f(x)\right| \leq 2 \epsilon$. This yields for all $n \geq M_{\text {., }}$ that

$$
\sup _{x \in[a, b)}\left|f_{n}(x)-f(x)\right| \leq 2 \epsilon
$$

If we have that $f_{n}(b) \rightarrow f(b)$, then it is easy to take this into account to get the same result for $\sup _{x \in[a, b]}\left|f_{n}(x)-f(x)\right|$. This proves the uniform convergence of $f_{n}$ to $f$ on $[a, b)$ (or $[a, b]$ ).

After this intermezzo we will formulate the consistency results for the one-dimensional line segment process of section 1.1.

Let $\tau_{0} \in[0, \tau]$ be such that

$$
\begin{equation*}
V\left(\left(\tau_{0}, \tau\right)\right)=0 \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
V\left(\left(\tau_{0}-\epsilon, \tau_{0}\right]\right)>0, \text { for all } \epsilon \in\left(0, \tau_{0}\right] \tag{2.9}
\end{equation*}
$$

We distinguish the following three cases:
Case I : for the underlying $V$ we have $\tau_{0}=\tau$,
Case II : for the underlying $V$ we have $\tau_{0}<\tau$ and $V([\tau, \infty))>0$,
Case III : for the underlying $V$ we have $\tau_{0}<\tau$ and $V([\tau, \infty))=0$.
One notes that the three cases cover all possibilities for $V$. To prove the consistency results we want to use theorem 2.1.1. Unfortunately, in case II we can not apply theorem 2.1.1 for the NPMLE at the moment (and indeed consistency is still an open problem), but for the sieved NPMLE we can. For case I and III we obtain the consistency results for the NPMLE and the sieved NPMLE. We state here the following theorem:

Theorem 2.2.5 For the sieved NPMLE (and also for the NPMLE in case I and III) $\left(\hat{V}_{n}, \hat{h}_{n}\right)$ of $(V, h) \in \mathcal{V}_{\tau}$ in the one-dimensional case we have that

$$
\hat{h}_{n}-h \rightarrow 0 \quad \text { a.s. }
$$

and

$$
\sup _{x \in[0, r-\epsilon]}\left|\hat{V}_{n}(x)-V(x)\right| \rightarrow 0 \quad \text { a.s. }
$$

for all $\epsilon \in(0, \tau]$.
The theorem is proved in section 2.2.1. Because the sieved NPMLE in case II and the (sieved) NPMLE in case III are constant on ( $\left.\tau_{0}, \tau\right)$, theorem 2.2.5 implies

Corollary 2.2.6 For the sieved NPMLE in case II and the (sieved) NPMLE in case III we have

$$
\sup _{x \in[0, \tau)}\left|\widehat{V}_{n}(x)-V(x)\right| \rightarrow 0 \quad \text { a.s. }
$$

We remember the $1-1$ correspondence between $(V, h) \in \mathcal{V}_{\tau}$ and $(F, \mu) \in \mathcal{F}_{\tau}$ in section 1.1.3. There we had

$$
\begin{aligned}
& \nu(V(\cdot), h) \\
& \quad \equiv \frac{1}{2 \tau}(1-h-V(\tau-))+\int_{0}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V(w) \\
& \quad=\frac{1}{2 \tau}(1-h-V(\tau-))+\frac{1}{2 \tau} V(\tau-)+\int_{0}^{\tau} \frac{1}{(\tau+w)^{2}} V(w) \mathrm{d} w \\
& \quad=\frac{1}{2 \tau}(1-h)+\int_{0}^{\tau} \frac{1}{(\tau+w)^{2}} V(w) \mathrm{d} w
\end{aligned}
$$

Theorem 2.2.5 gives us $\hat{V}_{n}(x) \rightarrow V(x)$ for all $x \in[0, \tau)$. Then by Lesbesgue's dominated convergence theorem (or use lemma 2.2.1) we obtain that

$$
\int_{0}^{\tau} \frac{1}{(\tau+w)^{2}} \widehat{V}_{n}(w) \mathrm{d} w \rightarrow \int_{0}^{\tau} \frac{1}{(\tau+w)^{2}} V(w) \mathrm{d} w
$$

and so this yields $\nu\left(\widehat{V}_{n}(\cdot), \widehat{h}_{n}\right) \rightarrow \nu(V(\cdot), h)$. Now we have proved consistency of $\widehat{\mu}_{n}$ :

$$
\hat{\mu}_{n}=\left(\frac{1}{\nu\left(\hat{V}_{n}(\cdot), \hat{h}_{n}\right)}-\tau\right) \rightarrow\left(\frac{1}{\nu(V(\cdot), h)}-\tau\right)=\mu
$$

Together with

$$
\begin{aligned}
F(x) & =\frac{1}{\nu(V(\cdot), h)} \int_{0}^{x} \frac{1}{\tau+w} \mathrm{~d} V(w) \\
& =(\tau+\mu)\left(\frac{1}{\tau+x} V(x)+\int_{0}^{x} \frac{1}{(\tau+w)^{2}} V(w) \mathrm{d} w\right)
\end{aligned}
$$

and theorem 2.2 .5 we obtain easily the following consistency results for the parameters of interest ( $F, \mu$ ), which are formulated in the following theorem. (A corollary as 2.2 .6 can also be obtained for $F$ ).

Theorem 2.2.7 For the sieved NPMLE (and also for the NPMLE in case I and III) $\left(\hat{F}_{n}, \hat{\mu}_{n}\right)$ of $(F, \mu) \in \mathcal{F}_{\tau}$ in the one-dimensional case we have that

$$
\hat{\mu}_{n}-\mu \rightarrow 0 \quad \text { a.s. }
$$

and

$$
\sup _{x \in[0, \tau-\epsilon]}\left|\hat{F}_{n}(x)-F(x)\right| \rightarrow 0 \quad \text { a.s. }
$$

for all $\epsilon \in(0, \tau]$.

### 2.2.1 Proof of consistency in the one-dimensional case

Proof of theorem 2.2.5: let $\tau_{0}$ be as in (2.8) and (2.9). At the moment we do not need to discriminate between the three cases for the underlying $V$ and between the NPMLE and the sieved NPMLE. We will point out the moments when it is necessary to distinguish between the cases.

By the Glivenko-Cantelli theorem, we have that

$$
\begin{equation*}
\left\|F_{n}^{\text {d.c. }}-F^{\text {d.c. }}\right\|_{[0, \tau]} \rightarrow 0,\left\|F_{n}^{\text {s.e.c. }}-F^{\text {s.e.c. }}\right\|_{[0, \tau]} \rightarrow 0,\left\|F_{n}^{\text {u.c. }}-F^{\text {u.c. }}\right\|_{[0, \tau]} \rightarrow 0 \tag{2.10}
\end{equation*}
$$

a.s. $(n \rightarrow \infty)\left(\right.$ see $(1.10)-(1.13)$ or (1.4) - (1.7) and (1.36) - (1.38)), where $\|\cdot\|_{I}$ stands for the supremum norm on the interval $I$. With (1.51) we note that

$$
\begin{equation*}
F_{n}^{d . c .}(\tau)=\widehat{h}_{n}=\frac{n-r}{n} \tag{2.11}
\end{equation*}
$$

(the relative frequency of double censored observations) and we immediately see that

$$
\begin{equation*}
\left|\widehat{h}_{n}-h\right| \rightarrow 0 \text { a.s. }(n \rightarrow \infty) \tag{2.12}
\end{equation*}
$$

In order to apply theorem 2.1.1 we start by introducing the elements that play the roles of $T, T_{n}, \widehat{T}_{n}$ and $T_{\infty}$ in the theorem (or in section 2.1). Of course ( $V, h$ ) plays the role of $T$.

- The role of $T_{n}$ : we define

$$
\begin{equation*}
\mathrm{d} V_{n}(x) \equiv \frac{\tau+x}{\tau-x} \mathrm{~d} F_{n}^{u . c .}(x) \quad, \quad h_{n} \equiv \widehat{h}_{n} \tag{2.13}
\end{equation*}
$$

and $g_{n}(\tau)$ is defined by $V_{n}(\tau-)+2 \tau g_{n}(\tau)+h_{n}=1$ and

$$
\begin{align*}
g_{n}(x) & \equiv \int_{x}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V_{n}(w)+g_{n}(\tau)  \tag{2.14}\\
& =\frac{1-\widehat{h}_{n}}{2 \tau}+\frac{1}{2 \tau}\left(\left(F_{n}^{u . c .}(\tau)-F_{n}^{u . c .}(x)\right)-\int_{0}^{x} \frac{\tau+w}{\tau-w} \mathrm{~d} F_{n}^{u . c .}(w)\right) \tag{2.15}
\end{align*}
$$

Because of monotonicity (lemma 2.2.4) and the strong law of large numbers, one proves that

$$
\left\|\int_{0}^{x} \frac{\tau+w}{\tau-w} \mathrm{~d} F_{n}^{u . c .}(w)-\int_{0}^{x} \frac{\tau+w}{\tau-w} \mathrm{~d} F^{u . c .}(w)\right\|_{[0, \tau]} \rightarrow 0
$$

a.s. $(n \rightarrow \infty)$. So together with (2.10) and (2.12) we conclude

$$
\begin{equation*}
\left\|g_{n}-g\right\|_{[0, \tau)} \rightarrow 0 \quad, \quad\left\|V_{n}-V\right\|_{[0, \tau)} \rightarrow 0 \quad \text { a.s. }(n \rightarrow \infty) \tag{2.16}
\end{equation*}
$$

Furthermore one notes that $g_{n}$ follows from ( $V_{n}, h_{n}$ ) according to (1.40).

- The role of $\widehat{T}_{n}$ : again let $\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$ denote the (sieved) NPMLE of $(V, h)$ in $V_{\tau}$. $(V, h)$ is the image of the underlying distribution function $V$ on $[0, \infty)$ under the map described in section 2.3. For the function $g(x) \equiv \int_{x}^{\infty} 1 /(\tau+w) \mathrm{d} V(w)$ we obtain the estimator $\hat{g}_{n}$ on $[0, \tau]$

$$
\hat{g}_{n}(x)=\int_{x}^{\tau} \frac{1}{\tau+w} \mathrm{~d} \hat{V}_{n}(w)+\hat{g}_{n}(\tau)
$$

where $\hat{g}_{n}(\tau)$ is defined by $\widehat{V}_{n}(\tau-)+2 \tau \widehat{g}_{n}(\tau)+\widehat{h}_{n}=1$. Here we have again that $\widehat{g}_{n}$ follows from ( $V_{n}, \widehat{h}_{n}$ ) according to (1.40).

- The role of $T_{\infty}$ : according to (2.10) we have

$$
\left\|F_{n}^{\cdots}(\cdot, \omega)-F_{\cdots}^{\cdots}(\cdot, \omega)\right\|_{[0, \tau]} \rightarrow 0
$$

with probability 1 ( ${ }^{\text {'... }}=$ u.c., s.e.c. or d.c.'). By the Helly selection theorem we have that for some subsequence $\widehat{V}_{n_{k}}$ of the sequence of functions $\hat{V}_{n}$ on $[0, \tau)$, there exists a nondecreasing right continuous function $V_{\infty}$ on $[0, \tau)$ such that $\lim _{k \rightarrow \infty} \hat{V}_{n_{k}}(x)=V_{\infty}(x)$ at the continuity points of $V_{\infty}$. Of course we have $\widehat{h}_{n_{k}} \rightarrow h_{\infty} \equiv h$. One defines

$$
g_{\infty}(x) \equiv \int_{x}^{\tau} \frac{1}{\tau+w} \mathrm{~d} V_{\infty}(w)+g_{\infty}(\tau)
$$

where $g_{\infty}(\tau)$ is defined by $V_{\infty}(\tau)+2 \tau g_{\infty}(\tau)+h_{\infty}=1$. We see that

$$
\begin{aligned}
\hat{g}_{n_{k}}(x) & =\int_{x}^{\tau} \frac{1}{\tau+w} \mathrm{~d} \hat{V}_{n_{k}}(w)+\hat{g}_{n_{k}}(\tau) \\
& =\frac{1-\hat{h}_{n_{k}}}{2 \tau}-\frac{1}{\tau+x} \hat{V}_{n_{k}}(x)+\int_{x}^{\tau} \frac{1}{(\tau+w)^{2}} \hat{V}_{n_{k}}(w) \mathrm{d} w
\end{aligned}
$$

and by the weak convergence of $\left(\hat{V}_{n_{k}}, \hat{h}_{n_{k}}\right)$ to $\left(V_{\infty}, h_{\infty}=h\right)$ we get $\lim _{k \rightarrow \infty} \widehat{g}_{n_{k}}(x)=g_{\infty}(x)$ at the continuity points of $V_{\infty}$ (or $g_{\infty}$ ). One verifies immediately that $g_{\infty}$ follows from ( $V_{\infty}, h_{\infty}$ ) according to (1.40).

Since $\left(\hat{V}_{n}, \widehat{h}_{n}\right)$ is the (sieved) NPMLE we find by (2.2) and (1.4)-(1.7) that

$$
\begin{equation*}
\int_{0}^{\tau} \frac{\mathrm{d} V_{n}}{\mathrm{~d} \hat{V}_{n}}(x) \mathrm{d} F_{n}^{u . c . c}(x)+\int_{0}^{\tau} \frac{g_{n}(x)}{\widehat{g}_{n}(x)} \mathrm{d} F_{n}^{\text {s.e.c. }}(x)+\widehat{h}_{n} \leq 1 . \tag{2.17}
\end{equation*}
$$

Following the general consistency proof in section 2.1 (see theorem 2.1.1), we want to show that this holds in the limit, possibly after passing to a subsequence. The subsequence ( $\hat{V}_{n_{k}}, h_{n_{k}}$ ), we got by the Helly selection theorem, will do. To prove that (2.17) holds in the limit, we deal in the following three paragraphs with each case for the underlying $V$ separately. We need to control the possible unboundedness of $1 / \widehat{g}_{n}(x)$.

- Case I: $\tau_{0}=\tau$. We consider the (sieved) NPMLE ( $\hat{V}_{n}, \widehat{h}_{n}$ ) of $(V, h)$. For each $a \in[0, \tau)$ we can derive the following bound for $1 / \widehat{g}_{n}$ and $1 / g_{\infty}$. The estimator $\widehat{V}_{n}$ gives at least mass $1 / n$ to uncensored observations, so with (2.9) we get for $n$ large enough

$$
\begin{equation*}
\frac{1}{\hat{\mathfrak{g}}_{n}(x)} \leq M_{a}, \frac{1}{g_{\infty}(x)} \leq M_{a} \tag{2.18}
\end{equation*}
$$

for all points $x \in[0, a]$, where $M_{a} \geq 0$ is a constant.

- Case II: $\tau_{0}<\tau$ and $V([\tau, \infty))>0$. We consider the sieved NPMLE $\left(\hat{V}_{n}, \hat{h}_{n}\right)$ of $(V, h)$. We will derive a bound for $1 / \hat{g}_{n}$ and $1 / g_{\infty}$ on $[0, \tau]$. The sieved estimator $\hat{V}_{n}$ gives only mass
to uncensored observations, so (because of (2.8)) $\hat{g}_{n}(x)$ is constant on ( $\left.\tau_{0}, \tau\right]$. The same holds for $V_{n}$ and $g_{n}$. Because the integrands in (2.17) are nonnegative we also have

$$
\int_{\tau_{0}}^{\tau} \frac{g_{n}(x)}{\hat{g}_{n}(x)} \mathrm{d} F_{n}^{\text {s.e.c. }}(x) \leq 1
$$

and thus we can write

$$
g_{n}(\tau)\left(F_{n}^{s . e . c .}(\tau)-F_{n}^{\text {s.e.c. }}\left(\tau_{0}\right)\right) \leq \widehat{g}_{n}(\tau) .
$$

We know that the left-hand side of this inequality converges to

$$
g(\tau)\left(F^{\text {s.e.c. }}(\tau)-F^{\text {s.e.c. }}\left(\tau_{0}\right)\right)=g(\tau) \cdot 2 \int_{\tau_{0}}^{\tau} g(x) \mathrm{d} x .
$$

Because of $V([\tau, \infty))>0$ this is strictly positive and thus we may conclude that there exists a constant $c>0$ such that $g_{\infty}(\tau) \geq c$ and for $n$ large enough we have $\hat{g}_{n}(\tau) \geq c$. This and the fact that $g_{\infty}(\cdot)$ and all $\hat{g}_{n}(\cdot)$ are decreasing imply that for $n$ large enough we get

$$
\begin{equation*}
\frac{1}{\hat{g}_{n}(x)} \leq M, \frac{1}{g_{\infty}(x)} \leq M \tag{2.19}
\end{equation*}
$$

for all points $x \in[0, \tau]$ and $M=(1 / c)$. In this case we note that on $\left(\tau_{0}, \tau\right)$ we have: $\mathrm{d} \widehat{V}_{n}(x)=\mathrm{d} V_{n}(x)=\mathrm{d} V_{\infty}(x)=\mathrm{d} V(x)=0$ and $\mathrm{d} F_{n}^{\text {u.c. }}(x)=\mathrm{d} F^{\text {u.c. }}(x)=0$.

- Case III: $\tau_{0}<\tau$ and $V([\tau, \infty))=0$. We consider the (sieved) NPMLE $\left(\hat{V}_{n}, \hat{h}_{n}\right)$ of $(V, h)$. For each $a \in\left[0, \tau_{0}\right)$ we can give the following bound on $1 / \widehat{g}_{n}$ and $1 / g_{\infty}$. Again the estimator $\widehat{V}_{n}$ gives at least mass $1 / n$ to uncensored observations, so with (2.9) we get for $n$ large enough

$$
\begin{equation*}
\frac{1}{\hat{g}_{n}(x)} \leq M_{a}, \frac{1}{g_{\infty}(x)} \leq M_{a} \tag{2.20}
\end{equation*}
$$

for all points $x \in[0, a]$, where $M_{a} \geq 0$ is a constant. In this case we know at the moment that on $\left(\tau_{0}, \tau\right)$ we have: $\mathrm{d} \hat{V}_{n}(x)=\mathrm{d} V_{n}(x)=\mathrm{d} V_{\infty}(x)=\mathrm{d} V(x)=0$ and $g(x)=0$ and $\mathrm{d} F_{n}^{\text {u.c. }}(x)=\mathrm{d} F^{\text {u.c. }}(x)=0$ and $\mathrm{d} F_{n}^{\text {s.e.c. }}(x)=\mathrm{d} F^{\text {s.e.c. }}(x)=0$ and $\widehat{h}_{n}=h=0$. So in this case we can replace the integrals over $(0, \tau)$ in (2.17) by $\left(0, \tau_{0}\right.$ ].

Using (2.18)-(2.20) and the propositions 2.2.2.1-2.2.2.3 we prove in lemma 2.2.2.4 in the next section that (2.17) holds in the limit for all these cases. Here we give a sketch of the proof. First of all we need the limit version of $\mathrm{d} V_{n} / \mathrm{d} \hat{V}_{n}$. One verifies that $V_{n} \ll \hat{V}_{n}$ and by the selfconsistency equation (1.50) we can write

$$
\begin{equation*}
\frac{\mathrm{d} V_{n}}{\mathrm{~d} \widehat{V}_{n}}(x)=\frac{\tau+x}{\tau-x}\left(1-\frac{1}{\tau+x} \int_{v=0}^{v=x} \frac{1}{\widehat{g}_{n}(v)} \mathrm{d} F_{n}^{\text {s.e.c. }}(v)\right) \tag{2.21}
\end{equation*}
$$

In proposition 2.2.2.1 we present the limit version $\mathrm{d} V / \mathrm{d} V_{\infty}$ of $\mathrm{d} V_{n} / \mathrm{d} \widehat{V}_{n}$. Further we note that the integrands in (2.17) are nonnegative and thus the inequality still holds when we replace the $\tau$ 's by an $a \in[0, \tau)$. Then in proposition 2.2 .2 .2 we show (along a subsequence) that

$$
\begin{equation*}
\int_{0}^{a} \frac{\mathrm{~d} V_{n}}{\mathrm{~d} \hat{V}_{n}}(x) \mathrm{d} F_{n}^{u . c .}(x) \rightarrow \int_{0}^{a} \frac{\mathrm{~d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{\text {u.c. }}(x) \tag{2.22}
\end{equation*}
$$

for all $a$ in $[0, \tau)$ in case I and II and in $\left[0, \tau_{0}\right)$ in case III. Thereupon we prove in proposition 2.2.2.3 (along a subsequence) that

$$
\begin{equation*}
\int_{0}^{a} \frac{g_{n}(x)}{\widehat{g}_{n}(x)} \mathrm{d} F_{n}^{\text {s.e.c. }}(x) \rightarrow \int_{0}^{a} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x) \tag{2.23}
\end{equation*}
$$

for all $a$ in $[0, \tau)$ in case I and II and in $\left[0, \tau_{0}\right)$ in case III. In both proofs we need the boundedness statements of $1 / \widehat{g}_{n}$ and $1 / g_{\infty}$ on $[0, a]$ in (2.18)-(2.20). Because inequality (2.17) still holds, when we replace the $\tau$ 's by an $a \in[0, \tau)$, we get by these convergence properties (2.22) and (2.23) a limit version (along a subsequence) for (2.17) with the $\tau$ 's replaced by $a$. In this limit version we let $a$ tend to $\tau$ in case I and II and to $\tau_{0}$ in case III and by monotone convergence we finally prove that (2.17) holds in the limit. The details are worked out in the proof of lemma 2.2.2.4.

Having this result of lemma 2.2.2.4 (thus the condition of theorem 2.1.1 is checked), we are almost finished. For each case we only have to gather the obtained outcome and draw the corresponding conclusion.

- Cases I and II: by lemma 2.2.2.4 we find in case I and II that (2.17) holds in the limit:

$$
\int_{0}^{\tau} \frac{\mathrm{d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{u . c .}(x)+\int_{0}^{\tau} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x)+h \leq 1
$$

By theorem 2.1.1 this implies that we have $V_{\infty}(x)=V(x)$ on $[0, \tau)$ and $h_{\infty}=h$ (identifiability: $P_{V_{\infty}}=P_{V} \Longleftrightarrow V_{\infty}(x)=V(x)$ on $\left.[0, \tau), h_{\infty}=h\right)$. This proves that outside a set of probability 0 , each subsequence of the sequence of functions $\widehat{V}_{n}$ (or $\hat{g}_{n}$ ) has a weakly convergent subsubsequence and all these convergent subsubsequences have the same limit $V$ (or $g$ ). So $\widehat{V}_{n}$ converges weakly to $V_{\infty}=V$ along the whole sequence (at the continuity points).

If $V$ is continuous on $[0, \tau)$, then all $x \in[0, \tau)$ are continuity points of $V_{\infty}=V$. In this case we have that $\widehat{V}_{n_{k}}(x)$ converges to $V_{\infty}(x)=V(x)$ for all $x \in[0, \tau)$.

If $V$ is discontinuous on $[0, \tau)$, then of course we have that $\hat{V}_{n_{k}}(x)$ converges to $V_{\infty}(x)=$ $V(x)$ (and thus $\widehat{g}_{n_{k}}(x)$ converges to $\left.g_{\infty}(x)=g(x)\right)$ at all continuity points $x \in[0, \tau)$ of $V$. By (2.21) and (2.13) we have

$$
\hat{V}_{n}(x)=\int_{u=0}^{u=x}\left(1-\frac{1}{\tau+u} \int_{v=0}^{v=u} \frac{1}{\hat{g}_{n}(v)} \mathrm{d} F_{n}^{\text {s.e.c. }}(v)\right)^{-1} \mathrm{~d} F_{n}^{u . c .}(u)
$$

In the proof of proposition 2.2.2.2 we obtain (2.35) on $[0, x]$ (for all $x \in[0, \tau)$ ). Because we know here that we have $g_{\infty}=g$ at the continuity points and in $S_{\infty}$ we integrate w.r.t. Lebesgue measure, we get for the $S_{\infty}$ in (2.34): $S_{\infty}(x)=(\tau-x) /(\tau+x)$. By (2.35) we have $\left\|S_{n}^{-1}-S_{\infty}^{-1}\right\|_{\infty} \rightarrow 0$ on $[0, x]$. To show that $S_{n}^{-1}$ is of bounded variation uniformly in $n$ (on $[0, x]$ ), one uses the same argumentation as in the proof of proposition 2.2.2.2, where we do this for $S_{n}$. We write $\hat{V}_{n}(x)=\int_{0}^{x} S_{n}^{-1}(u) \mathrm{d} F_{n}^{u . c .}(u)$ and apply lemma 2.2 .3 . This gives us the fact that $\hat{V}_{n}(x-)$ converges to $V(x-)=\int_{0}^{x-} S_{\infty}^{-1}(u) \mathrm{d} F^{u . c .}(u)$ for all $x \in[0, \tau)$. Note that we did not prove that $\widehat{V}_{n}(\tau-)$ converges to $V(\tau-)$ in case I.

For the continuous as well for the discontinuous case we are not able to prove that $\widehat{V}_{n_{k}}(\tau-)$ converges to $V(\tau-)$ in case $I$, but for each $\epsilon \in(0, \tau]$ we have that on $[0, \tau-\epsilon]: \widehat{V}_{n}(x) \rightarrow V(x)$,
$\hat{V}_{n}(x-) \rightarrow V(x-)$ and the $\hat{V}_{n}$ and $V$ are monotone and $V$ is bounded. Now we apply lemma 2.2.4 to obtain $\left\|V_{n}-V\right\|_{\infty} \rightarrow 0$ on $[0, \tau-\epsilon]$, that is the consistency result in theorem 2.2.5.

- Case III: by lemma 2.2.2.4 we get that for case III the inequality (2.17) holds in the limit:

$$
\begin{equation*}
\int_{0}^{\tau_{0}} \frac{\mathrm{~d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{\text {u.c. }}(x)+\int_{0}^{\tau_{0}} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x)+h \leq 1 \tag{2.24}
\end{equation*}
$$

where we remember that with $\int_{0}^{\tau_{0}}$ we mean the integral over ( $0, \tau_{0}$ ]. To get the consistency result of theorem 2.2.5, one copies the proof of the cases I and II above, but now one works on the interval $\left[0, \tau_{0}\right.$ ) (or on $\left[0, \tau_{0}\right]$ if $\tau_{0}$ is continuity point of $V$ ). To obtain the result for [ $0, \tau_{0}$ ] for all $V$, we have to pay special attention to the point $\tau_{0}$, if it is a discontinuity point of $V_{\infty}=V$. If we prove $\hat{V}_{n}\left(\tau_{0}\right) \rightarrow V_{\infty}\left(\tau_{0}\right)=V\left(\tau_{0}\right)$, thus if $V_{\infty}\left(\tau_{0}\right)=V\left(\tau_{0}\right)$, then we are ready.

We know already that $V_{\infty}(x)=V(x)$ and $g_{\infty}(x)=g(x)$ on $\left[0, \tau_{0}\right)$. So on $\left[0, \tau_{0}\right)$ we have that $\left(\mathrm{d} V / \mathrm{d} V_{\infty}\right)=1$ and $g(x) / g_{\infty}(x)=1$. We also know that in this case $V$ jumps in $\tau_{0}$ to 1 and both $V$ and $V_{\infty}$ are monotone increasing. If $V_{\infty}$ jumps in $\tau_{0}$ differently, then the jump is smaller than the jump of $V$ (and $g_{\infty}$ does not jump to 0 in $\tau_{0}$ ). This means that $\Delta V\left(\tau_{0}\right) / \Delta V_{\infty}\left(\tau_{0}\right)>1$, where $\Delta f(x)$ stands for the height of the jump of $f$ at $x$. Of course in this case we have $\Delta F^{\text {u.c. }}\left(\tau_{0}\right)=\left(\tau-\tau_{0}\right) /\left(\tau+\tau_{0}\right) \Delta V\left(\tau_{0}\right)>0$. If we use these facts to calculate the left-hand side of inequality (2.24), then we get

$$
\begin{aligned}
& \int_{0}^{\tau_{0}-} \mathrm{d} F^{\text {u.c. }}(x)+\frac{\Delta V\left(\tau_{0}\right)}{\Delta V_{\infty}\left(\tau_{0}\right)} \cdot \frac{\tau-\tau_{0}}{\tau+\tau_{0}} \Delta V\left(\tau_{0}\right)+\int_{0}^{\tau_{0}} \mathrm{~d} F^{\text {s.e.c. }}(x)+h \\
& \quad=F^{\text {u.c. }}\left(\tau_{0}-\right)+\frac{\Delta V\left(\tau_{0}\right)}{\Delta V_{\infty}\left(\tau_{0}\right)} \cdot \frac{\tau-\tau_{0}}{\tau+\tau_{0}} \Delta V\left(\tau_{0}\right)+F^{\text {s.e.c. }}\left(\tau_{0}\right)+h .
\end{aligned}
$$

All terms are positive. If $\Delta V\left(\tau_{0}\right) / \Delta V_{\infty}\left(\tau_{0}\right)=1$, then the left-hand side of (2.24) would become $F^{\text {u.c. }}\left(\tau_{0}\right)+F^{\text {s.e.c. }}\left(\tau_{0}\right)+h=1$. If $\Delta V\left(\tau_{0}\right) / \Delta V_{\infty}\left(\tau_{0}\right)>1$, then the left-hand side will be $>1$. This contradicts the inequality (2.24). So $V_{\infty}\left(\tau_{0}\right)$ must equal $V\left(\tau_{0}\right)$ and this completes the proof for case III.

We have proved the theorem.

### 2.2.2 Three propositions and a lemma

In this section one finds the propositions 2.2.2.1-2.2.2.3 and lemma 2.2.2.4 to which we refer in the proof of theorem 2.2.5.

Proposition 2.2.2.1 $O n[0, \tau)$ in case $I$ and $I I$ and on $\left[0, \tau_{0}\right)$ in case III, we have $V \ll V_{\infty}$ and

$$
\frac{\mathrm{d} V}{\mathrm{~d} V_{\infty}}(x)=\frac{\tau+x}{\tau-x}\left(1-\frac{1}{\tau+x} \int_{v=0}^{v=x} \frac{1}{g_{\infty}(v)} \mathrm{d} F^{\text {s.e.c. }}(v)\right)
$$

where $\mathrm{d} F^{\text {s.e.c. }}(v)=2 g(v) \mathrm{d} v$ (see (1.4), (1.7)).
Proof: here for all three cases we prove that proposition 2.2.2.1 holds. In the following derivation we get the first equality by telescoping. The second equality is obtained by integration by parts of the third term and the integrand of the second term. We start by
writing

$$
\begin{align*}
& \int_{u=0}^{u=x} \int_{v=0}^{v=u} \frac{1}{\hat{g}_{n_{k}}(v)} \mathrm{d} F_{n_{k}}^{\text {s.e.c. }}(v) \cdot \frac{1}{\tau+u} \mathrm{~d} \hat{V}_{n_{k}}(u) \\
& -\int_{u=0}^{u=x} \int_{v=0}^{v=u} \frac{1}{g_{\infty}(v)} \mathrm{d} F^{\text {s.e.c. }}(v) \cdot \frac{1}{\tau+u} \mathrm{~d} V_{\infty}(u) \\
& =\int_{u=0}^{u=x} \int_{v=0}^{v=u}\left(\frac{1}{\hat{g}_{n_{k}}(v)}-\frac{1}{g_{\infty}(v)}\right) \mathrm{d} F^{s . e . c .}(v) \cdot \frac{1}{\tau+u} \mathrm{~d} V_{\infty}(u) \\
& +\int_{u=0}^{u=x} \int_{v=0}^{v=u} \frac{1}{\widehat{g}_{n_{k}}(v)} \mathrm{d}\left(F_{n_{k}}^{\text {s.e.c. }}(v)-F^{\text {s.e.c. }}(v)\right) \cdot \frac{1}{\tau+u} \mathrm{~d} V_{\infty}(u) \\
& +\int_{u=0}^{u=x} \int_{v=0}^{v=u} \frac{1}{\hat{\mathrm{~g}}_{n_{k}}(v)} \mathrm{d} F_{n_{k}}^{s . e . e .}(v) \cdot \frac{1}{\tau+u} \mathrm{~d}\left(\hat{V}_{n_{k}}(u)-V_{\infty}(u)\right) \\
& =\int_{u=0}^{u=x} \int_{v=0}^{v=u}\left(\frac{1}{\hat{g}_{n_{k}}(v)}-\frac{1}{g_{\infty}(v)}\right) \mathrm{d} F^{\text {s.e.c. }}(v) \cdot \frac{1}{\tau+u} \mathrm{~d} V_{\infty}(u) \\
& +\int_{u=0}^{u=x} \frac{1}{\hat{\mathrm{~g}}_{n_{k}}(u)}\left(F_{n_{k}}^{\text {s.e.c. }}(u)-F^{\text {s.e.c. }}(u)\right) \cdot \frac{1}{\tau+u} \mathrm{~d} V_{\infty}(u) \\
& -\int_{u=0}^{u=x} \int_{v=0}^{v=u}\left(F_{n_{k}}^{\text {s.e.c. }}(v)-F^{\text {s.e.c. }}(v)\right) \mathrm{d}\left(\frac{1}{\hat{g}_{n_{k}}(v)}\right) \cdot \frac{1}{\tau+u} \mathrm{~d} V_{\infty}(u) \\
& +\frac{1}{\tau+x}\left(\hat{V}_{n_{k}}(\dot{x})-V_{\infty}(x)\right) \int_{v=0}^{v=x} \frac{1}{\hat{\mathrm{~g}}_{n_{k}}(v)} \mathrm{d} F_{n_{k}}^{\text {s.e.c. }}(v) \\
& +\int_{u=0}^{u=x}\left(\hat{V}_{n_{k}}(u)-V_{\infty}(u)\right) \frac{1}{(\tau+u)^{2}} \int_{v=0}^{v=u} \frac{1}{\hat{\mathrm{~g}}_{n_{k}}(v)} \mathrm{d} F_{n_{k}}^{s . e . c .}(v) \mathrm{d} u \\
& -\int_{u=0}^{u=x}\left(\hat{V}_{n_{k}}(u)-V_{\infty}(u)\right) \frac{1}{\tau+u} \cdot \frac{1}{\hat{\mathrm{~g}}_{n_{k}}(u)} \mathrm{d} F_{n_{k}}^{s . e . c .}(u) . \tag{2.25}
\end{align*}
$$

Now we explain that all these terms tend to 0 if $k \rightarrow \infty$. Let $x$ be a continuity point of $V_{\infty}$ in $[0, \tau)$ in case I and II and in $\left[0, \tau_{0}\right)$ in case III.

- The first term: we define on $[0, x]$

$$
\begin{equation*}
W_{n_{k}}(u) \equiv \int_{v=0}^{v=u} \frac{1}{\hat{\mathfrak{g}}_{n_{k}}(v)} \mathrm{d} F^{\text {s.e.c. }}(v) \tag{2.26}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{\infty}(u) \equiv \int_{v=0}^{v=u} \frac{1}{g_{\infty}(v)} \mathrm{d} F^{\text {s.e.c. }}(v) . \tag{2.27}
\end{equation*}
$$

To $W_{n_{k}}(u)-W_{\infty}(u)$ we apply lemma 2.2.1: $G_{n_{k}}=\left(\left(1 / \widehat{g}_{n_{k}}\right)-\left(1 / g_{\infty}\right)\right), G \equiv 0, H_{n}=H=$ $F^{\text {s.e.c. }}, a=0$ an $b=u$. Now (i) follows from the fact that $\bar{g}_{n_{k}}$ converges weakly to $g_{\infty}$ on the continuity points of $V_{\infty}$. That we have (ii) is trivial to see and (iii) follows from (2.18)-(2.20) on $[0, u]$ and the fact that the $1 / \hat{g}_{n}$ 's and $1 / g_{\infty}$ are monotone increasing. (iv) follows from the fact that $\mathrm{d} H(x) / \mathrm{d} x=2 g(x)$ and $g(x)$ is bounded.

We can do this for each $u \in[0, x]$ and thus applying the lemma's 2.2.1 and 2.2.3 we get

$$
W_{n_{k}}(u)-W_{\infty}(u) \rightarrow 0 \quad \text { and } \quad W_{n_{k}}(u-)-W_{\infty}(u-) \rightarrow 0
$$

for all $u \in[0, x]$. The $W_{n_{k}}$ 's and $W_{\infty}$ are monotone increasing and by (2.18)-(2.20) we know that $W_{\infty}$ is bounded on $[0, x]$. Now lemma 2.2.4 tells us that

$$
\begin{equation*}
\left\|W_{n_{k}}-W_{\infty}\right\|_{\infty} \rightarrow 0 \text { on }[0, x] . \tag{2.28}
\end{equation*}
$$

Finally we conclude that the first term in (2.25) tends to 0 by applying lemma 2.2 .2 (along the subsequence): $G_{n}=W_{n}-W_{\infty}, G \equiv 0, \mathrm{~d} H_{n}(u)=\mathrm{d} H(u)=(1 /(\tau+u)) \mathrm{d} V_{\infty}(u), a=0$ and $b=x$. By (2.28) we have (i) and (ii) is trivially satisfied. We use (2.18)-(2.20) and the fact that the $W_{n}$ 's and $W_{\infty}$ are monote to get (iii) on $[0, x]$. Of course $V_{\infty}$ is of bounded variation and thus we have (iv) too.

- The second term: for the second term we apply lemma 2.2.2: $G_{n}=\left(1 / \widehat{g}_{n}\right) \cdot\left(F_{n}^{\text {s.e.c. }}-\right.$ $F^{\text {s.e.c. }), ~} G \equiv 0, \mathrm{~d} H_{n}(u)=\mathrm{d} H(u)=(1 /(\tau+u)) \mathrm{d} V_{\infty}(u), a=0$ and $b=x . \mathrm{By}(2.18)-(2.20)$ and (2.10) we have (i) and (ii) is again trivially satisfied. Using (2.18)-(2.20) and the fact that the $1 / \widehat{g}_{n}$ 's are monotone increasing and the fact that the $F_{n}^{\text {s.e.c. }}$ 's and $F^{\text {s.e.c. }}$ are of bounded variation, gives us (iii) on $[0, x]$. We have (iv), because $V_{\infty}$ is of bounded variation.
- The third term: because the $1 / \hat{g}_{n_{k}}$ 's and $V_{\infty}$ are increasing and $V_{\infty}$ is bounded by 1 , the absolute value of the third term can be bounded by

$$
\begin{aligned}
& \frac{1}{\tau}\left\|F_{n_{k}}^{\text {s.e.c. }}-F^{\text {s.e.c. }}\right\|_{\infty} \cdot \int_{v=0}^{v=x} \mathrm{~d}\left(\frac{1}{\hat{g}_{n_{k}}(v)}\right) \\
& \quad \leq \frac{1}{\tau}\left\|F_{n_{k}}^{\text {s.e.c. }}-F^{\text {s.e.c. }}\right\|_{\infty} \cdot \frac{1}{\hat{g}_{n_{k}}(x)} \\
& \quad \leq \frac{1}{\tau} C\left\|F_{n_{k}}^{\text {s.e.c. }}-F^{\text {s.e.c. }}\right\|_{\infty}
\end{aligned}
$$

where $C=M_{x}$ in case I and III and $C=M$ in case II ((2.18)-(2.20)). Now one uses (2.10) to see that this term tend to 0 .

- The fourth term: because $\int_{0}^{x}\left(1 / \widehat{g}_{n_{k}}(v)\right) \mathrm{d} F_{n_{k}}^{\text {s.e.c. }}(v)$ is bounded by $C \cdot F_{n_{k}}^{\text {s.e.c. }}(x) \leq C$, where $C=M_{x}$ in case I and II and $C=M$ in case III ((2.18)-(2.20)) and the fact that $\hat{V}_{n_{k}}(x)-V_{\infty}(x)$ tends to 0 for continuity points $x$ of $V_{\infty}$, we get immediately that the fourth term tends to 0 .
- The fifth term: in the fifth term we concentrate first on $\int_{0}^{u}\left(1 / \widehat{g}_{n_{k}}(v)\right) \mathrm{d} F_{n_{k}}^{\text {s.e.c.c }}(v)$. To this integral we apply lemma 2.2 .1 with $G_{n_{k}}=\left(1 / \widehat{g}_{n_{k}}\right), G=(1 / g), H_{n}=F_{n}^{\text {s.e.c. }}, H=F^{\text {s.e.c. }}$, $a=0$ and $b=u$, where $u \in[0, x]$. Again by (2.18)-(2.20) on $[0, x]$ and the fact that the $1 / \hat{g}_{n}$ 's are monotone increasing, we get that $G_{n}$ is of bounded variation uniformly in $n$. So we have that this integral converges weakly to $\int_{0}^{u}(1 / g(v)) \mathrm{d} F^{\text {s.e.c. }}(v)$ on $[0, x]$. Together with the fact that $\hat{V}_{n_{k}}-V_{\infty}$ converges weakly to 0 , we apply Lebesgue's dominated convergence theorem (or lemma 2.2.1) to the fifth term and conclude that this term tends to 0 too.
- The sixth term: for the sixth term we use lemma 2.2.1 again. We take $G_{n_{k}}(u)=$ $\left(1 /(\tau+u) \hat{g}_{n_{k}}(u)\right)\left(\hat{V}_{n_{k}}(u)-V_{\infty}(u)\right), G \equiv 0, H_{n}=F_{n}^{s . e . c .}$ and $H=F^{\text {s.e.c. },} a=0$ and $b=x$. Using the same arguments as above one sees that (i)-(iv) are satisfied.

We note here that the only place where we need that $x$ is a continuity point of $V_{\infty}$, is the sixth term. In the sixth term it is because of the factor $\left(\hat{V}_{n_{k}}(x)-V_{\infty}(x)\right)$. The fact that we
only know that $\hat{V}_{n_{k}}$ converges to $V_{\infty}$ (and thus $\hat{g}_{n_{k}}$ to $g_{\infty}$ ) on the continuity points of $V_{\infty}$, plays no role in the other terms.

Now with (2.25) we have that

$$
\begin{align*}
F_{n_{k}}^{u . c .}(x) & -F^{u . c .}(x) \\
& +\int_{u=0}^{u=x} \int_{v=0}^{v=u} \frac{1}{\hat{g}_{n_{k}}(v)} \mathrm{d} F_{n_{k}}^{\text {s.e.c. }}(v) \cdot \frac{1}{\tau+u} \mathrm{~d} \hat{V}_{n_{k}}(u) \\
& -\int_{u=0}^{u=x} \int_{v=0}^{v=u} \frac{1}{g_{\infty}(v)} \mathrm{d} F^{\text {s.e.c. }}(v) \cdot \frac{1}{\tau+u} \mathrm{~d} V_{\infty}(u) \rightarrow 0 \tag{2.29}
\end{align*}
$$

for all continuity points $x$ of $V_{\infty}$ in $[0, \tau)$ in case I and II and in $\left[0, \tau_{0}\right)$ in case III. Furthermore by (1.50) we have

$$
\begin{equation*}
\widehat{V}_{n}(x)=F_{n}^{u . c .}(x)+\int_{u=0}^{u=x} \int_{v=0}^{v=u} \frac{1}{\hat{g}_{n}(v)} \mathrm{d} F_{n}^{\text {s.e.c. }}(v) \cdot \frac{1}{\tau+u} \mathrm{~d} \widehat{V}_{n}(u) \tag{2.30}
\end{equation*}
$$

Together with (2.29) and the fact that $\hat{V}_{n_{k}}$ converges weakly to $V_{\infty}$ in all the continuity points $x$ of $V_{\infty}$, we obtain

$$
\begin{equation*}
V_{\infty}(x)=F^{\text {u.c. }}(x)+\int_{u=0}^{u=x} \int_{v=0}^{v=u} \frac{1}{g_{\infty}(v)} \mathrm{d} F^{\text {s.e.c. }}(v) \frac{1}{\tau+u} \mathrm{~d} V_{\infty}(u) \tag{2.31}
\end{equation*}
$$

at the continuity points $x$ of $V_{\infty}$. Because $V_{\infty}$ is cadlag we also have the relation (2.31) for $x$ - and $x+$ and thus for all $x$ in $[0, \tau)$ in case I and II and in $\left[0, \tau_{0}\right)$ in case III. Finally with (2.31) and $\mathrm{d} F^{\text {u.c. }}(x)=((\tau-x) /(\tau+x)) \mathrm{d} V(x)$ we find

$$
\frac{\tau-x}{\tau+x} \mathrm{~d} V(x)=\left(1-\frac{1}{\tau+x} \int_{v=0}^{v=x} \frac{1}{g_{\infty}(v)} \mathrm{d} F^{\text {s.e.c. }}(v)\right) \mathrm{d} V_{\infty}
$$

This means that on $[0, \tau)$ in case I and II and on $\left[0, \tau_{0}\right)$ in case III we have $V \ll V_{\infty}$ and proposition 2.2.2.1 holds. $\square$
Proposition 2.2.2.2

$$
\int_{0}^{a} \frac{\mathrm{~d} V_{n_{k}}}{\mathrm{~d} \hat{V}_{n_{k}}}(x) \cdot \mathrm{d} F_{n_{k}}^{u . c .}(x) \rightarrow \int_{0}^{a} \frac{\mathrm{~d} V}{\mathrm{~d} V_{\infty}}(x) \cdot \mathrm{d} F^{u . c .}(x) \quad(k \rightarrow \infty)
$$

for all $a$ in $[0, \tau)$ in case $I$ and $I I$ and in $\left[0, \tau_{0}\right)$ in case III.
Proof: let $a$ be in $[0, \tau)$ in case I and II and in $\left[0, \tau_{0}\right)$ in case III. With (2.21) and proposition 2.2.2.1 we write

$$
\begin{align*}
& \int_{0}^{a} \frac{\mathrm{~d} V_{n_{k}}}{\mathrm{~d} \hat{V}_{n_{k}}}(x) \cdot \mathrm{d} F_{n_{k}}^{u . c .}(x)-\int_{0}^{a} \frac{\mathrm{~d} V}{\mathrm{~d} V_{\infty}}(x) \cdot \mathrm{d} F^{u . c .}(x) \\
&= \int_{0}^{a}\left(1-\frac{1}{\tau+x} \int_{v=0}^{v=x} \frac{1}{\hat{g}_{n_{k}}(v)} \mathrm{d} F_{n_{k}}^{\text {s.e.c. }}(v)\right) \mathrm{d} V_{n_{k}}(x) \\
&-\int_{0}^{a}\left(1-\frac{1}{\tau+x} \int_{v=0}^{v=x} \frac{1}{g_{\infty}(v)} \mathrm{d} F^{\text {s.e.c. }}(v)\right) \mathrm{d} V(x) . \tag{2.32}
\end{align*}
$$

We define on $[0, a]$ the following two functions:

$$
\begin{align*}
S_{n_{k}}(x) & \equiv 1-\frac{1}{\tau+x} W_{n_{k}}(x)  \tag{2.33}\\
S_{\infty}(x) & \equiv 1-\frac{1}{\tau+x} W_{\infty}(x) \tag{2.34}
\end{align*}
$$

where $W_{n_{k}}$ and $W_{\infty}$ are defined as in (2.26) and (2.27). One sees that (2.33) is the integrand w.r.t. $\mathrm{d} V_{n_{k}}(x)$ of the first term in (2.32) and (2.34) is the integrand w.r.t. $\mathrm{d} V(x)$ of the second term.

We apply lemma 2.2 .2 to prove that (2.32) tends to $0: G_{n}=S_{n}, G=S_{\infty}, \mathrm{d} H_{n}(x)=$ $\mathrm{d} V_{n}(x), \mathrm{d} H(x)=\mathrm{d} V(x)$. By (2.28) we get immediately that

$$
\begin{equation*}
\left\|S_{n_{k}}-S_{\infty}\right\|_{\infty} \rightarrow 0 \tag{2.35}
\end{equation*}
$$

on $[0, a]$, thus (i) holds. By (2.16) we have that $\left\|V_{n}-V\right\|_{\infty} \rightarrow 0$ and thus we have that (ii) is satisfied. For (iii) one uses (2.18)-(2.20) and one verifies that the $S_{n}$ 's are monotone decreasing and thus one easily sees that $S_{n}$ is of bounded variation uniformly in $n$. Of course we have that $V$ is of bounded variation and so we get (iv). Using lemma 2.2.2 along the subsequence, we have proved proposition 2.2.2.2.

Proposition 2.2.2.3

$$
\int_{0}^{a} \frac{g_{n_{k}}(x)}{\widehat{g}_{n_{k}}(x)} \mathrm{d} F_{n_{k}}^{s . e . c .}(x) \rightarrow \int_{0}^{a} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x) \quad(k \rightarrow \infty)
$$

for all $a$ in $[0, \tau)$ in case $I$ and II and in $\left[0, \tau_{0}\right)$ in case III.
Proof: in order to prove proposition 2.2.2.3, we write (using telescoping)

$$
\begin{aligned}
& \int_{0}^{a} \frac{g_{n_{k}}(x)}{\hat{g}_{n_{k}}(x)} \mathrm{d} F_{n_{k}}^{\text {s.e.c. }}(x)-\int_{0}^{a} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x) \\
&= \int_{0}^{a}\left(\frac{g_{n_{k}}(x)}{\hat{g}_{n_{k}}(x)}-\frac{g(x)}{g_{\infty}(x)}\right) \mathrm{d} F^{\text {s.e.c. }}(x) \\
& \quad+\int_{0}^{a} \frac{g_{n_{k}}(x)}{\hat{g}_{n_{k}}(x)} \mathrm{d}\left(F_{n_{k}}^{\text {s.e.c. }}(x)-F^{\text {s.e.c. }}(x)\right)
\end{aligned}
$$

where $a$ is in $[0, \tau)$ in case I and II and in $\left[0, \tau_{0}\right)$ in case III. Again, the two terms tend to 0 if $k \rightarrow \infty$. For the first term we use Lebesgue's dominated convergence theorem: $g_{\boldsymbol{n}}(x) \rightarrow g(x)$ and $\hat{g}_{n_{k}}(x) \rightarrow g_{\infty}(x)$ at the continuity points $x$ of $V_{\infty}$, on $[0, a]$ we have (2.18)-(2.20) and $\mathrm{d} F^{\text {s.e.c. }}(x)=2 g(x) \mathrm{d} x$ is a continuous measure.

To the second term we apply lemma 2.2.1: $G_{n_{k}}=\left(g_{n_{k}} / \hat{g}_{n_{k}}\right), G=\left(g / g_{\infty}\right), H_{n}=F_{n}^{\text {s.e.c. }}-$ $F^{\text {s.e.c. }}$ and $H \equiv 0$. Just as in the proofs of the propositions 2.2.2.1 and 2.2.2.2 one verifies again that we have (i), (ii) and (iv). To (iii) we have to pay special attention. To see that $G_{n}$ is of bounded variation uniformly in $n$ (on $[0, a]$ ), we note that the $\bar{g}_{n}$ 's and $g_{n}$ are positive and
monotone decreasing and $1 / \hat{g}_{n}$ is on $[0, a]$ uniformly bounded in $n$ by (2.18)-(2.20). There is a $D>0$ such that $\left\|g_{n}\right\|_{\infty} \leq D$ and $\left\|\hat{g}_{n}\right\|_{\infty} \leq D$ on $[0, a]$. We may write for all $n$ :

$$
\begin{aligned}
& \int_{0}^{a}\left|\mathrm{~d}\left(\frac{g_{n}(x)}{\hat{g}_{n}(x)}\right)\right| \\
& \quad=\int_{0}^{a}\left|\frac{1}{\hat{g}_{n}(x)} \mathrm{d} g_{n}(x)-\frac{g_{n}(x)}{\left(\widehat{g}_{n}(x)\right)^{2}} \mathrm{~d} \widehat{g}_{n}(x)\right| \\
& \\
& \leq \int_{0}^{a} \frac{1}{\hat{g}_{n}(x)}\left|\mathrm{d} g_{n}(x)\right|+\int_{0}^{a} \frac{g_{n}(x)}{\left(\hat{g}_{n}(x)\right)^{2}}\left|\mathrm{~d} \widehat{g}_{n}(x)\right| \\
& \\
& \leq-C \cdot \int_{0}^{a} \mathrm{~d} g_{n}(x)-C^{2} \cdot \int_{0}^{a} \mathrm{~d} \widehat{g}_{n}(x) \\
& \\
& \leq C g_{n}(0)+C^{2} \widehat{g}_{n}(0) \\
& \leq\left(C+C^{2}\right) D,
\end{aligned}
$$

where $C=M_{a}$ in case I and III and $C=M$ in case II. This proves that $G_{n}$ is of bounded variation on $[0, a]$ uniformly in $n$. This completes the proof. $\square$

With the propositions 2.2.2.1-2.2.2.3 we prove the following lemma, which is the key to the proof of theorem 2.2.5. It says that the condition in theorem 2.1.1 is satisfied.

Lemma 2.2.2.4 The inequality (2.17) holds in the limit, possibly after passing to a subsequence.

Proof: we split the proof in three parts and at the beginning of each part we mention the cases, for which that part is meant.

- For the cases I, II and III: because the integrands in (2.17) are nonnegative we also have

$$
\begin{equation*}
\int_{0}^{a} \frac{\mathrm{~d} V_{n}}{\mathrm{~d} \widehat{V}_{n}}(x) \mathrm{d} F_{n}^{u, . c .}(x)+\int_{0}^{a} \frac{g_{n}(x)}{\widehat{g}_{n}(x)} \mathrm{d} F_{n}^{F^{\text {s.e.... }}(x)+\widehat{h}_{n} \leq 1} \tag{2.36}
\end{equation*}
$$

for all $a \in[0, \tau)$. Together with proposition 2.2.2.2 and proposition 2.2.2.3 we obtain from (2.36), possibly after passing to a subsequence

$$
\begin{equation*}
\int_{0}^{a} \frac{\mathrm{~d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{u . c .}(x)+\int_{0}^{a} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x)+h \leq 1 \tag{2.37}
\end{equation*}
$$

for all $a \in\left[0, \tau_{0}\right)$. The integrands in (2.37) are nonnegative and so letting $a$ converge to $\tau_{0}$ we get by monotone convergence

$$
\begin{equation*}
\int_{0}^{\tau_{0}-} \frac{\mathrm{d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{u . c .}(x)+\int_{0}^{\tau_{0}-} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x)+h \leq 1 . \tag{2.38}
\end{equation*}
$$

- For the cases I and II: in case I and II the inequality (2.38) gives (2.17) in the limit, because $\tau_{0}=\tau$ and because by $\int_{0}^{\tau}$ we mean the integral over $(0, \tau)$.
- For case III: of course in case III we also mean by $\int_{0}^{\tau}$ the integral over $(0, \tau)$, but in this case we already noted that in $(2.17)$ we could replace $(0, \tau)$ by $\left(0, \tau_{0}\right]$. In $(2.38)$ we have
(2.17) in the limit on $\left(0, \tau_{0}\right)$ and therefore we need an extra analysis. For convenience we define for $a \in\left[0, \tau_{0}\right)$

$$
\begin{aligned}
K_{n}(a) & \equiv \int_{0}^{a} \frac{\mathrm{~d} V_{n}}{\mathrm{~d} \widehat{V}_{n}}(x) \mathrm{d} F_{n}^{u . c .}(x)+\int_{0}^{a} \frac{g_{n}(x)}{\widehat{g}_{n}(x)} \mathrm{d} F_{n}^{\text {s.e.c. }}(x)+\widehat{h}_{n} \\
K(a) & \equiv \int_{0}^{a} \frac{\mathrm{~d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{\text {u.c. }}(x)+\int_{0}^{a} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x)+h \\
L_{n}(a) & \equiv \int_{a}^{\tau_{0}} \frac{\mathrm{~d} V_{n}}{\mathrm{~d} \widehat{V}_{n}}(x) \mathrm{d} F_{n}^{u . c .}(x)+\int_{a}^{\tau_{0}} \frac{g_{n}(x)}{\widehat{g}_{n}(x)} \mathrm{d} F_{n}^{\text {s.e.c. }}(x) .
\end{aligned}
$$

(Thus in $K_{n}(a)$ and $K(a)$ we integrate over $(0, a]$ and in $L_{n}(a)$ over $\left.\left(a, \tau_{0}\right]\right)$. It is easy to see that in case III (2.17) can be written as

$$
\begin{equation*}
K_{n}\left(\tau_{0}-\right)+L_{n}\left(\tau_{0}-\right) \leq 1 \tag{2.39}
\end{equation*}
$$

We know that the integrands in (2.17) are nonnegative, thus we immediately have

$$
\begin{equation*}
K_{n}(a)+L_{n}\left(\tau_{0}-\right) \leq 1 \tag{2.40}
\end{equation*}
$$

and $0 \leq L_{n}\left(\tau_{0}-\right) \leq 1$. By the propositions 2.2.2.2 and 2.2.2.3 we have that $K_{n}(a)$ converges to $K(a)$, possibly after passing to a subsequence. Let $n_{k}(k \in \mathbb{N})$ be this subsequence. Because $0 \leq L_{n}\left(\tau_{0}-\right) \leq 1$ there exists a subsubsequence $p(k)$ of $n_{k}$ such that $L_{p(k)}\left(\tau_{0}-\right)$ converges to a number $L\left(\tau_{0}-\right)$. For this subsubsequence we have that (2.40) converges to

$$
\begin{equation*}
K(a)+L\left(\tau_{0}-\right) \leq 1 \tag{2.41}
\end{equation*}
$$

Again, the integrands in $K(a)$ are nonnegative and thus letting $a$ converge to $\tau_{0}$ from below we obtain by monotone convergence

$$
\begin{equation*}
K\left(\tau_{0}-\right)+L\left(\tau_{0}-\right) \leq 1 \tag{2.42}
\end{equation*}
$$

One notes that if $\tau_{0}$ is a continuity point of $V$, then $L_{n}\left(\tau_{0}-\right)=0$ with probability 1 and thus $L\left(\tau_{0}-\right)=0$. The probability of obtaining a s.e.c. observation with $\widetilde{X}=\tau_{0}$ is 0 , and thus if $\tau_{0}$ is a discontinuity point of $V$, we have with probability 1 that

$$
\begin{aligned}
L_{n}\left(\tau_{0}-\right) & =\int_{\tau_{0}-}^{\tau_{0}} \frac{\mathrm{~d} V_{n}}{\mathrm{~d} \hat{V}_{n}}(x) \mathrm{d} F_{n}^{\text {u.c. }}(x)+0 \\
& =\frac{\Delta V_{n}\left(\tau_{0}\right)}{\Delta \hat{V}_{n}\left(\tau_{0}\right)} \cdot \Delta F_{n}^{u . c .}\left(\tau_{0}\right)
\end{aligned}
$$

where $\Delta f(x)$ means the height of the jump of $f$ at $x$. In the case that $\tau_{0}$ is a discontinuity point of $V$, we have for an increasing sample that the fraction of u.c. observations $\widetilde{X}=X=\tau_{0}$ is strictly greater than some $\delta>0$ with probability 1 . Thus for $n$ large enough we have $\Delta \hat{V}_{n}\left(\tau_{0}\right)>\delta>0$. Furthermore all the points in ( $\left.\tau_{0}, \tau\right)$ are continuity points of $V_{\infty}$, because on $\left(\tau_{0}, \tau\right) \widehat{V}_{n}$ and thus $V_{\infty}$ are constant. So on this interval we have $\widehat{V}_{n_{k}}(x) \rightarrow V_{\infty}(x)$ and because of the rightcontinuity we get $\widehat{V}_{n_{k}}\left(\tau_{0}\right) \rightarrow V_{\infty}\left(\tau_{0}\right)$. Furthermore we have that $V_{\infty}\left(\tau_{0}-\right)$
exists. If we combine these facts we get that $\Delta \hat{V}_{n_{k}}\left(\tau_{0}\right) \rightarrow \Delta V_{\infty}\left(\tau_{0}\right)>\delta>0$ with probability 1. So along the subsubsequence $p(k)$ we get that $L_{p(k)}\left(\tau_{0}-\right)$ converges with probability 1 to

$$
L\left(\tau_{0}-\right)=\frac{\mathrm{d} V}{\mathrm{~d} V_{\infty}}\left(\tau_{0}\right) \equiv \frac{\Delta V\left(\tau_{0}\right)}{\Delta V_{\infty}\left(\tau_{0}\right)} \cdot \Delta F^{u . c .}\left(\tau_{0}\right)<\infty .
$$

With this definition of $\left(\mathrm{d} V / \mathrm{d} V_{\infty}\right)\left(\tau_{0}\right)$ (in proposition 2.2.2.1 we had only an expression for $\left(\mathrm{d} V / \mathrm{d} V_{\infty}\right)(x)$ on $\left[0, \tau_{0}\right)$ in case III) we proved that (2.17) (thus (2.39)) holds in the limit after passing to a subsequence:

$$
\begin{aligned}
1 & \geq K\left(\tau_{0}-\right)+L\left(\tau_{0}-\right) \\
& =\int_{0}^{\tau_{0}-} \frac{\mathrm{d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{\text {u.c. }}(x)+\int_{0}^{\tau_{0}-} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x)+h+\int_{\tau_{0}-}^{\tau_{0}} \frac{\mathrm{~d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{\text {u.c.. }}(x) \\
& =\int_{0}^{\tau_{0}} \frac{\mathrm{~d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{\text {u.c.c. }}(x)+\int_{0}^{\tau_{0}} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x)+h .
\end{aligned}
$$

Now we have proved the lemma.

### 2.2.3 Proof of two propositions of chapter 1

We promised to prove proposition 1.1.5.2 and 1.1.7.2 in this chapter. Here we give the proof. Proof of propositions 1.1.5.2 and 1.1.7.2: for the proof of both propositions we do not
have to distinguish between the NPMLE and the sieved NPMLE.
Because we have $g(\tau)>0$ we know by (2.16) that for $n$ large enough $g_{n}(\tau) \geq c>0$ for a constant $c>0$. Say that this holds for $n \geq N$. Now let the sample size be $n$ with $n \geq N$ and suppose that the biggest observation point $x_{r}$ in $[0, \tau)$ is s.e.c., then ( $\hat{g}_{n}$ and $g_{n}$ are right-continuous on $[0, \tau)$ ) on $\left[x_{r}, \tau\right)$ we have that $\hat{g}_{n}$ and $g_{n}$ are constant and equal $\hat{g}_{n}(\tau)$ and $g_{n}(\tau)$ respectively (because $\hat{g}_{n}$ and $g_{n}$ are left-continuous in $\tau$ ). Furthermore we have that

$$
\int_{\left[x_{r}, \tau\right)} \frac{g_{n}(x)}{\widehat{g}_{n}(x)} \mathrm{d} F_{n}^{\text {s.e.c. }}(x) \leq 1
$$

(because the integrands in (2.17) are nonnegative). Thus we obtain

$$
\hat{g}_{n}(\tau) \geq g_{n}(\tau) \Delta F_{n}^{s . e . c .}\left(x_{r}\right) \geq \frac{c}{n}>0
$$

(because $g_{n}(\tau) \geq c>0$ for $n \geq N$ and $\Delta F_{n}^{\text {s.e.c. }}\left(x_{r}\right)$ is at least $1 / n$ ). This immediately implies that $0<2 \tau \widehat{g}_{n}(\tau)=1-\widehat{h}_{n}-\widehat{\widehat{V}}_{n}(\tau-)$ and therefore we have $\left(\hat{V}_{n}, \hat{h}_{n}\right) \in \mathcal{V}_{\tau}$.

The only thing we still have to prove is that the probability that the biggest observation point is s.e.c. tends to 1 . Because $g(\tau)>0$ we have for each $a \in(0, \tau)$ that the probability that in the interval $(a, \tau)$ there are observation points tends to 1 . Thus we are ready if we can show that the probability to have an u.c. observation point in $(a, \tau)$ given that the observation point lies in $(a, \tau)$ tends to 0 if $a$ tends to $\tau$. For convenience we suppose that $V$ has a density
$v$ (now we can apply the rule of De l'Hospital). Now we have that this limit of the conditional probability equals

$$
\begin{aligned}
& \lim _{a \uparrow \tau}\left(\int_{a}^{\tau} \frac{\tau-w}{\tau+w} v(w) \mathrm{d} w\right) \cdot\left(\int_{a}^{\tau}, \frac{\tau-w}{\tau+w} v(w) \mathrm{d} w+\int_{a}^{\tau} g(w) \mathrm{d} w\right)^{-1} \\
& \quad=\lim _{a \uparrow \tau}\left(\frac{\tau-a}{\tau+a} v(a)\right) \cdot\left(\frac{\tau-a}{\tau+a} v(a)+g(a)\right)^{-1} \\
& \quad=\frac{0}{0+g(\tau-)}=0
\end{aligned}
$$

(Of course $g(\tau-)>0$ because $g(\tau)>0$ and $g$ is decreasing). This completes the proof. $\square$

### 2.3 Consistency in the two-dimensional circle case

In this section we formulate consistency results for the sieved NPMLE $\left(\hat{V}_{n}, \hat{h}_{n}\right)$ of $(V, h)$ in the two-dimensional circle case introduced in section 1.2. Again we show that these imply consistency results for ( $\widehat{F}_{n}, \widehat{\mu}_{n}$ ) of the original parameters ( $F, \mu$ ).

First we refresh our memory. We remember that the functions $g(x)$ and $d(x, x)$ are decreasing (see (1.72) and (1.73)). We have that $4 \sqrt{R^{2}-(1 / 4) x^{2}} g(x)$ is the density of the subdistribution function of the s.e.c. observations (see (1.69)) and for the density of the subdistribution function of the d.c. observations (see (1.70)) we have that $x\left(2 \sqrt{R^{2}-(1 / 4) x^{2}}\right)^{-1} d(x, x)$.

Now let $2 R_{0} \in[0,2 R]$ be such that

$$
\begin{equation*}
V\left(\left(2 R_{0}, 2 R\right)\right)=0 \tag{2.43}
\end{equation*}
$$

and

$$
\begin{equation*}
V\left(\left(2 R_{0}-\epsilon, 2 R_{0}\right]\right)>0 \quad \text { for all } \epsilon \in\left(0,2 R_{0}\right] . \tag{2.44}
\end{equation*}
$$

We distinguish the following four cases, which cover all (interesting) possibilities for $V$ :
Case I : for the underlying $V$ we have $2 R_{0}=2 R$,
Case II : for the underlying $V$ we have $2 R_{0}<2 R$ and $V([2 R, \infty))>0$ and $d(2 R, 2 R)>0$,
Case IIa : for the underlying $V$ we have $2 R_{0}<2 R$ and $V([2 R, \infty))>0$ and $d(2 R, 2 R)=0$,
Case III : for the underlying $V$ we have $2 R_{0}<2 R$ and $V([2 R, \infty))=0$ and $d(2 R, 2 R)=0$,
We note that in case IIa we have $g(2 R)>0$ and $d(2 R, 2 R)=0$. If we remember the definitions of $g$ and $d(\cdot, \cdot)$, then we know that these constraints correspond with an underlying $V$ which gives positive mass to $2 R$ but no mass to the interval $(2 R, \infty)$. Of course there is no distribution function $V$ on $[0, \infty)$ such that $V([2 R, \infty))=0$ and $d(2 R, 2 R)>0$ and thus $g(2 R)=0$ and $d(2 R, 2 R)>0$. So this case does not have to be considered.

For the sieved NPMLE ( $\hat{V}_{n}, \hat{h}_{n}$ ) we state a consistency result in the following theorem:
Theorem 2.3.1 For the sieved $\operatorname{NPMLE}\left(\hat{V}_{n}, \widehat{h}_{n}\right)$ of $(V, h) \in \mathcal{V}_{2 R}$ in the two-dimensional circle case we have that

$$
\widehat{h}_{n}-h \rightarrow 0 \quad \text { a.s. }
$$

and

$$
\sup _{x \in[0,2 R-c]}\left|\hat{V}_{n}(x)-V(x)\right| \rightarrow 0 \quad \text { a.s. }
$$

for all $\epsilon \in(0,2 R]$.
The theorem is proved in section 2.3.1. (A corollary as 2.2 .6 can also be formulated here).
One remembers the functions $g(x)$ and $d(x, x)$ in terms of $V$ on $[0,2 R)$ and $h$ (see (1.81) and (1.82)). For the function $g$ we obtain the estimator $\hat{g}_{n}$ on $[0,2 R]$ :

$$
\begin{equation*}
\widehat{g}_{n}(x)=\int_{x}^{2 R} \frac{1}{|W|+2 u R} \mathrm{~d} \widehat{V}_{n}(u)+\widehat{g}_{n}(2 R) \tag{2.45}
\end{equation*}
$$

where $\hat{g}_{n}(2 R)$ is defined by $\hat{V}_{n}(2 R-)+\left(|W|+4 R^{2}\right) \hat{g}_{n}(2 R)+\widehat{h}_{n}=1$. For $d(x, x)$ we get the estimator $\hat{d}_{n}(x, x)$ on $[0,2 R]$ :

$$
\begin{equation*}
\hat{d}_{n}(x, x)=\int_{x}^{2 R} \frac{u-x}{|W|+2 u R} \mathrm{~d} \hat{V}_{n}(u)+\frac{1}{2 R} \hat{h}_{n}+(2 R-x) \hat{g}_{n}(2 R) \tag{2.46}
\end{equation*}
$$

We have that $\widehat{g}_{n}$ and $\hat{d}_{n}(\cdot, \cdot)$ follow from $\left(\hat{V}_{n}, \widehat{h}_{n}\right)$ according to (1.81) and (1.82).
Of course in the one-dimensional case one could prove that $\sup _{x \in[0, \tau-c]}\left|\widehat{g}_{n}(x)-g(x)\right|$ tends to 0 a.s. for all $\epsilon \in(0, \tau]$. The proof would be similar to the proof of the following proposition. Here we put this result for the two-dimensional circle case in a proposition together with a consistency result for $\hat{d}_{n}(\cdot, \cdot)$, because we want to emphasize the difference between both consistency results; for $\widehat{g}_{n}$ we have strong consistency on intervals $[0,2 R-\epsilon]$ and for $\widehat{d}_{n}$ we have strong consistency on the whole interval $[0,2 R]$.

Proposition 2.3.2 For the functions $\hat{g}_{n}(\cdot)$ and $\widehat{d}_{n}(\cdot, \cdot)$ both defined on $[0,2 R]$, we have

$$
\sup _{x \in[0,2 R-\epsilon]}\left|\widehat{g}_{n}(x)-g(x)\right| \rightarrow 0 \quad \text { a.s. }
$$

for all $\epsilon \in(0,2 R]$ and we have

$$
\sup _{x \in[0,2 R]}\left|\hat{d}_{n}(x, x)-d(x, x)\right| \rightarrow 0 \quad \text { a.s.. }
$$

Proof: using partial integration we write

$$
\begin{align*}
\hat{g}_{n}(x)= & -\frac{1}{|W|+2 x R} \hat{V}_{n}(x)+\int_{x}^{2 R} \frac{2 R}{(|W|+2 u R)^{2}} \widehat{V}_{n}(u) \mathrm{d} u \\
& +\frac{1}{|W|+4 R^{2}} \hat{V}_{n}(2 R-)+\widehat{g}_{n}(2 R) \tag{2.47}
\end{align*}
$$

and

$$
\begin{align*}
\hat{d}_{n}(x, x)= & \frac{1}{2 R} \hat{h}_{n}-(|W|+2 x R) \int_{x}^{2 R} \frac{1}{(|W|+2 u R)^{2}} \hat{V}_{n}(u) \mathrm{d} u \\
& +(2 R-x)\left(\frac{1}{|W|+4 R^{2}} \hat{V}_{n}(2 R-)+\widehat{g}_{n}(2 R)\right) \tag{2.48}
\end{align*}
$$

Theorem 2.3.1 gives us $\hat{V}_{n}(x) \rightarrow V(x)$ for all $x \in[0,2 R)$. Then by Lesbesgue's dominated convergence theorem we obtain that

$$
Y_{n}(x) \equiv \int_{x}^{2 R} \frac{2 R}{(|W|+2 u R)^{2}} \hat{V}_{n}(u) \mathrm{d} u \rightarrow Y(x) \equiv \int_{x}^{2 R} \frac{2 R}{(|W|+2 u R)^{2}} V(u) \mathrm{d} u
$$

for all $x \in[0,2 R]$. It is obvious that $Y_{n}(x-) \rightarrow Y(x-)$ holds. We note that the $Y_{n}$ 's and $Y$ are monotone and that $Y$ is bounded, thus we apply lemma 2.2.4 to obtain

$$
\begin{equation*}
\sup _{x \in[0,2 R]}\left|Y_{n}(x)-Y(x)\right| \rightarrow 0 \tag{2.49}
\end{equation*}
$$

Theorem 2.3.1 gives us $\widehat{h}_{n} \rightarrow h$ and because we have $\left(|W|+4 R^{2}\right) \hat{g}_{n}(2 R)=1-\widehat{h}_{n}-\hat{V}_{n}(2 R-)$ we get immediately

$$
\begin{equation*}
\frac{1}{|W|+4 R^{2}} \hat{V}_{n}(2 R-)+\widehat{g}_{n}(2 R) \rightarrow \frac{1}{|W|+4 R^{2}} V(2 R-)+g(2 R) \tag{2.50}
\end{equation*}
$$

Now with theorem 2.3 .1 together with (2.47)-(2.50) one easily concludes that both statements in the proposition hold. (Because of the term $(1 /(|W|+2 x R)) \widehat{V}_{n}(x)$ in (2.47) we have strong consistency of $\hat{g}_{n}$ only on intervals $[0, \tau-\epsilon]$ ).

We formulate consistency results for the parameters $(F, \mu)$ in the next theorem:
Theorem 2.3.3 For the sieved $\operatorname{NPMLE}\left(\hat{F}_{n}, \hat{\mu}_{n}\right)$ of $(F, \mu) \in \mathcal{F}_{2 R}$ in the two-dimensional circle case we have that

$$
\hat{\mu}_{n}-\mu \rightarrow 0 \quad \text { a.s. }
$$

and

$$
\sup _{x \in[0,2 R-\epsilon]}\left|\hat{F}_{n}(x)-F(x)\right| \rightarrow 0 \quad \text { a.s. }
$$

for all $\epsilon \in(0,2 R]$.
Proof: the proof is identical to the proof of theorem 2.2.7 using theorem 2.3.1 and using $\nu(V(\cdot), h)$ defined in (1.83) and the transformation defined in section 1.2.3.

### 2.3.1 Proof of consistency in the two-dimensional circle case

Proof of theorem 2.3.1: the proof is very similar to the proof of theorem 2.2.5. Here we only point out the essential differences.

To apply theorem 2.1 .1 we give here the elements that play the roles of $T, T_{n}, \widehat{T}_{n}$ and $T_{\infty}$ in the theorem. It is clear that $(V, h)$ plays the role of $T$.

- The role of $T_{n}$ : we define

$$
\mathrm{d} V_{n}(x) \equiv \frac{|W|+2 x R}{z(x)} \mathrm{d} F_{n}^{\text {u.c. }}(x), \quad h_{n} \equiv h
$$

and $g_{n}(2 R)$ is defined by $V_{n}(2 R-)+\left(|W|+4 R^{2}\right) g_{n}(2 R)+h_{n}=1$ and

$$
\begin{align*}
g_{n}(x) \equiv & \int_{x}^{2 R} \frac{1}{|W|+2 u R} \mathrm{~d} V_{n}(u)+g_{n}(2 R) \\
= & \frac{1-h_{n}}{|W|+4 R^{2}}+\frac{1}{|W|+4 R^{2}} \\
& \times\left(\int_{0}^{2 R} \frac{4 R^{2}-2 u R}{z(u)} \mathrm{d} F_{n}^{u . c .}(u)-\left(|W|+4 R^{2}\right) \int_{0}^{x} \frac{1}{z(u)} \mathrm{d} F_{n}^{u . c .}(u)\right) . \tag{2.51}
\end{align*}
$$

Monotonicity (lemma 2.2.4) and the strong law of large numbers provides us with the fact that

$$
\begin{equation*}
\left\|\int_{0}^{x} \frac{j(u)}{z(u)} \mathrm{d} F_{n}^{u . c .}(u)-\int_{0}^{x} \frac{j(u)}{z(u)} \mathrm{d} F^{u . c .}(u)\right\|_{[0,2 R]} \rightarrow 0 \tag{2.52}
\end{equation*}
$$

a.s. $(n \rightarrow \infty)$, where $\|\cdot\|_{I}$ stands for the supremum norm on the interval $I$ and where $j(\cdot)$ is any bounded positive function on $[0,2 R]$ (we use $j(u)=4 R^{2}-2 u R$ and $j(u)=1$ in (2.51)). Trivially we have $h_{n}-h=h-h=0 \rightarrow 0(n \rightarrow \infty)$ and with (2.52) one easily verifies that

$$
\begin{equation*}
\left\|g_{n}-g\right\|_{[0,2 R)} \rightarrow 0 \quad, \quad\left\|V_{n}-V\right\|_{[0,2 R)} \rightarrow 0 \text { a.s. }(n \rightarrow \infty) \tag{2.53}
\end{equation*}
$$

One must be aware of the fact that, because of the choice of $h_{n}=h$ (compare this with the choice of $h_{n}$ in the one-dimensional case), $g_{n}(x)$ could be negative and then $g_{n}(x)$ will not be a good estimate for the density $g(x)$. In fact in that case $g_{n}(2 R)$ is negative and that would mean that negative mass is assigned to $g_{n}(2 R)$. Then the triple $V_{n}(\cdot)\left(\right.$ on $[0,2 R)$ ), $h_{n}$ and $\left(|W|+4 R^{2}\right) g_{n}(2 R)$ does not represent a probability measure for the model. By (2.53) we know that with probability 1 this problem will not occur for $n$ large enough.

According to (1.82) we define $d_{n}(x, x)$ to be

$$
\begin{aligned}
d_{n}(x, x) \equiv & \int_{x}^{2 R} \frac{u-x}{|W|+2 u R} \mathrm{~d} V_{n}(u)+\frac{1}{2 R} h_{n}+(2 R-x) g_{n}(2 R) \\
= & \frac{2 R-x}{|W|+4 R^{2}} V(2 R)-(|W|+2 x R) \int_{x}^{2 R} \frac{1}{(|W|+2 u R)^{2}} V_{n}(u) \mathrm{d} u \\
& +\frac{1}{2 R} h_{n}+(2 R-x) g_{n}(2 R)
\end{aligned}
$$

and by (2.53) we get

$$
\left\|d_{n}-d\right\|_{[0,2 R]} \rightarrow 0 \quad \text { a.s. }(n \rightarrow \infty)
$$

(one remembers the proof of proposition 2.3.2). We note that $g_{n}$ and $d_{n}(\cdot, \cdot)$ follow from ( $V_{n}, h_{n}$ ) according to (1.81) and (1.82).

- The role of $\widehat{T}_{n}$ : let $\left(\hat{V}_{n}, \widehat{h}_{n}\right)$ denote the sieved NPMLE of $(V, h) \in \mathcal{V}_{2 R}$. The functions $\widehat{g}_{n}(\cdot)$ and $\widehat{d}_{n}(\cdot, \cdot)$ on $[0,2 R]$ are defined in (2.45) and (2.46). We know that $\hat{g}_{n}$ and $\widehat{d}_{n}(\cdot, \cdot)$ follow from ( $\widehat{V}_{n}, \hat{h}_{n}$ ) according to (1.81) and (1.82).
- The role of $T_{\infty}$ : by the Helly Selection Theorem we have that for some subsequence $\left(\hat{V}_{n_{k}}, \widehat{h}_{n_{k}}\right)$ of the sequence of $\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$, there exists a nondecreasing right continuous function
$V_{\infty}$ on $[0,2 R)$ and a $h_{\infty}$ such that $\lim _{k \rightarrow \infty} \widehat{V}_{n_{k}}(x)=V_{\infty}(x)$ at the continuity points of $V_{\infty}$ and $\widehat{h}_{n_{k}} \rightarrow h_{\infty}$. We define

$$
g_{\infty}(x) \equiv \int_{x}^{2 R} \frac{1}{|W|+2 u R} \mathrm{~d} V_{\infty}(u)+g_{\infty}(2 R)
$$

where $g_{\infty}(2 R)$ is defined by $V_{\infty}(2 R-)+\left(|W|+4 R^{2}\right) g_{\infty}(2 R)+h_{\infty}=1$. We write

$$
\begin{aligned}
\hat{g}_{n_{k}}(x) & =\int_{x}^{2 R} \frac{1}{|W|+2 u R} \mathrm{~d} \hat{V}_{n_{k}}(u)+\widehat{g}_{n_{k}}(2 R) \\
& =\frac{1-\widehat{h}_{n_{k}}}{|W|+4 R^{2}}-\frac{1}{|W|+2 x R} \hat{V}_{n_{k}}(x)+\int_{x}^{2 R} \frac{2 R}{(|W|+2 u R)^{2}} \hat{V}_{n_{k}}(u) \mathrm{d} u
\end{aligned}
$$

and by the weak convergence of $\left(\hat{V}_{n_{k}}, \hat{h}_{n_{k}}\right)$ to $\left(V_{\infty}, h_{\infty}\right)$ we get $\lim _{k \rightarrow \infty} \hat{\mathrm{~g}}_{n_{k}}(x)=g_{\infty}(x)$ at the continuity points of $V_{\infty}$. The same result is obtained for $d_{\infty}: \lim _{k \rightarrow \infty} d_{n_{k}}(x, x)=d_{\infty}(x, x)$, where $d_{\infty}(\cdot, \cdot)$ is defined as

$$
d_{\infty}(x, x) \equiv \int_{x}^{2 R} \frac{u-x}{|W|+2 u R} \mathrm{~d} V_{\infty}(u)+\frac{1}{2 R} h_{\infty}+(2 R-x) g_{\infty}(2 R) .
$$

Again one verifies immediately that $g_{\infty}$ and $d_{\infty}(\cdot, \cdot)$ follow from ( $V_{\infty}, h_{\infty}$ ) according to (1.81) and (1.82).

For the sieved NPMLE ( $\hat{V}_{n}, \hat{h}_{n}$ ) we find by (2.2)

$$
\begin{equation*}
\int_{0}^{2 R} \frac{\mathrm{~d} V_{n}}{\mathrm{~d} \hat{V}_{n}}(x) \mathrm{d} F_{n}^{u, . c}(x)+\int_{0}^{2 R} \frac{g_{n}(x)}{\hat{g}_{n}(x)} \mathrm{d} F_{n}^{s . e . c .}(x)+\int_{0}^{2 R} \frac{d_{n}(x, x)}{\hat{d}_{n}(x, x)} \mathrm{d} F_{n}^{d . c .}(x) \leq 1 . \tag{2.54}
\end{equation*}
$$

(This inequality plays the role of inequality (2.17) in the proof of theorem 2.2.5). To prove that (2.54) holds in the limit, possibly after passing to a subsequence, we need not only to control the possible unboundedness of $1 / \widehat{g}_{n}(x)$, but also the possible unboundedness of $1 / \widehat{d}_{n}(x, x)$. In the following we find that (2.55)-(2.59) are the analogues of (2.18)-(2.20).

- Case I: $2 R_{0}=2 R$. Using the same arguments as for (2.18) we get for $n$ large enough and for each $a \in[0,2 R)$

$$
\begin{equation*}
\frac{1}{\hat{g}_{n}(x)} \leq M_{a}, \frac{1}{g_{\infty}(x)} \leq M_{a}, \frac{1}{\hat{d}_{n}(x, x)} \leq M_{a}, \frac{1}{d_{\infty}(x, x)} \leq M_{a} \tag{2.55}
\end{equation*}
$$

for all points $x \in[0, a]$, where $M_{a} \geq 0$ is a constant.

- Case II: $2 R_{0}<2 R$ and $V([2 R, \infty))>0$ and $d(2 R, 2 R)>0$. Using the same arguments as for (2.19) we get for $n$ large enough

$$
\begin{equation*}
\frac{1}{\hat{g}_{n}(x)} \leq M, \frac{1}{g_{\infty}(x)} \leq M, \frac{1}{\hat{d}_{n}(x, x)} \leq M, \frac{1}{d_{\infty}(x, x)} \leq M \tag{2.56}
\end{equation*}
$$

for all points $x \in[0,2 R]$ and $M$ is constant. For the last two inequalties in (2.56) we use that (2.54) implies that

$$
\int_{2 R_{0}}^{2 R} \frac{d_{n}(x, x)}{\widehat{d}_{n}(x, x)} \mathrm{d} F_{n}^{d . c .}(x)
$$

(because the integrands in (2.54) are nonnegative). We know that in this case $\hat{d}_{n}(x, x)$ is constant on $\left(2 R_{0}, 2 R\right]$ (see (2.43)). The same holds for $d_{n}(x, x)$ and thus we may write

$$
d_{n}(2 R, 2 R)\left(F_{n}^{d . c .}(2 R)-F_{n}^{d . c .}\left(2 R_{0}\right)\right) \leq \widehat{d}_{n}(2 R, 2 R)
$$

and that the left-hand side of this inequality converges to

$$
d(2 R, 2 R)\left(F^{\text {d.c. }}(2 R)-F^{\text {d.c. }}\left(2 R_{0}\right)\right)=d(2 R, 2 R) \cdot \int_{2 R_{0}}^{2 R} \frac{u}{2 \sqrt{R^{2}-\frac{1}{4} u^{2}}} d(u, u) \mathrm{d} u .
$$

Because of $d(2 R, 2 R)>0$ this is strictly positive and therefore we conclude that there is a constant $c>0$ such that $d_{\infty}(2 R, 2 R) \geq c$ and for $n$ large enough we have $\hat{d}_{n}(2 R, 2 R) \geq c$. This and the fact that $d_{\infty}(\cdot, \cdot)$ and the $\widehat{d}_{n}(\cdot, \cdot)$ 's are decreasing imply the last two inequalities in (2.56).

In this case we note that on $\left(2 R_{0}, 2 R\right)$ we have: $\mathrm{d} \widehat{V}_{n}(x)=\mathrm{d} V_{n}(x)=\mathrm{d} V_{\infty}(x)=\mathrm{d} V(x)=0$ and $\mathrm{d} F_{n}^{u . c .}(x)=\mathrm{d} F^{u . c .}(x)=0$.

- Case IIa: $2 R_{0}<2 R$ and $V([2 R, \infty))>0$ and $d(2 R, 2 R)=0$. Just as in case II we find for $1 / \widehat{g}_{n}$ and $1 / g_{\infty}$ the bound:

$$
\begin{equation*}
\frac{1}{\hat{g}_{n}(x)} \leq M, \frac{1}{g_{\infty}(x)} \leq M \tag{2.57}
\end{equation*}
$$

for all points $x \in[0,2 R]$ and $M$ is constant.
The estimator $\hat{V}_{n}$ gives at least mass $1 / n$ to uncensored observations, so with (2.44) we have for each $a \in\left[0,2 R_{0}\right)$ and for $n$ large enough

$$
\begin{equation*}
\frac{1}{\hat{d}_{n}(x, x)} \leq M_{a}, \frac{1}{d_{\infty}(x, x)} \leq M_{a} \tag{2.58}
\end{equation*}
$$

for all points $x \in[0, a]$, where $M_{a}$ is a constant.
In this case we note that on $\left(2 R_{0}, 2 R\right)$ we have: $\mathrm{d} \widehat{V}_{n}(x)=\mathrm{d} V_{n}(x)=\mathrm{d} V_{\infty}(x)=\mathrm{d} V(x)=0$ and $\mathrm{d} F_{n}^{\text {u.c.. }}(x)=\mathrm{d} F^{\text {u.c. }}(x)=0$ and $d(x, x)=0$ and $\mathrm{d} F_{n}^{\text {d.c. }}(x)=\mathrm{d} F^{\text {d.c. }}(x)=0$. In this case we can replace the integrals over $(0,2 R)$ in the first and third term of $(2.54)$ by $\left(0,2 R_{0}\right]$.

- Case III: $2 R_{0}<2 R$ and $V([2 R, \infty))=0$ and $d(2 R, 2 R)=0$. Similar arguments as for (2.20) give us (for each $a \in\left[0,2 R_{0}\right)$ ) for $n$ large enough

$$
\begin{equation*}
\frac{1}{\hat{g}_{n}(x)} \leq M_{a}, \frac{1}{g_{\infty}(x)} \leq M_{a}, \frac{1}{\hat{d}_{n}(x, x)} \leq M_{a}, \frac{1}{d_{\infty}(x, x)} \leq M_{a} \tag{2.59}
\end{equation*}
$$

for all points $x \in[0, a]$, where $M_{a}$ is a constant. In this case we have on $\left(2 R_{0}, 2 R\right): \mathrm{d} \widehat{V}_{n}(x)=$ $\mathrm{d} V_{n}(x)=\mathrm{d} V_{\infty}(x)=\mathrm{d} V(x)=0$ and $\mathrm{d} F_{n}^{u . c .}(x)=\mathrm{d} F^{u . c .}(x)=0$ and $g(x)=0$ and $d(x, x)=0$ and $\mathrm{d} F_{n}^{\text {s.e.c. }}(x)=\mathrm{d} F^{\text {s.e.c. }}(x)=0$ and $\mathrm{d} F_{n}^{\text {d.c. }}(x)=\mathrm{d} F^{\text {d.c. }}(x)=0$. Just as in case III of the one-dimensional problem we can replace here the integrals over $(0,2 R)$ in (2.54) by $\left(0,2 R_{0}\right.$ ].

One verifies that $V_{n} \ll \hat{V}_{n}$ and by (1.86) we get

$$
\begin{align*}
\frac{\mathrm{d} V_{n}}{\mathrm{~d} \hat{V}_{n}}(x)= & \frac{|W|+2 x R}{z(x)}\left(1-\frac{1}{|W|+2 x R} \int_{v=0}^{v=x} \frac{1}{\hat{\mathrm{~g}}_{n}(v)} \mathrm{d} F_{n}^{\text {s.e.c. }}(v)\right. \\
& \left.-\frac{1}{|W|+2 x R} \int_{v=0}^{v=x} \frac{x-v}{\widehat{d}_{n}(v, v)} \mathrm{d} F_{n}^{\text {d.c.. }}(v)\right) \tag{2.60}
\end{align*}
$$

(see (2.21)). From now on one imitates the proof of theorem 2.2.5. All the necessary ingredients are found in (2.55)-(2.59) and the propositions 2.3.1.1-2.3.1.4 and lemma 2.3.1.5. They are the analogues of the propositions 2.2.2.1-2.2.2.3 and lemma 2.2.2.4. In (2.54) one deals with the term

$$
\int_{0}^{2 R} \frac{d_{n}(x, x)}{\hat{d}_{n}(x, x)} \mathrm{d} F_{n}^{d . c .}(x)
$$

in the same way as the term

$$
\int_{0}^{2 R} \frac{g_{n}(x)}{\widehat{g}_{n}(x)} \mathrm{d} F_{n}^{s . e . c .}(x)
$$

## $\square$

In the remainder of this section we give the propositions 2.3.1.1-2.3.1.4 and lemma 2.3.1.5.

Proposition 2.3.1.1 On $[0,2 R)$ in case I and II and on $\left[0,2 R_{0}\right)$ in case IIa and III, we have $V \ll V_{\infty}$ and

$$
\begin{aligned}
\frac{\mathrm{d} V}{\mathrm{~d} V_{\infty}}(x)= & \frac{|W|+2 x R}{z(x)}\left(1-\frac{1}{|W|+2 x R} \int_{v=0}^{v=x} \frac{1}{g_{\infty}(v)} \mathrm{d} F^{\text {s.e.c. }}(v)\right. \\
& \left.-\frac{1}{|W|+2 x R} \int_{v=0}^{v=x} \frac{x-v}{d_{\infty}(v, v)} \mathrm{d} F^{\text {d.c. }}(v)\right) .
\end{aligned}
$$

Proof: the proof is similar to the proof of proposition 2.2.2.1. One treats the difference

$$
\begin{aligned}
\int_{v=0}^{v=x} & \frac{x-v}{\hat{d}_{n}(v, v)} \mathrm{d} F_{n}^{d . c .}(v) \cdot \frac{1}{|W|+2 x R} \mathrm{~d} \hat{V}_{n}(x) \\
& -\int_{v=0}^{v=x} \frac{x-v}{d_{\infty}(v, v)} \mathrm{d} F^{d . c .}(v) \cdot \frac{1}{|W|+2 x R} \mathrm{~d} V_{\infty}(x)
\end{aligned}
$$

in the same way as the difference

$$
\begin{aligned}
\int_{v=0}^{v=x} & \frac{1}{\hat{\mathfrak{g}}_{n}(v)} \mathrm{d} F_{n}^{\text {s.e.c. }}(v) \cdot \frac{1}{|W|+2 x R} \mathrm{~d} \hat{V}_{n}(x) \\
& -\int_{v=0}^{v=x} \frac{1}{g_{\infty}(v)} \mathrm{d} F^{\text {s.e.c. }}(v) \cdot \frac{1}{|W|+2 x R} \mathrm{~d} V_{\infty}(x),
\end{aligned}
$$

which is similar to the difference in (2.25).

## Proposition 2.3.1.2

$$
\int_{0}^{a} \frac{\mathrm{~d} V_{n_{k}}}{\mathrm{~d} \widehat{V}_{n_{k}}}(x) \cdot \mathrm{d} F_{n_{k}}^{u . c .}(x) \rightarrow \int_{0}^{a} \frac{\mathrm{~d} V}{\mathrm{~d} V_{\infty}}(x) \cdot \mathrm{d} F^{u . c .}(x) \quad(k \rightarrow \infty)
$$

for all a in $[0,2 R)$ in case I and II and in $\left[0,2 R_{0}\right)$ in case IIa and III.
Proof: the proof is similar to the proof of proposition 2.2.2.2 and one uses the same comment as in the proof of proposition 2.3.1.1. $\square$

## Proposition 2.3.1.3

$$
\int_{0}^{a} \frac{g_{n_{k}}(x)}{\bar{g}_{n_{k}}(x)} \mathrm{d} F_{n_{k}}^{s . e . c .}(x) \rightarrow \int_{0}^{a} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x) \quad(k \rightarrow \infty)
$$

for all $a$ in $[0,2 R)$ in case I, II and IIa and in $\left[0,2 R_{0}\right)$ in case III.
Proof: the proof is identical to the proof of proposition 2.2.2.3. Just replace $\tau$ by $2 R$ and $\tau_{0}$ by $2 R_{0}$ and use the corresponding definitions of $g(x), g_{\infty}(x), \widehat{g}_{n}(x), F_{n}^{\text {s.e.c. }}$ and $F^{\text {s.e.c. }}$.

## Proposition 2.3.1.4

$$
\int_{0}^{a} \frac{d_{n_{k}}(x, x)}{\widehat{d}_{n_{k}}(x, x)} \mathrm{d} F_{n_{k}}^{d . c .}(x) \rightarrow \int_{0}^{a} \frac{d(x, x)}{d_{\infty}(x, x)} \mathrm{d} F^{d . c .}(x) \quad(k \rightarrow \infty)
$$

for all $a$ in $[0,2 R)$ in case I and II and in $\left[0,2 R_{0}\right)$ in case IIa and III.
Proof: the proof is the same as the proof of proposition 2.2.2.3. Just replace $\tau$ by $2 R, \tau_{0}$ by $2 R_{0}, g(x)$ by $d(x, x), \widehat{g}_{n}(x)$ by $\hat{d}_{n}(x, x), g_{\infty}(x)$ by $d_{\infty}(x, x), g_{n}(x)$ by $d_{n}(x, x), F_{n}^{\text {s.e... }}$ by $F_{n}^{\text {d.c. }}$ and $F^{\text {s.e.c. }}$ by $F^{\text {d.c. }}$.

Lemma 2.3.1.5 The inequality (2.54) holds in the limit, possibly after passing to a subsequence.

Proof: the proof is almost the same as the proof of lemma 2.2.2.4. In case IIa we could replace in the first and third term of (2.54) the integral over ( $0,2 R$ ) by the integral over $\left(0,2 R_{0}\right.$ ]. In this case and in this proof (2.38) would become

$$
\begin{equation*}
\int_{0}^{2 R_{0}-} \frac{\mathrm{d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{u . c .}(x)+\int_{0}^{2 R} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x)+\int_{0}^{2 R_{0}-} \frac{d(x, x)}{d_{\infty}(x, x)} \mathrm{d} F^{\text {d.c. }}(x) \leq 1 . \tag{2.61}
\end{equation*}
$$

In case III we would get for (2.38):

$$
\begin{equation*}
\int_{0}^{2 R_{0}-} \frac{\mathrm{d} V}{\mathrm{~d} V_{\infty}}(x) \mathrm{d} F^{u . c .}(x)+\int_{0}^{2 R_{0}-} \frac{g(x)}{g_{\infty}(x)} \mathrm{d} F^{\text {s.e.c. }}(x)+\int_{0}^{2 R_{0}-} \frac{d(x, x)}{d_{\infty}(x, x)} \mathrm{d} F^{d . c .}(x) \leq 1 \tag{2.62}
\end{equation*}
$$

To prove that we can replace $2 R_{0}-$ by $2 R_{0}$ (and thus get the integral over ( $0,2 R_{0}$ ]) we imitate the proof of lemma 2.2.2.4 for case III.

## Chapter 3

## Efficiency

In this chapter we prove asymptotic results for the (sieved) NPMLE in the two-dimensional circle-case. This we do in the sections $3.5-3.11$. As mentioned in the introduction the results in the two-dimensional circle-case rely on the assumption that the determinant $Q_{V}$ of a certain $2 \times 2$ matrix is unequal to zero. Van der Laan(1993) already studied the asymptotic behaviour in the one-dimensional case. Applying the analysis, which we used for the twodimensional case, to the one-dimensional problem, we discover why this determinant matter did not appear here. In the one-dimensional case one can prove that this determinant $Q_{V} \geq 1$. This is shown in section 3.12.

To obtain the results in this chapter we have to restrict the class of underlying distribution functions $V$. These assumptions are formulated in section 3.4. But before we start with section 3.4, which is followed by the sections dealing with the one- and two-dimensional cases, we begin with a summary of some general efficiency theory in the sections $3.1-3.3$. Because we estimate linear parameters in convex models, we make use of Van der Laan's(1993) identity. In section 3.3 we will show that his condition needed to obtain this identity can be changed into a condition which is easier to verify.

### 3.1 General notion of efficiency

### 3.1.1 Donsker class

Given a probability space $(\Omega, \mathcal{A}, P)$ we define the space $L^{2}(P)$ as

$$
L^{2}(P) \equiv\left\{f:(\Omega, \mathcal{A}, P) \rightarrow \mathbb{R}: f \text { measurable and } \int f^{2} \mathrm{~d} P<\infty\right\}
$$

The set $L_{0}^{2}(P)$ will be defined as the set of all elements $f \in L^{2}(P)$ with $\int f \mathrm{~d} P=0$. We endow the spaces with the inner-product norm $\|f\|_{P} \equiv \sqrt{\langle f, f\rangle_{P}} \equiv \sqrt{\int f^{2} \mathrm{~d} P}$, which makes both spaces a Hilbert-space. Let $\mathcal{F} \subset L^{2}(P)$ and define

$$
l^{\infty}(\mathcal{F}) \equiv\left\{H: \mathcal{F} \rightarrow \mathbb{R}:\|H\|_{\mathcal{F}} \equiv \sup _{f \in \mathcal{F}}|H(f)|<\infty\right\}
$$

We can consider function indexed empirical processes as random elements of $l^{\infty}(\mathcal{F})$ as follows. Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sample of random elements in a measurable space $(\Omega, \mathcal{A}, P)$
and let $P_{n}$ be the empirical measure which puts mass $1 / n$ on each $X_{i}(i=1, \ldots, n)$. Now we define the following map from a collection $\mathcal{F}$ consisting of measurable functions $f: \Omega \rightarrow \mathbb{R}$ to $\mathbb{R}$ :

$$
f \rightarrow P_{n} f=\int f \mathrm{~d} P_{n}
$$

One considers $P_{n}=\left(P_{n} f: f \in \mathcal{F}\right)$ as a random element of $l^{\infty}(\mathcal{F})$. The $\mathcal{F}$-indexed empirical process is given by

$$
f \rightarrow G_{n} f=\sqrt{n}\left(P_{n}-P\right) f=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(f\left(X_{i}\right)-P f\right)
$$

Let $f$ be given such that $P f$ and $P f^{2}$ exist, then we have the law of large numbers and the central limit theorem:

$$
P_{n} f \rightarrow P f \text { a.s. } \quad, \quad G_{n} f \Longrightarrow^{D} N\left(0, P(f-P f)^{2}\right)
$$

If we have

$$
\left\|P_{n}-P\right\|_{\mathcal{F}}=\sup _{f \in \mathcal{F}}\left|P_{n} f-P f\right| \rightarrow 0 \text { a.s. }{ }^{*},
$$

where a.s.* means outer almost surely, then we call the class $\mathcal{F}$ a $P$-Glivenko Cantelli class. This is the uniform version of the law of large numbers.

If we have $\sup _{f \in \mathcal{F}}|f(x)-P f|<\infty$ for every $x$, then we can regard the empirical process $G_{n}=\left(G_{n} f: f \in \mathcal{F}\right)$ as a random element of $l^{\infty}(\mathcal{F})$. Now we can talk about convergence of $G_{n} \Longrightarrow^{D} G$ in $l^{\infty}(\mathcal{F})$, where $G$ is a tight measurable Gaussian law. If this is true we say that the uniform central limit theorem holds for $\mathcal{F}$ at $P$. We call a class $\mathcal{F}$ for which the uniform central limit theorem holds at $P$ a $P$-Donsker class. For a more specific discussion we refer to Van der Vaart and Wellner(1993) and Dudley $(1984,1985)$. We call $\mathcal{F}$ Donsker uniformly in $P \in \mathcal{M}$ if this convergence is uniform in $P \in \mathcal{M}$ (via metrization of ' $\Longrightarrow^{D}$ '), for a certain set of probability measures $\mathcal{M}$.

Now let $I_{k}=\left\{\left(b_{0}=0, b_{1}\right],\left(b_{1}, b_{2}\right], \ldots,\left(b_{k-2}, b_{k-1}\right],\left(b_{k-1}, b_{k}=a\right]\right\}$ be a disjoint partition of the interval $I=(0, a] \subset \mathbb{R}$ consisting of $k$ intervals. We define the variation of a function $f$ on ( $0, a$ ] as follows

$$
\|f\|_{v, 0}=\sup _{I_{k}} \sum_{i=1}^{k}\left|f\left(b_{i}\right)-f\left(b_{i-1}\right)\right|
$$

The variational norm $\|\cdot\|_{\nu}$ on $D[0, a]$ (the space of cadlag functions on $[0, a]$ ) is defined by

$$
\|f\|_{v} \equiv \max \left(\|f\|_{\infty},\|f\|_{v, 0}\right)
$$

The class of real valued functions on $(0, a] \subset \mathbb{R}$ with variational norm $\|\cdot\|_{\nu}$ smaller than some (fixed) constant $M<\infty$ is uniformly Donsker (see Dudley(1987)). Thus the set $\mathcal{F}_{M} \equiv$ $\left\{f \in D[0, a]:\|f\|_{v}<M\right\}$ is uniformly Donsker. For monotone $f$ one easily obtains the inequalities:

$$
\begin{align*}
& \|f\|_{v} \leq 2\|f\|_{\infty}  \tag{3.1}\\
& \|f\|_{\infty} \leq\|f\|_{v} . \tag{3.2}
\end{align*}
$$

### 3.1.2 Efficiency theory

In order to get a more or less self-contained chapter about efficiency, we give here the basic theory. This section contains all the definitions and derivations that are needed to build up the efficiency theory of section 3.2 and section 3.3. It can be found in Van der Laan(1993) sections 1.4 and 2.2.

We define a model $\mathcal{M}$ to be a set of probability measures on $(\mathcal{X}, \mathcal{B})$. Let

$$
\mathcal{M}(\nu) \equiv\{P \in \mathcal{M}: P \ll \nu\}
$$

We write $p=(\mathrm{d} P / \mathrm{d} \nu)$ for the density of $P \in \mathcal{M}(\nu)$ w.r.t. $\nu$. The collection of all these densities $p$ corresponding with a $P \in \mathcal{M}(\nu)$ will be denoted by $\mathcal{P}(\nu)$.

We give the following definition of differentiability:
Definition 3.1.2.1 A map $\epsilon \rightarrow p_{\epsilon}$ from $[0,1]$ to $\mathcal{P}(\nu)$ is called a differentiable (one-dimensional) submodel of $\mathcal{P}(\nu)$ through $p$ if there exists an $l \in L_{0}^{2}(P)$ with

$$
\begin{equation*}
\int\left(\frac{1}{\epsilon}\left(\sqrt{p_{\epsilon}}-\sqrt{p}\right)-\frac{1}{2} l \sqrt{p}\right)^{2} \mathrm{~d} \nu \rightarrow 0 \tag{3.3}
\end{equation*}
$$

for $\epsilon \downarrow 0$.
Note that if the integrand in (3.3) converges pointwise to 0 , then we would have

$$
l(x)=\frac{\left.\frac{\mathrm{d}}{\mathrm{~d}_{\epsilon}} \sqrt{p_{\epsilon}}\right|_{\epsilon=0}}{\frac{1}{2} \sqrt{p}}=\left.\frac{\mathrm{d}}{\mathrm{~d} \epsilon} \log \left(p_{\epsilon}(x)\right)\right|_{\epsilon=0}
$$

Thus $l$ can be considered as a $L^{2}(\nu)$ version of the score function of the one-dimensional submodel $p_{\epsilon}$. Submodels $P_{\epsilon}$ in $\mathcal{M}$ with densities $p_{\epsilon}$ in $\mathcal{P}(\nu)$ for a certain measure $\nu$ satisfying (3.3) are called Hellinger differentiable.

We write $p_{\epsilon, l} \in \mathcal{P}(\nu)$ or $P_{\epsilon, l} \in \mathcal{M}(\nu)$ if we mean a one-dimensional differentiable submodel of densities (w.r.t. $\nu$ ) or measures respectively, with score $l$ as defined in definition 3.1.2.1.

Now let $\vartheta: \mathcal{M} \rightarrow \Theta \subset D$ be a parameter and let $B$ be a collection of real valued linear mappings $b: D \rightarrow \mathbb{R}$. Given an i.i.d. sample $X_{1}, \ldots, X_{n}$ from an unknown $P \in \mathcal{M}$ we want to estimate the parameter $\theta=\vartheta(P)$, which is done by an estimator $\theta_{n}=\theta_{n}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$. We have that $b \theta_{n}:\left(\mathcal{X}^{n}, \mathcal{B}^{n}\right) \rightarrow \mathbb{R}$ is a measurable map for all $b \in B$.

The Cramér-Rao lower bound, that bounds the variance of unbiased (over $P_{e, l}$ ) estimators of $b \vartheta\left(P_{\epsilon, l}\right)$ at $\epsilon=0$ from below, is given by

$$
\begin{equation*}
\frac{1}{n}\left(\left.\frac{1}{\|l\|_{P}} \cdot \frac{\mathrm{~d}}{\mathrm{~d} \epsilon} b \vartheta\left(P_{\epsilon, l}\right)\right|_{\epsilon=0}\right)^{2} \tag{3.4}
\end{equation*}
$$

(assuming $\mathrm{d} / \mathrm{d} \epsilon$ exists). If we define $\mathcal{S}(P)$ to be a class of differentiable submodels of $\mathcal{M}$ at $P$, then the variance of unbiased (over the whole set $\mathcal{M}$ ) estimators of $b \vartheta(P)$ is bounded from below by the supremum over $\mathcal{S}(P)$ of (3.4). This leads to the so called generalized Cramér-Rao lower bound. Because the bound (3.4) depends on the score $l$ through $P_{e, l}$, the supremum is in fact a supremum over the collection of scores corresponding with $\mathcal{S}(P)$. We will define this collection more precisely

Definition 3.1.2.2 A cone $S(P)$ in $L_{0}^{2}(P)$ is called a tangent cone at $P \in \mathcal{M}$ of $\mathcal{S}(P)$ if for all $l \in S(P)$ there exists a differentiable one-dimensional submodel $P_{\epsilon, l} \in \mathcal{S}(P) \subset \mathcal{M}$ through $P \in \mathcal{M}$ with score l.

We remember that a cone $C$ in a vector space over $\mathbb{R}$ is a subset for which the following condition holds: if $l \in C$ and $a \geq 0$, then $a l \in C$. Instead of taking the supremum over $S(P)$ in the generalized Cramér-Rao lower bound, we can replace it by taking the supremum over the tangent space $T(P)$, which we define by:

Definition 3.1.2.3 For a tangent cone $S(P) \subset L_{0}^{2}(P)$ we define the tangent space $T(P) \subset$ $L_{0}^{2}(P)$ as the closure of the linear extension of $S(P)$ within $L_{0}^{2}(P)$.

The existence of the supremum over $S(P)$ of (3.4) will be guaranteed by the following differentiability assumption of $b v$.

Definition 3.1.2.4 A parameter $b \vartheta: \mathcal{M} \rightarrow \mathbb{R}$ is called pathwise differentiable at $P \in \mathcal{M}$ relative to $S(P)$, if there exists a linear mapping $\dot{\vartheta}: T(P) \rightarrow(D,\|\cdot\|)$ such that $b \dot{\vartheta}: T(P) \rightarrow$ $\mathbb{R}$ is continuous and linear and

$$
\frac{1}{\epsilon}\left(b \vartheta\left(P_{\epsilon, l}\right)-b \vartheta(P)\right)-b \dot{\vartheta}(l) \rightarrow 0
$$

for all $l \in S(P)$. By the Riesz representation theorem there exists a $\tilde{I}(P, b \vartheta) \in T(P)$ such that

$$
\begin{equation*}
b \dot{\vartheta}(l)=\int \tilde{I}(P, b \vartheta)(x) l(x) \mathrm{d} P(x) . \tag{3.5}
\end{equation*}
$$

The Cramér-Rao lower bound (3.4) equals

$$
\frac{1}{n}\left(\frac{b \dot{\vartheta}(l)}{\|l\|_{P}}\right)^{2}=\frac{1}{n}\left(\frac{\int \tilde{I}(P, b \vartheta)(x) l(x) \mathrm{d} P(x)}{\|l\|_{P}}\right)^{2}
$$

With the Cauchy-Schwartz inequality this is maximized over $T(P)$ by $l=\tilde{I}(P, b \vartheta)$ and the result is exactly $(1 / n)\|\tilde{I}(P, b \vartheta)\|^{2}$. For this reason we consider $P_{c, l}, l=\tilde{I}(P, b \vartheta)$ as the so called hardest one-dimensional submodel for estimating $b \vartheta(P)$. (If $\tilde{I}(P, b \vartheta) \notin S(P)$, then we still think of it as an approximate submodel). Thus $\tilde{I}(P, b \vartheta)$ is sometimes called the efficient score. The variance of $\tilde{I}(P, b \vartheta)$ is also the optimal asymptotic variance of $\sqrt{n}\left(\theta_{n}-\vartheta(P)\right)$ for so called regular estimators (Van der Vaart, 1988).

Definition 3.1.2.5 Let $b \theta_{n}$ be an estimator of $b \theta=b \vartheta(P)$ for which we have

$$
L_{P}\left(\sqrt{n}\left(b \theta_{n}-b \vartheta(P)\right)\right) \rightarrow L_{b} .
$$

We call $b \theta_{n}$ a $S(P)$-regular estimator of $b \theta$ if for all $l \in S(P)$ there exists a $P_{e, l} \in \mathcal{M}$ such that for $\epsilon_{n}=1 / \sqrt{n}$

$$
L_{P_{e_{n}, l}}\left(\sqrt{n}\left(b \theta_{n}-b v\left(P_{\epsilon_{n}, l}\right)\right)\right) \rightarrow L_{b}
$$

The smaller we choose $S(P)$ the larger the class of regular estimators (relative to $S(P)$ ) and the easier it is to verify pathwise differentiability. On the other hand the lower bound $\operatorname{Var}(\tilde{I}(P, b \vartheta))$ represents a supremum over all Cramér-Rao lower bounds for the one- dimensional submodels $p_{\epsilon}, l$ and therefore this lower bound can only be attained if $S(P)$ is large enough and thus in order to have existence of efficient estimators one has to choose a rich enough class $\mathcal{S}(P)$ of one-dimensional submodels $p_{c_{,}}$, .

We consider asymptotically linear estimators:
Definition 3.1.2.6 An estimator $\theta_{n}$ of $\theta=\vartheta(P)$ is called $\|\cdot\|_{B}$-asymptotically linear with influence curve $I(P, b \vartheta) \in L_{0}^{2}(P), b \in B$, if

$$
\sqrt{n}\left(b \theta_{n}-b \theta\right)=\sqrt{n}\left(P_{n}-P\right) I(P, b \vartheta)+R_{n, b}
$$

where $\left\|R_{n}\right\|_{B} \equiv \sup _{b \in B}\left|R_{r, b}\right|=o_{P}(1)$ and the empirical process $\int I(P, b \vartheta) \mathrm{d} \sqrt{n}\left(P_{n}-P\right)$ indexed by $\{I(P, b \vartheta): b \in B\}$ converges weakly.

Theorem 2.12 in Van der Vaart(1988) says that for any regular estimator $b \theta_{n}$ the limiting distribution $L_{b}$ has a variance which is larger than $\operatorname{Var}(\tilde{I}(P, b \vartheta))$ and that equality holds iff $b \theta_{n}$ is asymptotically linear with influence curve equal to $\widetilde{I}(P, b \vartheta)$. One may call this result a asymptotic Cramér-Rao bound. This leads to the following definition

Definition 3.1.2.7 $\tilde{I}(P, b \vartheta) \in T(P)$ is called the efficient influence curve w.r.t. $S(P)$ for estimating $b \vartheta(P)$ in $\mathcal{M}$.

The convolution theorem tells us that if $S(P)$ is convex, then the limiting distribution $L_{b}$ of a regular estimator $b \theta_{n}$ equals the sum of $N\left(0, \operatorname{Var}_{P}(\tilde{I}(P, b \vartheta))\right.$ and another independent random variable. Now we give the following definition of efficiency of $\boldsymbol{\theta}_{\boldsymbol{n}}$ :

Definition 3.1.2.8 Let $\theta, \theta_{n} \in D$ and $B$ be a collection of real valued linear functions on $D$. Assume that $\theta_{n}$ is $\|\cdot\|_{B}$-asymptotically linear with efficient influence curve $\tilde{I}(P, b \vartheta), b \in B$. Then we say that $\theta_{n}$ is $\|\cdot\|_{B}$-efficient.

Later in this chapter we will prove efficiency of an estimator ( $\hat{Z}_{n}, \widehat{\mathcal{Z}}_{n}$ ), which is a 1-1 function of the $\operatorname{NPMLE}\left(\hat{V}_{n}, \hat{h}_{n}\right)$ of the underlying $(V, h)$ in the two-dimensional line segment problem (see section 3.5). Furthermore in section 3.12 we prove efficiency of an estimator $\left(\widehat{W}_{n}, \widehat{\mathcal{W}}_{n}\right)$, which is a 1-1 function of the NPMLE $\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$ of the underlying $(V, h)$ in the one-dimensional case. (The reason why we do not show the efficiency of $\left(\widehat{V}_{n}, \widehat{h}_{n}\right)$ directly is the fact that in that case one has to deal with severe singularity problems. We discuss this later.) As we remember we obtained ( $V, h$ ) after some reparametrization of $(F, \mu)$. Now we want to answer the question if efficiency of the NPMLE $\left(\widehat{Z}_{n}, \widehat{\mathcal{Z}}_{n}\right)$ (and $\left(\widehat{W}_{n}, \widehat{W}_{n}\right)$ in the one-dimensional case) implies efficiency of the NPMLE $\left(\widehat{F}_{n}, \widehat{\mu}_{n}\right)$ of the original parameters $(F, \mu)$ ? The answer to this question is formulated in theorem 3.1.1. We apply this theorem in section 3.5.3 and 3.12.1.

Let $\Phi: D_{\phi} \subset(D,\|\cdot\|) \rightarrow\left(E,\|\cdot\|_{1}\right)$, where $(D,\|\cdot\|)$ and $\left(E,\|\cdot\|_{1}\right)$ are normed vector spaces. Suppose that $D_{n}, D_{0}, D_{\phi} \subset D$ such that if $G_{n}, G \in D_{\phi}$ then $h_{n} \equiv \sqrt{n}\left(G_{n}-G\right) \in D_{n}$.

We say that $\Phi$ is compact differentiable if we have that if $h_{n} \rightarrow h, h \in D_{0}$ and $D_{0}$ separable then

$$
\begin{equation*}
\sqrt{n}\left(\Phi\left(G+(1 / \sqrt{n}) h_{n}\right)-\Phi(G)\right)-\mathrm{d} \Phi(G)(h) \rightarrow 0 \tag{3.6}
\end{equation*}
$$

for a certain continuous linear mapping $\mathrm{d} \Phi(G): D_{0} \subset(D,\|\cdot\|) \rightarrow\left(E,\|\cdot\|_{1}\right)$.
The next theorem gives us that efficiency is preserved under this kind of differentiability (Van der Vaart(1991)).

Theorem 3.1.1 Let $B$ and $B_{1}$ be a collection of real valued linear functions on vector spaces $D$ and $E$ respectively, such that $\left(D,\|\cdot\|_{B}\right)$ and $\left(E,\|\cdot\|_{B_{1}}\right)$ are normed vector spaces. Let $\Phi: D_{\phi} \subset\left(D,\|\cdot\|_{B}\right) \rightarrow\left(E,\|\cdot\|_{B_{1}}\right)$ be a functional.

If $\theta_{n} \in D_{\phi}$ is an $\|\cdot\|_{B}$-efficient estimator of $\theta \in D_{\phi}$ and $\Phi$ is compact differentiable, then $\Phi\left(\theta_{n}\right)$ is an $\|\cdot\|_{B_{1}}$-efficient estimator of $\Phi(\theta)$.

### 3.2 Efficiency theorem for an NPMLE

In this section and the next section we give Van der Laan's approach for linear parameters in convex models with some little improvement.

Let us assume the existence of an (NP)MLE $\mathbb{P}_{n}$ and let $\mathcal{S}\left(\mathbb{P}_{n}\right)$ be a class of one-dimensional differentiable submodels of $\mathcal{M}$ through $\mathbb{P}_{n}$ and let $S\left(\mathbb{P}_{n}\right) \subset L_{0}^{2}\left(\mathbb{P}_{n}\right)$ be the tangent cone corresponding to this class of submodels. Let $T\left(\mathbb{P}_{n}\right)$ be the tangent space at $\mathbb{P}_{n}$.

We suppose that $b \vartheta$ is pathwise differentiable relative to $S\left(\mathbb{P}_{n}\right)$ at $\mathbb{P}_{n}$ with efficient influence curve $\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \in T\left(\mathbb{P}_{n}\right)$. Let $\mathbb{P}_{n, e, l_{n}}$ be a one-dimensional submodel through $\mathbb{P}_{n}$ with score $l_{n}$ and let $\mathbb{P}_{n, \epsilon, l_{n}} \ll \nu_{n}$.

If $\mathbb{P}_{n}$ lies in the interior of $\mathcal{M}$, then one obtains, because $\mathbb{P}_{n}$ is NPMLE, that the derivative w.r.t. $\epsilon$ of the loglikelihood along the submodel $\mathbb{P}_{n, \epsilon, l_{n}}$ evaluated in $\epsilon=0$ equals 0 . So we have

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \epsilon} \int \log \left(\frac{\mathrm{~d} \mathbb{P}_{n, \epsilon, l_{n}}}{\nu_{n}}(x)\right) \mathrm{d} P_{n}(x)\right|_{\epsilon=0}=0
$$

By exchanging differentiation and integration this yields

$$
\int l_{n}(x) \mathrm{d} P_{n}(x)=0 .
$$

One notes that this holds for all $l_{n} \in S\left(\mathbb{P}_{n}\right)$ and by the linearity of $l \rightarrow \int l \mathrm{~d} P_{n}$ this also hold for $\operatorname{Lin}\left(S\left(\mathbb{P}_{n}\right)\right)$, the linear extension of $S\left(\mathbb{P}_{n}\right)$.

Now if we have $\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \in \operatorname{Lin}\left(S\left(\mathbb{P}_{n}\right)\right)$, then one can write

$$
\begin{equation*}
\int \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)(x) \mathrm{d} P_{n}(x)=P_{n} \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)=0 \tag{3.7}
\end{equation*}
$$

If $\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \in T\left(\mathbb{P}_{n}\right) \backslash S\left(\mathbb{P}_{n}\right)$, then it might still be possible to prove (3.7) by a continuity argument. Actually for the theory below we only need

$$
\begin{equation*}
P_{n} \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)=o_{P}(1 / \sqrt{n}) \tag{3.8}
\end{equation*}
$$

(Compare with the efficient score equation in theorem 3.2.1). Note that because $T(P) \subset$ $L_{0}^{2}(P)$, we always have $P \tilde{I}(P, b \vartheta)=0$ and thus for $P=\mathbb{P}_{n}: \mathbb{P}_{n} \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)=0$.

In Van der Laan(1993) we find the following argument which provides a proof of theorem 3.2.1. By definition 3.1 .2 .8 we know that $\theta_{n}$ is $\|\cdot\|_{B}$-efficient if and only if we have

$$
\begin{equation*}
b \theta_{n}-b \theta=\int \tilde{I}(P, b \vartheta) \mathrm{d}\left(P_{n}-P\right)+R_{n, b} \tag{3.9}
\end{equation*}
$$

where $\left\|R_{n}\right\|_{B}=o_{P}(1 / \sqrt{n})$ and $\{\tilde{I}(P, b \vartheta): b \in B\}$ is $P$-Donsker. One easily sees that $\left\|R_{n}\right\|_{B}=o_{P}(1 / \sqrt{n})$ can be weakened to $\left\|R_{n}\right\|_{B}=o_{P}\left(\left\|\theta_{n}-\theta\right\|_{B}\right)$ and so we get with (3.9) that $\left\|\theta_{n}-\theta\right\|_{B}=O_{P}(1 / \sqrt{n})+o_{P}\left(\left\|\theta_{n}-\theta\right\|_{B}\right)$. This yields $\left\|\theta_{n}-\theta\right\|_{B}=O_{P}(1 / \sqrt{n})$.

Now if we assume that $P_{n} \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)=o_{P}(1 / \sqrt{n}$, then (3.9) holds if (and only if)

$$
\begin{align*}
& \sup _{b \in B}\left|b \theta_{n}-b \theta+\int \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \mathrm{d} P-\int\left(\tilde{I}(P, b \vartheta)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right) \mathrm{d}\left(P_{n}-P\right)\right| \\
& \quad=o_{P}\left(\left\|\theta_{n}-\theta\right\|_{B}\right) \tag{3.10}
\end{align*}
$$

If we suppose that there exists a $P$-Donsker class $\mathcal{F}$ such that $\tilde{I}(P, b \vartheta)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \in \mathcal{F}$ for all $b \in B$ with probability tending to 1 , then it follows by the $\|\cdot\|_{P}$ continuity of the limiting sample paths that if $\sup _{b \in B} \rho_{P}\left(\tilde{I}(P, b \vartheta), \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right) \rightarrow 0$ in probability, then we have $\sup _{b \in B}\left|\int\left(\tilde{I}(P, b \vartheta)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right) \mathrm{d}\left(P_{n}-P\right)\right|=o_{P}(1 / \sqrt{n})$. (Note that

$$
\left.\rho_{P}(f, g)^{2} \equiv \int((f-g)-P(f-g))^{2} \mathrm{~d} P\right)
$$

Showing that the sum of the other terms on the left-hand side of equation (3.10) is $o_{P}\left(\left\|\theta_{n}-\theta\right\|_{B}\right)$ gives us (3.9). We obtain the following theorem:

Theorem 3.2.1 Let $X \sim P \in \mathcal{M}$ for a model $\mathcal{M}$ and let $X_{1}, \ldots, X_{n}$ be $n$ i.i.d. copies of $X$. Let $\theta=\vartheta(P) \in D, D$ a vector space and let $B$ be a certain collection of real valued linear mappings on $D$. Suppose that for each $P \in \mathcal{M}, b \vartheta(b \in B)$ is pathwise differentiable at $P$ relative to $S(P)$ with efficient influence function $\widetilde{I}(P, b \vartheta)$.

Let $\theta_{n} \equiv \vartheta\left(\mathbb{P}_{n}\right), \mathbb{P}_{n} \in \mathcal{M}$ be an estimator of $\theta$ which satisfies the following conditions:

Efficient score equation:

$$
\sup _{b \in B}\left|\int \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \mathrm{d} P_{n}\right|=o_{P}(1 / \sqrt{n})
$$

Differentiability condition:

$$
\sup _{b \in B}\left|b \vartheta(P)-b \vartheta\left(\mathbb{P}_{n}\right)-\int \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \mathrm{d}\left(P-\mathbb{P}_{n}\right)\right|=o_{P}\left(\left\|\theta_{n}-\theta\right\|_{B}\right)
$$

Empirical process condition:

$$
\sup _{b \in B}\left|\int\left(\tilde{I}(P, b \vartheta)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right) \mathrm{d}\left(P_{n}-P\right)\right|=o_{P}(1 / \sqrt{n})
$$

Then $\theta_{n}$ is a $\|\cdot\|_{B}$-asymptotically efficient estimator of $\theta$.
We know we have

Theorem 3.2.2 Sufficient conditions for the empirical process condition in theorem 3.2.1 are:

P-Donsker class condition:
There exists a $P$-Donsker class $\mathcal{F}$ such that $\tilde{I}(P, b \vartheta)-\tilde{I}\left(\mathbf{P}_{n}, b \vartheta\right) \in \mathcal{F}$ for all $b \in B$ with probability tending to 1 ,
$\rho_{P}$-consistency:

$$
\sup _{b \in B} \rho_{P}\left(\tilde{I}(P, b \vartheta), \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right) \rightarrow 0 \text { in probability }
$$

### 3.3 Efficiency of NPMLE of linear parameters in convex models

In Van der Laan(1993) we find theorem 3.3.1 where an identity for linear parameters in convex models is given.

Let $\mathcal{M}$ be a convex set of probability measures and note that this implies that $\mathcal{M}(\nu)$ is convex. We recall that $\mathcal{M}(\nu)=\{P \in \mathcal{M}: P \ll \nu\}$. For every $P_{1} \in \mathcal{M}(P)$ the line $\epsilon P_{1}+(1-\epsilon) P$ with $\epsilon \in[0,1]$ is a submodel in $\mathcal{M}$ through $P$. If $\nu$ is a dominating measure for $P$, then the corresponding line $\epsilon p_{1}+(1-\epsilon) p$ of densities w.r.t. $\nu$ can be given by $\left(p_{1}=\mathrm{d} P_{1} / \mathrm{d} \nu\right.$ and $\left.p=\mathrm{d} P / \mathrm{d} \nu\right): p_{\epsilon, l}=(1+\epsilon l) p$, where $l=\left(p_{1}-p\right) / p$. The score is given by $l$ and if $l \in L_{0}^{2}(P)$, then $p_{e, l}$ is Hellinger differentiable because it satisfies (3.3). For efficiency calculations a natural class of one-dimensional submodels through $P$ is

$$
\begin{equation*}
\mathcal{S}(P) \equiv\left\{\epsilon P_{1}+(1-\epsilon) P, \epsilon \in[0,1]: P_{1} \in \mathcal{M}(P), \frac{\mathrm{d} P_{1}}{\mathrm{~d} P} \in L^{2}(P)\right\} \tag{3.11}
\end{equation*}
$$

and in terms of densities this class (3.11) is given by

$$
\left\{p_{\epsilon, l}=(1+\epsilon l) p: l=\left(p_{1}-p\right) / p \in L_{0}^{2}(P), P_{1} \in \mathcal{M}(P)\right\}
$$

The tangent cone $S(P)$ and the tangent space $T(P)$ are defined as in definition 3.1.2.2 and 3.1.2.3.

Now we give theorem 3.3.1:
Theorem 3.3.1 Suppose that $\mathcal{M}$ is a convex model and $\vartheta: \mathcal{M} \rightarrow D$ is linear. Suppose $P, P_{1} \in \mathcal{M}$ and that $b \vartheta$ is pathwise differentiable at $P_{1}$ relative to $S\left(P_{1}\right)$ with efficient influence curve $\widetilde{I}\left(P_{1}, b \vartheta\right)$.

Assume that the following condition holds:
Identity condition:
There exists a sequence $P_{m} \in \mathcal{M}\left(P_{1}\right)$ with $\mathrm{d} P_{m} / \mathrm{d} P_{1} \in L^{2}\left(P_{1}\right)$ such that $\int \tilde{I}\left(P_{1}, b \vartheta\right) \mathrm{d} P_{m} \rightarrow \int \tilde{I}\left(P_{1}, b \vartheta\right) \mathrm{d} P$ and $\quad b \vartheta\left(P_{m}\right) \rightarrow b \vartheta(P)$ for $m \rightarrow \infty$.

Then we have the following identity

$$
b \vartheta(P)-b \vartheta\left(P_{1}\right)=\int \tilde{I}\left(P_{1}, b \vartheta\right) \mathrm{d}\left(P-P_{1}\right)=\int \tilde{I}\left(P_{1}, b \vartheta\right) \mathrm{d} P
$$

So for linear parameters in convex models the identity gives us the differentiability condition with remainder zero in theorem 3.2.1. One obtains immediately the following theorem:

Theorem 3.3.2 Let $X \sim P \in \mathcal{M}$ for a convex model $\mathcal{M}$ and let $X_{1}, \ldots, X_{n}$ be $n$ i.i.d. copies of $X$. Let $\theta=\vartheta(P) \in D$ be a linear parameter, $D$ a vector space and let $B$ be a certain collection of real valued linear mappings on $D$. Suppose that for each $P \in \mathcal{M}, b \vartheta(b \in B)$ is pathwise differentiable at $P$ relative to $S(P)$ with efficient influence function $\tilde{I}(P, b \vartheta)$.

Let $\theta_{n} \equiv \vartheta\left(\mathbb{P}_{n}\right), \mathbb{P}_{n} \in \mathcal{M}$ be an estimator of $\theta$ (typically the NPMLE) which satisfies the following conditions:

Efficient score equation in theorem 3.2.1,
Identity condition in theorem 3.3 .1 with $P$ as here and $P_{1}=\mathbb{P}_{n}$,
$P$-Donsker class condition in theorem 3.2.2,
$\rho_{P}$-consistency in theorem 3.2.2.
Then $\theta_{n}$ is a $\|\cdot\|_{B}$-asymptotically efficient estimator of $\theta$.
In the identity condition the existence of a sequence $P_{m}$ had to be shown. Instead of constructing or showing the existence of such a sequence $P_{m}$, we introduce in theorem 3.3.3 a $\|\cdot\|_{P}$-convergence condition and show that this condition implies not only the identity of theorem 3.3.1 but even the $\rho_{P}$-consistency. The theorem is formulated as follows

Theorem 3.3.3 Let $X \sim P \in \mathcal{M}$ for a convex model $\mathcal{M}$ and let $X_{1}, \ldots, X_{n}$ be $n$ i.i.d. copies of $X$. Let $\theta=\vartheta(P) \in D$ be a linear parameter, $D$ a vector space and let $B$ be a certain collection of real valued linear mappings on $D$. Suppose that for each $P \in \mathcal{M}, b \vartheta(b \in B)$ is pathwise differentiable at $P$ relative to $S(P)$ with efficient influence function $\widetilde{I}(P, b \vartheta)$.

Let $\theta_{n} \equiv \vartheta\left(\mathbb{P}_{n}\right), \mathbb{P}_{n} \in \mathcal{M}$ be an estimator of $\theta$. If the following conditions hold:
$\|\cdot\|_{P}$-convergence conditions:
(1) $\lim _{n \rightarrow \infty} \sup _{b \in B}\left\|\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)-\tilde{I}(P, b \vartheta)\right\|_{P}=0 \quad$ (in probability)
(2) $\lim _{\epsilon!0}\left\|\tilde{I}\left((1-\epsilon) \mathbb{P}_{n}+\epsilon P, b \vartheta\right)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right\|_{P}=0 \quad$ (a.s.).

Then this implies the $\rho_{P}$-consistency in theorem 3.2.2 and the identity in theorem 3.3.1.
Proof: Firstly, because

$$
\rho_{P}(f, g) \equiv \sqrt{\int((f-g)-P(f-g))^{2} \mathrm{~d} P} \leq 2 \sqrt{\int(f-g)^{2} \mathrm{~d} P}=2\|f-g\|_{P}
$$

we have that

$$
\lim _{n \rightarrow \infty} \sup _{b \in B}\left\|\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)-\tilde{I}(P, b \vartheta)\right\|_{P}=0 \quad \text { (in probability) }
$$

implies

$$
\sup _{b \in B} \rho_{P}\left(\tilde{I}(P, b \vartheta), \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right) \rightarrow 0 \quad n \rightarrow \infty \text { (in probability). }
$$

Secondly, for convenience we define $P(\epsilon)=(1-\epsilon) \mathbb{P}_{n}+\epsilon P$ and let $P_{\eta, l}=\eta P+(1-\eta) P(\epsilon)$ be the differentiable submodel through $P(\epsilon)$ with score

$$
l=\frac{\mathrm{d} P-\mathrm{d} P(\epsilon)}{\mathrm{d} P(\epsilon)}=\frac{\mathrm{d} P-\mathrm{d}\left((1-\epsilon) \mathbb{P}_{n}+\epsilon P\right)}{\mathrm{d}\left((1-\epsilon) \mathbb{P}_{n}+\epsilon P\right)}
$$

Note that $l$ is well defined, $l \in S(P(\epsilon)) \subseteq L_{0}^{2}$. That $\int l \mathrm{~d} P(\epsilon)=0$ is obvious and from

$$
\begin{aligned}
|l| & =\left|\frac{\mathrm{d} P-\mathrm{d} P(\epsilon)}{\mathrm{d} P(\epsilon)}\right| \leq \frac{\mathrm{d} P}{\mathrm{~d} P(\epsilon)}+1 \\
& =\frac{\mathrm{d} P}{\mathrm{~d}\left((1-\epsilon) \mathbb{P}_{n}+\epsilon P\right)}+1 \leq \frac{\mathrm{d} P}{\epsilon \mathrm{~d} P}+1=\frac{1}{\epsilon}+1
\end{aligned}
$$

we conclude that $l$ is square integrable. Now by linearity of $b \vartheta$ and because of the pathwise differentiability of $b \vartheta$ at $P(\epsilon)$ relative to $S(P(\epsilon))$ we may write

$$
\begin{aligned}
(1-\epsilon)\left(b \vartheta(P)-b \vartheta\left(\mathbb{P}_{n}\right)\right) & =b \vartheta(P)-b \vartheta\left((1-\epsilon) \mathbb{P}_{n}+\epsilon P\right) \\
& =b \vartheta(P)-b \vartheta(P(\epsilon)) \\
& =\frac{1}{\eta}(b \vartheta(\eta P+(1-\eta) P(\epsilon))-b \vartheta(P(\epsilon))) \\
& =\frac{1}{\eta}\left(b \vartheta\left(P_{\eta, l}\right)-b \vartheta(P(\epsilon))\right)
\end{aligned}
$$

and this yields

$$
\begin{aligned}
(1-\epsilon)\left(b \vartheta(P)-b \vartheta\left(\mathbb{P}_{n}\right)\right) & =\int \tilde{I}(P(\epsilon), b \vartheta) l \mathrm{~d} P(\epsilon) \\
& =\int \tilde{I}(P(\epsilon), b \vartheta) \mathrm{d}(P-P(\epsilon)) \\
& =\int \tilde{I}(P(\epsilon), b \vartheta) \mathrm{d} P \\
& =\int \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \mathrm{d} P+\int \tilde{I}(P(\epsilon), b \vartheta) \mathrm{d} P-\int \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \mathrm{d} P \\
& =\int \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \mathrm{d} P+\int\left(\tilde{I}(P(\epsilon), b \vartheta)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right) \mathrm{d} P .
\end{aligned}
$$

Now if we have that

$$
\left.\lim _{\epsilon\lfloor 0}\left\|\tilde{I}(P(\epsilon), b \vartheta)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right\|_{P}=\lim _{\epsilon 10}\left\|\tilde{I}\left((1-\epsilon) \mathbb{P}_{n}+\epsilon P, b \vartheta\right)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right\|_{P}=0 \quad \text { a.s. }\right)
$$

and thus

$$
\left|\int\left(\tilde{I}(P(\epsilon), b \vartheta)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right) \mathrm{d} P\right|^{2} \leq\left\|\tilde{I}(P(\epsilon), b \vartheta)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right\|_{P} \rightarrow 0
$$

$(\epsilon \downarrow 0)$, then we immediately obtain from (3.12) the identity

$$
b \vartheta(P)-b \vartheta\left(\mathbb{P}_{n}\right)=\int \tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right) \mathrm{d} P .
$$

We have proved the theorem. $\square$
The preceding argument showed that the $\|\cdot\|_{P}$-convergence condition (2) could be weakened to

$$
\lim _{\epsilon 10} \int\left(\tilde{I}(P(\epsilon), b \vartheta)-\tilde{I}\left(\mathbb{P}_{n}, b \vartheta\right)\right) \mathrm{d} P=0
$$

In most applications if one wants to prove the $\rho_{P}$-consistency, then one proves actually the $\|\cdot\|_{P}$-convergence condition (1), but with a little more effort one mostly obtains (2) too. One could replace the $\|\cdot\|_{P}$-convergence conditions by the stronger condition:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{b \in B}\left\|\tilde{I}\left((1-\epsilon(k)) P_{1}+\epsilon(k) P_{0}, b \vartheta\right)-\tilde{I}\left(P_{i}, b \vartheta\right)\right\|_{P} \rightarrow 0 \tag{3.13}
\end{equation*}
$$

( $i=0,1$ ) for all sequences $\epsilon(k) \downarrow 0$ and $P_{0}, P_{1} \in \mathcal{M}$. It is obvious that (3.13) implies the $\|\cdot\|_{P}$-convergence condition.

Often one is able to derive an inequality like

$$
\begin{equation*}
\sup _{b \in B}\left\|\tilde{I}\left(P_{k}, b \vartheta\right)-\tilde{I}\left(P_{0}, b \vartheta\right)\right\|_{P} \leq c \cdot\left\|F_{k}-F_{0}\right\|_{\infty} \tag{3.14}
\end{equation*}
$$

(c constant), where $F_{k}$ and $F_{0}$ denote the distribution functions of the measures $P_{k}$ and $P_{0}$ respectively. If we take $P_{k}=\mathbb{P}_{k}(n=k)$ and $P_{0}=P$ and if we have consistency of $F_{k}$ to $F_{0}$, then this provides us with $\|\cdot\|_{P}$-convergence condition (1). If we take $P_{k}=$ $(1-\epsilon(k)) \mathbb{P}_{n}+\epsilon(k) P$ for $\epsilon(k) \downarrow 0$ and $P_{0}=\mathbb{P}_{n}$ and we have consistency of $F_{k}$ to $F_{0}$, then we get $\|\cdot\|_{P}$-convergence condition (2). In fact for the two-dimensional problem this will be done in section 3.9.

Now with theorem 3.3.3 we can give a slightly improved version of theorem 3.3.2. The improvement must be interpreted as avoiding the laborious verification of the identity condition in theorem 3.3.1 and getting through (3.13) or (3.14) the identity and the $\rho_{P}$-consistency (thus the $\|\cdot\|_{P}$-convergence condition) in one move. Theorem 3.3.2 and theorem 3.3.3 imply:

Theorem 3.3.4 Let $X \sim P \in \mathcal{M}$ for a convex model $\mathcal{M}$ and let $X_{1}, \ldots, X_{n}$ be $n$ i.i.d. copies of $X$. Let $\theta=\vartheta(P) \in D$ be a linear parameter, $D$ a vector space and let $B$ be a certain collection of real valued linear mappings on $D$. Suppose that for each $P \in \mathcal{M}, b \vartheta(b \in B)$ is pathwise differentiable at $P$ relative to $S(P)$ with efficient influence function $\widetilde{I}(P, b \vartheta)$.

Let $\boldsymbol{\theta}_{\boldsymbol{n}} \equiv \boldsymbol{\vartheta}\left(\mathbb{P}_{\boldsymbol{n}}\right), \mathbb{P}_{\boldsymbol{n}} \in \mathcal{M}$ be an estimator of $\boldsymbol{\theta}$ which satisfies the following conditions:
Efficient score equation in theorem 3.2.1,
$P$-Donsker class condition in theorem 3.2.2,
$\|\cdot\|_{P}$-convergence conditions in theorem 3.3.3.
Then $\theta_{n}$ is $a\|\cdot\|_{B}$-asymptotically efficient estimator of $\theta$.

Before finishing this section we want to say something about the calculation of the efficient influence function. Consider the model $\mathcal{M}=\left\{P_{V}: V \in \mathcal{V}\right\}$, where $\mathcal{V}$ is a convex set. Suppose that $\mathcal{V}$ is a convex set of probability measures. Let the mapping $V \rightarrow P_{V}$ be linear. Thus $\mathcal{M}$ is convex.

If $V_{\epsilon, l}=\epsilon V_{1}+(1-\epsilon) V$ and $\epsilon \in[0,1]$ is a line from $V$ to $V_{1}$ and $V_{1} \ll V$ with score $l=\left(\mathrm{d} V_{1}-\mathrm{d} V\right) / \mathrm{d} V \in L_{0}^{2}(V)$, then by linearity of $V \rightarrow P_{V}$ this line gives (assuming $\mathrm{d} P_{V_{1}} / \mathrm{d} P_{V}$ exists and it is square integrable) a submodel $P_{V_{e, l}}=\epsilon P_{V_{1}}+(1-\epsilon) P_{V}$ with score ( $\mathrm{d} P_{V_{1}}-$ $\left.\mathrm{d} P_{V}\right) / \mathrm{d} P_{V} \in L_{0}^{2}\left(P_{V}\right)$. Note that this score is linear in $l$. Now we define the linear score operator $A_{V}$ as follows

$$
A_{V}(l) \equiv \frac{\mathrm{d} P_{V_{1}}-\mathrm{d} P_{V}}{\mathrm{~d} P_{V}}
$$

and denote the adjoint of $A_{V}$ by $A_{V}^{T}$ :

$$
\left\langle A_{V}(l), v\right\rangle_{P_{V}}=\left\langle l, A_{V}^{T}(v)\right\rangle_{V}
$$

for all $l \in T(V) \subset L_{0}^{2}(V)$ and $v \in L_{0}^{2}\left(P_{V}\right)$. The so called information operator $I_{V}$ is defined as $I_{V} \equiv A_{V}^{T} A_{V}$. If $f_{1}$ solves $I_{V} f_{1}=f_{2}$, then we write $f_{1}=I_{V}^{-1} f_{2}$ even if $f_{1}$ is not uniquely determined by $I_{V} f_{1}=f_{2}$.

Now there is a linear mapping $\Gamma$ such that $\Gamma(V)=\vartheta\left(P_{V}\right)$. Suppose that $b \Gamma$ is pathwise differentiable at $V$ relative to $S(V)$ with efficient influence function $\widetilde{J}(V, b \Gamma)$ and suppose that $b \vartheta$ is pathwise differentiable at $P_{V}$ relative to $S\left(P_{V}\right)$ with efficient influence function $\tilde{I}\left(P_{V}, b \vartheta\right)$, then we have for all $l \in S(V)$

$$
\begin{aligned}
\langle\tilde{J}(V, b \Gamma), l\rangle_{V} & =\frac{1}{\epsilon}\left(b \Gamma\left(V_{\epsilon, l}\right)-b \Gamma(V)\right) \\
& =\frac{1}{\epsilon}\left(b \vartheta\left(P_{V_{\varepsilon, l}}\right)-b \vartheta(P)\right) \\
& =\left\langle\tilde{I}\left(P_{V}, b \vartheta\right), A_{V}(l)\right\rangle_{P_{V}}
\end{aligned}
$$

If $\tilde{J}(V, b \Gamma)$ lies in the range of the information operator $I_{V}$, then we obtain from this

$$
\left\langle A_{V} I_{V}^{-1}(\tilde{J}(V, b \Gamma)), A_{V}(l)\right\rangle_{P_{V}}=\left\langle\tilde{I}\left(P_{V}, b \vartheta\right), A_{V}(l)\right\rangle_{P_{V}}
$$

for all $l \in S(V)$. This implies (under the condition that $\tilde{J}(V, b \Gamma)$ lies in the range of $I_{V}$ ) that

$$
\tilde{I}\left(P_{V}, b \vartheta\right)=A_{V} I_{V}^{-1}(\tilde{J}(V, b \Gamma))
$$

We see that calculation of $I_{V}^{-1}$ is an important step to find an expression for the influence function $\widetilde{I}\left(P_{V}, b \vartheta\right)$. By Gill(1989), Bickel et al.(1993) we know that in missing data models the score operator $A_{V}: L^{2}(V) \rightarrow L^{2}\left(P_{V}\right)$ is given by a conditional expectation:

$$
\begin{equation*}
A_{V}(h)(Y)=E_{V}(h(X) \mid Y) \tag{3.15}
\end{equation*}
$$

and the adjoint $A_{V}^{T}: L^{2}\left(P_{V}\right) \rightarrow L^{2}(V)$ of $A_{V}$ by

$$
\begin{equation*}
A_{V}^{T}(v)(X)=E_{V}(v(Y) \mid X) \tag{3.16}
\end{equation*}
$$

For the information operator $I_{V}=A_{V}^{T} A_{V}$ we get then $E_{V}\left(E_{V}(h(X) \mid Y) \mid X\right)$.

### 3.4 The assumptions

In this section we formulate the assumptions that we use to obtain the asymptotic results in the next sections. For the two-dimensional circle-case we consider:

Assumption I: for the underlying distribution function $V$ we have that $1 / g(2 R)$ and $1 / d(2 R, 2 R)$ are bounded (or $g(2 R)>0$ and $d(2 R, 2 R)>0$ ). Because $g(x)$ and $d(x, x)$ are decreasing on $[0,2 R$ ], this is the same as saying: $1 / g(x)$ and $1 / d(x, x)$ are bounded on $[0,2 R]$.

Assumption II: for the underlying distribution function $V$ we have that the determinant $Q_{V}$ of the matrix $N_{V}$ in (3.70) is unequal to 0 . In the sections 3.10 .1 and 4.4 we discuss the necessity of this assumption. We conjecture that $Q_{V} \geq 1$ for all $V$.

Assumption III: for the underlying distribution function $V$ we have that there is a $2 R_{0} \in[0,2 R)$ such that $V$ gives no mass to the interval $\left(2 R_{0}, 2 R\right)$.

Assumption IV: for the sieved NPMLE $\hat{V}_{n}$ of the underlying $V$ we have that $\hat{V}_{n}(2 R-) \rightarrow$ $V(2 R-)$ in probability.

Because of theorem 2.3.1 and the equation $\widehat{V}_{n}(2 R-)+\left(|W|+4 R^{2}\right) \widehat{g}_{n}(2 R)+\widehat{h}_{n}=1$ this implies that $\hat{g}_{n}(2 R) \rightarrow g(2 R)$. Of course this implies $\sup _{x \in[0,2 R)}\left|\hat{V}_{n}(x)-V(x)\right| \rightarrow 0$ and $\sup _{x \in[0,2 R)}\left|\hat{g}_{n}(x)-g(x)\right| \rightarrow 0$. One notes that if we have assumption III, then the sieved NPMLE $\widehat{V}_{n}$ automatically satisfies assumption IV (compare with corollary 2.2.6). Surely we do not need all the four assumptions at the same time: either we use the assumptions I,II and III, or we use the assumptions I, II and IV. The first set of assumptions restricts the class of underlying distributions $V$. In the second set of assumptions we must admit that we are not pleased with assumption IV, because it assumes something (maybe crucial) of the estimator, which we want to investigate. Assumption II is discussed in section 3.10.1 and 4.4. To get rid of assumption IV we give a suggestion in section 4.1 and in section 3.10 .2 we look at assumption I.

Because in the one-dimensional case we can prove that the determinant $Q_{V}$ is not equal to 0 , we consider for this case the assumptions:

Assumption (i): for the underlying distribution function $V$ we have that $1 / g(\tau)$ is bounded.

Assumption (ii): for the underlying distribution function $V$ we have that there is a $\tau_{0} \in[0, \tau)$ such that $V$ gives no mass to the interval $\left(\tau_{0}, \tau\right)$.

Assumption (iii): for the (sieved) NPMLE $\hat{V}_{n}$ of the underlying $V$ we have that $\hat{V}_{n}(\tau-) \rightarrow$ $V(\tau-)$ in probability.

Assumption (iii) implies $\sup _{x \in[0, r)}\left|\widehat{V}_{n}(x)-V(x)\right| \rightarrow 0$ and $\sup _{x \in[0, \tau)}\left|\widehat{g}_{n}(x)-g(x)\right| \rightarrow 0$. We use the assumptions (i) and (ii) or we use the assumptions (i) and (iii) (use corollary 2.2.6). Just as for assumption IV we suggest in section 4.1 an alternative.

### 3.5 The parameters to be estimated

Here we consider the two-dimensional line segment process observed through a circular window. We remember the definition of the set $\mathcal{V}_{2 R}$ in section 1.2 .3 . We know that we can parametrize the distribution of the data as $P_{V, h}$, where $(V, h) \in \mathcal{V}_{2 R}$. Actually we have identifiability: $P_{V_{1}, h_{1}}=P_{V_{2}, h_{2}} \Leftrightarrow\left(V_{1}, h_{1}\right)=\left(V_{2}, h_{2}\right)$. One writes

$$
P_{V, h}(\mathrm{~d} \tilde{x},\{d\})=1(d=0) \cdot \mathrm{d} F^{u . c .}(\tilde{x})+1(d=1) \cdot \mathrm{d} F^{\text {s.e.c. }}(\tilde{x})+1(d=2) \cdot \mathrm{d} F^{d . c .}(\tilde{x})
$$

where the subdistribution functions $F^{\text {u.c. }}, F^{\text {s.e.c. }}$ and $F^{\text {d.c. }}$ are defined as in (1.69)-(1.71). Now the model is given by

$$
\mathcal{M} \equiv\left\{P_{V, h}:(V, h) \in \mathcal{V}_{2 R}\right\}
$$

It would be natural to think of estimating the parameter $\vartheta\left(P_{V, h}\right)=(V(\cdot), h)$ where we define $b_{t} \vartheta_{1}\left(P_{V, h}\right)=V(t)$ with $B=\left\{b_{t}: t \in[0,2 R)\right\}$ and $\vartheta_{2}\left(P_{V, h}\right)=h$. It turns out that finding the hardest submodel for $d(0,0)$ (see (1.73)) is easier than for $h$. For each $t \in[0,2 R)$ calculations to obtain the hardest submodel for $V(t)$ are not difficult. Only for $V(2 R)$ it is hard to do or maybe not possible. This causes troubles to get a uniformity result for $V(t)$, $t \in[0,2 R)$. To avoid the singularity difficulties at the point $2 R$ we consider the estimation of the parameter

$$
\begin{align*}
\vartheta\left(P_{V, h}\right) & =\left(\vartheta_{1}\left(P_{V, h}\right), \vartheta_{2}\left(P_{V, h}\right)\right) \\
& \equiv(Z(\cdot), \mathcal{Z}) \\
& \equiv\left(\int_{x=0}^{x=\cdot} \frac{z(x)}{|W|+2 x R} \mathrm{~d} V(x), \int_{x=0}^{x=\infty} \frac{x}{|W|+2 x R} \mathrm{~d} V(x)\right) \\
& =\left(F^{u \cdot c \cdot}(\cdot), d(0,0)\right), \tag{3.17}
\end{align*}
$$

where $z(x)$ is defined as in (1.74). We define $b_{t} \vartheta_{1}\left(P_{V, h}\right)=Z(t)$ with $B=\left\{b_{t}: t \in[0,2 R)\right\}$. We immediately see that the parameter $\vartheta_{1}$ is the subdistribution function of the uncensored observations.

We take for the second parameter $\vartheta_{2}\left(P_{V, h}\right)=\mathcal{Z}=d(0,0)$. In section 3.5 .2 we will prove that the NPMLE $\widehat{\mathcal{Z}}_{n}$ is an efficient estimator of $\mathcal{Z}$. In section 3.5 .3 we see that the relation $d(0,0)=(\mu /(|W|+2 \mu R))$ gives us the possibility to express $\hat{\mu}_{n}$ as a compact differentiable mapping in the efficient parameter $\widehat{\mathcal{Z}}_{n}$. This gives us the efficiency of $\hat{\mu}_{n}$. Of course one could take $\mathcal{Z}=g(0)$. In this case one gets similar calculations to section 3.11 of the efficient influence curve and the relation $g(0)=(1 /(|W|+2 \mu R))$ would give us the efficiency of $\hat{\mu}_{n}$. Note that $|W| g(0)$ is the probability of being a s.e.c.r. or u.c. (or a s.e.c.l. or u.c.) observation.

Now let us calculate the efficient influence curves w.r.t. $S\left(P_{V, h}\right)$ for estimating $Z(t)$ and $\mathcal{Z}$ in $\mathcal{M}$. From now on instead of writing $P_{V, h}$ with $(V, h) \in \mathcal{V}_{2 R}$, we write for convenience and without loss of generality the distribution function of the data as $P_{V}$ with $V$ in the set of distribution functions on $[0, \infty)$.

By (3.15) we know that the score operator $A_{V}: L_{0}^{2}(V) \rightarrow L_{0}^{2}\left(P_{V}\right)$ is given by

$$
A_{V}(l)(\widetilde{X}, D, \Theta)=E_{V}(l(X) \mid \widetilde{X}, D, \Theta)
$$

and its adjoint $A_{V}^{T}: L_{0}^{2}\left(P_{V}\right) \rightarrow L_{0}^{2}(V)$ by

$$
A_{V}^{T}(\eta)(X)=E_{V}(\eta(\widetilde{X}, D, \Theta) \mid X)
$$

The information operator $I_{V}: L_{0}^{2}(V) \rightarrow L_{0}^{2}(V)$ is given by

$$
I_{V}=A_{V}^{T} A_{V}
$$

If $f_{1}$ solves $I_{V} f_{1}=f_{2}$, then we write $f_{1}=I_{V}^{-1} f_{2}$ even if $f_{1}$ is not uniquely determined by $I_{V} f_{1}=f_{2}$. From the context it will be clear if this is the case.

### 3.5.1 The parameter $b_{t} \vartheta_{1}\left(P_{V}\right)=Z(t)$

We define the function $\chi_{t}$ to be

$$
\begin{equation*}
\chi_{t}(x) \equiv \frac{z(x)}{|W|+2 x R} \cdot 1_{(0, t]}(x) \tag{3.18}
\end{equation*}
$$

and we note that

$$
\chi_{t}-Z(t)=\chi_{t}-\int \chi_{t}(x) \mathrm{d} V(x)=\chi_{t}-E_{V}\left(\chi_{t}\right) \in L_{0}^{2}(V)
$$

For the moment we assume that $I_{V}^{-1}\left(\chi_{t}-Z(t)\right)$ exists. We find for $b_{t} \vartheta_{1}$

$$
\begin{align*}
\frac{1}{\epsilon} & \left(b_{t} \vartheta_{1}\left(P_{V_{\epsilon, l}}\right)-b_{t} \vartheta_{1}\left(P_{V}\right)\right) \\
& =\frac{1}{\epsilon}\left(Z_{\epsilon, l}(t)-Z(t)\right) \\
& =\frac{1}{\epsilon}\left(\int_{x=0}^{x=t} \frac{z(x)}{|W|+2 x R}(1+\epsilon l(x)) \mathrm{d} V(x)-\int_{x=0}^{x=t} \frac{z(x)}{|W|+2 x R} \mathrm{~d} V(x)\right) \\
& =\int_{x=0}^{x=t} \frac{z(x)}{|W|+2 x R} l(x) \mathrm{d} V(x) \\
& =\int \frac{z(x)}{|W|+2 x R} 1_{(0, t]}(x) l(x) \mathrm{d} V(x) \\
& =\left\langle\chi_{t}, l\right\rangle_{V} \\
& =\left\langle\chi_{t}-Z(t), l\right\rangle_{V} \\
& =\left\langle A_{V}^{T} A_{V} I_{V}^{-1}\left(\chi_{t}-Z(t)\right), l\right\rangle_{V} \\
& =\left\langle A_{V} I_{V}^{-1}\left(\chi_{t}-Z(t)\right), A_{V}(l)\right\rangle_{P_{V}} \tag{3.19}
\end{align*}
$$

Assuming that $I_{V}^{-1}\left(\chi_{t}-Z(t)\right)$ exists, we have proved with (3.19) that $Z(t)$ is pathwise differentiable with efficient influence curve

$$
\begin{equation*}
\tilde{I}(Z, t)=A_{V} I_{V}^{-1}\left(\chi_{t}-Z(t)\right) \tag{3.20}
\end{equation*}
$$

Here we use the notation $\tilde{I}(Z, t)$ instead of $\tilde{I}\left(P_{V}, b_{t} \vartheta_{1}\right)$. By $\tilde{I}\left(\widehat{Z}_{n}, t\right)$ we mean $\tilde{I}\left(\mathbb{P}_{n}, b_{t} \vartheta_{1}\right)$, where $\mathbb{P}_{n}$ is the NPMLE of $P_{V}$ and $\widehat{Z}_{n}$ is the NPMLE of $Z$, and we use $\tilde{I}\left(Z_{n}, t\right)$ for $\tilde{I}\left(P_{n}, b_{t} \vartheta_{1}\right)$, where $Z_{n}$ is the estimator of $Z$ induced by $P_{n}$.

Now we are ready to verify the conditions in theorem 3.3 .4 in order to prove that $\widehat{Z}_{n}$ is a $\|\cdot\|_{B}$-asymptotically efficient estimator of $Z$. In section 3.7 we calculate $h_{t} \equiv I_{V}^{-1}\left(\chi_{t}-Z(t)\right)$ and give an expression in lemma 3.7.2.1. One will notice that In section 3.8 we indirectly prove that $\left\|h_{t}\right\|_{\infty}<\infty$. In fact this holds for all distribution functions $V$, thus also for

$$
\hat{h}_{t n} \equiv I_{\hat{V}_{n}}^{-1}\left(\chi_{t}-\hat{Z}_{n}\right) .
$$

With $\left\|\hat{h}_{t n}\right\|_{\infty}<\infty$ one easily proves with the calculated expression of $A_{V}$ in section 3.6 that $\tilde{I}\left(\widehat{Z}_{n}, t\right)=A_{\widehat{V}_{n}} \hat{h}_{t n}$ has a finite supnorm and is a score in $S(\mathbb{P})$. Now we obtain from (1.47)

$$
\int \tilde{I}\left(\widehat{Z}_{n}, t\right) \mathrm{d} P_{n}=0 \quad \text { for all } t \in[0,2 R) .
$$

This provides us with the efficient score equation. In section 3.8 we prove the Donsker class condition. This is the most difficult condition to be verified. The result is stated in lemma 3.8.6.1. In section 3.9 we check the $\|\cdot\|_{P_{v}}$-convergence conditions. This is formulated in lemma 3.9.2.1 and (3.150) and (3.151). Applying theorem 3.3.4 we proved the following theorem:

Theorem 3.5.1.1 Under the assumptions in section 3.4 the NPMLE $\hat{Z}_{n}$ is a $\|\cdot\|_{B^{-}}$asymptotically efficient estimator of $Z$.

### 3.5.2 The parameter $\vartheta_{2}\left(P_{V}\right)=\mathcal{Z}$

Here we define the following function

$$
\begin{equation*}
\xi(x) \equiv \frac{x}{|W|+2 x R} . \tag{3.21}
\end{equation*}
$$

One easily verifies that

$$
\xi-\mathcal{Z}=\xi-\int \xi(x) \mathrm{d} V(x)=\xi-E_{V}(\xi) \in L_{0}^{2}(V) .
$$

If we assume for the moment that $I_{V}^{-1}(\xi-\mathcal{Z})$ exists, then we find for the parameter $\vartheta_{2}$ :

$$
\begin{equation*}
\frac{1}{\epsilon}\left(\vartheta_{2}\left(P_{V_{\varepsilon, l}}\right)-\vartheta_{2}\left(P_{V}\right)\right)=\left\langle A_{V} I_{V}^{-1}(\xi-\mathcal{Z}), A_{V}(l)\right\rangle_{P_{V}} \tag{3.22}
\end{equation*}
$$

Assuming that $I_{V}^{-1}(\xi-\mathcal{Z})$ exists, we obtain with (3.22) that $\mathcal{Z}$ is pathwise differentiable with efficient influence curve

$$
\begin{equation*}
\tilde{I}(\mathcal{Z})=A_{V} I_{V}^{-1}(\xi-\mathcal{Z}) \tag{3.23}
\end{equation*}
$$

Here we use the notation $\tilde{I}(\mathcal{Z})$ instead of $\tilde{I}\left(P_{V}, \vartheta_{2}\right)$. By $\tilde{I}\left(\hat{\mathcal{Z}}_{n}\right)$ we mean $\tilde{I}\left(\mathbb{P}_{n}, \vartheta_{2}\right)$, where $\mathbb{P}_{n}$ is the NPMLE of $P_{V}$ and $\mathcal{Z}_{n}$ is the NPMLE of $\mathcal{Z}$, and we use $\tilde{I}\left(\mathcal{Z}_{n}\right)$ for $\tilde{I}\left(P_{n}, \vartheta_{2}\right)$, where $\mathcal{Z}_{n}$ is the estimator of $\mathcal{Z}$ induced by $P_{n}$.

Just as we did for theorem 3.5.1.1, one verifies the conditions in theorem 3.3.4 to obtain

Theorem 3.5.2.1 Under the assumptions in section 3.4 the NPMLE $\hat{\mathcal{Z}}_{n}$ is an asymptotically efficient estimator of $\mathcal{Z}$.

In section 3.11 we calculate $h=I_{V}^{-1}(\xi-\mathcal{Z})$ and the result is written down in lemma 3.11.1. Compare this calculation with the calculation in section 3.7. To prove the Donsker class condition and the $\|\cdot\|_{P_{V}}$-convergence conditions one can almost copy the sections 3.8 and 3.9.

### 3.5.3 Efficiency of $\left(\widehat{Z}_{n}, \widehat{\mathcal{Z}}_{n}\right)$ implies efficiency of $\left(\widehat{F}_{n}, \widehat{\mu}_{n}\right)$

In section 3.5.1 and section 3.5.2 we showed that the NPMLE $\left(\widehat{Z}_{n}, \widehat{\mathcal{Z}}_{n}\right)$ is an efficient estimator of the underlying $(Z, \mathcal{Z}) \in D[0,2 R) \times \mathbb{R}$. Here we will prove that this implies that the NPMLE $\left(\hat{F}_{n}, \hat{\mu}_{n}\right)$ is an efficient estimator of the underlying $(F, \mu) \in D[0,2 R-\epsilon] \times \mathbb{R}$ for every fixed $\epsilon \in(0,2 R]$.

Because of the relation

$$
\mathrm{d} V(x)=\frac{|W|+2 x R}{|W|+2 \mu R} \mathrm{~d} F(x)
$$

we have

$$
\mathcal{Z}=d(0,0)=\int_{x=0}^{x=\infty} \frac{x}{|W|+2 x R} \mathrm{~d} V(x)=\frac{\mu}{|W|+2 \mu R}
$$

and

$$
\mathrm{d} Z(x)=\frac{z(x)}{|W|+2 x R} \mathrm{~d} V(x)=\frac{z(x)}{|W|+2 \mu R} \mathrm{~d} F(x)
$$

From these we obtain

$$
\begin{equation*}
\mu=\frac{|W| \mathcal{Z}}{1-2 R \mathcal{Z}} \tag{3.24}
\end{equation*}
$$

and

$$
\begin{align*}
F(t) & =(|W|+2 \mu R) \int_{x=0}^{x=t} \frac{1}{z(x)} \mathrm{d} Z(x) \\
& =\left(|W|+2 R \frac{|W| \mathcal{Z}}{1-2 R \mathcal{Z}}\right)\left(\frac{Z(t)}{z(t)}+\int_{x=0}^{x=t} \frac{z^{\prime}(x)}{z^{2}(x)} Z(x) \mathrm{d} x\right) \tag{3.25}
\end{align*}
$$

We fix an $\epsilon \in(0,2 R]$. Now we define $\Phi_{1}:(\mathbb{R},|\cdot|) \rightarrow(\mathbb{R},|\cdot|)$ as

$$
\Phi_{1}(a) \equiv \frac{|W| a}{1-2 R a}
$$

and $\Phi_{2}:\left(D[0,2 R) \times \mathbb{R},\|\cdot\|_{0}\right) \rightarrow\left(D[0,2 R-\epsilon],\|\cdot\|_{\infty}\right)$ as

$$
\Phi_{2}(f, a)(t) \equiv\left(|W|+2 R \frac{|W| a}{1-2 R a}\right)\left(\frac{f(t)}{z(t)}+\int_{x=0}^{x=t} \frac{z^{\prime}(x)}{z^{2}(x)} f(x) \mathrm{d} x\right)
$$

where $\|\cdot\|_{0}$ is defined as

$$
\|(f, a)\|_{0} \equiv\|f\|_{\infty}+|a|
$$

Note that we have $\left(\Phi_{2}(Z, \mathcal{Z}), \Phi_{1}(Z, \mathcal{Z})\right)=(F, \mu)$.

Suppose that we have $\left(s_{n}, v_{n}\right) \equiv \sqrt{n}\left(\left(f_{n}, a_{n}\right)-(f, a)\right) \rightarrow(s, v)$, where $\left(f_{n}, a_{n}\right),(f, a) \in$ $\left(D[0,2 R) \times \mathbb{R},\|\cdot\|_{0}\right)$, then one easily checks that for

$$
\begin{aligned}
\mathrm{d} \Phi_{2}(f, a)(s, v)(t) \equiv & \left(2 R \frac{|W|}{(1-2 R a)^{2}} v\right)\left(\frac{f(t)}{z(t)}+\int_{x=0}^{x=t} \frac{z^{\prime}(x)}{z^{2}(x)} f(x) \mathrm{d} x\right) \\
& +\left(|W|+2 R \frac{|W| a}{1-2 R a}\right)\left(\frac{s(t)}{z(t)}+\int_{x=0}^{x=t} \frac{z^{\prime}(x)}{z^{2}(x)} s(x) \mathrm{d} x\right)
\end{aligned}
$$

we have

$$
\sqrt{n}\left(\Phi_{2}\left((f, a)+(1 / \sqrt{n})\left(s_{n}, v_{n}\right)\right)(t)-\Phi_{2}(f, a)(t)\right)-\mathrm{d} \Phi_{2}(f, a)(s, v)(t) \rightarrow 0 \quad(n \rightarrow \infty)
$$

uniformly in $t \in[0,2 R-\epsilon]$. Because

$$
\int_{x=0}^{x=2 R} \frac{z^{\prime}(x)}{z^{2}(x)} \mathrm{d} x=\infty
$$

we must restrict ourselves to the interval $[0,2 R-\epsilon]$. (Note that $\mathrm{d} \Phi_{2}(f, a)(s, v)$ is a continuous linear mapping in $(s, v))$. For $\Phi_{1}$ one obtains a similar result.

Applying theorem 3.1.1 we have proved now that the NPMLE $\widehat{F}_{n}=\Phi_{2}\left(\widehat{Z}_{n}, \widehat{\mathcal{Z}}_{n}\right)$ is a $\|\cdot\|_{\infty}{ }^{-}$ efficient estimator of $F \in D[0,2 R-\epsilon]$ and the NPMLE $\hat{\mu}_{n}=\Phi_{1}\left(\widehat{\mathcal{Z}}_{n}\right)$ is a efficient estimator of $\mu$.

### 3.6 The score operator $A_{V}$ and the information operator $I_{V}$

For the two-dimensional circle problem the score operator $A_{V}: L_{0}^{2}(V) \rightarrow L_{0}^{2}\left(P_{V}\right)$ is given by

$$
\begin{aligned}
& A_{V}(h)(\tilde{x}, d, \theta) \\
& =E_{V}(h(X) \mid \widetilde{X}=\tilde{x}, D=d, \Theta=\theta) \\
& = \\
& \quad h(\tilde{x}) \cdot 1(D=0, \Theta=\theta) \\
& \quad+\frac{1}{g(\tilde{x})} \int_{x=\tilde{x}}^{x=\infty} h(x) \frac{1}{|W|+2 x R} \mathrm{~d} V(x) \cdot 1(D=1, \Theta=\theta) \\
& \quad+\frac{1}{d(\tilde{x}, \tilde{x})} \int_{x=\tilde{x}}^{x=\infty} h(x) \frac{x-\tilde{x}}{|W|+2 x R} \mathrm{~d} V(x) \cdot 1(D=2, \Theta=\theta)
\end{aligned}
$$

The adjoint $A_{V}^{T}: L_{0}^{2}\left(P_{V}\right) \rightarrow L_{0}^{2}(V)$ of $A_{V}$ has the following expression

$$
\begin{aligned}
& A_{V}^{T}(\eta)(x) \\
& ==E_{V}(\eta(\widetilde{X}, D, \Theta) \mid X=x) \\
& = \\
& \frac{z(x)}{|W|+2 x R} \int_{\theta=0}^{\theta=2 \pi} \eta(x, 0, \theta) \mathrm{d} K(\theta) \cdot 1(x<2 R) \\
& \quad+\frac{1}{|W|+2 x R} \int_{\theta=0}^{\theta=2 \pi} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge 2 R} a(\tilde{x}) \eta(\tilde{x}, 1, \theta) \mathrm{d} \tilde{x} \mathrm{~d} K(\theta) \\
& \quad \\
& \quad+\frac{1}{|W|+2 x R} \int_{\theta=0}^{\theta=2 \pi} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge 2 R} b(\tilde{x}) \tilde{x}(x-\tilde{x}) \eta(\tilde{x}, 2, \theta) \mathrm{d} \tilde{x} \mathrm{~d} K(\theta)
\end{aligned}
$$

where $z(\cdot)$ is defined in (1.74) and $a(\cdot)$ and $b(\cdot)$ are defined as

$$
\begin{aligned}
a(x) & \equiv \sqrt[4]{R^{2}-\frac{1}{4} x^{2}} \\
b(x) & \equiv \frac{1}{2 \sqrt{R^{2}-\frac{1}{4} x^{2}}}
\end{aligned}
$$

One checks that

$$
\begin{equation*}
z^{\prime}(x)=-2 \sqrt{R^{2}-\frac{1}{4} x^{2}}=-\frac{1}{2} a(x) \tag{3.26}
\end{equation*}
$$

and

$$
\mathrm{d} F^{\text {s.e.c. }}(x)=a(x) g(x) \mathrm{d} x, \mathrm{~d} F^{\text {d.c.. }}(x)=x b(x) d(x, x) \mathrm{d} x
$$

(see (1.69) and (1.70)). Now it is easy to write down the information operator $I_{V}=A_{V}^{T} A_{V}$ : $L_{0}^{2}(V) \rightarrow L_{0}^{2}(V)$. We find

$$
\begin{align*}
& I_{V}(h)(x) \\
&= \frac{z(x)}{|W|+2 x R} h(x) \cdot 1(x<2 R) \\
&+\frac{1}{|W|+2 x R} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge 2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
&+\frac{1}{|W|+2 x R} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge 2 R} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} . \tag{3.27}
\end{align*}
$$

### 3.7 Calculation of $I_{V}^{-1}\left(\chi_{t}-Z(t)\right)$

We know that for a constant $c$ we have $I_{V} c=c$ and thus $I_{V}^{-1} Z(t)=Z(t)$. So we only have to look at the equation

$$
\begin{equation*}
I_{V}\left(h_{t}\right)(x)=\chi_{t}(x) \tag{3.28}
\end{equation*}
$$

where $\chi_{t}(\cdot)$ is defined in (3.18) and assuming for the moment that such a function $h_{t}$ exists.

### 3.7.1 Invertibility of $I_{V}\left(h_{t}\right)(x)=\chi_{t}(x)$ for $x \geq 2 R$

For $x \geq 2 R$ equation (3.28) becomes

$$
\begin{aligned}
& \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \quad+\int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x}=0 .
\end{aligned}
$$

From this we yield

$$
\begin{align*}
& \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
&-\int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x}=0 \tag{3.29}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x}=0 . \tag{3.30}
\end{equation*}
$$

Before we use the equations (3.29) and (3.30), we define the following operators:

$$
\begin{align*}
\Psi_{V}(h) \equiv & \int_{u=0}^{u=2 R} \int_{\tilde{x}=0}^{\tilde{x}=u} \frac{a(\tilde{x})}{g(\tilde{x})} \mathrm{d} \tilde{x} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
& -\int_{u=0}^{u=2 R} \int_{\tilde{x}=0}^{\tilde{x}=u} \frac{b(\tilde{x}) \tilde{x}^{2}(u-\tilde{x})}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u)  \tag{3.31}\\
\Lambda_{V}(h) \equiv & \int_{u=0}^{u=2 R} \int_{\tilde{x}=0}^{\tilde{x}=u} \frac{b(\tilde{x}) \tilde{x}(u-\tilde{x})}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \tag{3.32}
\end{align*}
$$

and

$$
\begin{align*}
\alpha_{V}(h) & \equiv \int_{u=2 R}^{u=\infty} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u)  \tag{3.33}\\
\beta_{V}(h) & \equiv \int_{u=2 R}^{u=\infty} h(u) \frac{u}{|W|+2 u R} \mathrm{~d} V(u) \tag{3.34}
\end{align*}
$$

and we define the functions ( $i=1,2,3$ )

$$
\begin{aligned}
c_{V, i}(x) & \equiv \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{\mathrm{i}}}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} \\
c_{V, 4}(x) & \equiv \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \mathrm{d} \tilde{x}
\end{aligned}
$$

The functions $c_{V, i}$ depend on $V$ through the functions $g$ and $d$. Now by changing the order of integration we work out the left-hand side of equation (3.29) in terms of the operators and functions above and find the next derivation

$$
\begin{aligned}
& \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
&-\int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
&= \int_{u=0}^{u=\infty} \int_{\tilde{x}=0}^{\tilde{x}=u \wedge 2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \mathrm{d} \tilde{x} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
&-\int_{u=0}^{u=\infty} \int_{\tilde{x}=0}^{\tilde{x}=u \wedge 2 R} \frac{b(\tilde{x}) \tilde{x}^{2}(u-\tilde{x})}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
&= \Psi_{V}\left(h_{t}\right)+\int_{u=\infty}^{u=\infty} \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \mathrm{d} \tilde{x} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
&-\int_{u=2 R}^{u=\infty} \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h_{t}(u) \frac{u}{|W|+2 u R} \mathrm{~d} V(\dot{u}) \\
& \quad+\int_{u=2 R}^{u=\infty} \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{3}}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
&= \Psi_{V}\left(h_{t}\right)+\left(c_{V, 4}(0)+c_{V, 3}(0)\right) \alpha_{V}\left(h_{t}\right)-c_{V, 2}(0) \beta_{V}\left(h_{t}\right) .
\end{aligned}
$$

We do the same for the left-hand side of equation (3.30) and we find

$$
\begin{aligned}
& \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
&= \int_{u=0}^{u=\infty} \int_{\tilde{x}=0}^{\tilde{x}=u_{\wedge}=2 R} \frac{b(\tilde{x}) \tilde{x}(u-\tilde{x})}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
&= \Lambda_{V}\left(h_{t}\right)+\int_{u=2 R}^{u=\infty} \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h_{t}(u) \frac{u}{|W|+2 u R} \mathrm{~d} V(u) \\
&-\int_{u=2 R}^{u=\infty} \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
&= \Lambda_{V}\left(h_{t}\right)-c_{V, 2}(0) \alpha_{V}\left(h_{t}\right)+c_{V, 1}(0) \beta_{V}\left(h_{t}\right) .
\end{aligned}
$$

With these calculations the equations (3.29) and (3.30) can be written as

$$
\left(\begin{array}{cc}
c_{V, 4}(0)+c_{V, 3}(0) & -c_{V, 2}(0)  \tag{3.35}\\
-c_{V, 2}(0) & c_{V, 1}(0)
\end{array}\right) \cdot\binom{\alpha_{V}\left(h_{t}\right)}{\beta_{V}\left(h_{t}\right)}=-\binom{\Psi_{V}\left(h_{t}\right)}{\Lambda_{V}\left(h_{t}\right)} .
$$

As one notes in (3.33) and (3.34) the operators $\alpha_{V}$ and $\beta_{V}$ only use the values of $h(x)$ with $x \in[2 R, \infty)$. Here we want to express $\alpha_{V}\left(h_{t}\right)$ and $\beta_{V}\left(h_{t}\right)$ in integrals which only use values of $h_{t}(x)$ with $x \in[0,2 R)$. We know that $\Psi_{V}$ and $\Lambda_{V}$ are operators which only use values of $h(x)$ with $x \in[0,2 R)$. So we have to solve the system of equations in (3.35).

Firstly, we note that $1 / g(x)$ and $1 / d(x, x)$ are bounded on $[0,2 R)$ and thus we conclude that

$$
c_{V, i}(0)>0 \quad(i=1,2,3,4) .
$$

This yields

$$
\begin{equation*}
c_{V, 4}(0) c_{V, 1}(0)>0 . \tag{3.36}
\end{equation*}
$$

Secondly, one derives by the Cauchy-Schwartz inequality

$$
\begin{aligned}
c_{V, 2}(0)^{2} & =\left(\int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x}\right)^{2} \\
& =\left(\int_{\tilde{x}=0}^{\tilde{x}=2 R}\left(\frac{b(\tilde{x})}{d(\tilde{x}, \tilde{x})}\right)^{\frac{1}{2}} \tilde{x}^{\frac{3}{2}} \cdot\left(\frac{b(\tilde{x})}{d(\tilde{x}, \tilde{x})}\right)^{\frac{1}{2}} \tilde{x}^{\frac{1}{2}} \mathrm{~d} \tilde{x}\right)^{2} \\
& \leq \int_{\tilde{x}=0}^{\tilde{x}=2 R} \frac{b(\tilde{x})}{d(\tilde{x}, \tilde{x})} \tilde{x}^{3} \mathrm{~d} \tilde{x} \cdot \int_{\tilde{x}=0}^{\tilde{\tilde{x}}=2 R} \frac{b(\tilde{x})}{d(\tilde{x}, \tilde{x})} \tilde{x} \mathrm{~d} \tilde{x} \\
& =c_{V, 3}(0) c_{V, 1}(0) .
\end{aligned}
$$

This yields

$$
\begin{equation*}
c_{V, 3}(0) c_{V, 1}(0)-c_{V, 2}(0)^{2} \geq 0 \tag{3.37}
\end{equation*}
$$

From (3.36) and (3.37) one concludes that the determinant $D_{V}$ of the matrix

$$
L_{V} \equiv\left(\begin{array}{cc}
c_{V, 4}(0)+c_{V, 3}(0) & -c_{V, 2}(0) \\
-c_{V, 2}(0) & c_{V, 1}(0)
\end{array}\right)
$$

is not equal to 0 . Actually, one derives

$$
\begin{aligned}
D_{V} & =\left(c_{V, 4}(0)+c_{V, 3}(0)\right) c_{V, 1}(0)-c_{V, 2}(0)^{2} \\
& =c_{V, 4}(0) c_{V, 1}(0)+\left(c_{V, 3}(0) c_{V, 1}(0)-c_{V, 2}(0)^{2}\right)>0 .
\end{aligned}
$$

Now we have showed that the inverse of matrix $L_{V}$ exists and with (3.35) we can express $\alpha_{V}\left(h_{t}\right)$ and $\beta_{V}\left(h_{t}\right)$ as operators whose value only depends on $h_{t}$ restricted to $[0,2 R)$. In other words we write them in terms of $\Psi_{V}\left(h_{t}\right)$ and $\Lambda_{V}\left(h_{t}\right)$. We get

$$
\binom{\alpha_{V}\left(h_{t}\right)}{\beta_{V}\left(h_{t}\right)}=-\frac{1}{D_{V}}\left(\begin{array}{cc}
c_{V, 1}(0) & c_{V, 2}(0)  \tag{3.38}\\
c_{V, 2}(0) & c_{V, 4}(0)+c_{V, 3}(0)
\end{array}\right) \cdot\binom{\Psi_{V}\left(h_{t}\right)}{\Lambda_{V}\left(h_{t}\right)} .
$$

From now on we may therefore regard $\alpha_{V}$ and $\beta_{V}$ as linear operators from $D[0,2 R)$ to $\mathbb{R}$ defined by (3.38).
3.7.2 Invertibility of $I_{V}\left(h_{t}\right)(x)=\chi_{t}(x)$ for $x \in[0,2 R)$

One can write (3.29) and (3.30) as

$$
\begin{align*}
\int_{\tilde{x}=0}^{\tilde{x}=x} & \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& -\int_{\tilde{x}=0} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
= & -\int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& +\int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \tag{3.39}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\tilde{x}=0}^{\tilde{x}=x} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \quad=-\int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} . \tag{3.40}
\end{align*}
$$

We use (3.39) and (3.40) to express $I_{V}\left(h_{t}\right)(x)$ for $x \in[0,2 R)$ in terms of $\alpha_{V}\left(h_{t}\right), \beta_{V}\left(h_{t}\right)$ and a Volterra integral operator (see $\operatorname{Griffel}(1981)$ p.p. 136) which acts on $D[0,2 R)$. For $x \in[0,2 R)$ we write

$$
\begin{aligned}
I_{V}\left(h_{t}\right)(x)= & \frac{z(x)}{|W|+2 x R} h_{t}(x) \\
& +\frac{1}{|W|+2 x R} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge 2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& -\frac{1}{|W|+2 x R} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge 2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{x}{|W|+2 x R} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge 2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
= & \frac{z(x)}{|W|+2 x R} h_{t}(x) \\
& -\frac{1}{|W|+2 x R} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& +\frac{1}{|W|+2 x R} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& -\frac{x}{|W|+2 x R} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
= & \frac{z(x)}{|W|+2 x R}\left(h_{t}(x)-B_{V} h_{t}(x)\right) \\
& -\frac{z(x)}{|W|+2 x R}\left(\frac{1}{z(x)}\left(c_{V, 4}(x)+c_{V, 3}(x)-x c_{V, 2}(x)\right) \alpha_{V}\left(h_{t}\right)\right) \\
& -\frac{z(x)}{|W|+2 x R}\left(\frac{1}{z(x)}\left(x c_{V, 1}(x)-c_{V, 2}(x)\right) \beta_{V}\left(h_{t}\right)\right) \\
= & \frac{z(x)}{|W|+2 x R}\left(h_{t}(x)-B_{V} h_{t}(x)-r_{V}(x) \alpha_{V}\left(h_{t}\right)-s_{V}(x) \beta_{V}\left(h_{t}\right)\right), \quad \tag{3.41}
\end{align*}
$$

where $B_{V}:\left(D[0,2 R),\|\cdot\|_{\infty}\right) \rightarrow\left(D[0,2 R),\|\cdot\|_{\infty}\right)$ is defined as

$$
\begin{equation*}
B_{V} h \equiv B_{V, 1} h+B_{V, 2} h \tag{3.42}
\end{equation*}
$$

The operators $B_{V, i}:\left(D[0,2 R),\|\cdot\|_{\infty}\right) \rightarrow\left(D[0,2 R),\|\cdot\|_{\infty}\right)(i=1,2)$ are given by

$$
\begin{align*}
B_{V, 1} h(x) & \equiv \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=2 R} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x}  \tag{3.43}\\
B_{V, 2} h(x) & \equiv \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=2 R} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \tag{3.44}
\end{align*}
$$

and $r_{V}(\cdot)$ and $s_{V}(\cdot)$ are defined on $[0,2 R)$ as

$$
\begin{align*}
r_{V} & \equiv r_{V, 1}+r_{V, 2}  \tag{3.45}\\
s_{V}(x) & \equiv \frac{1}{z(x)}\left(x c_{V, 1}(x)-c_{V, 2}(x)\right) \tag{3.46}
\end{align*}
$$

where $r_{V, i}(i=1,2)$ on $[0,2 R)$ are defined as

$$
\begin{align*}
r_{V, 1}(x) & \equiv \frac{1}{z(x)} c_{V, 4}(x)  \tag{3.47}\\
r_{V, 2}(x) & \equiv \frac{1}{z(x)}\left(c_{V, 3}(x)-x c_{V, 2}(x)\right) \tag{3.48}
\end{align*}
$$

- The inverse of $\left(I-B_{V}\right)$

One easily shows that

$$
\begin{equation*}
z(x)=\mathcal{O}\left(\left(R^{2}-\frac{1}{4} x^{2}\right)^{\frac{3}{2}}\right) \tag{3.49}
\end{equation*}
$$

and it is obvious that

$$
\begin{align*}
a(x) & =\mathcal{O}\left(\left(R^{2}-\frac{1}{4} x^{2}\right)^{\frac{1}{2}}\right)  \tag{3.50}\\
b(x) & =\mathcal{O}\left(\left(R^{2}-\frac{1}{4} x^{2}\right)^{-\frac{1}{2}}\right)  \tag{3.51}\\
(\tilde{x}-x) & =\mathcal{O}\left(\left(R^{2}-\frac{1}{4} x^{2}\right)\right) \quad(0 \leq x \leq \tilde{x} \leq 2 R) . \tag{3.52}
\end{align*}
$$

We assume that $1 / g(x)$ and $1 / d(x, x)$ are bounded on $[0,2 R]$. Because $g(x)$ and $d(x, x)$ are decreasing functions, this is the same as saying that we assume that $1 / g(2 R)$ and $1 / d(2 R, 2 R)$ are bounded. Here we define

$$
\begin{equation*}
M_{V} \equiv \max \left(\frac{1}{g(2 R)}, \frac{1}{d(2 R, 2 R)}\right) \tag{3.53}
\end{equation*}
$$

One easily sees that

$$
\begin{align*}
& c_{V, i}(x)=\mathcal{O}\left(\frac{\left(R^{2}-\frac{1}{4} x^{2}\right)^{\frac{1}{2}}}{d(2 R, 2 R)}\right)=\mathcal{O}\left(M_{V}\right) \quad(i=1,2,3)  \tag{3.54}\\
& c_{V, 4}(x)=\mathcal{O}\left(\frac{\left(R^{2}-\frac{1}{4} x^{2}\right)^{\frac{3}{2}}}{g(2 R)}\right)=\mathcal{O}\left(M_{V}\right) \tag{3.55}
\end{align*}
$$

So we may conclude that

$$
\begin{equation*}
\frac{1}{z(x)} c_{V, 4}(x)=\frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \mathrm{d} \tilde{x}=\mathcal{O}\left(\frac{1}{g(2 R)}\right)=\mathcal{O}\left(M_{V}\right) \tag{3.56}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{1}{z(x)} c_{V, i}(x)-x c_{V, i-1}(x) & =\frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{i-1}(\tilde{x}-x)}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} \\
& =\mathcal{O}\left(\frac{1}{d(2 R, 2 R)}\right)=\mathcal{O}\left(M_{V}\right) \quad(i=2,3) \tag{3.57}
\end{align*}
$$

This immediately implies that

$$
\begin{equation*}
r_{V, 1}(x)=\mathcal{O}\left(M_{V}\right) \quad, \quad r_{V, 2}(x)=\mathcal{O}\left(M_{V}\right) \tag{3.58}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{V}(x)=\mathcal{O}\left(M_{V}\right) \quad, \quad s_{V}(x)=\mathcal{O}\left(M_{V}\right) \tag{3.59}
\end{equation*}
$$

Now we will write $B_{V}$ as a Volterra integral operator (see Griffel(1981) p.p. 136). By changing the order of integration we get

$$
\begin{aligned}
B_{V, 1} h(x) & =\int_{u=x}^{u=2 R}\left(\frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=u} \frac{a(\tilde{x})}{g(\tilde{x})} \mathrm{d} \tilde{x}\right) h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
& =\int_{u=x}^{2 R} K_{V, 1}(x, u) h(u) \mathrm{d} V(u)
\end{aligned}
$$

and

$$
\begin{aligned}
B_{V, 2} h(x) & =\int_{u=x}^{u=2 R}\left(\frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=u} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})}(u-\tilde{x}) \mathrm{d} \tilde{x}\right) h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
& =\int_{u=x}^{u=2 R} K_{V, 2}(x, u) h(u) \mathrm{d} V(u),
\end{aligned}
$$

where

$$
\begin{aligned}
K_{V, 1}(x, u) & \equiv \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=u} \frac{a(\tilde{x})}{g(\tilde{x})} \mathrm{d} \tilde{x} \quad(0 \leq x \leq u \leq 2 R) \\
K_{V, 2}(x, u) & \equiv \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=u} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})}(u-\tilde{x}) \mathrm{d} \tilde{x} \quad(0 \leq x \leq u \leq 2 R) .
\end{aligned}
$$

(Again we note the dependence of $K_{V, i}$ on $V$ through $g$ and d.) We have written $B_{V, i}(i=1,2)$ as a Volterra integral operator. Together with (3.56) and (3.57) we are able to bound $K_{V, i}(x, u)$ ( $0 \leq x \leq u \leq 2 R$ ) by writing

$$
\begin{align*}
\left|K_{V, 1}(x, u)\right| & \leq \frac{1}{z(x)} c_{V, 4}(x)=\mathcal{O}\left(M_{V}\right)  \tag{3.60}\\
\left|K_{V, 2}(x, u)\right| & \leq \frac{2 R}{z(x)}\left(c_{V, 2}(x)-x c_{V, 1}(x)\right)=\mathcal{O}\left(M_{V}\right) \tag{3.61}
\end{align*}
$$

If we define

$$
K_{V}(x, u) \equiv K_{V, 1}(x, u)+K_{V, 2}(x, u)
$$

then we have

$$
B_{V} h(x)=\int_{u=x}^{u=2 R} K_{V}(x, u) h(u) \mathrm{d} V(u)
$$

and thus we have written $B_{V}$ as a Volterra integral operator. With (3.54), (3.55), (3.58), (3.59), (3.60) and (3.61) and the definition of $K_{V}(x, u)$, we conclude that there exists a $C_{V} \geq 0$ such that

$$
\begin{equation*}
\left|K_{V, 1}(x, u)\right| \leq C_{V}, \quad\left|K_{V, 2}(x, u)\right| \leq C_{V}, \quad\left|K_{V}(x, u)\right| \leq C_{V} \quad(0 \leq x \leq u \leq 2 R) \tag{3.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|r_{V, 1}(x)\right| \leq C_{V}, \quad\left|r_{V, 2}(x)\right| \leq C_{V}, \quad\left|s_{V}(x)\right| \leq C_{V} \tag{3.63}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|c_{V, i}(x)\right| \leq C_{V} \quad(i=1,2,3,4) \tag{3.64}
\end{equation*}
$$

We note that we have

$$
\begin{equation*}
C_{V}=\mathcal{O}\left(M_{V}\right) \tag{3.65}
\end{equation*}
$$

Because $B_{V}$ is a Volterra integral operator we have that

$$
\begin{equation*}
\left\|B_{V}^{k} h\right\|_{\infty} \leq \frac{\left(C_{V} \cdot V(2 R)\right)^{k}}{k!}\|h\|_{\infty} \tag{3.66}
\end{equation*}
$$

This proves the existence of the inverse of $\left(I-B_{V}\right)$ in the space of bounded linear operators on $\left(D[0,2 R),\|\cdot\|_{\infty}\right)$, being

$$
\left(I-B_{V}\right)^{-1}=\sum_{k=0}^{\infty} B_{V}^{k}
$$

and

$$
\begin{equation*}
\left\|\left(I-B_{V}\right)^{-1} h\right\|_{\infty} \leq \exp \left(C_{V} \cdot V(2 R)\right)\|h\|_{\infty} \tag{3.67}
\end{equation*}
$$

For $B_{V, i}(i=1,2)$ we find the same:

$$
\begin{equation*}
\left\|B_{V, i}^{k} h\right\|_{\infty} \leq \frac{\left(C_{V} \cdot V(2 R)\right)^{k}}{k!}\|h\|_{\infty} \tag{3.68}
\end{equation*}
$$

- The solution $h_{t} \equiv h_{t}^{0}+h_{t}^{1}$ of $I_{V}\left(h_{t}\right)=\chi_{t}(x)$

Now we want to solve (3.28) for $x \in[0,2 R)$. Substituting (3.41) in (3.28) we get the equation

$$
\left(I-B_{V}\right) h_{t}(x)=r_{V}(x) \alpha_{V}\left(h_{t}\right)+s_{V}(x) \beta_{V}\left(h_{t}\right)+1_{(0, t]}(x)
$$

We know that $r_{v}$ and $s_{V}$ are in $D[0,2 R)$. This gives us the following equation for $h_{t}$ with $x \in[0,2 R)$ :

$$
\begin{equation*}
h_{t}(x)=\bar{r}_{V}(x) \alpha_{V}\left(h_{t}\right)+\bar{s}_{V}(x) \beta_{V}\left(h_{t}\right)+\bar{y}_{t}(x) \tag{3.69}
\end{equation*}
$$

where $\bar{r}_{V}$ and $\bar{s}_{V}$ and $\bar{y}_{t}$ in $D[0,2 R)$ are defined as

$$
\bar{r}_{V} \equiv\left(I-B_{V}\right)^{-1} r_{V} \quad, \quad \bar{s}_{V} \equiv\left(I-B_{V}\right)^{-1} s_{V}
$$

and

$$
\overline{y_{t}} \equiv\left(I-B_{V}\right)^{-1} 1_{(0, t]} .
$$

Because of (3.38) we know that we can write $\alpha_{V}\left(h_{t}\right)$ and $\beta_{V}\left(h_{t}\right)$ as linear operators which only use values of $h_{t}(x)$ with $x \in[0,2 R]$. Therefore we are allowed to apply $\alpha_{V}$ and $\beta_{V}$ on both sides of the equation (3.69). We obtain the next system of equations

$$
\left(\begin{array}{cc}
1-\alpha_{V}\left(\bar{r}_{V}\right) & -\alpha_{V}\left(\bar{s}_{V}\right) \\
-\beta_{V}\left(\bar{r}_{V}\right) & 1-\beta_{V}\left(\bar{s}_{V}\right)
\end{array}\right) \cdot\binom{\alpha_{V}\left(h_{t}\right)}{\beta_{V}\left(h_{t}\right)}=\binom{\alpha_{V}\left(\bar{y}_{t}\right)}{\beta_{V}\left(\bar{y}_{t}\right)} .
$$

If the determinant $Q_{V}$ of the matrix

$$
N_{V} \equiv\left(\begin{array}{cc}
1-\alpha_{V}\left(\bar{r}_{V}\right) & -\alpha_{V}\left(\bar{s}_{V}\right)  \tag{3.70}\\
-\beta_{V}\left(\bar{r}_{V}\right) & 1-\beta_{V}\left(\bar{s}_{V}\right)
\end{array}\right)
$$

is not equal to 0 , then the inverse $N_{V}{ }^{-1}$ of matrix $N_{V}$ exists and we are able to write

$$
\binom{\alpha_{V}\left(h_{t}\right)}{\beta_{V}\left(h_{t}\right)}=\frac{1}{Q_{V}}\left(\begin{array}{cc}
1-\beta_{V}\left(\bar{s}_{V}\right) & \alpha_{V}\left(\bar{s}_{V}\right)  \tag{3.71}\\
\beta_{V}\left(\bar{r}_{V}\right) & 1-\alpha_{V}\left(\bar{r}_{V}\right)
\end{array}\right) \cdot\binom{\alpha_{V}\left(\bar{y}_{t}\right)}{\beta_{V}\left(\bar{y}_{t}\right)} \equiv\binom{S_{V}\left(\bar{y}_{t}\right)}{T_{V}\left(\bar{y}_{t}\right)} .
$$

Because of the result of (3.71) we have proved that, if $Q_{V} \neq 0$, then $h_{t}$ is uniquely determined on $[0,2 R$ ) by equation (3.69):

$$
h_{t}(x)=\bar{r}_{V}(x) S_{V}\left(\bar{y}_{t}\right)+\bar{s}_{V}(x) T_{V}\left(\bar{y}_{t}\right)+\overline{y_{t}}(x) .
$$

For $x \geq 2 R$ the solution $h_{t}$ (there could be more possibilities) only has to satisfy (3.38). Actually, we proved the following lemma.

Lemma 3.7.2.1 If we assume that $1 / g(x)$ and $1 / d(x, x)$ are bounded on $[0,2 R]$ and $Q_{V} \neq 0$ and let $h_{t}^{0}$ and $h_{t}^{1}$ be defined as

$$
h_{t}^{0}(x) \equiv h_{t}(x) \cdot 1_{[0,2 R)}(x) \quad, \quad h_{t}^{1}(x) \equiv h_{t}(x) \cdot 1_{[2 R, \infty)}(x),
$$

then

$$
I_{V}\left(h_{t}\right)(x)=\chi_{t}(x) \text { for all } x \in[0, \infty)
$$

is equivalent to

$$
h_{t}^{0}(x)=\left(\bar{r}_{V}(\dot{x}) S_{V}\left(\bar{y}_{t}\right)+\bar{s}_{V}(x) T_{V}\left(\bar{y}_{t}\right)+\bar{y}_{t}(x)\right) \cdot 1_{[0,2 R)}(x)
$$

and $h_{t}^{1}$ satisfies

$$
\binom{\alpha_{V}\left(h_{t}^{1}\right)}{\beta_{V}\left(h_{t}^{1}\right)}=-\frac{1}{D_{V}}\left(\begin{array}{cc}
c_{V, 1}(0) & c_{V, 2}(0) \\
c_{V, 2}(0) & c_{V, 4}(0)+c_{V, 3}(0)
\end{array}\right) \cdot\binom{\Psi_{V}\left(h_{t}^{0}\right)}{\Lambda_{V}\left(h_{t}^{0}\right)} .
$$

Here we see why we need assumption II of section 3.4. In the sections 3.10 .1 and 4.4 we come back to it.

Something must be said about the existence of $h_{t}^{1}$ in lemma 3.7.2.1. Throughout the section we assumed the existence of $h_{t}$ to make the analysis above. The result is formulated in lemma 3.7.2.1. There we state that $h_{t}^{1}$ only has to satisfy the given system of equations. Does there exist such $h_{t}^{1}$ that satisfies this system of equations? The answer is yes. Looking for a $h_{t}^{1}$ we are actually solving the system of equations

$$
\begin{aligned}
\int_{u=2 R}^{u=\infty} h_{t}^{1}(u) \mathrm{d} V_{1}(u) & =q_{1} \\
\int_{u=2 R}^{u=\infty} u h_{t}^{1}(u) \mathrm{d} V_{1}(u) & =q_{2},
\end{aligned}
$$

where $q_{1}$ and $q_{2}$ are the constants at the left-hand side of the system of equations in lemma 3.7.2.1 and $\mathrm{d} V_{1}(x)=1 /(|W|+2 x R) \cdot \mathrm{d} V(x)$. If we choose for each $x \in[2 R, \infty): h_{t}^{1}(u)=$ $k \cdot 1_{[x, \infty)}(u)+l$, where $k$ en $l$ are constants then we get

$$
\begin{aligned}
& k \cdot \int_{u=x}^{u=\infty} \mathrm{d} V_{1}(u)+l \cdot \int_{u=2 R}^{u=\infty} \mathrm{d} V_{1}(u)=q_{1} \\
& k \cdot \int_{u=x}^{u=\infty} u \mathrm{~d} V_{1}(u)+l \cdot \int_{u=2 R}^{u=\infty} u \mathrm{~d} V_{1}(u)=q_{2} .
\end{aligned}
$$

There exist a $k$ and $l$ iff

$$
\operatorname{Det}(x) \equiv \int_{u=x}^{u=\infty} \mathrm{d} V_{1}(u) \cdot \int_{u=2 R}^{u=\infty} u \mathrm{~d} V_{1}(u)-\int_{u=x}^{u=\infty} u \mathrm{~d} V_{1}(u) \cdot \int_{u=2 R}^{u=\infty} \mathrm{d} V_{1}(u) \neq 0
$$

Now if we suppose $\operatorname{Det}(x)=0$ for all $x \in[2 R, \infty)$, then we obtain by differentiating both sides w.r.t. $x$

$$
\begin{equation*}
-\mathrm{d} V_{1}(x) \cdot \int_{u=2 R}^{u=\infty} u \mathrm{~d} V_{1}(u)+x \mathrm{~d} V_{1}(x) \cdot \int_{u=2 R}^{u=\infty} \mathrm{d} V_{1}(u)=0 \quad \forall x \in[2 R, \infty) \tag{3.72}
\end{equation*}
$$

The assumption that $g(2 R)>0$ means that $\int_{u=2 R}^{u=\infty} \mathrm{d} V_{1}(u)>0$ and $\int_{u=2 R}^{u=\infty} u \mathrm{~d} V_{1}(u)>0$. Let us define $c \equiv\left(\int_{u=2 R}^{u=\infty} u \mathrm{~d} V_{1}(u) / \int_{u=2 R}^{u=\infty} \mathrm{d} V_{1}(u)\right)$. We write (3.72) as

$$
(-c+x) \mathrm{d} V_{1}(x)=0 \quad \forall x \in[2 R, \infty) .
$$

If we have that $V$ gives positive mass to more than one point in $[2 R, \infty)$ and thus $V_{1}$ gives positive mass to more than one point in $[2 R, \infty)$, then we get $-c+x=0$ for all $x$, to which $V_{1}$ gives positive mass. This contradicts the assumption and thus the assumption that $\operatorname{Det}(x)=0$ for all $x \in[2 R, \infty)$ is not true. Now we have proved that there exists an $x$ such that $\operatorname{Det}(x) \neq 0$ and thus there exist constants $k$ and $l$. This shows the existence of $h_{t}^{1}$ in the case that $V$ gives positive mass to more than one point in $[2 R, \infty)$.

In the case that $\mathrm{d} V(x)>0$ in just one point in $[2 R, \infty)$, we will not be able to observe this feature of the underlying distribution function $V$. So for estimating $V$ on $[0,2 R)$ we may assume without loss of generality that $V$ gives positive mass to more than one point in $[2 R, \infty)$. Redistributing the mass in $[2 R, \infty)$ (keeping the mean constant) has no effect for $V$ on $[0,2 R)$. Estimating the redistributed distribution function on $[0,2 R)$ is the same as estimating the original underlying distribution function on $[0,2 R)$.

### 3.8 The Donsker class condition

To prove that there exists a $P_{V}$-Donsker class $\mathcal{K}$ (and a $\left.m \geq 0\right)$ such that $\tilde{I}(Z, t)-\tilde{I}\left(\widehat{Z}_{n}, t\right) \in \mathcal{K}$ for all $n \geq m$ and uniformly in $t$ with probability tending to 1 , it is enough to show that

$$
\begin{equation*}
\sup _{t}\left\|\tilde{I}(Z, t)(\cdot, d)-\tilde{I}\left(\hat{Z}_{n}, t\right)(\cdot, d)\right\|_{v} \leq L_{V} \tag{3.73}
\end{equation*}
$$

(for $d=0,1,2$ ) with probability tending to 1 , where $L_{V}$ is some constant (not depending on $n$ or $t$ ). To find out what we need to obtain this result, we concentrate on $\tilde{I}(Z, t)$ where $Z$ varies through $V$.

If we have that the score operator $A_{V}$ is a bounded operator w.r.t. the $\|\cdot\|_{v}$-norm, such that

$$
\begin{equation*}
\left\|A_{V}(h)(\cdot, d)\right\|_{v} \leq H_{V}\|h\|_{v} h \in D[0,2 R), \quad\left\|A_{V}\left(h_{t}^{1}\right)(\cdot, d)\right\|_{v} \leq U_{V} \tag{3.74}
\end{equation*}
$$

where $H_{V}$ and $U_{V}$ are constants, then we can write, knowing that $Z(t) \leq m_{2} V(2 R)$ (with $\left.m_{2} \equiv z(0) /|W|\right)$

$$
\begin{align*}
\|\tilde{I}(Z, t)(\cdot, d)\|_{v} & =\left\|A_{V} I_{V}^{-1}\left(\chi_{t}-Z(t)\right)(\cdot, d)\right\|_{v} \\
& =\left\|A_{V}\left(h_{t}^{0}\right)(\cdot, d)+A_{V}\left(h_{t}^{1}\right)(\cdot, d)-Z(t)\right\|_{v} \\
& \leq H_{V}\left\|h_{t}^{0}\right\|_{v}+U_{V}+m_{2} V(2 R) \tag{3.75}
\end{align*}
$$

We prove (3.74) in section 3.8.4.
Now we want to bound $\left\|h_{t}^{0}\right\|_{v}$. By lemma 3.7.2.1 we know that this can be done if we can bound $\left\|\bar{r}_{V}\right\|_{v},\left\|\bar{s}_{v}\right\|_{v},\left\|\bar{y}_{t}\right\|_{v},\left|S_{V}\left(\bar{y}_{t}\right)\right|$ and $\left|T_{V}\left(\bar{y}_{t}\right)\right|$. In section 3.8 .3 we show that $S_{V}$ and $T_{V}$ are bounded operators. For the others we need to show that $\left\|\left(I-B_{V}\right)^{-1} f\right\|_{v}$ is bounded for $f=r_{V, i}, f=s_{V}$ and $f=y_{t}$. This is done in section 3.8.1 and section 3.8.2. Together with (3.75) we find

$$
\begin{equation*}
\|\tilde{I}(Z, t)(\cdot, d)\|_{v} \leq H_{V}^{2} C_{V}\left(3 H_{V}+1\right)+U_{V}+m_{2} V(2 R) \tag{3.76}
\end{equation*}
$$

where $C_{V}$ is also some constant. (One sees that the right-hand side of the inequality does not depend on $t$ ).

The inequality (3.76) holds, under some conditions, for all distribution functions $V$. So if we replace in (3.76) $Z$ by $\widehat{Z}_{n}$ and $V$ by $\hat{V}_{n}$, we get the bound for $\left\|\tilde{I}\left(\widehat{Z}_{n}, t\right)(\cdot, d)\right\|_{v}$. We will see that $C_{V}$ depends on $1 / g(2 R)$ and $1 / d(2 R, 2 R)$ and $H_{V}$ depends on $C_{V}$ and $1 /\left|Q_{V}\right|$ and $1 / D_{V}$ (where $Q_{V}$ and $D_{V}$ are the determinants defined in section 3.7.1 and section 3.7.2) and $U_{V}$ depends on $C_{V}$ and $H_{V}$. In section 3.8 .5 we show the continuity in $V$ of $D_{V}$ and $Q_{V}$ (thus we have

$$
D_{\widehat{V}_{n}} \rightarrow D_{V} \quad, \quad Q_{\hat{V}_{n}} \rightarrow Q_{V}
$$

a.s.). This together with the fact that $1 / \widehat{g}_{n}(2 R)$ converges to $1 / g(2 R)$ and $1 / \widehat{d}_{n}(2 R, 2 R)$ converges to $1 / d(2 R, 2 R)$ a.s., implies that we can bound all the constants depending on $V$ and $\hat{V}_{n}$ by a constant not depending on $n$ (and $t$ ). Finally in section 3.8 .6 we show that this implies (3.73) (lemma 3.8.6.1).

### 3.8.1 $\left\|r_{V}\right\|_{v}$ and $\left\|s_{V}\right\|_{v}$ are bounded

Now we will bound $\left\|r_{V}\right\|_{v}$ and $\left\|s_{V}\right\|_{v}$. We remember the definitions of $r_{V}, r_{V, i}(i=1,2)$ and $s_{V}$ in (3.45) - (3.48). Knowing that $z^{\prime}(x)=-\frac{1}{2} a(x)$, one derives

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} x} r_{V, 1}(x) & =-\frac{z^{\prime}(x)}{z^{2}(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \mathrm{d} \tilde{x}-\frac{1}{z(x)} \frac{a(x)}{g(x)} \\
& =\frac{1}{2 z^{2}(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R}\left(\frac{a(x) a(\tilde{x})}{g(\tilde{x})}-\frac{a(x) a(\tilde{x})}{g(x)}\right) \mathrm{d} \tilde{x} .
\end{aligned}
$$

Because $g$ is decreasing, we find that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} r_{V, 1}(x) \geq 0 \tag{3.77}
\end{equation*}
$$

and thus $r_{V, 1}$ is positive and increasing on $[0,2 R)$. Therefore we obtain together with (3.63)

$$
\begin{equation*}
\left\|r_{V, 1}\right\|_{v}=\left\|r_{V, 1}\right\|_{\infty} \leq C_{V} \tag{3.78}
\end{equation*}
$$

Now we write for $i=2,3$

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{1}{z(x)}\left(c_{V, i}(x)-x c_{V, i-1}(x)\right)\right) \\
& \quad=\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{i-1}(\tilde{x}-x)}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x}\right)
\end{aligned}
$$

$$
\begin{aligned}
= & -\frac{z^{\prime}(x)}{z^{2}(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{i-1}(\tilde{x}-x)}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} \\
& -\frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{i-1}}{d(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} \\
= & \frac{1}{z^{2}(x)}\left\{-z^{\prime}(x) c_{V, i}(x)+\left(x z^{\prime}(x)-z(x)\right) c_{V, i-1}(x)\right\} \\
\leq & \frac{1}{z^{2}(x)}\left\{-2 R z^{\prime}(x)+\left(x z^{\prime}(x)-z(x)\right)\right\} c_{V, i-1}(x) .
\end{aligned}
$$

The last inequality follows from the fact that from $c_{V, i}(x) \geq 0$ and

$$
\begin{equation*}
2 R \frac{b(\tilde{x}) \tilde{x}^{i-1}}{d(\tilde{x}, \tilde{x})} \cdot \frac{\tilde{x}}{2 R} \leq 2 R \frac{b(\tilde{x}) \tilde{x}^{i-1}}{d(\tilde{x}, \tilde{x})} \cdot 1 \tag{3.79}
\end{equation*}
$$

we easily get $(i=2,3)$

$$
0 \leq c_{V, i}(x) \leq 2 R c_{V, i-1}(x)
$$

One verifies that

$$
0 \leq-\frac{z(x)}{2 R z^{\prime}(x)}+\frac{x}{2 R} \quad(x \in[0,2 R))
$$

and so we get

$$
0 \leq-2 R z^{\prime}(x) \leq z(x)-x z^{\prime}(x)
$$

and therefore we have

$$
-2 R z^{\prime}(x)+\left(x z^{\prime}(x)-z(x)\right) \leq 0
$$

This yields $(i=2,3)$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{1}{z(x)}\left(c_{V, i}(x)-x c_{V, i-1}(x)\right)\right) \leq 0 \tag{3.80}
\end{equation*}
$$

Now we have proved for $r_{V, 2}(i=3)$ that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} r_{V, 2}(x) \leq 0 \tag{3.81}
\end{equation*}
$$

and for $s_{V}(i=2)$ that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} s_{V}(x) \geq 0 \tag{3.82}
\end{equation*}
$$

So we have that $r_{V, 2}$ and $s_{V}$ are monotone functions and $r_{V, 2}(x) \geq 0$ and $s_{V}(x) \leq 0$. This gives us together with (3.63) the following statement

$$
\begin{align*}
\left\|r_{V, 2}\right\|_{v} & =\left\|r_{V, 2}\right\|_{\infty} \leq C_{V}  \tag{3.83}\\
\left\|s_{V}\right\|_{v} & =\left\|s_{V}\right\|_{\infty} \leq C_{V} \tag{3.84}
\end{align*}
$$

and thus

$$
\begin{equation*}
\left\|r_{V}\right\|_{v} \leq\left\|r_{V, 1}\right\|_{\infty}+\left\|r_{V, 2}\right\|_{\infty} \leq 2 C_{V} \tag{3.85}
\end{equation*}
$$

### 3.8.2 The boundedness of $\left\|\left(I-B_{V}\right)^{-1} f\right\|_{v}$

Before we get some results for $\left\|B_{V, i} f\right\|_{v}(i=1,2)$, we introduce some short notation. We define for a function $f \in D[0,2 R)$ the operators

$$
\begin{aligned}
J_{V, 1} f(x) & \equiv \int_{u=x}^{u=2 R} f(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
J_{V, 2} f(x) & \equiv \int_{u=x}^{u=2 R} f(u) \frac{u-x}{|W|+2 u R} \mathrm{~d} V(u) .
\end{aligned}
$$

It is easy to see that for $f \geq 0$ we have

$$
\begin{equation*}
0 \leq J_{V, i} f(x) \leq m_{0} V(2 R)\|f\|_{\infty} \quad(i=1,2) \tag{3.86}
\end{equation*}
$$

where $m_{0}=\max (1 /|W|, 2 R /|W|)$ (not depending on $V$ ) and both $J_{V, 1} f$ and $J_{V, 2} f$ are decreasing. Furthermore we keep in mind that we have

$$
\begin{equation*}
\|f\|_{v} \leq 2\|f\|_{\infty} \quad, \quad\|f\|_{\infty} \leq\|f\|_{v} \quad \text { if } f \text { is monotone } \tag{3.87}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|_{v}=\|f\|_{\infty} \quad \text { if } f \text { is monotone and } f \geq 0 \text { or } f \leq 0 \tag{3.88}
\end{equation*}
$$

- $\left\|B_{V, 1} f\right\|_{v}$ is bounded

Firstly, we look at the derivative of $B_{V, 1} f(x)$ w.r.t. $x$. We obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} x} B_{V, 1} f(x) & =\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} J_{V, 1} f(\tilde{x}) \mathrm{d} \tilde{x}\right) \\
& =-\frac{z^{\prime}(x)}{z^{2}(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} J_{V, 1} f(\tilde{x}) \mathrm{d} \tilde{x}-\frac{1}{z(x)} \frac{a(x)}{g(x)} J_{V, 1} f(x) \\
& =\frac{1}{2 z^{2}(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R}\left(\frac{a(x) a(\tilde{x})}{g(\tilde{x})} J_{V, 1} f(\tilde{x})-\frac{a(x) a(\tilde{x})}{g(x)} J_{V, 1} f(x)\right) \mathrm{d} \tilde{x} .
\end{aligned}
$$

Now we can write $B_{V, 1}$ as

$$
B_{V, 1}=B_{V, 1}^{\mathrm{up}}+B_{V, 1}^{\text {down }}
$$

where $B_{V, 1}^{\mathrm{up}} f$ is increasing and $B_{V, 1}^{\text {down }} f$ is decreasing. Remember that $g(\cdot)$ is decreasing. Now we have for $f \geq 0$ (so we have that $J_{V, 1} f \geq 0$ is decreasing and (3.86) holds)

$$
\begin{aligned}
0 \leq \frac{\mathrm{d}}{\mathrm{~d} x} B_{V, 1}^{\mathrm{up}} f(x) & =\frac{1}{2 z^{2}(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R}\left(\frac{a(x) a(\tilde{x})}{g(\tilde{x})} J_{V, 1} f(\tilde{x})-\frac{a(x) a(\tilde{x})}{g(x)} J_{V, 1} f(x)\right) \mathrm{d} \tilde{x} \\
& \leq J_{V, 1} f(x) \frac{1}{2 z^{2}(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R}\left(\frac{a(x) a(\tilde{x})}{g(\tilde{x})}-\frac{a(x) a(\tilde{x})}{g(x)}\right) \mathrm{d} \tilde{x} \\
& =J_{V, 1} f(x) \frac{\mathrm{d}}{\mathrm{~d} x} r_{V, 1}(x) \\
& \leq m_{0} V(2 R)\|f\|_{\infty} \cdot \frac{\mathrm{d}}{\mathrm{~d} x} r_{V, 1}(x) .
\end{aligned}
$$

Together with (3.78) this implies that

$$
\begin{aligned}
\left\|B_{V, 1}^{\operatorname{up}_{p}}\right\|_{v} & \leq m_{0} V(2 R)\|f\|_{\infty}\left\|r_{V, 1}\right\|_{v} \\
& \leq m_{0} V(2 R) C_{V}\|f\|_{\infty}
\end{aligned}
$$

Because $B_{V, 1}^{\text {down }}$ is monotone and (3.68) and (3.87) hold, we have

$$
\begin{aligned}
\left\|B_{V, 1}^{\text {down }} f\right\|_{v} & \leq 2\left\|B_{V, 1}^{\text {down }} f\right\|_{\infty} \\
& =2\left\|B_{V, 1} f-B_{V, 1}^{u_{1}} f\right\|_{\infty} \\
& \leq 2\left(\left\|B_{V, 1} f\right\|_{\infty}+\left\|B_{V, 1}^{u_{p}} f\right\|_{\infty}\right) \\
& \leq 2\left(1+m_{0}\right) C_{V} V(2 R)\|f\|_{\infty}
\end{aligned}
$$

Now we have obtained the following result for $f \geq 0$

$$
\begin{equation*}
\left\|B_{V, 1} f\right\|_{v} \leq\left\|B_{V, 1}^{\mathrm{up}} f\right\|_{v}+\left\|B_{V, 1}^{\text {down }} f\right\|_{v} \leq\left(2+3 m_{0}\right) C_{V} V(2 R)\|f\|_{\infty} \tag{3.89}
\end{equation*}
$$

- $\left\|B_{V, 2} f\right\|_{v}$ is bounded

Let us consider the derivative of $B_{V, 2} f(x)$ w.r.t. $x$. We find

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} x} B_{V, 2} f(x) \\
& \quad=\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})} J_{V, 2} f(\tilde{x}) \mathrm{d} \tilde{x}\right) \\
& \quad=-\frac{z^{\prime}(x)}{z^{2}(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})} J_{V, 2} f(\tilde{x}) \mathrm{d} \tilde{x}+\frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} J_{V, 2} f(\tilde{x}) \mathrm{d} \tilde{x} \\
& \quad=\frac{1}{z^{2}(x)}\left(z^{\prime}(x) \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} J_{V, 2}(\tilde{x}) \mathrm{d} \tilde{x}-\left(x z^{\prime}(x)-z(x)\right) \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} J_{V, 2}(\tilde{x}) \mathrm{d} \tilde{x}\right)
\end{aligned}
$$

If $f \geq 0$ then (3.86) holds and we can actually use the same arguments, which lead to (3.80), to prove

$$
\frac{\mathrm{d}}{\mathrm{~d} x} B_{V, 2} f(x) \geq 0
$$

(Multiply in (3.79) both sides with $J_{V, 2} f(x)$ ). It is easy to see that for $f \geq 0$ we have $B_{V, 2} f \leq 0$. So we have that $B_{V, 2} f$ is monotone and $B_{V, 2} f \leq 0$ and together with (3.68) and (3.87) we obtain the following result for $f \geq 0$

$$
\begin{equation*}
\left\|B_{V, 2} f\right\|_{v}=\left\|B_{V, 2} f\right\|_{\infty} \leq C_{V} V(2 R)\|f\|_{\infty} \tag{3.90}
\end{equation*}
$$

- $\left\|\left(I-B_{V}\right)^{-1} f\right\|_{v}$ is bounded

By (3.43) and (3.44) we know that if $f \geq 0$ then $B_{V, 1} f \geq 0$ and $B_{V, 2} f \leq 0$. If we define

$$
\tilde{B}_{V, 2} f \equiv-B_{V, 2} f
$$

then for $f \geq 0$ we have by (3.90)

$$
\begin{equation*}
\left\|\tilde{B}_{V, 2} f\right\|_{v} \leq C_{V} V(2 R)\|f\|_{\infty} \tag{3.91}
\end{equation*}
$$

and of course $\widetilde{B}_{V, 2} f \geq 0$. For notational reasons we define

$$
\tilde{B}_{V, 1} f \equiv B_{V, 1} f
$$

Furthermore we define

$$
\begin{equation*}
m_{1} \equiv\left(2+3 m_{0}\right) \tag{3.92}
\end{equation*}
$$

It is obvious that $m_{1} C_{V} V(2 R) \geq C_{V} V(2 R)$ and so we have for $f \geq 0$ by (3.89), (3.90) (or (3.91)) that

$$
\begin{equation*}
\left\|\tilde{B}_{V, i} f\right\|_{v} \leq m_{1} C_{V} V(2 R)\|f\|_{\infty} \quad(i=1,2) \tag{3.93}
\end{equation*}
$$

One easily sees that if $f \geq 0$ then

$$
\begin{equation*}
\tilde{B}_{V, i_{1}} \tilde{B}_{V, i_{2}} \cdots \tilde{B}_{V, i_{k}} f \geq 0 \quad\left(i_{j}=1,2 \quad, j=1, \ldots, k\right) \tag{3.94}
\end{equation*}
$$

Because of (3.93) and (3.94) we get immediately

$$
\begin{equation*}
\left\|\tilde{B}_{V, i_{1}} \tilde{B}_{V, i_{2}} \cdots \tilde{B}_{V, i_{k}} f\right\|_{v} \leq m_{1} C_{V} V(2 R) \cdot\left\|\tilde{B}_{V, i_{2}} \cdots \tilde{B}_{V, i_{k}} f\right\|_{\infty} \tag{3.95}
\end{equation*}
$$

$\left(i_{j}=1,2, j=1, \ldots, k\right)$. The Volterra structure of $\tilde{B}_{V, i}(i=1,2)$ gives us a similar result as (3.68):

$$
\begin{equation*}
\left\|\tilde{B}_{V, i_{1}} \tilde{B}_{V, i_{2}} \cdots \tilde{B}_{V, i_{k}} f\right\|_{\infty} \leq \frac{\left(C_{V} \cdot V(2 R)\right)^{k}}{k!}\|f\|_{\infty} \quad\left(i_{j}=1,2, j=1, \ldots, k\right) \tag{3.96}
\end{equation*}
$$

Now we gathered all the tools to bound $\left\|\left(I-B_{V}\right)^{-1} f\right\|_{v}$. Using (3.88), (3.95) and (3.96) we find the next derivation for monotone $f$ and $f \geq 0$ :

$$
\begin{aligned}
\left\|\left(I-B_{V}\right)^{-1} f\right\|_{v} \leq & \sum_{k=0}^{\infty}\left\|B_{V}^{k} f\right\|_{v} \\
= & \sum_{k=0}^{\infty}\left\|\left(B_{V, 1} f+B_{V, 2} f\right)^{k}\right\|_{v} \\
= & \sum_{k=0}^{\infty}\left\|\left(\tilde{B}_{V, 1} f-\tilde{B}_{V, 2} f\right)^{k}\right\|_{v} \\
\leq & \sum_{k=0}^{\infty} \sum_{l=0}^{k}\binom{k}{l}\left\|(-1)^{l} \tilde{B}_{V, i_{1}} \tilde{B}_{V, i_{2}} \cdots \tilde{B}_{V, i_{k}} f\right\|_{v} \\
& \leq\|f\|_{v}+\sum_{k=1}^{\infty} \sum_{l=0}^{k}\binom{k}{l}\left\|\tilde{B}_{V, i_{1}} \tilde{B}_{V, i_{2}} \cdots \tilde{B}_{V, i_{k}} f\right\|_{v} \\
\leq & \|f\|_{\infty}+m_{1} C_{V} V(2 R) \sum_{k=1}^{\infty} \sum_{l=0}^{k}\binom{k}{l}\left\|\tilde{B}_{V, i_{2}} \cdots \tilde{B}_{V, i_{k}} f\right\|_{\infty}
\end{aligned}
$$

$$
\begin{aligned}
& \leq\|f\|_{\infty}+m_{1} C_{V} V(2 R)\|f\|_{\infty} \sum_{k=1}^{\infty} \sum_{l=0}^{k}\binom{k}{l} \frac{\left(C_{V} V(2 R)\right)^{k-1}}{(k-1)!} \\
& \leq\|f\|_{\infty}+m_{1} C_{V} V(2 R)\|f\|_{\infty} \sum_{k=1}^{\infty} 2^{k} \frac{\left(C_{V} V(2 R)\right)^{k-1}}{(k-1)!} \\
& \leq\left(1+2 m_{1} C_{V} V(2 R) \exp \left(2 C_{V} V(2 R)\right) \cdot\|f\|_{\infty} .\right.
\end{aligned}
$$

Here we define

$$
H_{V, 1} \equiv\left(1+2 m_{1} C_{V} V(2 R) \exp \left(2 C_{V} V(2 R)\right)\right.
$$

and

$$
H_{V, 2} \equiv 4 \frac{1}{\left|Q_{V}\right| D_{V}} m_{0} C_{V}^{2} V(2 R)\left(1+12 \frac{1}{D_{V}} m_{0} C_{V}^{3} V(2 R) \exp \left(C_{V} V(2 R)\right)\right)
$$

and

$$
H_{V, 3} \equiv \max \left(1,2 m_{0} V(2 R) \frac{1}{g(2 R)}, 2 m_{0} V(2 R) \frac{1}{d(2 R, 2 R)}\right)
$$

We define $H_{V}$ to be

$$
\begin{equation*}
H_{V} \equiv \max \left(H_{V, 1}, H_{V, 2}, H_{V, 3}\right) \tag{3.97}
\end{equation*}
$$

The use of $H_{V, 1}, H_{V, 2}, H_{V, 3}$ and $H_{V}$ becomes clear from (3.98), (3.104) and (3.105). We want to decrease the number of introduced constants.

Now we have for monotone $f$ and $f \geq 0$ :

$$
\begin{equation*}
\left\|\left(I-B_{V}\right)^{-1} f\right\|_{v} \leq H_{V, 1}\|f\|_{\infty} \leq H_{V}\|f\|_{\infty} . \tag{3.98}
\end{equation*}
$$

### 3.8.3 $S_{V}$ and $T_{V}$ are bounded operators

Here we will bound the operators $S_{V}$ and $T_{V}$ on $D[0,2 R$ ) (to $\mathbb{R}$ ) defined by (3.71). Firstly, we bound the operators $\alpha_{V}$ and $\beta_{V}$ on $D[0,2 R)$ (to $\mathbb{R}$ ) defined by (3.38). We remember the definitions of the operators $\Psi_{V}$ and $\Lambda_{V}$ on $D[0,2 R)$ in (3.31) and (3.32). With (3.64) one verifies that

$$
\begin{aligned}
\left|\Psi_{V}(f)\right| & \leq m_{0} c_{V, 4}(0) V(2 R)\|f\|_{\infty}+m_{0} c_{V, 2}(0) V(2 R)\|f\|_{\infty} \\
& \leq 2 m_{0} C_{V} V(2 R)\|f\|_{\infty} .
\end{aligned}
$$

For $\Lambda_{V}$ we find

$$
\left|\Lambda_{V}(f)\right| \leq m_{0} c_{V, 1}(0) V(2 R)\|f\|_{\infty} \leq m_{0} C_{V} V(2 R)\|f\|_{\infty} .
$$

The constant $m_{0}$ is defined as before: $m_{0} \equiv \max (1 /|W|, 2 R /|W|)$. Now together with (3.38) and (3.64) we obtain

$$
\begin{align*}
\left|\alpha_{V}(f)\right| & \leq \frac{1}{D_{V}}\left(c_{V, 1}(0)\left|\Psi_{V}(f)\right|+c_{V, 2}(0)\left|\Lambda_{V}(f)\right|\right) \\
& \leq 3 \frac{1}{D_{V}} m_{0} C_{V}^{2} V(2 R)\|f\|_{\infty}  \tag{3.99}\\
\left|\beta_{V}(f)\right| & \leq \frac{1}{D_{V}}\left(c_{V, 2}(0)\left|\Psi_{V}(f)\right|+\left(c_{V, 4}(0)+c_{V, 3}(0)\right)\left|\Lambda_{V}(f)\right|\right) \\
& \leq 4 \frac{1}{D_{V}} m_{0} C_{V}^{2} V(2 R)\|f\|_{\infty} . \tag{3.100}
\end{align*}
$$

Secondly, we bound $\left\|\bar{r}_{V}\right\|_{\infty},\left\|\bar{s}_{V}\right\|_{\infty}$ and $\left\|\bar{y}_{t}\right\|_{\infty}$. Because of (3.78), (3.83), (3.84) and (3.67) we immediately get

$$
\begin{align*}
\left\|\bar{r}_{V}\right\|_{\infty} & =\left\|\left(I-B_{V}\right)^{-1} r_{V}\right\|_{\infty} \leq 2 C_{V} \exp \left(C_{V} V(2 R)\right)  \tag{3.101}\\
\left\|\bar{s}_{V}\right\|_{\infty} & =\left\|\left(I-B_{V}\right)^{-1} s_{V}\right\|_{\infty} \leq C_{V} \exp \left(C_{V} V(2 R)\right)  \tag{3.102}\\
\left\|\bar{y}_{t}\right\|_{\infty} & =\left\|\left(I-B_{V}\right)^{-1} l_{(0, t)}\right\|_{\infty} \leq \exp \left(C_{V} V(2 R)\right) \tag{3.103}
\end{align*}
$$

Now with (3.99)-(3.102) we can bound the operators $S_{V}$ and $T_{V}$. We find

$$
\begin{aligned}
\left|S_{V}(f)\right| & \leq \frac{1}{\left|Q_{V}\right|}\left(\left(1+\left|\beta_{V}\left(\bar{s}_{V}\right)\right|\right) \cdot\left|\alpha_{V}(f)\right|+\left|\alpha_{V}\left(\bar{s}_{V}\right)\right| \cdot\left|\beta_{V}(f)\right|\right) \\
& \leq 3 \frac{1}{\left|Q_{V}\right| D_{V}} m_{0} C_{V}^{2} V(2 R)\left(1+8 \frac{1}{D_{V}} m_{0} C_{V}^{3} V(2 R) \exp \left(C_{V} V(2 R)\right)\right)\|f\|_{\infty} \\
\left|T_{V}(f)\right| & \leq \frac{1}{\left|Q_{V}\right|}\left(\left|\beta_{V}\left(\bar{r}_{V}\right)\right| \cdot\left|\alpha_{V}(f)\right|+\left(1+\left|\alpha_{V}\left(\bar{r}_{V}\right)\right|\right) \cdot\left|\beta_{V}(f)\right|\right) \\
& \leq 4 \frac{1}{\left|Q_{V}\right| D_{V}} m_{0} C_{V}^{2} V(2 R)\left(1+12 \frac{1}{D_{V}} m_{0} C_{V}^{3} V(2 R) \exp \left(C_{V} V(2 R)\right)\right)\|f\|_{\infty} .
\end{aligned}
$$

One remembers the definition of $H_{V}$ in (3.97). We have for found for $f$ :

$$
\begin{equation*}
\left|S_{V}(f)\right| \leq H_{V, 2}\|f\|_{\infty} \leq H_{V}\|f\|_{\infty}, \quad\left|T_{V}(f)\right| \leq H_{V, 2}\|f\|_{\infty} \leq H_{V}\|f\|_{\infty} \tag{3.104}
\end{equation*}
$$

### 3.8.4 The score operator $A_{V}$ is a bounded operator w.r.t. $\|\cdot\|_{v}-$ norm

In section 3.6 we calculated the score operator $A_{V}: L_{0}^{2}(V) \rightarrow L_{0}^{2}\left(P_{V}\right)$. One easily sees that $A_{V}(h)(\tilde{x}, d, \theta)$ does not depend on $\theta$ at all. Therefore from now on we leave out the $\theta$ in our notation and write $A_{V}(h)(\tilde{x}, d)$. If we restrict ourselves to functions $h(x) 1_{[0,2 R)}(x)$ ( $h \in L^{2}(V)$ ), then one regards $A_{V}$ as a linear operator from $D[0,2 R)$ to $D[0,2 R)$. Note that $h_{t}^{0}(x)=h_{t}(x) \cdot 1_{[0,2 R)}(x)$. Now we will prove that $A_{V}(\star)(\cdot, d):\left(D[0,2 R),\|\star\|_{v}\right) \rightarrow$ $\left(D[0,2 R),\|\star\|_{v}\right)$ is a bounded linear operator ( $d=0,1,2$ ).

Now let $h \in D[0,2 R)$. Firstly we calculate $\mathrm{d}_{\tilde{x}} A_{V}(h)(\widetilde{x}, 0)$ :

$$
\mathrm{d}_{\tilde{x}} A_{V}(h)(\tilde{x}, 0)=\mathrm{d}_{\tilde{x}} h(\tilde{x})
$$

This implies

$$
\left\|A_{V}(h)(\cdot, 0)\right\|_{v}=\|h\|_{v}
$$

Secondly we calculate $\mathrm{d}_{\tilde{x}} A_{V}(h)(\tilde{x}, 1)$ :

$$
\begin{aligned}
\mathrm{d}_{\tilde{x}} A_{V}(h)(\tilde{x}, 1)= & \mathrm{d}_{\tilde{x}} \frac{1}{g(\tilde{x})} \cdot \int_{x=\tilde{x}}^{x=2 R} h(x) \frac{1}{|W|+2 x R} \mathrm{~d} V(x) \\
& -\frac{1}{g(\tilde{x})} \cdot h(\tilde{x}) \frac{1}{|W|+2 \tilde{x} R} \mathrm{~d} V(\tilde{x}) .
\end{aligned}
$$

We know that $1 / g(\tilde{x})$ is an increasing function, so we have $\mathrm{d}_{\tilde{x}}(1 / g(\tilde{x})) \geq 0$. Now one writes

$$
\left|\mathrm{d}_{\tilde{x}} A_{V}(h)(\tilde{x}, 1)\right| \leq \mathrm{d}_{\tilde{x}} \frac{1}{g(\tilde{x})} \cdot m_{0} V(2 R)\|h\|_{\infty}+\frac{1}{g(2 R)} m_{0}\|h\|_{\infty} \cdot \mathrm{d} V(\tilde{x}) .
$$

This implies (using the fact that $1 / g(x)$ and $V(x)$ are positive and monotone (thus (3.88) holds) and the fact that $\|h\|_{\infty} \leq\|h\|_{v}$ )

$$
\begin{aligned}
\left\|A_{V}(h)(\cdot, 1)\right\|_{v} & \leq m_{0} V(2 R)\left\|\frac{1}{g}\right\|_{v}\|h\|_{\infty}+m_{0}\|V\|_{v} \frac{1}{g(2 R)}\|h\|_{\infty} \\
& \leq 2 m_{0} V(2 R) \frac{1}{g(2 R)}\|h\|_{v}
\end{aligned}
$$

Thirdly one calculates $\mathrm{d}_{\tilde{x}} A_{V}(h)(\tilde{x}, 2)$. Similar calculations lead to the following outcome

$$
\left\|\mathrm{d}_{\tilde{x}} A_{V}(h)(\cdot, 2)\right\|_{v} \leq 2 m_{0} V(2 R) \frac{1}{d(2 R, 2 R)}\|h\|_{v}
$$

We have proved that $A_{V}(\star)(\cdot, d)$ is a linear bounded operator for $d=0,1,2$ w.r.t. the $\|\cdot\|_{v}$-norm and

$$
\begin{equation*}
\left\|A_{V}(h)(\cdot, d)\right\|_{v} \leq H_{V, 3}\|h\|_{v} \leq H_{V}\|h\|_{v} \tag{3.105}
\end{equation*}
$$

where $H_{V}$ is defined as in (3.97).
Now we regard $A_{V}$ as an operator on $D[0, \infty)$ again. We want to investigate $A_{V}\left(h_{t}^{1}\right)(\tilde{x}, d)$ (again we leave out the $\theta$ ). If we calculate $A_{V}\left(h_{t}^{1}\right)(\widetilde{x}, 0)$ we find

$$
A_{V}\left(h_{t}^{1}\right)(\tilde{x}, 0)=h_{t}^{1}(\tilde{x})=0
$$

because $\tilde{x} \in[0,2 R)$. It is obvious that

$$
\left\|A_{V}\left(h_{t}^{1}\right)(\cdot, 0)\right\|_{v}=0
$$

If we calculate $A_{V}\left(h_{t}^{1}\right)(\tilde{x}, 1)$ we get (using (3.71) in the last equality)

$$
\begin{aligned}
A_{V}\left(h_{t}^{1}\right)(\tilde{x}, 1) & =\frac{1}{g(\tilde{x})} \int_{x=\tilde{x}}^{x=\infty} h_{t}^{1}(x) \frac{1}{|W|+2 x R} \mathrm{~d} V(x) \\
& =\frac{1}{g(\tilde{x})} \int_{x=2 R}^{x=\infty} h_{t}(x) \frac{1}{|W|+2 x R} \mathrm{~d} V(x) \\
& =\frac{1}{g(\tilde{x})} \alpha_{V}\left(h_{t}\right) \\
& =\frac{1}{g(\tilde{x})} S_{V}\left(\bar{y}_{t}\right)
\end{aligned}
$$

Because $1 / g(x)$ is a monotone function and because of (3.103) and (3.104) we have

$$
\left\|A_{V}\left(h_{t}^{1}\right)(\cdot, 1)\right\|_{v}=\left\|\frac{1}{g}\right\|_{\infty} \cdot\left|S_{V}\left(\bar{y}_{t}\right)\right| \leq \frac{1}{g(2 R)} H_{V} \exp \left(C_{V} V(2 R)\right)
$$

If we calculate $A_{V}\left(h_{t}^{1}\right)(\tilde{x}, 2)$ we obtain (using (3.71) in the last equality)

$$
\begin{aligned}
A_{V}\left(h_{t}^{1}\right)(\tilde{x}, 2) & =\frac{1}{d(\tilde{x}, \tilde{x})} \int_{x=\tilde{x}}^{x=\infty} h_{t}^{1}(x) \frac{x-\tilde{x}}{|W|+2 x R} \mathrm{~d} V(x) \\
& =\frac{1}{d(\tilde{x}, \tilde{x})} \int_{x=2 R}^{x=\infty} h_{t}(x) \frac{x-\tilde{x}}{|W|+2 x R} \mathrm{~d} V(x) \\
& =\frac{1}{d(\tilde{x}, \tilde{x})} \beta_{V}\left(h_{t}\right)-\frac{\tilde{x}}{d(\tilde{x}, \tilde{x})} \alpha_{V}\left(h_{t}\right) \\
& =\frac{1}{d(\tilde{x}, \tilde{x})} T_{V}\left(\bar{y}_{t}\right)-\frac{\tilde{x}}{d(\tilde{x}, \tilde{x})} S_{V}\left(\bar{y}_{t}\right)
\end{aligned}
$$

Because $1 /(d(\tilde{x}, \tilde{x})$ and $\tilde{x} / d(\tilde{x}, \tilde{x})$ are monotone functions and because of (3.103) and (3.104) we have

$$
\left\|A_{V}\left(h_{t}^{1}\right)(\cdot, 2)\right\|_{v} \leq \frac{1+2 R}{d(2 R, 2 R)} H_{V} \exp \left(C_{V} V(2 R)\right)
$$

Now we have proved for $d=0,1,2$ that

$$
\begin{equation*}
\left\|A_{V}\left(h_{t}^{1}\right)(\cdot, d)\right\|_{v} \leq U_{V}, \tag{3.106}
\end{equation*}
$$

where $U_{V}$ is defined as

$$
\begin{equation*}
U_{V} \equiv \max \left(\frac{1}{g(2 R)} H_{V} \exp \left(C_{V} V(2 R)\right), \frac{1+2 R}{d(2 R, 2 R)} H_{V} \exp \left(C_{V} V(2 R)\right)\right) \tag{3.107}
\end{equation*}
$$

### 3.8.5 The determinants $D_{V}$ and $Q_{V}$ are continuous in $V$

Throughout this chapter we introduced several operators and functions depending on the distribution function $V$. If we replace $V$ by another distribution function $V_{n}$ and $V_{n}$ converges for instance in supremum norm to $V$, then what can we say about the convergence of the operators and functions which depend on $V$ ? Here we mean by $\|f\|_{\infty}$ the supremum norm on $[0,2 R)$. We know that the functions $g(x)$ and $d(x, x)$ depend on $V$ through their definitions and are decreasing. We write $g_{n}$ and $d_{n}$ to mark their dependence of $V_{n}$. Throughout this section we assume that we have $\left\|V_{n}-V\right\|_{\infty} \rightarrow 0$ and also $\left\|g_{n}-g\right\|_{\infty} \rightarrow 0$ and $\left\|d_{n}(\cdot, \cdot)-d(\cdot, \cdot)\right\|_{\infty} \rightarrow 0$ hold. In particular we assume that $g(2 R)>0$ and $d(2 R, 2 R)>0$.

- Continuity in $V$ of $D_{V}$

If we consider the functions $c_{V, i}(i=1,2,3,4)$, then we can write for example for $c_{V, 1}$ :

$$
\begin{aligned}
& \left|c_{V_{n}, 1}(x)-c_{V, i}(x)\right| \leq \\
& \quad \int_{\tilde{x}=0}^{\tilde{x}=2 R} b(\tilde{x}) \tilde{x} \mathrm{~d} \tilde{x} \cdot\left\|\frac{1}{d_{n}(\cdot, \cdot)}-\frac{1}{d(\cdot, \cdot)}\right\|_{\infty} \rightarrow 0 .
\end{aligned}
$$

One obtains similar results for the other $c_{V, i}$ 's. Now we proved that ( $i=1,2,3,4$ )

$$
\begin{equation*}
\left\|c_{V_{n}, i}-c_{V, i}\right\|_{\infty} \rightarrow 0 \quad(n \rightarrow \infty) \tag{3.108}
\end{equation*}
$$

From (3.108) we get immediately the result for the determinant $D_{V}$ :

$$
\begin{equation*}
\left|D_{V_{n}}-D_{V}\right| \rightarrow 0 \quad(n \rightarrow \infty) \tag{3.109}
\end{equation*}
$$

Remember that we have $D_{V}>0$ for all $V$ and thus also for $V=V_{n}$. Now (3.109) implies that there exists a $D_{V, 0}>0$ such that

$$
\begin{equation*}
\frac{1}{D_{V}} \leq \frac{1}{D_{V, 0}}, \quad \frac{1}{D_{V_{n}}} \leq \frac{1}{D_{V, 0}} \quad \text { for all } n . \tag{3.110}
\end{equation*}
$$

With (3.56), (3.57) and the proof of (3.108) one easily gets the following result for $r_{V}$ and $s_{V}:$

$$
\begin{array}{ll}
\left\|r_{V_{n}}-r_{V}\right\|_{\infty} \rightarrow 0 & (n \rightarrow \infty) \\
\left\|s_{V_{n}}-s_{V}\right\|_{\infty} \rightarrow 0 & (n \rightarrow \infty) \tag{3.112}
\end{array}
$$

- Continuity in $V$ of $\alpha_{V}$ and $\beta_{V}$

Now let us consider the operators $\Psi_{V}$ and $\Lambda_{V}$ defined in (3.31) and (3.32). By telescoping and using integration by parts we write for $\Lambda_{v}$ :

$$
\begin{aligned}
& \Lambda_{V_{n}}(h)-\Lambda_{V}(h) \\
&= \int_{u=0}^{u=2 R} \int_{\tilde{x}=0}^{\tilde{x}=u} \frac{b(\tilde{x}) \tilde{x}(u-\tilde{x})}{d_{n}(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h(u) \frac{1}{|W|+2 u R} \mathrm{~d}\left(V_{n}-V\right)(u) \\
&+\int_{u=0}^{u=2 R} \int_{\tilde{x}=0}^{\tilde{x}=u}\left(\frac{b(\tilde{x}) \tilde{x}(u-\tilde{x})}{d_{n}(\tilde{x}, \tilde{x})}-\frac{b(\tilde{x}) \tilde{x}(u-\tilde{x})}{d(\tilde{x}, \tilde{x})}\right) \mathrm{d} \tilde{x} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \\
&=\left(V_{n}-V\right)(2 R) \int_{\tilde{x}=0} \frac{1}{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}(2 R-\tilde{x})}{d_{n}(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h(2 R) \frac{1}{|W|+4 R^{2}} \\
&-\int_{u=0}^{u=2 R}\left(V_{n}-V\right)(u) \int_{\tilde{x}=0}^{\tilde{x}=u} \frac{b(\tilde{x}) \tilde{x}}{d_{n}(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} u \\
&+\int_{u=0}^{u=2 R}\left(V_{n}-V\right)(u) \int_{\tilde{x}=0}^{\tilde{x}=u} \frac{b(\tilde{x}) \tilde{x}(u-\tilde{x})}{d_{n}(\tilde{x}, \tilde{x})} \mathrm{d} \tilde{x} h(u) \frac{2 R}{(|W|+2 u R)^{2}} \mathrm{~d} u \\
&-\int_{u=0}^{u=2 R}\left(V_{n}-V\right)(u) \int_{\tilde{x}=0}^{\tilde{x}=u} \frac{b(\tilde{x}) \tilde{x}(u-\tilde{x})}{\left.d_{n} \tilde{x}, \tilde{x}\right)} \mathrm{d} \tilde{x} \frac{1}{|W|+2 u R} \mathrm{~d} h(u) \\
&+\int_{u=0}^{u=2 R} \int_{\tilde{x}=0}^{\tilde{x}=u}\left(\frac{b(\tilde{x}) \tilde{x}(u-\tilde{x})}{d_{n}(\tilde{x}, \tilde{x})}-\frac{b(\tilde{x}) \tilde{x}(u-\tilde{x})}{d(\tilde{x}, \tilde{x})}\right) \mathrm{d} \tilde{x} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) .
\end{aligned}
$$

This yields (using (3.64))

$$
\begin{aligned}
&\left|\Lambda_{V_{n}}(h)-\Lambda_{V}(h)\right| \\
& \leq\left\|V_{n}-V\right\|_{\infty}\left(\frac{d(0,0)}{d_{n}(2 R, 2 R)\left(|W|+4 R^{2}\right)}\left(2 R c_{V, 1}(0)-c_{V, 2}(0)\right)\|h\|_{\infty}\right. \\
&+\frac{2 R d(0,0)}{d_{n}(2 R, 2 R)|W|} c_{V, 1}(0)\|h\|_{\infty} \\
&+\frac{(2 R)^{2} d(0,0)}{d_{n}(2 R, 2 R)|W|^{2}}\left(2 R c_{V, 1}(0)-c_{V, 2}(0)\right)\|h\|_{\infty} \\
&\left.+\frac{d(0,0)}{d_{n}(2 R, 2 R)|W|}\left(2 R c_{V, 1}(0)-c_{V, 2}(0)\right) \int_{u=0}^{u=2 R}|\mathrm{~d} h(u)|\right) \\
&+\left\|1 / d(\tilde{x}, \tilde{x})-1 / d_{n}(\tilde{x}, \tilde{x})\right\|_{\infty} \frac{V(2 R)}{|W|}\left(2 R c_{V, 1}(0)-c_{V, 2}(0)\right)\|h\|_{\infty} \\
& \leq\left\|V_{n}-V\right\|_{\infty} \frac{d(0,0)}{d_{n}(2 R, 2 R)} \max \left((2 R)^{2} /|W|^{2}, 1 /|W|, 2 R /|W|\right) \cdot 2 R c_{V, 1}(0)\left(3\|h\|_{\infty}+\|h\|_{v}\right) \\
&+\left\|1 / d(\tilde{x}, \tilde{x})-1 / d_{n}(\tilde{x}, \tilde{x})\right\|_{\infty} \frac{V(2 R)}{|W|} 2 R c_{V, 1}(0)\|h\|_{\infty} \\
& \leq\left\|V_{n}-V\right\|_{\infty} \frac{d(0,0)}{d_{n}(2 R, 2 R)} \max \left((2 R)^{2} /|W|^{2}, 1 /|W|, 2 R /|W|\right) \cdot 2 R C_{V} 4\|h\|_{v} \\
&+\left\|1 / d(\tilde{x}, \tilde{x})-1 / d_{n}(\tilde{x}, \tilde{x})\right\|_{\infty} \frac{V(2 R)}{|W|} 2 R c_{V, 1}(0)\|h\|_{\infty} .
\end{aligned}
$$

The last term tends to 0 because $\left\|1 / d_{n}-1 / d\right\|_{\infty}$ tends to 0 and for the first term we note that $\left\|V_{n}-V\right\|_{\infty}$ tends to 0 . Because $d_{n}(2 R, 2 R)$ converges to $d(2 R, 2 R)>0$, we know that $1 / d_{n}(2 R, 2 R)$ is bounded. So if $\|h\|_{v}$ (and thus $\|h\|_{\infty}$ ) is bounded one has proved the following result:

$$
\begin{equation*}
\left|\Lambda_{V_{n}}(h)-\Lambda_{V}(h)\right| \rightarrow 0 \quad(n \rightarrow \infty) \text { if }\|h\|_{v}<\infty \tag{3.113}
\end{equation*}
$$

Similar arguments are used to prove this result for $\Psi_{V}$ :

$$
\begin{equation*}
\left|\Psi_{V_{n}}(h)-\Psi_{V}(h)\right| \rightarrow 0 \quad(n \rightarrow \infty) \text { if }\|h\|_{v}<\infty \tag{3.114}
\end{equation*}
$$

By (3.38), (3.108)-(3.114) we obtain easily the next statement:

$$
\begin{array}{ll}
\left|\alpha_{V_{n}}(h)-\alpha_{V}(h)\right| \rightarrow 0 & (n \rightarrow \infty) \text { if }\|h\|_{v}<\infty \\
\left|\beta_{V_{n}}(h)-\beta_{V}(h)\right| \rightarrow 0 & (n \rightarrow \infty) \text { if }\|h\|_{v}<\infty . \tag{3.116}
\end{array}
$$

- Continuity in $V$ of $\bar{r}_{V}$ and $\bar{s}_{V}$

Now let us consider the operators $B_{V, i}(i=1,2)$ defined in (3.43) and (3.44). Again one can use the same method as for (3.113) to prove that ( $i=1,2$ )

$$
\left\|B_{V_{n}, i} h-B_{V, i} h\right\|_{\infty} \rightarrow 0 \quad(n \rightarrow \infty) \text { if }\|h\|_{v}<\infty
$$

and this implies for our operator $B_{V}$ defined in (3.42)

$$
\begin{equation*}
\left\|B_{V_{n}} h-B_{V} h\right\|_{\infty} \rightarrow 0 \quad(n \rightarrow \infty) \text { if }\|h\|_{v}<\infty \tag{3.117}
\end{equation*}
$$

We know that there exist $C_{V_{n}} \geq 0$ such that (3.62)-(3.64) hold, where $V$ is replaced by $V_{n}$ and

$$
C_{V_{n}}=\mathcal{O}\left(M_{V_{n}}\right),
$$

with

$$
M_{V_{n}} \equiv \max \left(\frac{1}{g_{n}(2 R)}, \frac{1}{d_{n}(2 R, 2 R)}\right)
$$

(compare with (3.65) and the definition of $M_{V}$ in (3.53)). By the knowledge that $g_{n}(2 R)$ converges to $g(2 R)>0$ and $d_{n}(2 R, 2 R)$ converges to $d(2 R, 2 R)>0$ and the fact that $V_{n}(2 R) \leq$ 1 and $V(2 R) \leq 1$ and $V_{n}(2 R)$ converges to $V(2 R)$, we conclude that there exists a $C_{V, 0} \geq 0$ and $l_{1} \geq 0$ such that

$$
\begin{equation*}
C_{V} \leq C_{V, 0}, \quad C_{V_{n}} \leq C_{V, 0} \quad \text { for all } n \geq l_{1} \tag{3.118}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{V_{n}} V_{n}(2 R) \leq C_{V, 0} V(2 R) \quad \text { for all } n \geq l_{1} \tag{3.119}
\end{equation*}
$$

with

$$
C_{V, 0}=\mathcal{O}\left(M_{V}\right)
$$

The $l_{1}$ ensures us that $g_{n}(2 R) \neq 0$ and $d_{n}(2 R, 2 R) \neq 0$ for all $n \geq l_{1}$. This and the inequality (3.67) imply that we have

$$
\begin{equation*}
\left\|\left(I-B_{V_{n}}\right)^{-1} h\right\|_{\infty} \leq \exp \left(C_{V, 0} V(2 R)\right)\|h\|_{\infty} \quad \text { for all } n \geq l_{1} \tag{3.120}
\end{equation*}
$$

Now one writes

$$
\begin{aligned}
\left\|\left(I-B_{V_{n}}\right)^{-1} h-\left(I-B_{V}\right)^{-1} h\right\|_{\infty} & =\left\|\left(I-B_{V_{n}}\right)^{-1}\left(B_{V_{n}}-B_{V}\right)\left(I-B_{V}\right)^{-1} h\right\|_{\infty} \\
& \leq \exp \left(C_{V, 0} V(2 R)\right) \cdot\left\|\left(B_{V_{n}}-B_{V}\right) f\right\|_{\infty}
\end{aligned}
$$

where $f=\left(I-B_{V}\right)^{-1} h$. Together with (3.117) we obtain

$$
\begin{equation*}
\left\|\left(I-B_{V_{n}}\right)^{-1} h-\left(I-B_{V}\right)^{-1} h\right\|_{\infty} \rightarrow 0 \quad(n \rightarrow \infty) \text { if }\|f\|_{v}=\left\|\left(I-B_{V}\right)^{-1} h\right\|_{v}<\infty \tag{3.121}
\end{equation*}
$$

For $\bar{r} v$ we derive

$$
\begin{align*}
& \left\|\bar{r}_{V_{n}}-\bar{r}_{V}\right\|_{\infty} \\
& \quad=\left\|\left(I-B_{V_{n}}\right)^{-1} r_{V_{n}}-\left(I-B_{V_{n}}\right)^{-1} r_{V}+\left(I-B_{V_{n}}\right)^{-1} r_{V}-\left(I-B_{V}\right)^{-1} r_{V}\right\|_{\infty} \\
& \quad \leq \exp \left(C_{V, 0} V(2 R)\right)\left\|r_{V_{n}}-r_{V}\right\|_{\infty}+\left\|\left(I-B_{V_{n}}\right)^{-1} r_{V}-\left(I-B_{V}\right)^{-1} r_{V}\right\|_{\infty} \tag{3.122}
\end{align*}
$$

By (3.78), (3.83) and (3.98) we know that

$$
\begin{aligned}
\left\|\left(I-B_{V}\right)^{-1} r_{V}\right\|_{v} & =\left\|\left(I-B_{V}\right)^{-1}\left(r_{V, 1}+r_{V, 2}\right)\right\|_{v} \\
& \leq H_{V}\left\|r_{V, 1}\right\|_{\infty}+H_{V}\left\|r_{V, 2}\right\|_{\infty} \\
& \leq 2 H_{V} C_{V}
\end{aligned}
$$

So we have

$$
\begin{equation*}
\left\|\bar{r}_{V}\right\|_{v}=\left\|\left(I-B_{V}\right)^{-1} r_{V}\right\|_{v} \leq 2 H_{V} C_{V} \tag{3.123}
\end{equation*}
$$

This implies that (3.121) holds for $h=r_{V}$ and together with (3.111) we get from (3.122) the following result:

$$
\begin{equation*}
\left\|\bar{r}_{V_{n}}-\bar{r}_{V}\right\|_{\infty} \rightarrow 0 \quad(n \rightarrow \infty) \tag{3.124}
\end{equation*}
$$

A similar proof can be produced to get

$$
\begin{equation*}
\left\|\bar{s}_{V}\right\|_{v}=\left\|\left(I-B_{V}\right)^{-1} s_{V}\right\|_{v} \leq H_{V} C_{V} \tag{3.125}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\bar{s}_{V_{n}}-\bar{s}_{V}\right\|_{\infty} \rightarrow 0 \quad(n \rightarrow \infty) \tag{3.126}
\end{equation*}
$$

## - Continuity in $V$ of $Q_{V}$

Now we are ready to prove the continuity in $V$ of the determinant $Q_{V}$. With (3.99), (3.110), (3.118) and (3.119) we may write

$$
\left|\alpha_{V_{n}}(h)\right| \leq 3 \frac{1}{D_{V_{n}}} m_{0} C_{V_{n}}^{2} V_{n}(2 R)\|h\|_{\infty} \leq 3 \frac{1}{D_{V, 0}} m_{0} C_{V, 0}^{2} V(2 R)\|h\|_{\infty} \quad \text { for all } n \geq l_{1}
$$

This yields ( $n \geq l_{1}$ )

$$
\begin{aligned}
\left|\alpha_{V_{n}}\left(h_{n}\right)-\alpha_{V}(h)\right| & =\left|\alpha_{V_{n}}\left(h_{n}\right)-\alpha_{V_{n}}(h)+\alpha_{V_{n}}(h)-\alpha_{V}(h)\right| \\
& \leq 3 \frac{1}{D_{V, 0}} m_{0} C_{V, 0}^{2} V(2 R)\left\|h_{n}-h\right\|_{\infty}+\left|\alpha_{V_{n}}(h)-\alpha_{V}(h)\right|
\end{aligned}
$$

If $\|h\|_{v}<\infty$, then we know that (3.115) holds and together with $\left\|h_{n}-h\right\|_{\infty} \rightarrow 0$ we get

$$
\begin{equation*}
\left|\alpha_{V_{n}}\left(h_{n}\right)-\alpha_{V}(h)\right| \rightarrow 0 \quad(n \rightarrow \infty) \text { if }\left\|h_{n}-h\right\|_{\infty} \rightarrow 0 \text { and }\|h\|_{v}<\infty . \tag{3.127}
\end{equation*}
$$

For $\beta_{V}$ one derives a similar result

$$
\begin{equation*}
\left|\beta_{V_{n}}\left(h_{n}\right)-\beta_{V}(h)\right| \rightarrow 0 \quad(n \rightarrow \infty) \text { if }\left\|h_{n}-h\right\|_{\infty} \rightarrow 0 \text { and }\|h\|_{v}<\infty \tag{3.128}
\end{equation*}
$$

Applying (3.127) and (3.128) with (3.123)-(3.126) we immediately get for the determinant

$$
\begin{equation*}
Q_{V}=\left(1-\alpha_{V}\left(\bar{r}_{V}\right)\right)\left(1-\beta_{V}\left(\bar{s}_{V}\right)\right)-\alpha_{V}\left(\bar{s}_{V}\right) \beta_{V}\left(\bar{r}_{V}\right) \tag{3.129}
\end{equation*}
$$

the following statement:

$$
\begin{equation*}
\left|Q_{V_{n}}-Q_{V}\right| \rightarrow 0 \quad(n \rightarrow \infty) \tag{3.130}
\end{equation*}
$$

Remember that we assume $Q_{V} \neq 0$. Now by (3.130) we know that there exists a $Q_{V, 0}>0$ and $l_{2} \geq 0$ such that

$$
\begin{equation*}
\frac{1}{\left|Q_{V}\right|} \leq \frac{1}{Q_{V, 0}}, \quad \frac{1}{\left|Q_{V_{n}}\right|} \leq \frac{1}{Q_{V, 0}} \quad \text { for all } n \geq l_{2} \tag{3.131}
\end{equation*}
$$

The meaning of the $l_{2}$ is not important. It only ensures us that $Q_{V_{n}} \neq 0$ for all $n \geq l_{2}$.

### 3.8.6 Verification of the Donsker class condition

With all the preparations in the previous sections we will verify the Donsker class condition for a sequence $V_{n}$ described in section 3.8.5 .

Firstly, we note that with (3.110), (3.118), (3.119) and (3.131) one immediately sees that there exist a $H_{V, 0} \geq 0$ and $U_{V, 0} \geq 0$ such that

$$
\begin{equation*}
H_{V} \leq H_{V, 0}, \quad H_{V_{n}} \leq H_{V, 0} \quad \text { for all } n \geq m \tag{3.132}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{V} \leq U_{V, 0}, \quad U_{V_{n}} \leq U_{V, 0} \quad \text { for all } n \geq m \tag{3.133}
\end{equation*}
$$

where $m=\max \left(l_{1}, l_{2}\right)$ and

$$
H_{V, 0}=\mathcal{O}\left(H_{V}\right), \quad U_{V, 0}=\mathcal{O}\left(U_{V}\right)
$$

Secondly, we obtain with (3.98) (knowing that $r_{V, 1}, r_{V, 2}$ and $-s_{V}$ are monotone and positive), (3.104), (3.78), (3.83) and (3.84) that

$$
\begin{aligned}
\left\|h_{t}^{0}\right\|_{v} \leq & \left\|\bar{r}_{V}\right\|_{v}\left|S_{V}\left(\bar{y}_{t}\right)\right|+\left\|\bar{s}_{V}\right\|_{v} \mid T_{V}\left(\bar{y}_{t} \mid+\left\|\bar{y}_{t}\right\|_{v}\right. \\
\leq & \left(\left\|\left(I-B_{V}\right)^{-1} r_{V, 1}\right\|_{v}+\left\|\left(I-B_{V}\right)^{-1} r_{V, 2}\right\|_{V}\right)\left|S_{V}\left(\bar{y}_{t}\right)\right| \\
& +\left\|\left(I-B_{V}\right)^{-1} s_{V}\right\|_{v}\left|T_{V}\left(\bar{y}_{t}\right)\right|+\left\|\left(I-B_{V}\right)^{-1} y_{t}\right\|_{v}
\end{aligned}
$$

$$
\leq H_{V}^{2}\left(\left\|r_{V, 1}\right\|_{\infty}+\left\|r_{V, 2}\right\|_{\infty}\right)\left\|y_{t}\right\|_{\infty}+H_{V}^{2}\left\|s_{V}\right\|_{\infty}\left\|y_{t}\right\|_{\infty}+H_{V}\left\|y_{t}\right\|_{\infty}
$$

$$
\leq 2 H_{V}^{2} C_{V}+H_{V}^{2} C_{V}+H_{V}
$$

$$
=H_{V}\left(3 H_{V} C_{V}+1\right)
$$

Note that this holds uniformly for $t \in[0,2 R)\left(\left\|y_{t}\right\|_{\infty}=\left\|1_{(0, t)}\right\|_{\infty} \leq 1\right.$ for all $\left.t \in[0,2 R)\right)$. Furthermore one writes

$$
0 \leq Z(t) \leq \frac{z(0)}{|W|} V(2 R)=m_{2} V(2 R)
$$

where $m_{2}$ is defined as $m_{2} \equiv z(0) /|W|$. Again this holds uniformly in $t$.
Thirdly, we obtain with the analysis above and with (3.105) and (3.106) that

$$
\begin{aligned}
\|\tilde{I}(Z, t)(\cdot, d)\|_{v} & =\left\|A_{V} I_{V}^{-1}\left(\chi_{t}-Z(t)\right)(\cdot, d)\right\|_{V} \\
& =\left\|A_{V} I_{V}^{-1}\left(\chi_{t}\right)(\cdot, d)-Z(t)\right\|_{v} \\
& =\left\|A_{V}\left(h_{t}^{0}+h_{t}^{1}\right)(\cdot, d)-Z(t)\right\|_{v} \\
& \leq\left\|A_{V}\left(h_{t}^{0}\right)(\cdot, d)\right\|_{V}+\left\|A_{V}\left(h_{t}^{1}\right)(\cdot, d)\right\|_{v}+Z(t) \\
& \leq H_{V}\left\|h_{t}^{0}\right\|_{V}+U_{V}+Z(t) \\
& \leq H_{V}^{2}\left(3 H_{V} C_{V}+1\right)+U_{V}+m_{2} V(2 R) .
\end{aligned}
$$

This yields for all $n \geq m$

$$
\begin{aligned}
\left\|\tilde{I}(Z, t)(\cdot, d)-\tilde{I}\left(Z_{n}, t\right)(\cdot, d)\right\|_{v} \leq & \|\tilde{I}(Z, t)(\cdot, d)\|_{v}+\left\|\tilde{I}\left(Z_{n}, t\right)(\cdot, d)\right\|_{v} \\
\leq & H_{V}^{2}\left(3 H_{V} C_{V}+1\right)+U_{V}+m_{2} V(2 R) \\
& +H_{V_{n}}^{2}\left(3 H_{V_{n}} C_{V_{n}}+1\right)+U_{V_{n}}+m_{2} V_{n}(2 R) \\
\leq & 2\left(H_{V, 0}^{2}\left(3 H_{V, 0} C_{V, 0}+1\right)+U_{V, 0}+m_{2}\right) .
\end{aligned}
$$

Again this holds uniformly in $t$. If we define

$$
L_{V} \equiv 2\left(H_{V, 0}^{2}\left(3 H_{V, 0} C_{V, 0}+1\right)+U_{V, 0}+m_{2}\right)
$$

(of course not depending on $n$ and $t$ ), then we have proved the following lemma.
Lemma 3.8.6.1 If we assume that $1 / g(x)$ and $1 / d(x, x)$ are bounded on $[0,2 R]$ and $Q_{V} \neq 0$ and if $V_{n}$ is a sequence distribution functions such that $\left\|V_{n}-V\right\|_{\infty} \rightarrow 0,\left\|g_{n}-g\right\|_{\infty} \rightarrow 0$ and $\left\|d_{n}(\cdot, \cdot)-d(\cdot, \cdot)\right\|_{\infty} \rightarrow 0$, then we have $Q_{V_{n}} \rightarrow Q_{V}$ and thus there exists a $m$ such that for all $n \geq m$ we have $Q_{V_{n}} \neq 0$ and

$$
\sup _{t}\left\|\tilde{I}(Z, t)(\cdot, d)-\tilde{I}\left(Z_{n}, t\right)(\cdot, d)\right\|_{v} \leq L_{V}
$$

for $d=0,1,2$.

### 3.9 The $\|\cdot\|_{P_{V}}$-convergence conditions

In this section we are going to prove the $\|\cdot\|_{P_{V}}$-convergence conditions in the two-dimensional 'circle'-case. We recall (3.13) and (3.14). In section 3.9 .1 we write $\tilde{I}(Z, t)-\tilde{I}\left(Z_{n}, t\right)$ as a sum of four terms and for each term we prove that we can bound it by a constant times $K(n)$ (where $K(n)$ is defined by (3.135); compare $K(n)$ with $P_{k}-P$ in (3.13) or (3.14)). In section 3.9.2 we use the results in section 3.9.1 to conclude that the $\|\cdot\|_{P_{V}}$-convergence condition holds.

The $\|\cdot\|_{P_{v}}$-convergence conditions

### 3.9.1 Calculating $\tilde{I}(Z, t)-\tilde{I}\left(Z_{n}, t\right)$

Let us write down the following derivation

$$
\begin{align*}
& \tilde{I}(Z, t)-\tilde{I}\left(Z_{n}, t\right) \\
& \quad=A_{V} I_{V}^{-1}\left(\chi_{t}\right)-A_{V_{n}} I_{V_{n}}^{-1}\left(\chi_{t}\right)-Z(t)+Z_{n}(t) \\
& \quad=A_{V}\left(h_{t}^{0}+h_{t}^{1}\right)-A_{V_{n}}\left(h_{t n}^{0}+h_{t n}^{1}\right)-Z(t)+Z_{n}(t) \\
& \quad=\left(A_{V}-A_{V_{n}}\right)\left(h_{t}^{0}\right)+A_{V_{n}}\left(h_{t}^{0}-h_{t n}^{0}\right)+\left(A_{V}\left(h_{t}^{1}\right)-A_{V_{n}}\left(h_{t n}^{1}\right)\right)-\left(Z(t)-Z_{n}(t)\right)\left(i^{3}\right. \tag{3.134}
\end{align*}
$$

For convenience we define

$$
\begin{equation*}
K(n) \equiv \max \left(\left\|V-V_{n}\right\|_{\infty},\left\|1 / g-1 / g_{n}\right\|_{\infty},\left\|1 / d(\cdot, \cdot)-1 / d_{n}(\cdot, \cdot)\right\|_{\infty}\right) \tag{3.135}
\end{equation*}
$$

(thus $K(n) \rightarrow 0$ ) and

$$
\begin{align*}
q_{V} \equiv & \max \left(\left(2 m_{0}+\left(m_{0}+m_{3}+m_{4}\right) C_{V, 0}\right) H_{V, 0}\left(3 H_{V, 0} C_{V, 0}+1\right)\right. \\
& \left.\left(1+2 m_{0} C_{V, 0}\right) q_{V, 1}, q_{V, 2},\left(m_{2}+2\left((2 R)^{2} /|W|\right)\right)\right) \tag{3.136}
\end{align*}
$$

We start to investigate all terms in (3.134) separately.

- The term $\left(A_{V}-A_{V_{n}}\right)\left(h_{t}^{0}\right)$

Regard $A_{V}(\star)(\cdot, d)$ as a linear operator from $\left(D[0,2 R),\|\star\|_{\infty}\right)$ to $\left(D[0,2 R),\|\star\|_{\infty}\right)(d=$ $0,1,2)$, then for $f \in D[0,2 R)$ we write the following derivations.

If $d=0$ it is easy. Then we have

$$
\left\|\left(A_{V}-A_{V_{n}}\right)(f)(\tilde{x}, d=0)\right\|_{\infty}=\|0\|_{\infty}=0 .
$$

If $d=1$ we write, using integration by parts,

$$
\begin{aligned}
\left(A_{V}-\right. & \left.A_{V_{n}}\right)(f)(\tilde{x}, d=1) \\
= & \left(\frac{1}{g(\tilde{x})}-\frac{1}{g_{n}(\tilde{x})}\right) \int_{x=\tilde{x}}^{x=2 R} f(x) \frac{1}{|W|+2 x R} \mathrm{~d} V(x) \\
& +\frac{1}{g_{n}(\tilde{x})} \int_{x=\tilde{x}}^{x=2 R} f(x) \frac{1}{|W|+2 x R} \mathrm{~d}\left(V-V_{n}\right)(x) \\
= & \left(\frac{1}{g(\tilde{x})}-\frac{1}{g_{n}(\tilde{x})}\right) \int_{x=\tilde{x}}^{x=2 R} f(x) \frac{1}{|W|+2 x R} \mathrm{~d} V(x) \\
& +\frac{1}{g_{n}(\tilde{x})}\left(V-V_{n}\right)(2 R) f(2 R) \frac{1}{|W|+4 R^{2}} \\
& \quad-\frac{1}{g_{n}(\tilde{x})}\left(V-V_{n}\right)(\tilde{x}) f(\tilde{x}) \frac{1}{|W|+2 \tilde{x} R} \\
& \quad-\frac{1}{g_{n}(\tilde{x})} \int_{x=\tilde{x}}^{x=2 R}\left(V-V_{n}\right)(x) \frac{1}{|W|+2 x R} \mathrm{~d} f(x) \\
& +\frac{1}{g_{n}(\tilde{x})} \int_{x=\tilde{x}}^{x=2 R}\left(V-V_{n}\right)(x) f(x) \frac{2 R}{(|W|+2 x R)^{2}} \mathrm{~d} x .
\end{aligned}
$$

If we define

$$
m_{3} \equiv 2 m_{0}+\frac{(2 R)^{2}}{|W|^{2}}
$$

then this yields

$$
\begin{aligned}
&\left|\left(A_{V}-A_{V_{n}}\right)(f)(\tilde{x}, d=1)\right| \\
& \leq\left\|1 / g-1 / g_{n}\right\|_{\infty}\|f\|_{\infty} m_{0} V(2 R)+\frac{2}{g_{n}(2 R)}\left\|V-V_{n}\right\|_{\infty} m_{0}\|f\|_{\infty} \\
& \quad\left.+\frac{1}{g_{n}(2 R)} \| V-V_{n}\right)\left\|_{\infty} m_{0} \int_{x=\tilde{x}}^{x=2 R}|\mathrm{~d} f(x)|+\frac{1}{g_{n}(2 R)}\right\| V-V_{n}\left\|_{\infty} \frac{(2 R)^{2}}{|W|^{2}}\right\| f \|_{\infty} \\
& \leq\left\|1 / g-1 / g_{n}\right\|_{\infty}\|f\|_{\infty} m_{0} V(2 R) \\
& \quad+\frac{1}{g_{n}(2 R)}\left\|V-V_{n}\right\|_{\infty}\left(m_{3}\|f\|_{\infty}+m_{0}\|f\|_{v}\right) \\
& \leq m_{0}\left\|1 / g-1 / g_{n}\right\|_{\infty}\|f\|_{v} \\
& \quad+\frac{1}{g_{n}(2 R)}\left\|V-V_{n}\right\|_{\infty}\left(m_{0}+m_{3}\right)\|f\|_{v} .
\end{aligned}
$$

For $\left(A_{V}-A_{V_{n}}\right)(f)(\tilde{x}, d=2)$ one carries out similar calculations as for $d=1$ and one finds that there exists a constant $m_{4}$ such that we have

$$
\begin{aligned}
\left|\left(A_{V}-A_{V_{n}}\right)(f)(\tilde{x}, d=2)\right| \leq & m_{0}\left\|1 / d(\cdot, \cdot)-1 / d_{n}(\cdot, \cdot)\right\|_{\infty}\|f\|_{v} \\
& +\frac{1}{d_{n}(2 R, 2 R)}\left\|V-V_{n}\right\|_{\infty} m_{4}\|f\|_{v}
\end{aligned}
$$

Now we have by the results above, (3.118) and (3.135) that for $n \geq m$

$$
\begin{equation*}
\left\|\left(A_{V}-A_{V_{n}}\right)(f)(\cdot, d)\right\|_{\infty} \leq\left(2 m_{0}+\left(m_{0}+m_{3}+m_{4}\right) C_{V, 0}\right)\|f\|_{v} K(n) \tag{3.137}
\end{equation*}
$$

Because we showed in section 3.8 that $\left\|h_{t}^{0}\right\|_{v} \leq H_{V, 0}\left(3 H_{V, 0} C_{V, 0}+1\right)$, one obtains from (3.137) with $f=h_{t}^{0}$ and (3.136) ( $n \geq m$ )

$$
\begin{equation*}
\left\|\left(A_{V}-A_{V_{n}}\right)\left(h_{t}^{0}\right)(\cdot, d)\right\|_{\infty} \leq q_{V} K(n) \tag{3.138}
\end{equation*}
$$

$(d=0,1,2)$.

- The term $A_{V_{n}}\left(h_{t}^{0}-h_{t n}^{0}\right)$

Again regarding $A_{V}(\star)(\cdot, d)$ as a linear operator from $\left(D[0,2 R),\|\star\|_{\infty}\right)$ to $\left(D[0,2 R),\|\star\|_{\infty}\right)$ ( $d=0,1,2$ ), one easily sees that

$$
\begin{align*}
\left\|A_{V}(f)(\cdot, d)\right\|_{\infty} & \leq\|f\|_{\infty}+\frac{1}{g(2 R)} m_{0} V(2 R)\|f\|_{\infty}+\frac{1}{d(2 R, 2 R)} m_{0} V(2 R)\|f\|_{\infty} \\
& \leq\left(1+\frac{1}{g(2 R)} m_{0}+\frac{1}{d(2 R, 2 R)} m_{0}\right) \cdot\|f\|_{\infty} \tag{3.139}
\end{align*}
$$

(For $d=0,1,2$ we get respectively the 1 , the $m_{0}(1 / g(2 R))$ and the $m_{0}(1 / d(2 R, 2 R))$ ). Now (3.139) holds for all distribution functions $V$, thus also for $V=V_{n}$. Because of (3.118) we may write for $n \geq m$

$$
\begin{equation*}
\left\|A_{V_{n}}(f)(\cdot, d)\right\|_{\infty} \leq\left(1+2 m_{0} C_{V, 0}\right)\|f\|_{\infty} . \tag{3.140}
\end{equation*}
$$

## Furthermore we write

$$
h_{t}^{0}(x)-h_{t n}^{0}(x)=\bar{r}_{V}(x) S_{V}\left(\bar{y}_{t}\right)-\bar{r}_{V_{n}}(x) S_{V_{n}}\left(\bar{y}_{t}\right)+\bar{s}_{V}(x) T_{V}\left(\bar{y}_{t}\right)-\bar{s}_{V_{n}}(x) T_{V_{n}}\left(\bar{y}_{t}\right) .
$$

With (3.115), (3.116), (3.124), (3.126) and (3.130) and telescoping we immediately get that $S_{V}$ and $T_{V}$ are continuous in $V$. We find

$$
\begin{array}{lll}
\left|S_{V_{n}}(f)-S_{V}(f)\right| \rightarrow 0 & (n \rightarrow \infty) \text { if } & \|f\|_{v}<\infty \\
\left|T_{V_{n}}(f)-T_{V}(f)\right| \rightarrow 0 & (n \rightarrow \infty) \text { if }\|f\|_{v}<\infty . \tag{3.142}
\end{array}
$$

Together with (3.124) and (3.126) we obtain

$$
\left\|h_{t}^{0}-h_{t n}^{0}\right\|_{\infty} \rightarrow 0 \quad(n \rightarrow \infty) .
$$

Actually, with a bit more secretarial administration, one can show that there exists a $q_{V, 1} \geq 0$ such that ( $n \geq m$ )

$$
\begin{align*}
\left|S_{V_{n}}(f)-S_{V}(f)\right| & \leq q_{V, 1}\|f\|_{V} K(n)  \tag{3.143}\\
\left|T_{V_{n}}(f)-T_{V}(f)\right| & \leq q_{V, 1}\|f\|_{v} K(n)  \tag{3.144}\\
\left|h_{t}^{0}(x)-h_{t n}^{0}(x)\right| & \leq q_{V, 1} K(n) . \tag{3.145}
\end{align*}
$$

(Note that the right-hand side of inequality (3.145) does not depend on $t$, because $\left\|\bar{y}_{t}\right\|_{v} \leq$ $H_{V}\left\|y_{t}\right\|_{\infty}$ and $\left\|y_{t}\right\|_{\infty} \leq 1$ for all $t$ ). Finally we obtain with (3.140), (3.145) and (3.136) for $n \geq m$

$$
\begin{equation*}
\left\|A_{V_{n}}\left(h_{t}^{0}-h_{t n}^{0}\right)(\cdot, d)\right\|_{\infty} \leq\left(1+2 m_{0} C_{V, 0}\right) q_{V, 1} \cdot K(n) \leq q_{V} K(n) \tag{3.146}
\end{equation*}
$$

$(d=0,1,2)$.

- The term $A_{V}\left(h_{t}^{1}\right)-A_{V_{n}}\left(h_{t n}^{1}\right)$

Compare the calculations below with the calculations in section 3.8.4. If $d=0$ we have

$$
A_{V}\left(h_{t}^{1}\right)-A_{V_{n}}\left(h_{t n}^{1}\right)(\tilde{x}, 0)=0-0=0 .
$$

If $d=1$ we find

$$
\begin{aligned}
A_{V}\left(h_{t}^{1}\right)-A_{V_{n}}\left(h_{t n}^{1}\right)(\tilde{x}, 1)= & \frac{1}{g(\tilde{x})} S_{V}\left(\bar{y}_{t}\right)-\frac{1}{g_{n}(\tilde{x})} S_{V_{n}}\left(\bar{y}_{t}\right) \\
= & \left(\frac{1}{g(\tilde{x})}-\frac{1}{g_{n}(\tilde{x})}\right) S_{V}\left(\bar{y}_{t}\right) \\
& +\frac{1}{g_{n}(\tilde{x})}\left(S_{V}\left(\bar{y}_{t}\right)-S_{V_{n}}\left(\bar{y}_{t}\right)\right)
\end{aligned}
$$

For $d=2$ one get a similar expression. Using (3.118), (3.143), (3.144) and the fact that $\left\|\bar{y}_{t}\right\|_{v} \leq H_{V}<\infty$ ( $H_{V}$ of course not depending on $t$ ) one finds that there exists a $q_{V, 2}$ such that for $n \geq m$

$$
\begin{equation*}
\left\|A_{V}\left(h_{t}^{1}\right)-A_{V_{n}}\left(h_{t n}^{1}\right)(\cdot, d)\right\|_{\infty} \leq q_{V, 2} K(n) \leq q_{V} K(n) \tag{3.147}
\end{equation*}
$$

$(d=0,1,2)$.

- The term $Z(t)-Z_{n}(t)$

For the term $Z(t)-Z_{n}(t)$ we find (using $z(x)=-\frac{1}{2} a(x)$ )

$$
\begin{aligned}
Z(t)-Z_{n}(t)= & \int_{x=0}^{x=t} \frac{z(x)}{|W|+2 x R} \mathrm{~d}\left(V-V_{n}\right)(x) \\
= & \left(V-V_{n}\right)(t) \frac{z(t)}{|W|+2 t R}+\int_{x=0}^{x=t}\left(V-V_{n}\right)(x) \frac{a(x)}{2(|W|+2 x R)} \mathrm{d} x \\
& +\int_{x=0}^{x=t}\left(V-V_{n}\right)(x) \frac{2 R z(x)}{(|W|+2 x R)^{2}} \mathrm{~d} x .
\end{aligned}
$$

Because $m_{2}=z(0) /|W|$ and $a(x) \leq 4 R$, this yields

$$
\begin{equation*}
\left|Z(t)-Z_{n}(t)\right| \leq\left(m_{2}+2 \frac{(2 R)^{2}}{|W|}\right)\left\|V-V_{n}\right\|_{\infty} \leq q_{V} K(n) . \tag{3.148}
\end{equation*}
$$

### 3.9.2 Verification of the $\|\cdot\|_{P_{V}}$-convergence condition

With the help of section 3.9 .1 it will be easy to verify the $\|\cdot\|_{P_{V}}$-convergence condition. Because of (3.134), (3.138), (3.146), (3.147) and (3.148) we know now that for $n \geq m$

$$
\left\|\tilde{I}(Z, t)(\cdot, d)-\tilde{I}\left(Z_{n}, t\right)(\cdot, d)\right\|_{\infty} \leq 4 q_{V} K(n)
$$

(uniformly in $t$ ). So we can write

$$
\begin{equation*}
\left\|\tilde{I}(Z, t)-\tilde{I}\left(Z_{n}, t\right)\right\|_{P_{V}}^{2}=\int\left(\tilde{I}(Z, t)(\tilde{x}, d)-\tilde{I}\left(Z_{n}, t\right)(\tilde{x}, d)\right)^{2} \mathrm{~d} P_{V}(\tilde{x}, d) \leq 3\left(4 q_{V}\right)^{2} K^{2}(n) \tag{3.149}
\end{equation*}
$$

and thus we have (see the definition of $K(n)$ in (3.135))

$$
\begin{aligned}
& \sup _{t}\left\|\tilde{I}(Z, t)-\tilde{I}\left(Z_{n}, t\right)\right\|_{P_{V}} \\
& \leq 4 \sqrt{3} q_{V} K(n) \\
&=4 \sqrt{3} q_{V} \max \left(\left\|V-V_{n}\right\|_{\infty},\left\|1 / g-1 / g_{n}\right\|_{\infty},\left\|1 / d(\cdot, \cdot)-1 / d_{n}(\cdot, \cdot)\right\|_{\infty}\right)
\end{aligned}
$$

Together with the results of section 3.8 this proves the following lemma
Lemma 3.9.2.1 If we assume that $1 / g(x)$ and $1 / d(x, x)$ are bounded on $[0,2 R]$ and $Q_{V} \neq 0$ and if $V_{n}$ is a sequence distribution functions such that $\left\|V_{n}-V\right\|_{\infty} \rightarrow 0,\left\|g_{n}-g\right\|_{\infty} \rightarrow 0$ and $\left\|d_{n}(\cdot, \cdot)-d(\cdot, \cdot)\right\|_{\infty} \rightarrow 0$, then we have $Q_{V_{n}} \rightarrow Q_{V}$ and thus there exists a $m$ such that for all $n \geq m$ we have $Q_{V_{n}} \neq 0$ and

$$
\lim _{n \rightarrow \infty} \sup _{t}\left\|\tilde{I}(Z, t)-\tilde{I}\left(Z_{n}, t\right)\right\|_{P_{V}}=0
$$

If we take in lemma 3.9.2.1 $V_{n}=\hat{V}_{n}$ (and thus $g_{n}=\hat{g}_{n}, d_{n}=\hat{d}_{n}$ and $Z_{n}=\widehat{Z}_{n}$ ), where $\hat{V}_{n}$ is the NPMLE of section 1.2.4, then we have (because we have consistency: $\left\|V-\widehat{V}_{n}\right\|_{\infty} \rightarrow 0$, $\left\|g-\hat{g}_{n}\right\|_{\infty} \rightarrow 0$ and $\left\|d(\cdot, \cdot)-\hat{d}_{n}(\cdot, \cdot)\right\|_{\infty} \rightarrow 0$ a.s. (see section 3.4)

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{t}\left\|\tilde{I}(Z, t)-\tilde{I}\left(\hat{Z}_{n}, t\right)\right\|_{P_{v}}=0 \quad \text { a.s. } \tag{3.150}
\end{equation*}
$$

If we replace in lemma 3.9.2.1 $V$ (but we do not replace the $V$ in $P_{V}$; note that we get (3.149) also with a $P_{V_{1}}$ instead of $P_{V}$ ) by $\widehat{V}_{n}$ (with corresponding $Z_{n}$ ) and $V_{n}$ by $\left(1-\frac{1}{k}\right) \widehat{V}_{n}+\frac{1}{k} V$ (with corresponding $Z_{n k}$ ), then we have immediately

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{t}\left\|\tilde{I}\left(Z_{n}, t\right)-\tilde{I}\left(Z_{n k}, t\right)\right\|_{P_{v}}=0 \quad \text { a.s. } \tag{3.151}
\end{equation*}
$$

### 3.10 The determinant $Q_{V} \neq 0$ and assumption I

### 3.10.1 Some remarks about the determinant $Q_{V}$

For the existence of a hardest submodel $h_{t}$ in section 3.7 , we had to assume that the determinant $Q_{V} \neq 0$. In this case we can write down the hardest submodel as the solution $h_{t}$ of the equation $I_{V}\left(h_{t}\right)(x)=\chi_{t}(x)$ in lemma 3.7.2.1. One has to be sure that the determinant $Q_{V} \neq 0$ for the underlying distribution function $V$. It could be possible that $Q_{V}=0$ is an identity of the model for all choices of distribution functions $V$. Then the entire analysis in the previous sections would be worthless. Therefore we have to show that $Q_{V} \neq 0$ is not an empty statement.

We take a distribution function $V$ such that $V(x)=0$ for all $x \in[0,2 R]$. In this case we have $g(x)=g(2 R)$ for all $x \in[0,2 R]$ (and $g(2 R)$ is assumed to be $>0$ ) and $d(x, x)=d(2 R, 2 R)$ for all $x \in[0,2 R]$ (and $d(2 R, 2 R)$ is assumed to be $>0$ ). One easily checks that the operators $\Psi_{V}$ and $\Lambda_{V}$ in (3.31) and (3.32) both become the nil-operator. This means that the operators $\alpha_{V}$ and $\beta_{V}$ as operators on $D[0,2 R$ ) defined by (3.38) are nil-operator too and so we get immediately that $Q_{V}=1$. This shows that there are distribution functions $V$ for which the determinant $Q_{V}$ is not equal to 0 .

If one can only observe within a window with diameter $2 R$, an underlying distribution function $V$ such that $V(x)=0$ for all $x \in[0,2 R]$, is not interesting to estimate. Are there distribution functions $V$ with mass on $[0,2 R]$ for which $Q_{V} \neq 0$ ? Let $V$ be a distribution function such that $V(x)=0$ for all $x \in[0,2 R]$ and let $\tilde{V}$ be an arbitrary distribution function. Then $V_{n} \equiv\left(1-\epsilon_{n}\right) V+\epsilon_{n} \widetilde{V}$, where $\epsilon_{n} \downarrow 0$, converges in supnorm to $V$. By section 3.8 .5 we know that this implies that $Q_{V_{n}} \rightarrow Q_{V}$. So for $n$ large enough we have that $Q_{V_{n}} \neq 0$. This proves that there exist distribution functions $V$ with mass on $[0,2 R]$ for which $Q_{V} \neq 0$.

The assumption $Q_{V} \neq 0$ is not something that one can easily assume from arguments of the underlying $V$. On the other hand one could imagine that $Q_{V} \neq 0$ holds for a large class of distribution functions $V$. In section 3.12 we calculate the determinant $Q_{V}$ in the onedimensional line segment problem and show there that $Q_{V} \geq 1$. In section 4.4 we conjecture that in the two-dimensional case we also have $Q_{V} \geq 1$ for all $V$.

### 3.10.2 The assumption $g(2 R)>0$ and $d(2 R, 2 R)>0$

Let us consider the class of distribution functions $V$ for which $V(x)=1$ in $\left(e_{2}, \infty\right)$ for an $e_{2}<2 R$. For a $V$ in this class we can write for $g(x)$ and $d(x, x)$

$$
g(x)=\int_{u=x}^{u=e_{2}} \frac{1}{|W|+2 u R} \mathrm{~d} V(u), \quad d(x, x)=\int_{u=x}^{u=e_{2}} \frac{u-x}{|W|+2 u R} \mathrm{~d} V(u)
$$

and one notes that these are the underlying distribution functions $V$ for which $g(2 R)=0$ and $d(2 R, 2 R)=0$. For the information operator $I_{V}$ we find

$$
\begin{align*}
& I_{V}(h)(x) \\
& \quad=\frac{z(x)}{|W|+2 x R} h(x) \cdot 1\left(x \leq e_{2}\right) \\
& \quad+\frac{1}{|W|+2 x R} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge e_{2}} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \quad+\frac{1}{|W|+2 x R} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge e_{2}} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} . \tag{3.152}
\end{align*}
$$

Again we look at the equation (3.28): $I_{V}\left(h_{t}\right)(x)=\chi_{t}(x)$, where $\chi_{t}$ is defined as in (3.18). If we consider the invertibility of $I_{V}\left(h_{t}\right)(x)=\chi_{t}(x)$ for $x \geq 2 R$, then one notes immediately that $I_{V}(h)(x)$ does not depend on the values of $h(x)$ for $x \in\left(e_{2}, \infty\right)$. So for all functions $h_{1}$ and $h_{2}$ with support on $\left(e_{2}, \infty\right)$ we have $I_{V}\left(h_{1}\right)=I_{V}\left(h_{2}\right)=0$.

For the invertibility of $I_{V}\left(h_{t}\right)(x)=\chi_{t}(x)$ for $x \in\left[0, e_{2}\right)$, we work as follows. Just as we did in section 3.7.1, we find for $x \geq 2 R$ (actually, for $x \geq e_{2}$ )

$$
\begin{aligned}
\int_{\tilde{x}=0}^{\tilde{x}=e_{2}} & \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h_{t}(u) \frac{1}{|W|+2 x R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& +\int_{\tilde{x}=0}^{\tilde{x}=e_{2}} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x}=0 .
\end{aligned}
$$

From this we obtain similar equations like (3.29) and (3.30). One derives the equations (compare with (3.39) and (3.40))

$$
\begin{align*}
\int_{\tilde{x}=0}^{\tilde{x}=x} & \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& -\int_{\tilde{x}=0}^{\tilde{x}=x} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
= & -\int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h_{t}(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& +\int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \tag{3.153}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\tilde{x}=0}^{\tilde{x}=x} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \quad=-\int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h_{t}(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} . \tag{3.154}
\end{align*}
$$

Together with (3.153) and (3.154) we write for $x \in\left[0, e_{2}\right]$ (compare with (3.41))

$$
I_{V}\left(h_{t}\right)(x)=\frac{z(x)}{|W|+2 x R}\left(h_{t}(x)-B_{V} h_{t}(x)\right)
$$

where $B_{V}:\left(D\left[0, e_{2}\right],\|\cdot\|_{\infty}\right) \rightarrow\left(D\left[0, e_{2}\right],\|\cdot\|_{\infty}\right)$ is defined as $B_{V} h \equiv B_{V, 1} h+B_{V, 2} h$ and the operators $B_{V, i}:\left(D\left[0, e_{2}\right],\|\cdot\|_{\infty}\right) \rightarrow\left(D\left[0, e_{2}\right],\|\cdot\|_{\infty}\right)$ are

$$
\begin{aligned}
& B_{V, 1} h(x) \equiv \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& B_{V, 2} h(x) \equiv \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} .
\end{aligned}
$$

Now we want to determine the inverse of ( $I-B_{V}$ ). The method in section 3.7.2 can not be used now. Changing the order of integration will not help to find a kernel for which we can prove that it is bounded. But we use here the advantage of $e_{2}<2 R$. On $\left[0, e_{2}\right] \times\left[0, e_{2}\right]$ we have that

$$
0 \leq \frac{a(y)+b(y) y(y-x)}{z(x)} \leq \frac{a(0)+b\left(e_{2}\right) e_{2}^{2}}{z\left(e_{2}\right)} \equiv c<\infty .
$$

Now we prove that

$$
\begin{equation*}
\left|B_{V}^{k} h(x)\right| \leq \frac{\left(c\left(e_{2}-x\right)\right)^{k}}{k!}\|h\|_{\infty} \tag{3.155}
\end{equation*}
$$

We derive for $k=1$ and $x \in\left[0, e_{2}\right]$

$$
\begin{aligned}
& \left|B_{V} h(x)\right| \\
& \leq\left|B_{V, 1} h(x)\right|+\left|B_{V, 2} h(x)\right| \\
& \leq \\
& \leq \\
& \quad\|h\|_{\infty} \cdot \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{a(\tilde{x})}{g(\tilde{x})} g(\tilde{x}) \mathrm{d} \tilde{x} \\
& \quad+\|h\|_{\infty} \cdot \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{b(\tilde{x}) \tilde{x}(x-\tilde{x})}{d(\tilde{x}, \tilde{x})} d(\tilde{x}, \tilde{x}) \mathrm{d} \tilde{x} \\
& \leq \\
& \leq\|h\|_{\infty} \int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \mathrm{~d} \tilde{x} \\
& \leq \\
& \leq\left(e_{2}-x\right)\|h\|_{\infty} .
\end{aligned}
$$

Suppose (3.155) is true for a certain $k$. We derive for $k+1$ (and $\left.x \in\left[0, e_{2}\right]\right)$

$$
\begin{aligned}
& \left|B_{V}^{k+1} h(x)\right| \\
& \leq \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}}\left|B_{V}^{k} h(u)\right| \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \quad+\frac{1}{z(x)} \int_{\tilde{x}=e^{2}}^{\tilde{x}=e_{2}} \frac{b(\tilde{x}) \tilde{x}(\tilde{x}-x)}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=e_{2}}\left|B_{V}^{k} h(u)\right| \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \leq\|h\|_{\infty} \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{a(\tilde{x})}{g(\tilde{x})} \frac{\left(c\left(e_{2}-\tilde{x}\right)\right)^{k}}{k!} g(\tilde{x}) \mathrm{d} \tilde{x} \\
& \quad+\|h\|_{\infty} \frac{1}{z(x)} \int_{\tilde{x}=x}^{\tilde{x}=e_{2}} \frac{b(\tilde{x}) \tilde{x}(\tilde{x}-x)}{d(\tilde{x}, \tilde{x})} \frac{\left(c\left(e_{2}-\tilde{x}\right)\right)^{k}}{k!} d(\tilde{x}, \tilde{x}) \mathrm{d} \tilde{x} \\
& \leq\|h\|_{\infty} \frac{c^{k+1}}{k!} \int_{\tilde{x}=x}^{\tilde{x}=e_{2}}\left(e_{2}-\tilde{x}\right)^{k} \mathrm{~d} \tilde{x} \\
& = \\
& =\frac{\left(c\left(e_{2}-x\right)\right)^{k+1}}{(k+1)!}\|h\|_{\infty} .
\end{aligned}
$$

Now we showed with induction that (3.155) holds for all $k$. This provides us with the following statement

$$
\left\|B_{V}^{k} h\right\|_{\infty} \leq \frac{\left(c e_{2}\right)^{k}}{(k)!}\|h\|_{\infty}
$$

This proves the existence of the inverse of $\left(I-B_{V}\right)$ in the space of bounded linear operators on $D\left[0, e_{2}\right]$ being $\left(I-B_{V}\right)^{-1}=\sum_{k=0}^{k=\infty} B_{V}^{k}$ and $\left\|\left(I-B_{V}\right)^{-1} h\right\|_{\infty} \leq \exp \left(c e_{2}\right)\|h\|_{\infty}$. Now the equation $I_{V}\left(h_{t}\right)(x)=\chi_{t}(x)$ for $x \in\left[0, e_{2}\right]$ can be written as

$$
\begin{equation*}
h_{t}(x)=\bar{y}_{t}(x) \tag{3.156}
\end{equation*}
$$

where $\bar{y}_{t}=\left(I-B_{V}\right)^{-1} 1_{(0, t]}$. Actually we proved the following lemma (compare with lemma 3.7.2.1).

Lemma 3.10.2.1 If we consider the distribution function $V$ for which $V(x)=1$ on $\left[e_{2}, \infty\right)$ for an $e_{2}<2 R$ and let $h_{t}^{0}$ and $h_{t}^{1}$ be defined as

$$
h_{t}^{0}(x) \equiv h_{t}(x) \cdot 1_{\left[0, e_{2}\right)}(x) \quad, \quad h_{t}^{1}(x) \equiv h_{t}(x) \cdot 1_{\left[e_{2}, \infty\right)}(x)
$$

then

$$
I_{V}\left(h_{t}\right)(x)=\chi_{t}(x) \text { for all } x \in[0, \infty)
$$

is equivalent to

$$
\left.h_{t}^{0}(x)=\bar{y}_{t}(x)\right) \cdot 1_{\left[0, e_{2}\right)}(x)
$$

and we can choose $h_{t}^{1} \equiv 0$.
Actually it is not strange to find lemma 3.10 .2 .1 as the solution of $h_{t}$. In the case that $\mathrm{d} V(x)=0$ for all $x \in[2 R, \infty)$ we find that $\alpha_{V}$ and $\beta_{V}$ in section 3.7.1 are the nil-operators and thus (3.156) could be expected from (3.69).

If one wants to check the Donsker class condition and the $\|\cdot\|_{P_{V}}$-convergence condition in this case, then one goes through the sections 3.8 and 3.9. A lot of the analysis there can be skipped. We only have to look at section 3.8.2 and the beginning of section 3.8.4 and one has to check (3.121); the continuity of $\left(I-B_{V}\right)^{-1}$ in $V$. In section 3.8.2 one must be aware that if one tries to bound $(\mathrm{d} / \mathrm{d} x) B_{V, 1}^{\text {up }} f(x)$ from above and $(\mathrm{d} / \mathrm{d} x) B_{V, 2} f(x)$ from below, then one must use the same technique as we did above to determine the inverse of $\left(I-B_{V}\right)$. This provides us with similar efficiency results in the case that $g(2 R)=0$ and $d(2 R, 2 R)=0$ and $V(x)$ equals 1 for an $e_{2}<2 R$.

### 3.11 Calculation of $I_{V}^{-1}(\xi-\mathcal{Z})$

In this section we only give the calculation of $I_{V}^{-1}(\xi-\mathcal{Z})$ which we need for theorem 3.5.2.1. The calculation is at some points different to the calculation of $I_{V}^{-1}\left(\chi_{t}-Z(t)\right)$ in section 3.7.

We know that for a constant $c$ we have $I_{V} c=c$ and thus $I_{V}^{-1} \mathcal{Z}=\mathcal{Z}$. Therefore we only have to concentrate on the equation

$$
I_{V}(h)(x)=\xi
$$

assuming for the moment that such a solution $h$ exists. ( $\xi$ as in (3.21)).
One writes $\xi$ as

$$
\xi(x)=\frac{1}{|W|+2 x R}(0+x) .
$$

Now we imitate section 3.7.1. For $x \geq 2 R$ we get from $I_{V}(h)(x)=\xi(x)$ with (3.27) the following two equations analogous to (3.35)

$$
\left(\begin{array}{cc}
c_{V, 4}(0)+c_{V, 3}(0) & -c_{V, 2}(0)  \tag{3.157}\\
-c_{V, 2}(0) & c_{V, 1}(0)
\end{array}\right) \cdot\binom{\alpha_{V}(h)}{\beta_{V}(h)}=-\binom{\Psi_{V}(h)-0}{\Lambda_{V}(h)-1} .
$$

(All the functionals and functions defined as in section 3.7.1). Using the same arguments as in section 3.7.1, we get the existence of the inverse of the matrix and get the system of equations analogous to (3.38)

$$
\begin{align*}
\binom{\alpha_{V}(h)}{\beta_{V}(h)} & =-\frac{1}{D_{V}}\left(\begin{array}{cc}
c_{V, 1}(0) & c_{V, 2}(0) \\
c_{V, 2}(0) & c_{V, 4}(0)+c_{V, 3}(0)
\end{array}\right) \cdot\binom{\Psi_{V}(h)}{\Lambda_{V}(h)-1} \\
& =-L_{V}^{-1}\binom{\Psi_{V}(h)}{\Lambda_{V}(h)-1} . \tag{3.158}
\end{align*}
$$

Again we expressed $\alpha_{V}(h)$ and $\beta_{V}(h)$ as operators which only use the values of $h(x)$ with $x \in[0,2 R)$. For each choice of $h$ on $[0,2 R)$ one is able to find an $h$ on $[2 R, \infty)$ such that (3.158) holds. (See the remark after lemma 3.7.2.1).

If we define the operators $\tilde{\alpha}_{V}$ and $\tilde{\beta}_{V}$ for an $f$ on $D[0,2 R)$ as

$$
\begin{equation*}
\binom{\tilde{\alpha}_{V}(f)}{\tilde{\beta}_{V}(f)}=-L_{V}^{-1}\binom{\Psi_{V}(f)}{\Lambda_{V}(f)}+L_{V}^{-1}\binom{0}{1} \tag{3.159}
\end{equation*}
$$

and we define $\alpha_{V}$ and $\beta_{V}$ regarded as operators on $D[0,2 R)$ just the same as in (3.38) then we get by (3.158)

$$
\begin{equation*}
\binom{\tilde{\alpha}_{V}\left(h^{0}\right)}{\tilde{\beta}_{V}\left(h^{0}\right)}=\binom{\alpha_{V}\left(h^{0}\right)}{\beta_{V}\left(h^{0}\right)}+L_{V}^{-1}\binom{0}{1}=\binom{\alpha_{V}\left(h^{1}\right)}{\beta_{V}\left(h^{1}\right)}, \tag{3.160}
\end{equation*}
$$

where $h^{0}(x)=h(x) \cdot 1_{[0,2 R)}(x)$ and $h^{1}(x)=h(x) \cdot 1_{[2 R, \infty)}(x)$.
For the invertibility of $I_{V}(h)(x)=\xi(x)$ for $x \in[0,2 R)$ we imitate section 3.7.2. One easily checks that the equations analogous to (3.39) and (3.40) (derived from (3.29) and (3.30)) are

$$
\begin{align*}
\int_{\tilde{x}=0}^{\tilde{x}=x} & \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& -\int_{\tilde{x}=0}^{x=x} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
= & -\int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& +\int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x}+0 \tag{3.161}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\tilde{x}=0}^{\tilde{x}=x} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \quad=-\int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x}+1 . \tag{3.162}
\end{align*}
$$

With (3.161) and (3.162) and the definition of $I_{V}$ in (3.27) we get from $I_{V}(h)=\xi(x)$ for $x \in[0,2 R)$

$$
\begin{align*}
I_{V}(h)(x)= & \frac{z(x)}{|W|+2 x R} h(x) \\
& -\frac{1}{|W|+2 x R} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{a(\tilde{x})}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{1}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& +\frac{1}{|W|+2 x R} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}^{2}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& -\frac{x}{|W|+2 x R} \int_{\tilde{x}=x}^{\tilde{x}=2 R} \frac{b(\tilde{x}) \tilde{x}}{d(\tilde{x}, \tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{u-\tilde{x}}{|W|+2 u R} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& +\frac{x}{|W|+2 x R} \\
= & \frac{x}{|W|+2 x R} . \tag{3.163}
\end{align*}
$$

Now from (3.163) we obtain just as in (3.41)

$$
I_{V}(h)(x)=\frac{z(x)}{|W|+2 x R}\left(h(x)-B_{V}(h)(x)-r_{V}(x) \alpha_{V}(h)-s_{V}(x) \beta_{V}(h)\right)=0
$$

and this yields for $x \in[0,2 R)$

$$
h(x)=\bar{r}_{V}(x) \alpha_{V}\left(h^{1}\right)+\bar{s}_{V}(x) \beta_{V}\left(h^{1}\right) .
$$

(See section 3.7 for all the definitions). Now we apply $\tilde{\alpha}_{V}$ and $\tilde{\beta}_{V}$ defined by (3.159) on both sides of the equation and we obtain

$$
\binom{\alpha_{V}\left(h^{1}\right)}{\beta_{V}\left(h^{1}\right)}=\binom{\alpha_{V}\left(\bar{r}_{V}\right) \alpha_{V}\left(h^{1}\right)+\alpha_{V}\left(\bar{s}_{V}\right) \beta_{V}\left(h^{1}\right)}{\beta_{V}\left(\bar{r}_{V}\right) \alpha_{V}\left(h^{1}\right)+\beta_{V}\left(\bar{s}_{V}\right) \beta_{V}\left(h^{1}\right)}+L_{V}^{-1}\binom{0}{1}
$$

This yields

$$
\left(\begin{array}{cc}
1-\alpha_{V}\left(\bar{r}_{V}\right) & -\alpha_{V}\left(\bar{s}_{V}\right) \\
-\beta_{V}\left(\bar{r}_{V}\right) & 1-\beta_{V}\left(\bar{s}_{V}\right)
\end{array}\right) \cdot\binom{\alpha_{V}\left(h^{1}\right)}{\beta_{V}\left(h^{1}\right)}=N_{V}\binom{\alpha_{V}\left(h^{1}\right)}{\beta_{V}\left(h^{1}\right)}=L_{V}^{-1}\binom{0}{1}
$$

and under the assumption that $Q_{V} \neq 0$ we obtain

$$
\binom{\alpha_{V}\left(h^{1}\right)}{\beta_{V}\left(h^{1}\right)}=N_{V}^{-1} L_{V}^{-1}\binom{0}{1} \equiv\binom{S_{V}}{T_{V}}
$$

Now we have proved the following lemma.

Lemma 3.11.1 If we assume that $1 / g(x)$ and $1 / d(x, x)$ are bounded on $[0,2 R]$ and $Q_{V} \neq 0$ and let $h^{0}$ and $h^{1}$ be defined as

$$
h^{0}(x) \equiv h(x) \cdot 1_{[0,2 R)}(x) \quad, \quad h^{1}(x) \equiv h(x) \cdot 1_{[2 R, \infty)}(x)
$$

then

$$
I_{V}(h)(x)=\xi(x) \text { for all } x \in[0, \infty)
$$

is equivalent to

$$
h^{0}(x)=\bar{r}_{V}(x) S_{V}+\bar{s}_{V}(x) T_{V}
$$

and $h^{1}$ satisfies

$$
\binom{\alpha_{V}\left(h^{1}\right)}{\beta_{V}\left(h^{1}\right)}=-\frac{1}{D_{V}}\left(\begin{array}{cc}
c_{V, 1}(0) & c_{V, 2}(0) \\
c_{V, 2}(0) & c_{V, 4}(0)+c_{V, 3}(0)
\end{array}\right) \cdot\binom{\Psi_{V}\left(h^{0}\right)}{\Lambda_{V}\left(h^{0}\right)-1} .
$$

### 3.12 Efficiency proof for the one-dimensional case

The method we used to obtain the efficiency results in the 'circle'-case can also be applied to the one-dimensional case. Van der Laan(1993) studied the efficiency in the one-dimensional line segment problem, but the proof there is incorrect without the assumptions in section 3.4. If we put the proof of the one-dimensional case into the 'general' setting of the proof of the two-dimensional case, then we will see why the two-dimensional case is harder to solve.

In the one-dimensional line segment process the score operator is given by

$$
\begin{aligned}
& A_{V}(h)(\tilde{x}, d) \\
& =h(\tilde{x}) \cdot 1(d=0) \\
& \quad+\frac{1}{g(\tilde{x})} \int_{x=\tilde{x}}^{x=\infty} h(x) \frac{1}{\tau+x} \mathrm{~d} V(x) \cdot 1(d=1) \\
& \quad+\frac{1}{d(\tau, \tau)} \int_{x=\tau}^{x=\infty} h(x) \frac{x-\tau}{\tau+x} \mathrm{~d} V(x) \cdot 1(d=2) .
\end{aligned}
$$

For the adjoint of the score operator we find

$$
\begin{aligned}
& A_{V}^{T}(\eta)(x) \\
& =\quad \frac{\tau-x}{\tau+x} \eta(x, 0) \cdot 1(x<\tau) \\
& \quad+\frac{2}{\tau+x} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge \tau} \eta(\tilde{x}, 1) \mathrm{d} \tilde{x} \\
& \quad+\frac{x-\tau}{\tau+x} \eta(\tau, 2) \cdot 1(x \geq \tau)
\end{aligned}
$$

Thus for the information operator $I_{V}=A_{V}^{T} A_{V}$ we obtain

$$
\begin{aligned}
& I_{V}(h)(x) \\
& \quad=\frac{\tau-x}{\tau+x} h(x) \cdot 1(x<\tau)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{2}{\tau+x} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge \tau} \frac{1}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{1}{\tau+u} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& +\frac{x-\tau}{\tau+x} \cdot \frac{1}{d(\tau, \tau)} \int_{u=\tau}^{u=\infty} h(u) \frac{u-\tau}{\tau+u} \mathrm{~d} V(u) \cdot 1(x \geq \tau) .
\end{aligned}
$$

Recall that the parameter $h$ in section 1.1.2 equals $d(\tau, \tau)$ here. To avoid misunderstanding we write throughout this section $\mathcal{W}=d(\tau, \tau)$ instead of the parameter $h$ used in chapter 1 and 2. Again for convenience and without loss of generality we write $P_{V}(V$ in the set of distribution functions on $[0, \infty)$ ) instead of $P_{V, h}$ with $(V, h) \in \mathcal{V}_{\tau}$.

### 3.12.1 The parameters $(W, \mathcal{W})$ to be estimated

As in section 3.5, we introduce here the parameters for which we show that the NPMLE is efficient. We consider the estimation of the parameter

$$
\begin{aligned}
\vartheta\left(P_{V}\right) & =\left(\vartheta_{1}\left(P_{V}\right), \vartheta_{2}\left(P_{V}\right)\right) \\
& \equiv(W(\cdot), \mathcal{W}) \\
& \equiv\left(\int_{x=0}^{x=\cdot} \frac{\tau-x}{\tau+x} \mathrm{~d} V(x), \int_{x=\tau}^{x=\infty} \frac{x-\tau}{\tau+x} \mathrm{~d} V(x)\right) \\
& =\left(F^{u . c .}(\cdot), d(\tau, \tau)\right),
\end{aligned}
$$

where we define $b_{t} \vartheta_{1}\left(P_{V}\right)=W(t)$ and $B=\left\{b_{t}: t \in[0, \tau)\right\}$. (Compare with (3.17)). Again we consider the distribution function of the uncensored observations because then we have less trouble with the singularity problems at $x=\tau$, which occur if one inverts the information operator.

- The parameter $b_{t} \vartheta_{1}\left(P_{V}\right)=W(t)$

Just as in section 3.5.1, we calculate the pathwise derivative of $W(t)$. If we define the function $\kappa_{t}$ to be

$$
\begin{equation*}
\kappa_{t}(x) \equiv \frac{\tau-x}{\tau+x} \cdot 1_{(0, t]}(x), \tag{3.164}
\end{equation*}
$$

then we note that

$$
\kappa_{t}-W(t)=\kappa_{t}-\int \kappa_{t}(x) \mathrm{d} V(x)=\kappa_{t}-E_{V}\left(\kappa_{t}\right) \in L_{0}^{2}(V)
$$

and we get the following equality analogous to (3.19)

$$
\begin{equation*}
\frac{1}{\epsilon}\left(W_{e_{, l}}(t)-W(t)\right)=\left\langle A_{V} I_{V}^{-1}\left(\kappa_{t}-W(t)\right), A_{V}(l)\right\rangle_{P_{V}} \tag{3.165}
\end{equation*}
$$

Assuming that $I_{V}^{-1}\left(\kappa_{t}-W(t)\right)$ exists, we have with (3.165) that $W(t)$ is pathwise differentiable with efficient influence curve

$$
\begin{equation*}
\tilde{I}(W, t)=A_{V} I_{V}^{-1}\left(\kappa_{t}-W(t)\right) . \tag{3.166}
\end{equation*}
$$

In section 3.12 .2 we calculate $h_{t}=I_{V}^{-1}\left(\kappa_{t}-W(t)\right)$. The calculation must be compared with section 3.7 of the two-dimensional case. In lemma 3.7.2.1 we have to assume that the
determinant $Q_{V}$ is not equal 0 to be sure of the existence of $h_{t}$. In the one-dimensional case we are able to prove that this $Q_{V}$ is not equal to 0 , therefore this assumption is not needed in lemma 3.12.2.1. One verifies the conditions of theorem 3.3.2 or checks the conditions of theorem 3.3.4 using section 3.8 and 3.9 (and the proof of theorem 3.5.1.1) to obtain the next theorem

Theorem 3.12.1.1 Under the assumptions in section 3.4 the $N P M L E \widehat{W}_{n}$ is a $\|\cdot\|_{B^{-}}$asymptotically efficient estimator of $W$.

- The parameter $\vartheta_{2}\left(P_{V}\right)=\mathcal{W}$

We define the function $\gamma$ to be

$$
\begin{equation*}
\gamma(x) \equiv \frac{x-\tau}{\tau+x} \cdot 1_{[\tau, \infty)}(x) . \tag{3.167}
\end{equation*}
$$

Again one checks that

$$
\gamma-\mathcal{W}=\gamma-\int \gamma(x) \mathrm{d} V(x)=\gamma-E_{V}(\gamma) \in L_{0}^{2}(V)
$$

For the parameter $\mathcal{W}$ one finds

$$
\begin{aligned}
\frac{1}{\epsilon}\left(\mathcal{W}_{\epsilon, l}-\mathcal{W}\right) & =\int \gamma(x) l(x) \mathrm{d} V(x) \\
& =d(\tau, \tau) \cdot A_{V}(l)(\tau, 2) \\
& =\left\langle 1(d=2), A_{V}(l)\right\rangle_{P_{V}} \\
& =\left\langle 1(d=2)-\mathcal{W}, A_{V}(l)\right\rangle_{P_{V}}
\end{aligned}
$$

showing that $\mathcal{W}$ is pathwise differentiable with efficient influence curve

$$
\tilde{I}(\mathcal{W})=1(d=2)-\mathcal{W} .
$$

We know already that the NPMLE $\widehat{\mathcal{W}}_{n}$ equals the fraction of double censored observations (see (1.51)). So we get

$$
\begin{aligned}
\widehat{\mathcal{W}}_{n}-\mathcal{W} & =\frac{1}{n} \sum_{i=1}^{n} 1\left(D_{i}=d_{i}=2\right)-\mathcal{W} \\
& =\frac{1}{n} \sum_{i=1}^{n}\left(1\left(d_{i}=2\right)-\mathcal{W}\right) \\
& =\int \tilde{I}(\mathcal{W}) \mathrm{d} P_{n} \\
& =\int \tilde{I}(\mathcal{W}) \mathrm{d}\left(P_{n}-P_{V}\right) .
\end{aligned}
$$

This immediately proves the efficiency of the NPMLE $\widehat{\mathcal{W}}_{n}$ of $\mathcal{W}$. The explicit calculation of $I_{V}^{-1}(\gamma-\mathcal{W})$ is not needed. Now we got without any assumption:

Theorem 3.12.1.2 The NPMLE $\widehat{\mathcal{W}}_{n}$ is an asymptotically efficient estimator of $\mathcal{W}$.

- Efficiency of $\left(\widehat{W}_{n}, \widehat{\mathcal{W}}_{n}\right)$ implies efficiency of $\left(\widehat{F}_{n}, \widehat{\mu}_{n}\right)$

Just as in section 3.5.3 one can show that the fact that the NPMLE ( $\widehat{W}_{n}, \widehat{\mathcal{W}}_{n}$ ) is an efficient estimator of the underlying $(W, \mathcal{W}) \in D[0, \tau) \times \mathbb{R}$ implies that the NPMLE $\left(\hat{F}_{n}, \hat{\mu}_{n}\right)$ is an efficient estimator of the underlying $(F, \mu) \in D[0, \tau-\epsilon) \times \mathbb{R}$ for every fixed $\epsilon \in(0,2 R)$.

Here one uses the relation

$$
\mathrm{d} V(x)=\frac{\tau+x}{\tau+\mu} \mathrm{d} F(x)
$$

to obtain

$$
1-\mathcal{W}+W(\tau)=1-d(\tau, \tau)+\int_{x=0}^{x=\tau} \frac{\tau-x}{\tau+x} \mathrm{~d} V(x)=\frac{2 \tau}{\tau+\mu}
$$

and

$$
\mathrm{d} W(x)=\frac{\tau-x}{\tau+x} \mathrm{~d} V(x)=\frac{\tau-x}{\tau+\mu} \mathrm{d} F(x)
$$

From these we get

$$
\mu=\frac{2 \tau}{1-\mathcal{W}+W(\tau)}-\tau
$$

and

$$
F(t)=\frac{2 \tau}{1-\mathcal{W}+W(\tau)}\left(\frac{W(t)}{\tau-t}+\int_{x=0}^{x=t} \frac{1}{(\tau-x)^{2}} W(x) \mathrm{d} x\right) .
$$

Now one copies the proof given in section 3.5.3.

### 3.12.2 Calculation of $I_{V}^{-1}\left(\kappa_{t}-W(t)\right)$

Again we remember that $I_{V} c=c$ for a constant $c$ and thus $I_{V}^{-1}(W(t))=W(t)$ and therefore we only have to concentrate on solving

$$
\begin{equation*}
I_{V}\left(h_{t}\right)(x)=\kappa_{t}(x) \tag{3.168}
\end{equation*}
$$

assuming for the moment that such a $h_{t}$ exists. ( $\kappa_{t}$ as in (3.164)).

- Invertibility of $I_{V}\left(h_{t}\right)(x)=\kappa_{t}(x)$ for $x \geq \tau$

For $x \geq \tau$ equation (3.168) becomes

$$
\begin{aligned}
& 2 \int_{\tilde{x}=0}^{\tilde{x}=\tau} \frac{1}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{\mathrm{t}}(u) \frac{1}{\tau+x} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \quad+(x-\tau) \frac{1}{d(\tau, \tau)} \int_{u=\tau}^{u=\infty} h_{t}(u) \frac{u-\tau}{\tau+u} \mathrm{~d} V(u) \mathrm{d} \tilde{x}=0 .
\end{aligned}
$$

This yields (compare with (3.29) and (3.30))

$$
\begin{align*}
& 2 \int_{\tilde{x}=0}^{\tilde{x}=\tau} \frac{1}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{\tau+x} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \quad-\tau \frac{1}{d(\tau, \tau)} \int_{u=\tau}^{u=\infty} h_{t}(u) \frac{u-\tau}{\tau+u} \mathrm{~d} V(u) \mathrm{d} \tilde{x}=0 \tag{3.169}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{d(\tau, \tau)} \int_{u=\tau}^{u=\infty} h_{t}(u) \frac{u-\tau}{\tau+u} \mathrm{~d} V(u) \mathrm{d} \tilde{x}=0 \tag{3.170}
\end{equation*}
$$

So (3.169) with (3.170) and the assumption that $d(\tau, \tau)>0$ gives us

$$
\begin{equation*}
\int_{\tilde{x}=0}^{\tilde{x}=\tau} \frac{1}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{\tau+x} \mathrm{~d} V(u) \mathrm{d} \tilde{x}=0 \tag{3.171}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{u=\tau}^{u=\infty} h_{t}(u) \frac{u-\tau}{\tau+u} \mathrm{~d} V(u) \mathrm{d} \tilde{x}=0 \tag{3.172}
\end{equation*}
$$

Now if we define the operator $\Psi_{V}$ as follows

$$
\Psi_{V}(h) \equiv \int_{u=0}^{u=\tau} \int_{\tilde{x}=0}^{\tilde{x}=u} \frac{1}{g(\tilde{x})} \mathrm{d} \tilde{x} h(u) \frac{1}{\tau+u} \mathrm{~d} V(u)
$$

and we define the operators $\alpha_{V}$ and $\beta_{V}$ as

$$
\begin{aligned}
\alpha_{V}(h) & \equiv \int_{u=\tau}^{u=\infty} h(u) \frac{1}{\tau+u} \mathrm{~d} V(u) \\
\beta_{V}(h) & \equiv \int_{u=\tau}^{u=\infty} h(u) \frac{u}{\tau+u} \mathrm{~d} V(u)
\end{aligned}
$$

and we define

$$
c_{V}(x) \equiv \int_{\tilde{x}=x}^{\tilde{x}=\tau} \frac{1}{g(\tilde{x})} \mathrm{d} \tilde{x}
$$

then the equations (3.171) and (3.172) can be written as

$$
\left(\begin{array}{cc}
c_{V}(0) & 0  \tag{3.173}\\
-\tau & 1
\end{array}\right) \cdot\binom{\alpha_{V}\left(h_{t}\right)}{\beta_{V}\left(h_{t}\right)}=-\binom{\Psi_{V}\left(h_{t}\right)}{0}
$$

If we assume that $1 / g(x)$ is bounded on $[0, \tau)$ we have that $0<c_{V}(0)<\infty$ and thus the determinant $D_{V}$ of the matrix

$$
\left(\begin{array}{cc}
c_{V}(0) & 0 \\
-\tau & 1
\end{array}\right)
$$

equals $c_{V}(0) \neq 0$ and therefore we may write

$$
\binom{\alpha_{V}\left(h_{t}\right)}{\beta_{V}\left(h_{t}\right)}=-\frac{1}{D_{V}}\left(\begin{array}{cc}
1 & 0  \tag{3.174}\\
\tau & c_{V}(0)
\end{array}\right) \cdot\binom{\Psi_{V}\left(h_{t}\right)}{0}
$$

(Compare (3.174) with (3.38)).

- Invertibility of $I_{V}\left(h_{t}\right)(x)=\kappa_{t}(x)$ for $x \in[0, \tau)$

Here we do the same as in section 3.7.2. One writes (3.171) as

$$
\begin{align*}
& \int_{\tilde{x}=0}^{\tilde{x}=x} \frac{1}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{\tau+x} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
& \quad=-\int_{\tilde{x}=x}^{\tilde{x}=\tau} \frac{1}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{\tau+x} \mathrm{~d} V(u) \mathrm{d} \tilde{x} . \tag{3.175}
\end{align*}
$$

Because of (3.170) and with (3.175) we write for $x \in[0, \tau)$

$$
\begin{aligned}
I_{V}\left(h_{t}\right)(x)= & \frac{\tau-x}{\tau+x} h_{t}(x) \\
& +\frac{2}{\tau+x} \int_{\tilde{x}=0}^{\tilde{x}=x \wedge \tau} \frac{1}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h(u) \frac{1}{\tau+u} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
= & \frac{\tau-x}{\tau+x} h_{t}(x) \\
& -\frac{2}{\tau+x} \int_{\tilde{x}=x}^{\tilde{x}=\tau} \frac{1}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\infty} h_{t}(u) \frac{1}{\tau+x} \mathrm{~d} V(u) \mathrm{d} \tilde{x} \\
= & \frac{\tau-x}{\tau+x}\left(h_{t}(x)-B_{V} h_{t}(x)\right) \\
& -\frac{\tau-x}{\tau+x} \cdot \frac{1}{\tau-x} c_{V}(x) \alpha_{V}\left(h_{t}\right) \\
= & \frac{\tau-x}{\tau+x}\left(h_{t}(x)-B_{V} h_{t}(x)-r_{V}(x) \alpha_{V}\left(h_{t}\right)\right),
\end{aligned}
$$

(compare this with (3.41)) where the operator $B_{V}$ is defined as

$$
B_{V} h(x) \equiv \frac{2}{\tau-x} \int_{\tilde{x}=x}^{\tilde{x}=\tau} \frac{1}{g(\tilde{x})} \int_{u=\tilde{x}}^{u=\tau} h_{t}(u) \frac{1}{\tau+u} \mathrm{~d} V(u) \mathrm{d} \tilde{x}
$$

and the function $r_{V}$ on $[0, \tau)$ is defined as

$$
r_{V}(x) \equiv \frac{1}{\tau-x} c_{V}(x) .
$$

Now we get for (3.168) the following equation

$$
\left(I-B_{V}\right) h_{t}(x)=r_{V}(x) \alpha_{V}\left(h_{t}\right)+1_{(0, t]}(x) .
$$

Similar to section 3.7.2 one proves that $\left(I-B_{V}\right)^{-1}$ exists as operator on $D[0, \tau)$. So we obtain

$$
\begin{equation*}
h_{t}(x)=\bar{r}_{V}(x) \alpha_{V}\left(h_{t}\right)+\bar{y}_{t}, \tag{3.176}
\end{equation*}
$$

where $\bar{r}_{V}$ and $\bar{y}_{t}$ in $D[0, \tau)$ are defined as

$$
\bar{r}_{V} \equiv\left(I-B_{V}\right)^{-1} r_{V} \quad, \quad \bar{y}_{t} \equiv\left(I-B_{V}\right)^{-1} 1_{(0, t]} .
$$

Just as we did in section 3.7 .2 we note that we can apply $\alpha_{V}$ and $\beta_{V}$ (as operators on $D[0, \tau)$ ) on both sides of the equation (3.176) and so we get the next system of equations

$$
\left(\begin{array}{cc}
1-\alpha_{V}\left(\bar{r}_{V}\right) & 0 \\
-\beta_{V}\left(\bar{r}_{V}\right) & 1
\end{array}\right) \cdot\binom{\alpha_{V}\left(h_{t}\right)}{\beta_{V}\left(h_{t}\right)}=\binom{\alpha_{V}\left(\bar{y}_{t}\right)}{\beta_{V}\left(\bar{y}_{t}\right)} .
$$

We see immediately that the operator $B_{V}$ maps positive functions to positive functions and thus $\left(I-B_{V}\right)^{-1}=\sum_{k=0}^{\infty} B_{V}^{k}$ maps positive functions to positive functions. Because $r_{V}$ is a positive function we have now that $\bar{r}_{V}$ is a positive function. Furthermore we note that the
operator $\Psi_{V}$ maps positive functions to positive numbers and thus $\alpha_{V}=-\left(1 / D_{V}\right) \Psi_{V}$ maps positive functions to negative numbers (remember that $D_{V}>0$ ). This means that $\alpha_{V}\left(\bar{r}_{V}\right)$ is a negative number. From this we may conclude that the determinant $Q_{V}=1-\alpha_{V}\left(\bar{r}_{V}\right)$ of the matrix

$$
N_{V} \equiv\left(\begin{array}{cc}
1-\alpha_{V}\left(\bar{r}_{V}\right) & 0 \\
-\beta_{V}\left(\bar{r}_{V}\right) & 1
\end{array}\right)
$$

is greater or equal to 1 and thus $Q_{V} \neq 0$. The inverse $N_{V}^{-1}$ of $N_{V}$ exists and so we obtain

$$
\binom{\alpha_{V}\left(h_{t}\right)}{\beta_{V}\left(h_{t}\right)}=\frac{1}{Q_{V}}\left(\begin{array}{cc}
1 & 0  \tag{3.177}\\
\beta_{V}\left(\bar{r}_{V}\right) & 1-\alpha_{V}\left(\bar{r}_{V}\right)
\end{array}\right) \cdot\binom{\alpha_{V}\left(\bar{y}_{t}\right)}{\beta_{V}\left(\bar{y}_{t}\right)} \equiv\binom{S_{V}\left(\bar{y}_{t}\right)}{T_{V}\left(\overline{y_{t}}\right)} .
$$

Now we have proved that $h_{t}$ is uniquely determined on $[0, \tau)$ by equation (3.176):

$$
h_{t}(x)=\bar{r}_{V}(x) S_{V}\left(\bar{y}_{t}\right)+\bar{y}_{t}(x) .
$$

For $x \geq \tau$ the solution $h_{t}$ only has to satisfy (3.174). We get the following lemma (see lemma 3.7.2.1).

Lemma 3.12.2.1 If we assume that $1 / g(x)$ is bounded on $[0, \tau]$ and let $h_{t}^{0}$ and $h_{t}^{1}$ be defined as

$$
h_{t}^{0}(x) \equiv h_{t}(x) \cdot 1_{[0, \tau)}(x) \quad, \quad h_{t}^{1}(x) \equiv h_{t}(x) \cdot 1_{[\tau, \infty)}(x),
$$

then

$$
I_{V .}\left(h_{t}\right)(x)=\kappa_{t}(x) \text { for all } x \in[0, \infty)
$$

is equivalent to

$$
h_{t}^{0}(x)=\left(\bar{r}_{V}(x) S_{V}\left(\bar{y}_{t}\right)+\bar{y}_{t}(x)\right) \cdot 1_{[0, \tau)}(x)
$$

and $h_{t}^{1}$ satisfies

$$
\binom{\alpha_{V}\left(h_{t}^{1}\right)}{\beta_{V}\left(h_{t}^{1}\right)}=-\frac{1}{D_{V}}\left(\begin{array}{cc}
1 & 0 \\
\tau & c_{V}(0)
\end{array}\right) \cdot\binom{\Psi_{V}\left(h_{t}^{0}\right)}{0} .
$$

### 3.12.3 One-dimensional case versus two-dimensional case

One of the reasons why the efficiency proof in the two-dimensional case is more difficult than in the one-dimensional case, is the role of the determinant $Q_{V}$. In the one-dimensional case we could prove $Q_{V} \neq 0$ using simple properties of the operator $B_{V}$ and the functionals $\Psi_{V}$ and $\alpha_{V}$. The structure of the determinant in the two-dimensional case is much more complex. There we can only prove the existence of a hardest submodel, the existence of $h_{t}$, if we assume that $Q_{V} \neq 0$.

If one considers the equations (3.69) (two-dimensional case) and (3.176) (one-dimensional case), then one actually sees why the determinant in the two-dimensional case becomes more difficult to analyse. Because we have several kinds of double censored observations in the two-dimensional case, we get the contribution of $s_{V}(x)$ to the equation (3.69). In the onedimensional case, because of (3.171) and (3.172) (the double censored observations all take the same value $\tau$ ), this contribution drops out. An explanation could be the fact that in the onedimensional case the NPMLE of the distribution function of the double censored observations (equals the probability of being double censored; the distribution function is degenerate at $\tau$ and equals the parameter $h$ ) is estimated by the fraction of the double censored observations and does not depend on the NPMLE $\hat{V}_{n}$ of $V$ on $[0, \tau)$.

## Open problems


In this chapter we briefly discuss some open problems. In section 4.1 we give a suggestion to deal with the singularities in $\tau$ and $2 R$ to obtain the effidiency results in chapter 3 for a broader class of underlying distribution functions. In section 4.2 the position points follow
 section 4.3 we say something about the convexity condition on the window win section 4.4 we state the conjecture that the determinant $Q v$, which comes $u$, in the analysis in chapter 3 , is greater or equal to 1 and we base this on some computations of $Q_{V}$ for different choices


The two-dimensional case with $K_{\text {u }}$ unknown is still open, but we think there is a possibility to He an extension of ander Laan s identity. The distribution function only play a role
 the information calculations are only $\alpha+1$ dimensional instead of dimensionail. One might then try to use the identity for the NPMLE in the convex and almost linear case (Van der Laan, 1994). We have for the distribution of the data $P_{F, K}=\left(1 /\left(|W|+\mu E_{K} \operatorname{diam}(W)\right) \cdot P_{F}\right.$ and $F \rightarrow|W|+E_{K}$ diam $(W)$ and $\vec{S} P_{F}$ arellinear,-which desctibes this case.

## 

### 4.1 Suggestion to solve the $\tau$ and $2 R$ singularity

In chapter 2 in the one-dimensional case we have seen that at $\tau$ we could tot prove consistency and therefore the uniform consistency results there are related to intervals $[0, \tau-\epsilon]$ for each $\epsilon \in(0, \tau]$ instead of the interval $[0, \tau)$ In the two-dimensional circle case we had the same problem in the point $2 R$. Not haying the consistency results in chapter 2 uniformly on interyat $(0, \tau)$ ( $\rho[0,2 R)$ implied that we obtained the asymptotic results in chapter 3 only under the assumptions in section 3.4 Although under these conditions we could prove nice properties of the NPMLE for a broad class of the underlying distribution functions, we stifl want to weaken or get cid of the assumptions in this section we give a suggestion how to solve the $\tau$ and $2 R_{\text {s }}$ singularity;

The idea is to regroup the data in such a way that all the observation points in $\left(\tau-\epsilon_{7} \tau\right)$ $(\epsilon \in(0, \tau])$ which are s.e.c.l. and all the double censored observation points together are considered to be a new kind of observations. Furthermore all the observation points in $[\tau-\epsilon, \tau)$ which are s.e.c.r. or u.c. are regarded to be a new kind of observation. We define a new $h_{\mathrm{e}}$ and
show that the distribution of the data only depends on $V$ on $[0, \tau-\epsilon)$ and the new parameter $h_{\epsilon}$, For $\epsilon \downarrow 0$ we will have that ( $V, h_{\epsilon}$ ) converges to the original parameters $(V, h)$. Thus for $\epsilon=0$ the regrouping of the data is the original grouping of the data described in chapter 1 . We apply all the techniques developed in the chapters 2 and 3 on the new structure to get results for the (sieved) NPMLE ( $\hat{V}_{n, c}, \widehat{h}_{n, c}$ ) of ( $V, h_{c}$ ) on the whole interval $[0, \tau-\epsilon$ ), because by the regrouping of the data we are able to get consistency in $\tau-\epsilon$. If we concentrate for instance on $V(\tau-)$ (or $g(\tau)$ ), we will have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \hat{V}_{n, c}((\tau-\epsilon)-) & \rightarrow V((\tau-\epsilon)-) \text { for all } \epsilon \in(0, \tau] \\
\lim _{\epsilon 10} V((\tau-\epsilon)-) & \rightarrow V(\tau-) .
\end{aligned}
$$

A sequence $\epsilon(n)$ that converges to 0 in such a way that

$$
\hat{V}_{n, \epsilon(n)}((\tau-\epsilon(n))-) \rightarrow V(\tau-)(n \rightarrow \infty),
$$

(and thus $\left.\hat{g}_{n, \epsilon(n)}(\tau) \rightarrow g(\tau)\right)$ provides us with an estimator $\left(\hat{V}_{n,((n)}, \hat{h}_{n, e(n)}\right)$ of $(V, h) \in \mathcal{V}_{\tau}$ for which we have the consistency results in chapter 2 uniformly on $[0, \tau)$ and the asymptotic results in chapter 3 without the assumptions (ii) and (iii) in section 3.4.

### 4.1.1 Regrouping in the one-dimensional case

Let $\epsilon \in(0, \tau]$ be given. We consider the set of points $\left(T_{i}, X_{i}\right)$ in a random sample of size $n$ on $\mathbb{R} \times \mathbb{R}^{+}$, where the $X_{i}$ 's are i.i.d. having the common distribution function $V$ and the $T_{i}$ 's given $X_{i}=x_{i}$, are uniformly distributed on ( $-x_{i}, \tau$ ). (This is the same set up as in section 1.1.2). Now the data will be grouped differently. For the $T_{i}=t_{i} \leq 0$ we observe pairs ( $Z_{i}, D_{i}$ ), where

$$
Z_{i}=\min \left(T_{i}+X_{i}, \tau-\epsilon\right), \quad D_{i}= \begin{cases}1 & T_{i}+X_{i} \leq \tau-\epsilon \\ 2 & T_{i}+X_{i}>\tau-\epsilon\end{cases}
$$

and for the $T_{i}=t_{i} \in(0, \tau)$ we observe pairs $\left(Z_{i}, D_{i}\right)$, where

$$
Z_{i}=\min \left(X_{i}, \tau-T_{i}, \tau-\epsilon\right), \quad D_{i}= \begin{cases}0 & T_{i}+X_{i} \leq \tau, X_{i} \leq \tau-\epsilon \\ 1 & T_{i}+X_{i}>\tau, T_{i}>\epsilon \\ 3 & X_{i}>\tau-\epsilon, T_{i} \leq \epsilon\end{cases}
$$

If $D_{i}=0$ we call the observation u.c. If $D_{i}=1$ we call the observation s.e.c., if $D_{i}=2$ d.c. and if $D_{i}=3$ we call the observation 'new censored' (n.c.). We note that this grouping of the data can be obtained from the grouping in the sections 1.1.1 and 1.1.2 by labeling all the u.c. and s.e.c.r. observation points in $[\tau-\epsilon, \tau)$ with 3 and the s.e.c.l. observations in $[\tau-\epsilon, \tau)$ and the d.c. with 2 and the s.e.c. observation points in $[0, \tau-\epsilon$ ) with 1 and the u.c. observation points in $[0, \tau-\epsilon)$ with 0 . Instead of working with the interval $[0, \tau)$ we now deal with the interval $\left[0, \tau-\epsilon\right.$ ). In Figure 4.1 we see in what areas the ( $T_{i}, X_{i}$ )'s fall, which belong to a d.c. or n.c. observation.

We define $h_{\epsilon}$ and $k_{\epsilon}$ as follows:

$$
h_{e} \equiv h+\int_{0}^{\epsilon} g(\tau-x) \mathrm{d} x
$$
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and

$$
k_{\epsilon} \equiv \int_{\tau-\epsilon}^{\tau} \frac{\tau-x}{\tau+x} \mathrm{~d} V(x)+\int_{0}^{\epsilon} g(\tau-x) \mathrm{d} x=\epsilon g(\tau-\epsilon) .
$$

For the subdistribution functions we obtain ( $u \in[0, \tau-\epsilon)$ )

$$
\begin{align*}
\mathrm{d} F_{\varepsilon}^{s . e . c .}(u) & =1_{[0, \tau-\epsilon)}(u) \cdot g(u) \mathrm{d} u  \tag{4.1}\\
\mathrm{~d} F_{c}^{\text {d.c. }}(u) & =h_{\epsilon} \mathrm{d} \delta_{\tau-\epsilon}(u)  \tag{4.2}\\
\mathrm{d} F_{c}^{u c . c}(u) & =1_{[0, \tau-\epsilon)}(u) \frac{\tau-u}{\tau+u} \mathrm{~d} V(u),  \tag{4.3}\\
\mathrm{d} F_{e}^{\text {n.c. }}(u) & =k_{\varepsilon} \mathrm{d} \delta_{\tau-\epsilon}(u) \tag{4.4}
\end{align*}
$$

where $g$ is defined as in (1.8). Here we have the equality

$$
\begin{equation*}
1=V((\tau-\epsilon)-)+(2 \tau-\epsilon) g(\tau-\epsilon)+h_{\epsilon} \tag{4.5}
\end{equation*}
$$

(see (1.14)). We also have

$$
\begin{equation*}
1=V((\tau-\epsilon)-)+2(\tau-\epsilon) g(\tau-\epsilon)+h_{\epsilon}+k_{\epsilon} . \tag{4.6}
\end{equation*}
$$

The subdistribution functions of the data only depend on $V$ on $[0, \tau-\epsilon)$ and $h_{c}$. Of course, just as in (1.20) we can express $g(x)$ in terms of $V$ on $[0, \tau-\epsilon)$ and $h_{\epsilon}$ using (4.5):

$$
\begin{aligned}
g(x) & =\int_{x}^{\tau-\epsilon} \frac{1}{\tau+w} \mathrm{~d} V(w)+g(\tau-\epsilon) \\
& =\int_{x}^{\tau-\epsilon} \frac{1}{\tau+w} \mathrm{~d} V(w)+\frac{1}{2 \tau-\epsilon)}\left(1-h_{\epsilon}-V((\tau-\epsilon)-)\right)
\end{aligned}
$$

and thus indeed with (4.1)-(4.4) and the fact that $k_{\varepsilon}=\epsilon g(\tau-\epsilon)$, we have that the distribution of the data only depends on $\left(V, h_{\epsilon}\right)$. Furthermore it is obvious that for $\epsilon \downarrow 0$ we obtain the model with the original grouping described in chapter 1 .

The likelihood becomes

$$
\prod_{i=1}^{r}\left(\mathrm{~d} V\left(x_{i}\right)\right)^{\phi_{i}}\left(\int_{x_{i}}^{\tau-\epsilon} \frac{1}{\tau+w} \mathrm{~d} V(w)+g(\tau-\epsilon)\right)^{\gamma_{i}} \cdot h_{e}{ }^{n-r} \cdot k_{e}^{r_{0}},
$$

where the $x_{1}<x_{2}<\ldots<x_{r}$ are the observation points (in $\left[0, \tau-\epsilon\right.$ )) and $\phi_{i}$ and $\gamma_{i}$ are the number of u.c. and s.e.c. observations respectively at $x_{i}$ and $r_{0}$ is the number of n.c. observation points. (see (1.35)).

By ( $\left.\hat{V}_{n, \epsilon}, \widehat{h}_{n, c}\right)$ (and $\widehat{g}_{n, c}$ and $\hat{k}_{n, c}$ ) we denote the (sieved) NPMLE of $\left(V, h_{\epsilon}\right)$ (and $g$ and $k_{\epsilon}$ ). In this case ( $\hat{V}_{n, c}, \widehat{h}_{n, c}$ ) satisfies the self-consistency equations: $(x \in[0, \tau-\epsilon)$ )

$$
\begin{aligned}
\mathrm{d} \hat{V}_{n, \epsilon}(x)= & \mathrm{d} F_{n, \mathrm{c}}^{u . c .}(x)+\int_{v=0}^{v=x} \frac{1}{\hat{\mathrm{~g}}_{n, \epsilon}(v)} \mathrm{d} F_{n, \mathrm{c}}^{s . e . c .}(v) \cdot \frac{1}{\tau+x} \mathrm{~d} \hat{V}_{n, \epsilon}(x) \\
= & \mathrm{d} F_{n, \epsilon}^{u . c .}(x) \\
& +\int_{v=0}^{v=x}\left(\int_{w=v}^{w=\tau-\epsilon} \frac{1}{\tau+w} \mathrm{~d} \hat{V}_{n, \epsilon}(w)+\hat{g}_{n, \mathrm{e}}(\tau-\epsilon)\right)^{-1} \mathrm{~d} F_{n, \mathrm{e}}^{s . c . c .}(v) \cdot \frac{1}{\tau+x} \mathrm{~d} \hat{V}_{n, \ell}(x)
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{h}_{n, \epsilon} & =F_{n, \epsilon}^{\text {d.c.c }}(\tau-\epsilon) \\
(2 \tau-\epsilon) \widehat{g}_{n, c}(\tau-\epsilon) & =F_{n, c}^{\text {n.c. }}(\tau-\epsilon)+\int_{0}^{\tau-\epsilon} \frac{\widehat{g}_{n, c}(\tau-\epsilon)}{\widehat{g}_{n, c}(v)} \mathrm{d} F_{n, c}^{\text {s.e.c. }}(v) \\
& =1-\widehat{h}_{n, \epsilon}-\hat{V}_{n, \epsilon}(\tau-\epsilon),
\end{aligned}
$$

where $F_{n, \epsilon}$, stand for the empirical distribution function of $F_{e} \cdots$.
We hope the reader agrees with the fact that all consistency proofs in section 2.2 can be imitated for the (sieved) NPMLE ( $\left.\hat{V}_{n, e}, \widehat{h}_{n, c}\right)$ of ( $V, h_{\epsilon}$ ). Actually it is nothing more than replacing all the $\hat{V}_{n}$ 's by $\hat{V}_{n, e}$ (all the $\hat{g}_{n}$ 's by ... etc.) and all the $h$ 's by $h_{e}$ and at several places the $\tau$ 's by $\tau-\epsilon$ and in this case we have to deal with the $k_{c}$. We explain now that we get consistency uniformly on the whole interval $[0, \tau-\epsilon)$. For $\hat{V}_{n}$ we could not prove that $\hat{V}_{n}(\tau-) \rightarrow V(\tau-)$, but for $\hat{V}_{n, c}$ we can prove $\hat{V}_{n, \epsilon}((\tau-\epsilon)-) \rightarrow V((\tau-\epsilon)-)$. If we write (2.2) (compare with (2.17)) for this model we find

$$
\int_{0}^{\tau-\epsilon} \frac{\mathrm{d} V_{n}}{\mathrm{~d} \hat{\mathrm{~V}}_{n, \epsilon}}(x) \mathrm{d} F_{n, \epsilon}^{u, c \cdot}(x)+\int_{0}^{\tau-\epsilon} \frac{g_{n}(x)}{\widehat{\mathrm{g}}_{n, \epsilon}(x)} \mathrm{d} F_{n, \epsilon}^{s . e . c .}(x)+\widehat{h}_{n, \epsilon}+\frac{g_{n}(\tau-\epsilon)}{\hat{\mathrm{g}}_{n, \epsilon}(\tau-\epsilon)} F_{n, \epsilon}^{n . c .}(\tau-\epsilon) \leq 1 .
$$

Again we note that the integrands are nonnegative and thus we also have

$$
\frac{g_{n}(\tau-\epsilon)}{\hat{g}_{n, \epsilon}(\tau-\epsilon)} F_{n, \epsilon}^{n, c \cdot}(\tau-\epsilon) \leq 1
$$

and this implies that $\widehat{g}_{n,( }(\tau-\epsilon)>0$ (for $n$ large enough). Now one uses (2.21) (or (2.30)) to conclude the consistency of $\hat{V}_{n, \mathrm{c}}(\tau-\epsilon)$ (and thus of $\widehat{g}_{n, \mathrm{e}}(\tau-\epsilon)$ ).

To imitate the calculations and derivations in chapter 3 , we only need the assumption that $1 / g(\tau-\epsilon)$ is bounded. Again one only has to change some notation and replace several $\tau$ 's by $\tau-\epsilon$ 's. Together with the consistency uniformly on $[0, \tau-\epsilon$ ) we obtain similar efficiency results for the parameters

$$
\vartheta_{1}\left(P_{\left(V, h_{\epsilon}\right)}\right)=\int_{x=0}^{x=\cdot} \frac{\tau-x}{\tau+x} \mathrm{~d} V(x) \equiv W_{\epsilon}(\cdot), \quad \vartheta_{2}\left(P_{\left(V, h_{\epsilon}\right)}\right)=h_{\epsilon}
$$

(see section 3.12.1). Here we define $b_{t} \vartheta_{1}\left(P_{\left(v, h_{\epsilon}\right)}\right)=W_{\epsilon}(t)$, where $B_{c}=\left\{b_{t}: t \in[0, \tau-\epsilon)\right\}$. The set $B=B_{0}$ will be defined as $B=\left\{b_{t}: t \in[0, \tau)\right\}$.

Except the condition on $g(\tau-\epsilon)$ we can drop the conditions on $\hat{V}_{n}(\tau-)$ and $\hat{g}_{n}(\tau)$, thus here on $\hat{V}_{n, \epsilon}((\tau-\epsilon)-)$ and $\widehat{g}_{n, \epsilon}(\tau-\epsilon)$, because of the consistency uniformly on $[0, \tau-\epsilon)$. Of course we are only interested in small ' $\epsilon$-models', thus it will be enough to assume that for the underlying $g$ we have

$$
\begin{equation*}
g(\tau-\epsilon)>0 \text { for all } \epsilon \in(0, a) \tag{4.7}
\end{equation*}
$$

for some $a$ and for all these ' $\epsilon$-models' we have the above story.
Now for a fixed $\epsilon$ we have efficiency for the (sieved) NPMLE

$$
\widehat{W}_{\epsilon}(t)=b_{t} \vartheta_{1}\left(P_{\left(\hat{V}_{n, c}, \widehat{h}_{n, \epsilon}\right)}\right)
$$

(uniformly on $[0, \tau-\epsilon)$ ) and for the (sieved) NPMLE $\widehat{h}_{n, c}$. This implies (using theorem 3.1.1 or section 3.5.3) that $\hat{V}_{n, c}$ is a $\|\cdot\|_{B_{e}}$-asymptotically efficient estimator of $V$. Of course here efficient means efficient among the estimators which only make use of the information on $[0, \tau-\epsilon)$, thus efficient among the estimators, for which the regrouped data would be the 'original' data. Actually, here regrouping of the data means throwing away information, because we ignore the fact that in the original data we have u.c. and s.e.c. observation points in $[\tau-\epsilon, \tau)$. So $\hat{V}_{n, \epsilon}$ will not be efficient (for $V$ on $[0, \tau-\epsilon)$ ) among the estimators which make use of all the data.

To obtain from $\widehat{W}_{\epsilon}(t)$ on $[0, \tau-\epsilon)$ a statement for $W(t)\left(=W_{0}(t)\right.$; see section 3.12.1) on $[0, \tau)$, we only need proposition 4.1.1.1, where we show that there exists a sequence $\epsilon(n)$ such that $\widehat{V}_{n, \epsilon(n)}((\tau-\epsilon(n))-) \rightarrow V(\tau-)$. From now on we write $\widehat{V}_{n, \epsilon(n)}(\tau-\epsilon(n))$ instead of $\widehat{V}_{n, \epsilon(n)}((\tau-\epsilon(n))-)$.

Proposition 4.1.1.1 There exists a sequence $\epsilon(n) \rightarrow 0$ such that in probability we have

$$
\widehat{V}_{n, \epsilon(n)}((\tau-\epsilon(n))-) \rightarrow V(\tau-)
$$

Proof: for convenience we assume that the underlying $V$ is continuous and strictly increasing on $[0, \tau)$. With more effort one proves the statement for the general case. We remember the $V_{n}$ in section 2.2 , for which we had consistency uniformly on $[0, \tau): \mathrm{d} V_{n} \equiv(\tau+x) /(\tau-x) \mathrm{d} F_{n}^{u . c .}(x)$.

For all $k$ there exists a $\dot{x}_{k} \in(0, \tau]$ such that

$$
\begin{equation*}
0<V_{k}(\tau-)-V\left(\tau-x_{k}\right) \leq \frac{1}{k} \tag{4.8}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
x_{k} \rightarrow 0 \quad(k \rightarrow \infty) \tag{4.9}
\end{equation*}
$$

(We show this later). Let $z_{k} \in(0, \tau]$ be such that $V\left(\tau-z_{k}\right)=V_{k}(\tau-)$ (exists because of continuity $V$ ). Because of (4.8) and $V$ being strictly monotone increasing, there exists a $y_{k} \in\left(x_{k}, z_{k}\right)$ such that

$$
\begin{equation*}
V\left(\tau-x_{k}\right)<V\left(\tau-y_{k}\right)<V\left(\tau-z_{k}\right)=V_{k}(\tau-) \tag{4.10}
\end{equation*}
$$

This easily implies that

$$
0<V_{k}(\tau-)-V\left(\tau-y_{k}\right) \leq \frac{1}{k}
$$

It follows (in the same way that (4.9) followed from (4.8)) that

$$
y_{k} \rightarrow 0 \quad(k \rightarrow \infty)
$$

Now because we (4.10) and

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \hat{V}_{m, y_{k}}\left(\tau-y_{k}\right)=V\left(\tau-y_{k}\right) \tag{4.11}
\end{equation*}
$$

there exists a $m(k)>m(k-1)$ such that

$$
\begin{equation*}
V\left(\tau-x_{k}\right) \leq \hat{V}_{m(k), y_{k}}\left(\tau-y_{k}\right) \leq V\left(\tau-z_{k}\right)=V_{k}(\tau-) \tag{4.12}
\end{equation*}
$$

Of course by (4.11) we have for $i \geq 0$

$$
\begin{equation*}
V\left(\tau-x_{k}\right) \leq \widehat{V}_{m(k)+i, y_{k}}\left(\tau-y_{k}\right) \leq V_{k}(\tau-) \tag{4.13}
\end{equation*}
$$

So we obtain the sequence $\left(m(k), y_{k}\right)_{k \geq 1}$, for which $m(1)<m(2)<m(3)<\ldots$ and $y_{k} \rightarrow 0$. Now for $n=m(k)$ to $n=m(k+1)-1$, we define $\epsilon(n)=\epsilon(m(k)+i)=y_{k}$. So we get the sequence
$\hat{V}_{m(1), y_{1}}\left(\tau-y_{1}\right), \hat{V}_{m(1)+1, y_{1}}\left(\tau-y_{1}\right), \ldots, \widehat{V}_{m(2)-1, y_{1}}\left(\tau-y_{1}\right), \hat{V}_{m(2), y_{2}}\left(\tau-y_{2}\right), \hat{V}_{m(2)+1, y_{2}}\left(\tau-y_{2}\right), \ldots$.
For this sequence we have (4.12) and (4.13) and thus immediately we get that the sequence

$$
\hat{V}_{n, c(n)}(\tau-\epsilon(n))=\hat{V}_{m(k)+i, y_{k}}\left(\tau-y_{k}\right)
$$

lies between $V\left(\tau-x_{k}\right)$ and $V_{k}(\tau-)$, which both tend to $V(\tau-)$. This proves the proposition.
The only thing we still have to prove is (4.9). Suppose (4.9) is not true, then there is a subsequence $x_{k_{l}}$ for which $x_{k_{l}} \rightarrow \alpha \neq \tau(l \rightarrow \infty)$. Because $V$ is strict monotone we have that $V(\tau-)-V(\tau-\alpha)>0$. We also know that $V_{k}(\tau-) \rightarrow V(\tau-)$, thus from (4.8) and the continuity of $V$ we obtain that

$$
0=\lim _{l \rightarrow \infty}\left(V_{k_{l}}(\tau-)-V\left(\tau-x_{k_{l}}\right)\right)=V(\tau-)-V(\tau-\alpha)
$$

We have a contradiction and thus (4.9) must be true.
So we immediately obtain
Proposition 4.1.1.2 Under the assumption (4.7)

$$
\widehat{W}_{\epsilon(n)}=b_{t} \vartheta_{1}\left(P_{\left(\widehat{V}_{n, \epsilon(n)}, \widehat{h}_{n, \epsilon(n)}\right)}\right)
$$

is a $\|\cdot\|_{B}$-asymptotically efficient estimator of $W$ and $\widehat{h}_{n, \epsilon(n)}$ is a asymptotically efficient estimator of $h$.

Using theorem 3.1.1, this yields
Proposition 4.1.1.3 Under the assumption (4.7) we have for each $\eta \in(0, \tau]$ that $\widehat{V}_{n, \mathrm{e}(n)}$ is $a\|\cdot\|_{\infty}$-asymptotically efficient estimator of $V \in D[0, \tau-\eta]$.

In practice one wants to have a method to construct a suitable sequence $\epsilon(n)$. A suggestion would be as follows. We consider the ad hoc estimator $\hat{g}_{0, n}(\tau)$ of $g(\tau)$ :

$$
\hat{g}_{0, n}(\tau)=\frac{F_{n}^{\text {s.e.c. }}(\tau)-F_{n}^{\text {s.e.c. }}\left(\tau-n^{-(1 / 3)}\right)}{2 n^{-(1 / 3)}}
$$

which has a squared bias and variance of order $n^{-(2 / 3)}$. Now we choose $\epsilon(n)$ to be the smallest $\epsilon$ such that

$$
\hat{g}_{n, \epsilon}(\tau-\epsilon)>\hat{g}_{0, n}(\tau)-n^{-(1 / 4)}
$$

In this way we are sure that for $n$ large enough that $\hat{g}_{n, c}(\tau-\epsilon)>0$ because $\hat{g}_{0, n}(\tau)-n^{-(1 / 4)} \rightarrow$ $g(\tau)$ (in probability) (and $g(\tau)>0$ ) and we are sure that such an $\epsilon(n)$ exists because we have (using Chebyshov inequality) that $P\left(\hat{g}_{0, n}(\tau)-n^{-(1 / 4)}<g(\tau)\right) \rightarrow 1$. Thus we ensure that our ad hoc estimator is between 0 and $g(\tau)$. We think that in this way we have $\epsilon(n)$ converging to 0 and that the information $I(\epsilon)$ (depending on $\epsilon$ in the 'regrouped' model) will converge to the information $I(0)$ of the original model.

### 4.1.2 Regrouping in the two-dimensional 'circle-case'

For the two-dimensional 'circle-case' we only give the regrouping. What we did in section 4.1.1 can be similarly done for this case. Here the regrouping of the data is somehow the same as in the one-dimensional case. In Figure 1.11 we have drawn the set $\mathcal{A}_{\theta, x}$. If we take there $u=2 R-\epsilon$, than for $x>2 R$ and for $2 R-\epsilon \leq x \leq 2 R$ the regrouping is done by calling the observations in the white areas of the circles on the left double censored (d.c.) and on the right new censored (n.c.).

Just as in the one-dimensional regrouping, we got rid of the 'sharp' edge in the subset in $A$ which belongs to the u.c. observations. Also in this case one shows that the distribution of the data only depends on $V$ on $[0,2 R-\epsilon)$ and $h_{\epsilon}$. Note that we do not have to regroup within the d.c. observations, because for $d(x, x)$ (density of the d.c.) we know that it is consistent uniformly on $[0,2 R)$.

### 4.2 Non-homogeneous Poisson point process

In the line segment processes in the previous chapters the points $T_{i}$ in the one-dimensional case and the position points $\vec{T}_{i}$ in the two-dimensional problem, follow a homogeneous Poisson point process on respectively $\mathbb{R}$ and $\mathbb{R} \times \mathbb{R}$ with rate $\lambda$. We have seen that the number of observed line segments $N$ has a Poisson distribution with parameter respectively $\lambda(\tau+\mu)$ and $\lambda\left(|W|+\mu E_{K} \operatorname{diam}(W)\right)$. We were not concerned about the rate $\lambda$, though its value was unknown. Fortunately by conditioning on $N=n$, we got rid of the $\lambda$, because in the probability measure it appeared as factor in the nominator and denominator and cancelled out. From that moment the (un)known rate $\lambda$ did not play any role in the analysis.

What will happen if the position points follow a non-homogeneous Poisson point process with intensity measure $\rho_{0}(\mathrm{~d} \vec{t})=\lambda(\vec{t}) \mathrm{d} \vec{t}$ ? (For convenience we assume that the intensity measure has a density w.r.t. the Lebesgue measure). Unfortunately in this case we do not get rid of $\lambda(\vec{t})$ by conditioning on $N=n$. In the nominator and denominator of the probability measure (conditioning on $N=n$ ) the $\lambda(\vec{t})$ does not appear as a factor that cancels out. In our search for an estimator of $V$ (or $F$ ) we have to find an estimator for $\lambda(\cdot)$ as well.

Let us consider the one-dimensional line segment process described in section 1.1 , but instead of the homogeneous Poisson point process with rate $\lambda$ we assume that the position points $T_{i}$ follow a non-homogeneous Poisson point process with intensity measure $\rho_{0}(\mathrm{~d} t)=$ $\lambda(t) \mathrm{d} t$. Just as in section 1.1 .1 we note that the points $\left(T_{i}, X_{i}\right) \in \mathbb{R} \times \mathbb{R}^{+}$follow a Poisson point process on $\mathbb{R} \times \mathbb{R}^{+}$with intensity measure

$$
\rho(\mathrm{d} t, \mathrm{~d} x)=\lambda(t) \mathrm{d} t \mathrm{~d} F(x)
$$

In this case the number of observed line segments $N$ has a Poisson distribution with parameter

$$
S \equiv \int_{A} \lambda(t) \mathrm{d} t \mathrm{~d} F(x)=\int_{x=0}^{x=\infty} \int_{t=-x}^{t=\tau} \lambda(t) \mathrm{d} t \mathrm{~d} F(x)
$$

(the set $A$ is defined as in section 1.1.1). We define $S(\cdot)$ on $[-\tau, \infty)$ as

$$
S(x) \equiv \int_{t=-x}^{t=\tau} \lambda(t) \mathrm{d} t
$$

The lengths of the observed line segments are distributed according to

$$
\mathrm{d} V(x) \equiv \frac{S(x)}{S} \mathrm{~d} F(x)
$$

and the position points $T_{i}$ given $X_{i}=x$ are distributed according to

$$
\mathrm{d} A(t \mid X=x) \equiv 1_{(-x, r)}(t) \cdot \frac{\lambda(t) \mathrm{d} t}{S(x)}
$$

If we condition on $N=n$, then the set of points $\left(T_{i}, X_{i}\right)$, that belong to observed line segments, are distributed as the set of points in an i.i.d. sample of size $n$ with probability measure on $\mathbb{R} \times \mathbb{R}^{+}$

$$
1_{A}(t, x) \cdot \frac{\lambda(t) \mathrm{d} t \mathrm{~d} F(x)}{\int_{A} \lambda(t) \mathrm{d} t \mathrm{~d} F(x)}=\mathrm{d} V(x) \mathrm{d} A(t \mid X=x)
$$

If we write down the subdistribution function of the data, then we find for $0 \leq u \leq \tau$

$$
\begin{aligned}
\mathrm{d} F^{\text {s.e.c.l. }}(u) & =\int_{x=u}^{x=\infty} \lambda(u-x) \frac{1}{S(x)} \mathrm{d} V(x) \mathrm{d} u \\
\mathrm{~d} F^{\text {d.c. }}(u) & =\delta_{\tau}(u) \int_{x=\tau}^{x=\infty} \int_{t=-x+\tau}^{t=0} \lambda(t) \mathrm{d} t \frac{1}{S(x)} \mathrm{d} V(x) \\
\mathrm{d} F^{\text {s.e.c.r. }}(u) & =\lambda(\tau-u) \int_{x=u}^{x=\infty} \frac{1}{S(x)} \mathrm{d} V(x) \mathrm{d} u \\
\mathrm{~d} F^{u . c .}(u) & =\int_{t=0}^{t=\tau-u} \lambda(t) \mathrm{d} t \cdot \frac{1}{S(u)} \mathrm{d} V(u)
\end{aligned}
$$

(compare with (1.4) - (1.7)).
Let us define $h$ similar to the definition of $h$ in section 1.1.1:

$$
h \equiv \int_{x=\tau}^{x=\infty} \int_{t=-x+\tau}^{t=0} \lambda(t) \mathrm{d} t \frac{1}{S(x)} \mathrm{d} V(x)
$$

(the probability of being double censored). We can estimate $\lambda(t)$ only on $(0, \tau)$. Thus the $\lambda(u-x)$ in the subdistribution function of $F^{\text {s.e.c.l. }}$ can not be estimated, but the $\lambda(\tau-u)$ in
 $x \in(0, \infty)$ and thus how do we get $F(x)$ back with $\mathrm{d} F(x)=(S / S(x)) \mathrm{d} V(x)$ ? The approach we used in the homogeneous case seems not to work.

In the next section we will see that if we restrict the class of possible $\lambda(t)$, we get a familiar situation.

### 4.2.1 $\lambda(t)$ is unknown if $t \geq 0$ and 0 otherwise

If we assume that $\lambda(t)$ is unknown if $t \geq 0$ and 0 otherwise, then we actually say that there are no s.e.c.l. and d.c. observations in the line segment process. In terms of the hospital model interpretation this would mean that in some time interval $(0, \tau)$ we set up an experiment and take only into account the patients, which arrive during the time interval $(0, \tau)$ and observe their sojourn time only during the time interval. We obtain only u.c. and s.e.c.r. observations.

We will see that in this case the rate at which patients arrive at the hospital, plays no role in estimating $F$ on $[0, \tau)$. We have

$$
S=\int_{x=0}^{x=\infty} \int_{t=0}^{t=\tau} \lambda(t) \mathrm{d} t \mathrm{~d} F(x)=\int_{t=0}^{t=\tau} \lambda(t) \mathrm{d} t=S(x)
$$

for all $x \geq 0$. So we have that the observed line segments are distributed according to $\mathrm{d} V(x) \equiv(S(x) / S) \mathrm{d} F(x)=\mathrm{d} F(x)$ and the arrival times $T_{i}$ given $X_{i}=x$ are distributed according to $\mathrm{d} A(t \mid X=x) \equiv(\lambda(t) \mathrm{d} t / S) \cdot 1_{(0, \tau)}(t)$. Conditioning on $N=n$ we write down the subdistribution functions of the data ( $0 \leq u \leq \tau$ ):

$$
\begin{aligned}
\mathrm{d} F^{\text {s.e.c.r. }}(u) & =\lambda(\tau-u) \int_{x=u}^{x=\infty} \frac{1}{S} \mathrm{~d} F(x) \mathrm{d} u \\
\mathrm{~d} F^{\text {u.c. }}(u) & =\frac{1}{S} \int_{t=0}^{t=\tau-u} \lambda(t) \mathrm{d} t \cdot \mathrm{~d} F(u) .
\end{aligned}
$$

We know that in this case $S$ does not depend on $F$. If we drop out all factors depending on $S(\cdot)$ and $S$, then we obtain the proportional likelihood

$$
\prod_{i=1}^{r}\left(\mathrm{~d} F\left(x_{i}\right)\right)^{\phi_{i}} \cdot\left(\left(1-F\left(x_{i}\right)\right)\right)^{\gamma_{i}},
$$

which corresponds with the Kaplan-Meier situation.

### 4.3 Non-convexity of the window W

In the two-dimensional case we always assumed that the observation window $\mathbf{W}$ was convex. This ensured us that two censored line segments hitting the edge of the window did not belong to the same underlying line segment. In Figure 4.2 we observe two censored line segments in the non-convex window $\mathbf{W}$, that belong to the same underlying line segment. One can not regard the two line segments inside the window as two independent observations. One does not know whether the observed line segments belong to the same underlying line segment or not. On the other hand, in the case that the position points $\vec{T}_{i}$ follow a homogeneous Poisson point process on $\mathbb{R}^{2}$ with rate $\lambda$, the probability that two points of the underlying Poisson point process on $\mathbb{R}^{2} \times \mathbb{R}^{+} \times[0, \pi)$, say $\left(\vec{T}_{1}, X_{1}, \Theta_{1}\right)=\left(\vec{t}_{1}, x_{1}, \theta_{1}\right)$ and $\left(\vec{T}_{2}, X_{2}, \Theta_{2}\right)=\left(\vec{t}_{2}, x_{2}, \theta_{2}\right)$, are such that the angle of the line through the position points $\vec{T}_{1}$ and $\vec{T}_{2}$ equals $\theta_{1}=\theta_{2}$ is 0 . This means that with probability 1 in a non-convex window $\mathbf{W}$ we may say that two censored line segments, which lie on the same line through these segments, belong to the same line segment. It would be nice if we could add the observed lengths together and regard this as one observation to obtain eventually a sample of independent observations as in chapter 1 and then apply the theory we developed in the previous chapters.

Unfortunately this will not work in general. For instance it is essential that the selfconsistency equations for $\hat{V}_{n}$ and the empirical distribution of the data obtained in this way, are also satisfied by $V$ and the distribution of the data (which depends heavily on the shape of the window) and this is certainly not clear.

An idea is to split the non-convex window into convex pieces and each piece can be treated as in the previous chapters. Bot now the data sets belonging to the convex pieces are not independent, because a line segment can hit more pieces, therefore the proofs of the asymptotic results break down, but the results maybe not.


Figure 4.2: window $\mathbf{W}$ is not convex.

### 4.4 A conjecture: the determinant $Q_{V} \geq 1$

In section 3.10 we already made some remarks about the determinant $Q_{V}$. There we showed in the two-dimensional circle-case that the statement $Q_{V} \neq 0$ is not an empty statement. We need $Q_{V} \neq 0$ in the proof for the existence of a hardest submodel $h_{t}$ in lemma 3.7.2.1. In the one-dimensional case one is able to show that $Q_{V}=1-\alpha_{V}\left(\bar{r}_{V}\right) \geq 1$, using simple properties of the operator $B_{V}$ and the functionals $\Psi_{V}$ and $\alpha_{V}$ (see section 3.12.2).

We must admit that the assumption $Q_{V} \neq 0$ in the two-dimensional circle-case for proving efficiency, is not satisfying. Compared with the one-dimensional case the structure of the determinant in the two-dimensional case is much more complex. In the one-dimensional case the determinant equals

$$
Q_{V}=1-\alpha_{V}\left(\bar{r}_{V}\right)
$$

where $\alpha_{V}$ and $\bar{r}_{V}$ are defined as in section 3.12.2. In the two-dimensional case the determinant equals

$$
Q_{V}=1-\alpha_{V}\left(\bar{r}_{V}\right)-\beta_{V}\left(\bar{s}_{V}\right)+\alpha_{V}\left(\bar{r}_{V}\right) \beta_{V}\left(\bar{s}_{V}\right)-\alpha_{V}\left(\bar{s}_{V}\right) \beta_{V}\left(\bar{r}_{V}\right)
$$

where $\alpha_{V}, \beta_{V}, \bar{r}_{V}$ and $\bar{s}_{V}$ are defined as in section 3.7.2. In both cases we see immediately that if $V$ puts all mass outside the interval $[0, \tau)$ respectively $[0,2 R)$, then the determinant equals 1 . In the one-dimensional case we proved that $-\alpha_{V}\left(\bar{r}_{V}\right) \geq 0$ and thus the determinant is greater or equal to 1 for all $V$ (satisfying: $1 / g(x)$ is bounded on $[0, \tau])$. We think that in the two-dimensional case $-\alpha_{V}\left(\bar{r}_{V}\right)-\beta_{V}\left(\bar{s}_{V}\right)+\alpha_{V}\left(\bar{r}_{V}\right) \beta_{V}\left(\bar{s}_{V}\right)-\alpha_{V}\left(\bar{s}_{V}\right) \beta_{V}\left(\bar{r}_{V}\right) \geq 0$. Again this would mean that $Q_{V} \geq 1$ for all $V$ (satisfying: $1 / g(x)$ and $1 / d(x, x)$ are bounded on $[0,2 R]$ ). The conjecture is based on some computations of $Q_{V}$ for different choices of $V$, because a nice proof as in the one-dimensional case is not available yet and seems hard to find.

Suppose $R=1$ and $V$ puts mass on $x_{1}=\sqrt{(2)}$ and $x_{2}=2 \sqrt{(2)}$ only; thus on one point in the interval $[0,2 R]$ and on one point outside the interval. Now the calculations can be done by hand and one finds for the case $P\left(X=x_{1}\right)=1 / 2$ and $P\left(X=x_{2}\right)=1 / 2$ that $Q_{V} \approx 2.940329$. For the case $P\left(X=x_{1}\right)=1 / 3$ and $P\left(X=x_{2}\right)=2 / 3$ one finds $Q_{V} \approx 2.089088$. Decreasing the mass at $x_{1}$ to 0 and increasing the mass at $x_{2}$ to 1 one finds a sequence of $Q_{V}$ 's decreasing from above to 1 .

If we take $R=1.4$ and

$$
P(X=k)=\frac{l^{k-1}}{(k-1)!} \exp (-l), k=1,2,3, \ldots
$$

(Poisson $(l)$ on $1,2,3, \ldots)$, then we find using the computer

| $l$ | $=0.5$ | 2 | 2.1 | 5 | 10 | 15 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Q_{V}$ | $\approx 7.688234$ | 2.335098 | 2.221792 | 1.125199 | 1.002395 | 1.000033. |

Of course the bigger $l$ is, the more mass of $V$ is placed after $2 R$ and thus the determinant tends to 1 (from above) if $l$ tends to infinity. In the following tabel one sees what happens if we differ $R$ and fix $l=2$ :

$$
\begin{array}{lllllllll}
R & =1.01 & 1.44 & 1.48 & 1.51 & 1.52 & 2.01 & 5.01 & 20.01 \\
Q_{V} & \approx 3.08 & 2.28 & 2.23 & 6.95 & 6.90 & 17.07 & 1080.87 & 22868.13 .
\end{array}
$$

We also checked some continuous distribution functions $V$, for instance the 'Cauchy' distribution on $(0, \infty)$ with density

$$
v(x)=\frac{2}{\pi\left(1+x^{2}\right)}
$$

In this case if we take $R=1.5$, then we find that $Q_{V} \geq 5.5$ and thus greater than 1 . For the exponential distribution $v(x)=\lambda \exp (-\lambda x)$ we find for $R=1.5: Q_{V} \geq 16$ if $\lambda=1, Q_{V} \geq 1.9$ if $\lambda=5$ and $Q_{V} \geq 1.3$ if $\lambda=10$.

One checks that in the computations for the determinant we need to calculate certain integrals and for instance $\left(I-B_{V}\right)^{-1}$. To implement this in a computer program we have to discretize the problem. We will not bother the reader with the difficulties and features of the computer program we used. For the discrete distribution functions $V$ we could approximate the determinant quite well, because we did not need to discretize. In the continuous cases we had to discretize the problem and of course the finer the grid was, the more accurate was the outcome and the more computer-time was needed. Instead of calculating the determinant as exactly as possible, we were satisfied with an underbound. Here we state the following conjecture:

Conjecture 4.4.1 The determinant $Q_{V}$ is equal or greater than 1 for all permitted $V$.
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