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Preface 

Nonlinear :Hoo control has been an important research topic during the last 5 
years. Motivated by the state-space solution to the linear :Hoo problem derived 
at the end of the eighties several authors have contributed to a nonlinear exten­
sion of these ideas. In most of this literature the so called regular nonlinear :Hoo 
control problem is considered. Fundamental to this theory is a certain regular­
ity assumption. When this assumption is violated we talk about the singular 
nonlinear :Hoo control problem. In this book two approaches to this more gen­
eral problem are presented. This monograph tries to bring the reader up to date 
with respect to the state-space solution of the nonlinear :Hoo control problem, 
with emphasis on the singular case. 

The required background is some knowledge of (nonlinear) control theory 
as well as some understanding of the state-space solution to the linear :Hoo con­
trol problem. We tried to keep this book accessable for both researchers in the 
related fields as to graduate students by briefly recapitulating most of the im­
portant theory and providing the reader with an extensive reference list. 

This book is the result of my work as a Ph.D. student at the Department of 
Applied Mathematics of the University of Twente in The Netherlands during 
the last 4 years. Needless to say several people have either directly or indirectly 
contributed to this book. Without claiming to be exhaustive I want to mention 
some of them explicitly. I would like to thank Arjan van der Schan who gave 
me a perfect introduction to the area of nonlinear :Hoo control. Henk Nijmeijer I 
thank for sparking my interest in nonlinear control theory. Many thanks also to 
Morten Dalsmo, Harry Trentelman and Carsten Scherer for there contributions 
to this monograph. 

Nieuwegein, Oktober 1996, Aloys Maas 
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Chapter 1 

Introduction 

This book deals with the singular :Hoo problem for nonlinear systems. In this 
first chapter a brief overview is given of the state space approach to :Hoo the­
ory both for linear and nonlinear systems. In particular we pay attention to the 
two approaches used to solve the linear singular :Hoo problem. Finally, the or­
ganization of the book is clarified and some standard notations are recalled or 
introduced. 

1.1 A brief history 

System and control theory is a relatively new research field. The essential fea­
ture of system theory is the concept of system. A system is described as a pro­
cess seen as a part of reality. The interconnection of this process with the outer 
world is described by external signals. This description has proved to be useful 
to model and control all kinds of processes. 

One of the most powerful techniques in system and control theory is un­
doubtedly feedback. Roughly speaking a feedback is a mechanism which cor­
rects the inputs of the process based on knowledge of the outputs. A funda­
mental problem of theoretical and practical interest in control theory is the de­
sign of feedbacks (controllers) that lead to a desirable performance not only for 
our nominal process, but also for the process under all kinds of disturbances. 
Over the years several approaches to this problem have been developed. One 
approach that was studied in the sixties and the seventies is known as the lin­
ear quadratic Gaussian (LQG) design method. In this method some statistical 
(Gaussian) properties are ascribed to the disturbances. Another approach which 
originates back to the beginning of the eighties ([Za 81]) is called :Hoo optimiza-
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tion. This method can be viewed as a worst-case design methodology in the fre­
quency domain. In fact :Hoo stands for the space of complex functions which 
are bounded and analytic in the closed right half of the complex plane. This 
space is called Hardy space, after the British mathematician Godfrey H. Hardy 
(1877-1947). The :Hoo optimal control theory was developed in response to the 
need for a synthesis procedure which explicitly incorporates modelling errors 
and external disturbances whose statistical nature is unknown. 

Although originally this :Hoo optimization method was formulated in the 
frequency domain it can also be described in the time domain. The :Hoo norm 
from the exogenous disturbance inputs to the to-be-controlled variables in the 
frequency domain, used to describe the control objectives, is equal to the L2-

induced norm for the time-domain versions , under the constraint of internal sta­
bility. A breakthrough in the :Hoo theory for linear systems was the state-space 
solution to the :Hoo problem (see for instance [DGKF 89], [KPR 88], [Sch 91], 
[St 92]). The state of a system summarizes the information about the system 
and the external signals acting on the system insofar as relevant for the future 
behavior. In the state space approach to system theory we distinguish two dif­
ferent classes of feedbacks, namely state feedback and measurement feedback. 
State feedback can be used when the state can be measured completely. In other 
cases we can only use measurement feedback based on a possibly disturbed 
function of the state. Both the state feedback solution and the measurement 
feedback solution to the :Hoo problem are described using Riccati equations. 
The tools used to derive these results are familiar from the linear quadratic (LQ) 
and the linear quadratic Gaussian (LQG) problem. These tools are related to the 
notion of dissipativity (see [Wi 71]). The property of finite L2-induced norm of 
a stable system, also called finite Lz-gain, can be characterized as the dissipa­
tivity of the system with respect to a certain supply rate. 

The suboptimal :Hoo problem can also be formulated as a two player, zero 
sum linear quadratic differential game, where the disturbances are considered 
as the maximizing player whose goal it is to maximize a certain cost criterium, 
while the controls denote the minimizing player whose goal it is to minimize 
the same cost criterion ([BB 90], [BO 82]). 

Both the theory of dissipative systems and the theory of differential games 
have been also developed for nonlinear systems ([Wi 72], [BO 82]). Essen­
tial in these theories are Hamilton-Jacobi equations which extend the Riccati 
equations used in the linear theory. Therefore it was not surprising that after 
the state-space solution of the :Hoo problem for linear systems had been found 
([DGKF 89]) the approach was sought to be extended to nonlinear systems (see 
[ vdS 91 ], [ vdS 92], [IsAs 92], [BHW 93]). The solution of the nonlinear state 
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feedback J-foo problem was described using a Hamilton-Jacobi inequality. The 
nonlinear measurement feedback J-foo problem is up to now not completely un­
derstood. Nevertheless sufficient conditions for the existence of controllers of 
a specific form solving the regular measurement feedback J-foo problem have 
been derived ([vdS 93], [IsAs 92]). Also necessary conditions for solvability 
of the problem have been given. 

Most of the results are concerned with the regular J-foo problem for non­
linear systems which are affine in the inputs and the disturbances. Recently 
an extension of some of these results to general nonlinear systems have been 
made ([IsKa 95], see also [BHW 93]). The regularity of the J-foo problem is 
concerned with certain rank conditions on the feed through matrices. When 
these regularity assumptions are violated we talk about the singular J-foo prob­
lem. Singular J-foo problems naturally arise when considering certain robust­
ness problems such as parameter uncertainty and multiplicative uncertainty 
([HiPr 86], [St 92]). 

For linear systems the solution of the regular J-foo problem has been ex­
tended to the singular case in two different ways. The two approaches are the 
cheap control approach (see citekpz87, [Pe 87a], [Pe 87b], [KPR 88], [ZK 88], 
[KPZ 90]) and the geometric approach ([StTr 90], [Sch 91], [St 91], [St 92]), 
which will be briefly described in the next section. 

Clearly one of the open problems in the nonlinear J-foo theory is the singu­
lar nonlinear J-foo problem as considered in the present book. The aim of this 
monograph is to treat the singular nonlinear J-foo control problem by generaliz­
ing the concepts and ideas used in the two approaches to the singular J-foo prob­
lem for linear systems. 

1.2 Two approaches to the singular J-foo problem 

Here we briefly describe the two different methods for solving the singular J-foo 
problem for linear systems. 

In the first approach the singular state feedback J-foo problem is solved us­
ing a cheap control approach. This approach is based on regularization of the 
system such that the regularity assumptions are met, and the solution of the reg­
ular J-foo problem can be applied. The method is similar to the regularization 
of the singular linear optimal control problem, commonly called 'cheap con­
trol' approach. This disturbance attenuation approach was studied in the end of 
the eighties (see [KPZ 87], [Pe 87a], [Pe 87b], [KPR 88], [ZK 88], [KPZ 90]). 
The existence of a state feedback solution to the problem is characterized by 



4 Chapter 1 Introduction 

the solvability of a parameterized Riccati equality. Similar to the regular case 
an explicit state feedback can be given which solves the singular 9foo problem 
once a solution to the parameterized Riccati equality is found. 

A second approach uses ideas from the geometric approach to linear sys­
tem theory (see [Wo 79], [BaMa 92]). The notion of strongly controllable sub­
space ([Ha 83]) is used to decompose the state of the system. Correspondingly 
the singular 9foo problem can be decomposed into a regular 9foo subproblem 
and an almost disturbance decoupling problem with stability ([Wi 81], [Wi 82], 
[Tr 86]). Using these ideas the solvability of the singular 9foo problem can be 
characterized by Linear Matrix Inequalities (LMI) ([StTr 90], [St 91], [St 92], 
[Sch 91]). The tools used in this approach are similar to the geometric tools 
used to solve the singular LQ problem for linear systems. 

1.3 Organization of this book 

The main part of this book is concerned with the singular nonlinear state feed­
back 9foo problem. The two approaches to solve the singular 9foo problem, 
the cheap control approach and the geometric approach, are considered in the 
Chapters 3 and 5 respectively. An overview of all the chapters follows: 

Chapter 2: The Lrgain and the nonlinear 1foo control problem 

In this chapter we consider general nonlinear systems. Most of the material 
covered in this chapter is known. The notion of L2-gain is introduced. Several 
characterizations of the finite L2-gain property are given. Relevant results from 
the theory on dissipative systems, and about invariant manifolds and Hamilto­
nian systems are recapitulated. 

In the second part of this chapter the 9foo problem is defined for general 
nonlinear systems. Also some results on the regular state feedback 9foo prob­
lem are recalled. A brief exposition of a way to solve the regular measurement 
feedback 9foo problem is given. The method for finding a compensator which 
solves the 9foo problem is provided by application of the the worst case certainty 
equivalence principle. This principle consists in first solving the state feedback 
problem and then replacing the actual state by the estimate of the state corre­
sponding to the worst possible disturbance which is compatible with the applied 
input and the resulting output. This method will be explained in more detail at 
the end of Chapter 3 where it is used to construct a compensator which solves 
the singular nonlinear 9foo problem. 
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Chapter 3: The singular J£x, problem: a cheap control approach 

The singular nonlinear J-foo problem will be solved for nonlinear systems which 
are affine in the inputs and the disturbances. The results are an extension of 
the linear results derived using the cheap control approach for linear systems 
([KPZ 87], [Pe 87a], [Pe 87b], [KPR 88], [ZK 88], [KPZ 90]). Part of these re­
sults have already appeared in [MvdS 94] and [MvdS 96]. 

In the first section the linear results are briefly recapitulated. The main part 
of this chapter is concerned with the singular nonlinear state feedback J-foo prob­
lem. A sufficient, and under an extra assumption also necessary, condition for 
the existence of a state feedback which solves the L2-gain problem is given in 
terms of the solvability of a parameterized Hamilton-Jacobi inequality. This 
Hamilton-Jacobi inequality corresponds to a regular J-foo state feedback prob­
lem for a regularized version of the system. Another way to consider this sin­
gular problem is by linking it to the same problem for its linearization. It is 
shown that the state feedback J-foo control problem for the linearization is solv­
able if and only if the state feedback J-foo control problem for the nonlinear sys­
tem is locally solvable. Finally in the third section we describe a way to solve 
the singular nonlinear measurement feedback J-foo problem using the worst case 
certainty equivalence principle. 

Chapter 4: The J£x, almost disturbance decoupling problem 

In Chapter 4 the almost disturbance decoupling problem is considered for affine 
nonlinear systems without direct feedthrough from the inputs to the to-be-con­
trolled outputs. These results are an extension of the results considered in the 
publications [MT 95] and [MRST 94] for single-input single-output (SISO) sys­
tems. This chapter is instrumental for the next chapter where the singular J-foo 
problem is decomposed into a regular J-foo problem and an almost disturbance 
decoupling problem. The J-foo almost disturbance decoupling problem consid­
ered in this chapter is a special case of a singular J-foo problem, since solvability 
of the J-foo almost disturbance decoupling problem implies that for every distur­
bance attenuation level y > 0 we can solve the singular J-foo problem. 

Chapter 5: The singular J£x, problem: a geometric approach 

In this chapter we partially extend the results from the geometric approach to 
the linear singular J-foo problem to nonlinear systems. In the first section a re­
capitulation of the linear results is given. In order to extend these results to 
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nonlinear systems we need to introduce some notions from geometric nonlin­
ear system theory. The maximal conditioned invariant distribution containing 
the input vector fields is introduced. This distribution constitutes a nonlinear 
extension of the strongly controllable subspace ([HaSi 83], [Ha 83]) used in the 
linear :Hoo theory ([StTr 90], [St 92]). Similar to the results for linear systems 
we can decompose the singular nonlinear :Hoo problem into two problems, a 
regular :Hoo problem for one subsystem and an :Hoo almost disturbance decou­
pling problem for another subsystem. In this way sufficient conditions for the 
solvability of the singular problem can be given. The solvability of the regu­
lar :Hoo subproblem will be shown to be also necessary for the solvability of 
the singular :Hoo problem. For a special class of nonlinear systems we derive 
necessary and sufficient conditions. 

Finally a factorization idea is explored to derive conditions for solvability 
of the singular :Hoo problem. In this method we reduce the nonlinear :Hoo control 
problem to the nonlinear :Hoo control problem for an auxiliary system, which is 
easier to solve. 

Chapter 6: Examples 

In this chapter two examples are considered to clarify and illustrate the ideas 
and results from the Chapters 3, 4 and 5. First we consider the model of the 
orientation of a rigid body. For this rigid body model we solve the tracking 
problem in two different ways. First the cheap control approach is used. This 
method comes down to the search for a solution to the parameterized Hamilton­
Jacobi inequality. The second solution is constructed using the geometric ap­
proach from Chapter 5. 

As a second example the nonlinear model of the inverted pendulum on a 
cart is considered. We pay attention to the selection of the parameter in the 
cheap control approach. Finally the two feedbacks constructed using the two 
methods are compared. 

Chapter 7: Robust stabilization under gain-bounded uncertainties 

Some applications of the singular :Hoo theory are explained. These applications 
concern robustness problems like robust stabilization under parameter uncer­
tainties and multiplicative perturbations. 
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Chapter 8: Conclusions 

In this chapter we recapitulate the two methods for solving the singular state 
feedback :Hoo problem for nonlinear systems. We also point out the merits and 
the drawbacks of the two methods. Finally some remarks are made about open 
problems that may be investigated in the future. 

Appendix A: Notions from differential geometry 

In the appendix some notions and concepts from differential geometry which 
are used in this monograph are briefly recapitulated. 

1.4 Notation 

Throughout this monograph we use a fairly standard notation. 
We denote for x E !Rn by llxll 2 or xT x the squared n-dimensional Euclidean 
norm. We say that z: (0, oo) ➔ !Rm is in L2(t0 , ti) if 

1t1 

llz(r)u2dr < oo. 
to 

A function is Ck if the function is k times continuously differentiable. A 
function is called smooth if it is C00 • 

By 
Vx(x) 

we denote the n-dimensional row-vector of partial derivatives of a differen­
tiable function V : !Rn ➔ IR, and by 

V;(x) 

we denote the transposed column-vector. The Hessian matrix of the function 
V will be denoted by 

Consider 
x = f(x, d) 

where d E !Rq, and x are local coordinates for a smooth state space manifold 
M. We denote by x(t1) = <p(t1, to, xo, d) the state vector at time t1 with initial 
condition x(to) = xo and input d: [to, ti] ➔ IRq. 
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The set of complex numbers is denoted as C. By c-, c0 and c+ we mean 
the subsets of C that have nonzero negative, zero, and nonzero positive real part 
respectively. For an n x n matrix A we denote the set of eigenvalues by a(A). 
By o'(A) we denote the maximal eigenvalue of the matrix A. 
We end definitions, remarks, lemmas, theorems, etc., by D 

while we end the proofs by ■ 



Chapter 2 

The L2-gain, and the nonlinear 
:;-foo control problem 

Originally the :Hoo control problem was formulated as a design problem in the 
frequency domain ([Za 81]). However it can be also naturally formulated in the 
time-domain because for asymptotically stable linear systems the :Hoo-norm of 
the transfer matrix from inputs to outputs is equal to the Li-induced norm from 
the input time functions to the output time functions. This Lz-induced norm 
for a stable linear system is commonly called the L2-gain of the system. Also 
for non-linear systems this L2-gain can be defined and plays a crucial role in 
the studies of the so-called nonlinear :Hoo optimal control problem ([BHW 93], 
[IsAs 92], [vdS 91], [vdS 92]); probably the terminology nonlinear Lz-gain op­
timal control problem would be more appropriate. Earlier the notion of finite 
L2-gain of nonlinear systems was studied in the context of input-output stabil­
ity and dissipativity for nonlinear systems ([HiMo 76], [Wi 72]). Later these 
results were extended by using a geometric approach based on invariant man­
ifolds of Hamiltonian systems ([vdS 91], [vdS 92]). 

In the first section of this chapter we will recapitulate those ingredients from 
these theories which are important for this book. In the second section the non­
linear :Hoo control problem is introduced and under a regularity assumption the 
known solution ([vdS 92], [vdS 93]) to the state feedback :Hoo problem is re­
called for general nonlinear systems. 
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2.1 The Li-gain of a nonlinear system 

Consider nonlinear systems of the following state space form 

x - f(x,d) 
Zj - hj(x), j=l, ... ,p 

(2.1) 

where x = (xi, ... , Xn) are local coordinates for a smooth (C00) state space 
manifold denoted by M, the disturbances are denoted by de Rq and z e RP 
are the outputs. The functions f and h are ck, with k ::: 1 (at least continuously 
differentiable). Furthermore we assume that the system has an equilibrium in 
(x, d) = (0, 0), i.e., f (0, 0) = 0, and without loss of generality h j(O) = 0, j = 
1, ... , p. 
For simplicity of notation we shall abbreviate the outputs as 

z = h(x). 

Following the literature we define the L2-gain of the nonlinear system (2.1) 
in the following way ([Vi 93], [vdS 93]). 

Definition 2.1 Let y be a fixed non-negative constant. The system (2.1) is said 
to have Lz-gain less than or equal to y if for all x e M there exists a constant 
K(x), 0::: K(x) < oo, with K(O) = 0, such that the following inequality holds 

(2.2) 

for all disturbances d e L2 (0, t) and all t e [0, T], with [0, T) any open interval 
in which the corresponding solutions of the differential equation .x = f(x, d) 
exist, with z('r) = h(<p(-r, 0, .XO, d)) denoting the output of (2.1) resulting from 
d for i.nitial state x(O) = x0• 

The system has L2~gain less than y if there exists some O::: y < y such that 
the system (2.1) has Lz-gain less than or equal toy. The L2-gain is equal toy 
if it has Lz-gain less than or equal to y and not less than y. □ 

We can also define the finite Lz-gain property in another way. Define the avail­
able storage ([Wi 72]) as 
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where the infimum is taken over all d E L2(0, t) and all t:::: 0, and where z(r) 
denotes the response of the system (2.1) to a disturbance d and an initial con­
dition x(0) = x. 

Now condition (2.2) is equivalent to saying that va is finite for every x E M 
and va(0) = 0. A third equivalent way to define the finite L2-gain property is 
by stating that the system (2.1) has Lz-gain less than or equal to y if the system 
(2.1) is dissipative with respect to the supply rate s(d, z) = ½r21ldli2 - ½llzll2 , 

in the sense that there exists a solution V :::: 0 ( called a storage function) to the 
integral dissipation inequality 

111
1 V(x(t1)) - V(x(to))::: 2 (y211d(r)ll2 - llz(r)IJ2)dr, 

to 
V(0) = 0 (2.3) 

for all t1 ::::: to and all d E L2 (t0 , t1). If va is finite for all x then it follows (see 
[Wi 72]) that va satisfies (2.3), while it is clear that va(x) ::::: 0 and va(0) = 0. 
Furthermore va is the minimal function V : M ➔ IR+ which satisfies this inte­
gral dissipation inequality, i.e., the minimal storage function. Correspondingly 
2 va (x) is the minimal constant K (x) for which the inequality (2.2) holds. 

If there exists a continuously differentiable solution V to the integral dissi­
pation inequality (2.3) then this Vis immediately seen to be a solution to the 
differential dissipation inequality 

1 1 
Vx(x)f(x,d)::: zY11du2 - 211zll 2 , V(0) =0 (2.4) 

for all d E IRq and all x EM. Since the Hessian at x = 0, d = 0 of 

1 1 
Vx(x)f(x, d) - 2 rildlJ2 + 2 11zlJ2 

with respect to d is equal to -y2 I it follows that at least locally near the origin 
we can find the worst case disturbance with respect to the inequality (2.4) given 
by 

dmax(x) = argmax (vx(x)f(x, d) - !ylldf + !hT (x)h(x)). (2.5) 
d 2 2 

Locally the differential dissipation inequality (2.4) is equivalent to the Hamil­
ton-Jacobi inequality 

Summarizing: 
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Theorem 2.2 The system (2.1) has L2-gain less than or equal to y if and only 
if there exists a solution V : M ➔ 111+ to the integral dissipation inequality (2.3) 
for all tt :::: to, all d E Lz (to, tt) and all x E M. 

Further, there exists a non-negative ct-solution to the integral dissipation 
inequality (2.3) if and only if there exists a non-negative ct-solution to the dif­
ferential dissipation inequality (2.4) for all d e Rq. 

There exists a local non-negative ct-solution to the differential dissipation 
inequality (2.4) if and only if locally there exists a non-negative ct-solution to 
the Hamilton-Jacobi inequality (2.6). □ 

Remark 2.3 When the system (2.1) is affine ind 

x = f(x) + :Ej=t gj(x)dj = f(x) + g(x)d 
z = h(x) 

(2.7) 

with g(x) an n x m matrix, then the worst case disturbance dmax (x) is globally 
defined and given by 

1 T T 
dmax(x) = 2 g (x)Vx (x), 

y 

and hence the differential dissipation inequality for the system (2. 7) is (glob­
ally) equivalent to the Hamilton-Jacobi inequality 

1 1 1 
Vx(x)f(x) + 2 yZ Vx(x)g(x)gT (x) V[ (x) + 2hT (x)h(x) .::: 0, V(0) = 0. 

□ 

Another way to approach the finite L2-gain property is by considering the 
Hamiltonian system corresponding to the finite L2-gain for the system (2.1). 
Before doing so we define stability of the equilibrium for these systems. Two 
notions of stability will be used throughout this monograph. 

Definition 2.4 The equilibrium point x = 0 is said to be a stable equilibrium 
for the system (2.1 ), with d = 0, if for every neighborhood W of 0 there exists 
a neighborhood W of the origin such that for every initial condition xo E W the 
solution <p(t, 0, x0 , 0) (d = 0) belongs to W for all times t :::: 0, i.e., 

Ve> 0, 38(e) > 0 such that llxoll < 8(e) =} ll'P(t, 0, xo, 0)11 < e, Vt::: 0. 

□ 
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Definition 2.5 The equilibrium point x = 0 is said to be a locally asymptoti­
cally stable equilibrium for the system (2.1 ), with d = 0, if 0 is stable and there 
exists a neighborhood W of the origin such that all solutions <p(t, 0, x0, 0) with 
x0 e W converge to 0 if t ➔ oo, i.e. there exists a µ > 0 such that 

llxoll < µ => lim <p(t, 0, xo, 0) = 0. 
t➔oo 

(2.8) 

The equilibrium is said to be globally asymptotically stable if it is stable and 
all solutions <p(t, 0, Xo, 0) converge to 0. □ 

Sometimes we will just say that i = f(x, 0) is locally or globally asymptoti­
cally stable. 
There is a close connection between the property of finite Lz-gain and asymp­
totic stability. 

Definition 2.6 The system (2.1) is called zero-state observable if for any tra­
jectory such that d(t) = 0, z(t) = 0 implies x(t) = 0. □ 

Theorem 2.7 ([HiMo 76), [vdS 92J)Assume the system (2.1) is zero-state ob­
servable. Suppose there exists a C1-solution V:::: 0 to either (2.3), (2.4) or(2.6). 
Then V(x) > 0, x ¥ 0, and the free system x = f(x, 0) is locally asymptoti­
cally stable. Furthermore, assume that Vis proper (i.e., for each c > 0 the set 
{x e Ml 0::: V(x) ::: c} is compact), then x = f(x, 0) is globally asymptotically 
stable. □ 

The finite Lz-gain property can be also considered from a Hamiltonian view­
point. I mention the main results without proofs. Details and proofs can be 
found in [AbMa 78], [vdS 91] and [vdS 92]. 

Consider the system (2.1), where the functions f,h are ck-functions, with 
k :::: 2. Define the pre-Hamiltonian Ky : T* M x Rq ➔ R as 

1 1 
Ky(x, p, d) := pr f(x, d) - 2v2 lldll2 + 2hr (x)h(x) 

with (x, p) the natural coordinates for the 2n-dimensional cotangent bundle 
T* M (state x and co-state p). We note that (2.4) can be rewritten as 

Ky(X, v[ (x), d) ::: 0, V(0) = 0. 



14 Chapter 2 The Li-gain, and the nonlinear :Hoo control problem 

The maximizing disturbance d*(x, p) = argmaxd Ky(x, p, d) can be sub­
stituted into the pre-Hamiltonian Ky, which yields the Hamiltonian Ck-function 
Hy: T*M ➔ R given by 

Hy(x, p) := Ky(x, p, d*(x, p)). 

Note that by definition of dmax (x), see (2.5), d* (x, V[ (x)) = dmax (x) and hence 
the Hamilton-Jacobi inequality (2.6) can be written as 

Hy(X, vJ (x)) ::: 0, V(0) = 0. 

Corresponding to the Hamiltonian function Hy we consider the ck-I Hamilto­
nian vector field XHr on T* M given by 

cJHy 
ii - -!1-(x, p) 

upi 
cJHy Pi - --!1-(x, p), 
UXj 

i=l, ... ,n 

with equilibrium (x, p) = (0, 0). Then V: M ➔ Risa (not necessarily non­
negative) solution to 

Hy(X, vJ (x)) = 0, V(0) = 0, (2.9) 

if and only if the n-dimensional submanifold 

N= {(x, p) E T*MlpT = Vx(x)} 

is an invariant manifold of XHr through (0, 0), i.e., XHr (x, p) is tangent to N 
at every point (x, p) e N. 

Now suppose that the linearization of XHr at (0, 0) given by the Hamilto­
nian matrix 

[ ~ ~] DXHr(0, 0) = _01$~ _ °$Hr (0, 0) 
V &pox 

has no eigenvalues on the imaginary axis, i.e., the vector field XHr is hyper­
bolic. 

From the fact that DXH/0, 0) is a Hamiltonian matrix it follows that it has 
n eigenvalues in c- and n eigenvalues in c+, and therefore there exists an n­
dimensional stable invariant manifold N- consisting of all points in T* M con­
verging to (0, 0) along the flow of XHr· Furthermore N- is tangent at (0, 0) to 
the stable eigenspace of D XHr (0, 0) and N- generates a ck solution v- of the 
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Hamilton-Jacobi equality (2.9) if and only if N- is projectable on M, i.e., N- is 
diffeomorphic to Munder the ck-I projection rr : T* M ➔ M, where rr denotes 
the canonical projection rr : (x, p) 1-+ x. 

This solution v- is not necessary non-negative. However when we ad­
ditionally assume that the vector field f(x, 0) of the system (2.1) is globally 
asymptotically stable then v- is nonnegative. Furthermore the minimal stor­
age function v- is equal to the available storage ya. Summarizing: 

Theorem 2.8 Consider the system (2.1), with f, h Ck functions, with k::::: 2. 
Assume that the ck-I vector field XHy is hyperbolic in (0, 0) and that N- is 
projectable on M. Then there exists a unique ck function v- : M ➔ IR such 
that: 

(i) 

(ii) 

V(O) = 0, 

(iii) i = f(x, d*(x, (V;)T (x))) is globally asymptotically stable on M. 

Moreover ifwe also assume that f(x, 0) is globally asymptotically stable then 
also: 

(iv) v-::::: 0, and v- = va,-

(v) the system (2.1) has Lz-gain less than or equal toy. 

□ 

The assumption about the global projectability of the submanifold N- is 
hard to verify. By considering the linearization of (2.1) at the origin we can give 
an easily verifiable condition for the local projectability of the submanifold N-. 

Local instead of global projectability in Proposition 2.8 will lead to a local 
solution v- and therefore to the notion of local L2-gain of a system (2.1). 

Definition 2.9 Let y be a fixed non-negative constant. The system (2.1) is said 
to have locally L2-gain less than or equal to y if there exist a neighborhood 
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W C M of the origin and constants K(x), 0 :::::: K(x) < oo, with K(0) = 0, 
such that 

lot llz(r)ll2dr:::::: y2 lot lld(r)u2dr + K(xo) 

for all t e [0, T], with [0, T) any open interval in which the corresponding so­
lutions of the differential equation i = f(x, d) exists, and for all de Li,(0, t) 
and x(0) e W such that the state trajectories do not leave the neighborhood W. 

The system has locally Li-gain less than y if there exists some 0 :::::: y < y 
such that the system (2.1) has locally L2-gain less than or equal toy. The local 
Li-gain is equal to y if it has local Li,-gain less than or equal to y and not less 
than y (Note that the local Li,-gain need not be defined). D 

The linearization of (2.1) at the origin is given by 

X - Fi+Gd 
z = Hi 

(2.10) 

where i e Rn, de Rq, z e RP and the matrices F, G and Hare defined as: 

of of oh 
F = ox (0, 0), G = od(0, 0), H = ox (0). 

Then it can be shown that the Hamiltonian matrix DXHr(0, 0) can be writ­
ten in terms of the matrices F, G, and H. 

Lemma 2.10 The Hamiltonian matrix DXH/0, 0) is given by 

( F 1zGGT) DXH/0,0) = T Y T • 
-H H -F 

Proof Since d* (x, p) is the solution of ¥[ = 0 

T of -'* 2 ( * )T p od (x, u (x, p)) = y d (x, p) , Vx,p. 

Differentiation of this equality with respect to x in p = 0 leads to 

ad* 
ox (x, 0) = 0, Vx 

and the derivative with respect to p in (x, p) = (0, 0) is given by 

0
0~ (0, 0) = : 2 ( id (0, O)) T 

(2.11) 
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Hence 

oHy T * T af * ad* 
op (x, p) - f (x, d (x, p)) + p od(x, d (x, p)) op (x, p) 

Tad* 
-y2 (d*(x, p)) ap(x, p) 

- fT (x, d*(x, p)), 
oHy T af * T af * ad* 
a;-(x, p) - p ox (x, d (x, p)) + p ax (x, d (x, p)) ax (x, p) 

Tad* 
-y2 (d*(x, p)) -(x, p) + hT (x)h(x) 

ax 
af 

- pT -(x, d*(x, p)) + hT (x)h(x). 
ax 

Furthermore 

o2H af * af 
axa; (O, O) = ax (0, d (0, 0)) = ax (0, 0) = F, 

o2H af * ad* 
ap/ (0, 0) = od(0,d (0,0))ap(0,0) 

- __!_ of (0 0) ( of (0 0)) T = __!_GGT 
y2 ad ' ad ' y2 ' 

~:;; (0, 0) = ( ix (0, d*(0, 0))) T = FT, 

o2H 
( :~ (0)) T ( :~ (0)) = HT H. ax/ (0, 0) = 

■ 

So the first condition in Theorem 2.8 about the hyperbolicity of the vector field 
XHr simply amounts to checking that the Hamiltonian matrix (2.11) does not 
have purely imaginary eigenvalues. 

For the linearized system (2.10) the following result is well known. 

Theorem 2.11 Consider the linearized system (2.10). Assume (F, G) is sta­
bilizable and the Hamiltonian matrix (2.11) does not have purely imaginary 
eigenvalues. Then there exists a unique symmetric solution P which satisfies: 

(i) the algebraic Riccati equation 

1 
FTP+ PF+ 2 PGGTP+ HTH = 0; (2.12) 

y 
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(ii) 

(2.13) 

(iii) 

( I ) ( F 1-ccT) span ; = stable eigenspace of _ HT H Y~ pT • 

If we also assume that F is asymptotically stable then moreover: 

(iv) P?:_O; 

(v) the system (2./0) has Lz-gain less than y. 

□ 

Thus if (F, G) is stabilizable then the stable eigenspace of DXH/0, 0) can be 
parameterized by the x coordinates and since N- is tangent at (0, 0) to this sta­
ble eigenspace there exists a neighborhood W of the origin in M where the sta­
ble invariant manifold N- is locally projectable, i.e., N- n T* Wis projectable 
on W. Now we can derive the following local version of Theorem 2.8. 

Theorem 2.12 Consider the system (2. I), with f, h ck functions, with k ?:. 2, 
and its linearization (2.10). Assume that the matrix (2.11) has no eigenvalues 
on the imaginary axis and that ( F,. G) is stabilizable. Then there exists a neigh­
borhood W of O in M and a unique Ck function v- : W ➔ IR such that: 

(i) 

N- = {(x, p) E T*MlpT = v;(x), XE w}; 

(ii) 

V(O) = 0, Vxe W; 

(iii) i = f(x, d* (x, (Vx-)T (x))) is (locally) asymptotically stable on W. 

Moreover ifwe assume that i = f(x, 0) is asymptotically stable on a possibly 
smaller neighborhood W (this is implied by F asymptotically stable), then also 
on W: 
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(iv) v- ::: 0 and v- = va,-

(v) the system (2.1) has locally Li-gain less than y. 

□ 

If the nonlinear system (2.1) has local Li-gain less than (or equal to) y it is 
easy to prove that also the linearization (2.10) has Li-gain less than (or equal 
to) y (see [vdS 921). Furthermore if the linearization has Li-gain less than y 
and is asymptotically stable then the matrix (2.11) has no eigenvalues on the 
imaginary axis ([Sch 911). 

Together with Theorem 2.11 and Theorem 2.12 this leads to the following 
corollary. 

Corollary 2.13 Consider the nonlinear system (2.1) together with its lineariza­
tion (2.10 ). Assume F is asymptotically stable. Then the following statements 
are equivalent: 

(i) the linear system (2.10) has Li-gain less than y; 

(ii) there exists a symmetric solution P::: 0 to (2.12), (2.13); 

(iii) the nonlinear system (2.1) has locally Li-gain less than y. 

□ 

2.2 The !Hoo control problem for a nonlinear system 

Consider nonlinear systems in state space form 

x - f(x,u,d) 
y - g(x,d) 
z - h(x, u) 

(2.14) 

with two sets of inputs u and d, and two sets of outputs y and z. Here u e !Rm de­
notes the vector of control inputs, d E IRq are the exogenous inputs (disturbances 
to be rejected and/or reference signals to be tracked), y E IRr are the measured 
outputs and z E !RP are the to-be-controlled outputs which could be tracking 
errors or cost variables. Finally the state x are local coordinates for a smooth 
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n-dimensional manifold M. The functions f, g, hare Ck, with k 2::: 2. The sys­
tem (2.14) is assumed to have an equilibrium at the origin, i.e., f(0, 0, 0) = 0, 
and without loss of generality also g(0, 0) = 0 and h(0, 0) = 0. 

The main topic of this book will be the state feedback ~ problem. In this 
problem it is assumed that g(x, d) = x and the goal is to construct a static state 
feedback such that the closed-loop system with (2.14) has Lz-gain less than (or 
equal to) a certain constant y. 

Definition 2.14 Nonlinear state feedback L2-gain optimal control problem: 
find, if existing, the smallest value y* ::::: 0 such that for any y > y* there exists 
a state feedback 

u = l(x), 1(0) = 0 (2.15) 

such that the L2-gain of the closed loop system (2.14), (2.15) has L2-gain less 
than or equal to y (from d to z). D 

Definition 2.15 Nonlinear state feedback J-foo optimal control problem: find, 
if existing, the smallest value y* ::::: 0 such that for any y > y* there exists a 
state feedback 

u = l(x), 1(0) = 0 

such that the closed loop system has Lrgain less than or equal to y, and the 
origin is locally asymptotically stable. D 

In the definition of the L2-gain problem only the L2-gain is considered, a pri­
ori without stability considerations. The main reason for introducing these two 
problems is that we want to consider internal stability separately. As seen in 
Theorem 2.7 certain stability properties can be derived from the finite Lrgain 
property. 

In Chapter 3 also the measurement feedback case shall be considered briefly. 
In this problem it is assumed that we can only measure a function of both state 
and disturbance, i.e., y = g(x, d). 

Definition 2.16 Nonlinear measurement feedback ~ optimal control prob­
lem: find, if existing, the smallest value y* ::::: 0 such that for any y > y* there 
exists a compensator 

~ = k(t y) 
u m(t y) 

(2.16) 
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with k(O, 0) = 0 and m(O, 0) = 0, such that the closed loop system (2.14), 
(2.16) has L2-gain (from d to z) less than or equal to y, and the origin is lo­
cally asymptotically stable. □ 

In most of the literature about nonlinear Jfoo theory it is assumed that the 
mapping h is in some sense injective from u to z. The Jfoo problem under this 
regularity assumption is often referred to as the regular Jfoo problem (see e.g. 
[BHW 93], [IsAs 92], [IsKa 95], [vdS 91], [vdS 92], [vdS 93]). The main aim 
of this monograph is to drop this regularity assumption. When this regularity 
assumption is violated the Jfoo problem is called singular. Sometimes to em­
phasize the more general character of this Jfoo problem it is called the general 
Jfoo problem. 

In the next subsection some of the results derived for the regular Jfoo prob­
lem are recapitulated. 

Also the linearization of the nonlinear system (2.14) around the origin shall 
be considered, denoted as 

X - Fx+Gu+Ed 
y - Mx+Nd (2.17) 

z = Hx+Ku 

where ii, E !Rm, x E !Rn, d E IRq, ji E W, z E !RP and the matrices F, G, E, M, N, 
Hand Kare defined as: 

aJ af aJ 
F = ax (0, 0, 0), G = au (0, 0, 0), E = ad(0, 0, 0), 

ag ag ah ah 
M = -(0, 0), N = -d(0, 0), H = -(0, 0), K = -a (0, 0). 

ax a ax u 
The regular Jfoo problem corresponds to the matrix K having full column rank, 
i.e., rank K = m. 

2.2.1 The regular state feedback 1'o problem for nonlinear 
systems 

In this subsection we consider systems of the form (2.14) with g(x, d) = x and 
which satisfy the following regularity assumption 

Assumption 1 The derivative of h with respect to u has full column rank at the 
origin, i.e., 

rank ( :: (0, 0)) = m. 

□ 
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We seek for a nonlinear static state feedback 

u = l(x), l(O) = 0 (2.18) 

such that the closed-loop of (2.14) with (2.18) has L2-gain less than or equal to 
y from d to z. 

This Li-gain optimal control problem can be viewed as a two player, zero 
sum differential game, where u is called the minimizing player which goal it 
is to minimize the cost criterium 

for every t, and d is called the maximizing player whose goal it is to maxi­
mize the same cost criterium. The pre-Hamiltonian function associated with 
this game for the system (2.14) is a function Ky : T* M x IRq x !Rm ➔ Ill de­
fined as 

T l 2 1 2 2 Ky(x, p, d, u) := p f(x, u, d) + 2llh(x, u)II - 2y lldll • 

Under the regularity Assumption 1 this pre-Hamiltonian Ky has a unique sad­
dle point with respect to u and din a neighborhood of the origin, i.e., there ex­
ist unique functions d* = d* (x, p) and u* = u* (x, p) defined around (x, p) = 
(0, 0), satisfying· 

aKy * * ad (x, p, d (x, p), u (x, p)) - 0 

aKy * * a;;(x, p, d (x, p), u (x, p)) - 0 

with d*(0, 0) = 0 and u*(0, 0) = 0, satisfying the saddle point condition 

Ky(x, p, d, u*) ::::: Ky(x, p, d*, u*) ::::: Ky(x, p, d*, u) (2.19) 

for every (x, p, d, u) around the origin. The existence of these functions can 
easily be seen by calculating the Hessian of Ky with respect to d and u at the 
origin. This Hessian equals 

Because of Assumption 1 local existence of the functions d* (x, p) and u* (x, p) 
now follows from the Implicit Function Theorem. 
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Substituting the saddle point d*, u* into the pre-Hamiltonian Ky leads to 
the Hamiltonian Hy: T* M ➔ IR defined as 

Hy(x, p) := Ky(x, p, d*(x, p), u*(x, p)). (2.20) 

The following result can be easily deduced from Theorem 2.2 and the saddle 
point condition (2.19). 

Theorem 2.17 Consider the system (2.14) with y = x, under the Assumption 1. 
Let y > 0. Suppose there exists a local CS (k :::: s ::: 1) solution V ::: 0 to 

Hy(x, V[ (x)):::: 0 

with V(O) = 0. Then the cs-I state feedback 

u = u*(x, v[ (x)) 

(2.21) 

(2.22) 

locally solves the state feedback Lz-gain control problem, with constant y, for 
the system (2.14). 

Conversely, suppose there exists a state feedback (2.18) which solves the 
state feedback Lz-gain optimal control problem in the sense that there exists 
a differentiable solution V ::: 0 to the Hamilton-Jacobi inequality (2.6) for the 
closed-loop system (2.14), (2.18), then Vis also a solution of (2.21) and hence 
also the feedback (2.22) leads to a closed-loop system which has Lz-gain less 
than or equal to y. □ 

Proof The first part of the theorem follows from Theorem 2.2 and (2.19). For 
the converse statement we know there exists a solution V to 

Ky(X, v[ (x), d, l(x)):::: 0 

for all d. Then by taking u = l(x) and pT = Vx(x) in the saddle point condition 
(2.19) it follows that 

Hy(x, V[(x))::::: Ky(x, V[(x),d*(x, V[(x)),l(x)) :::::0. 

■ 

Remark 2.18 Consider the following system which is affine in the inputs u and 
the disturbances d 

x - f(x) + LJ=I gj(x)u1 + Li=I ei(x)di 
z h(x) + LJ=I kj(x)u1 
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In shorthand notation we will write this system as 

x = f (x) + g(x)u + e(x)d 
z = h(x) + k(x)u 

(2.23) 

with g(x), e(x), k(x) matrices consisting of the corresponding columns. For 
the system (2.23) the saddle point solution d* (x, p) and u* (x, p) is given by 

1 
d*(x, p) = 2 eT (x)p 

y 

u*(x, p) - - (kT (x)k(x) r 1 (gT (x)p + kT (x)h(x)) 

where the maximizing d is globally defined, and the minimizing u is globally 
defined provided the matrix e (x)k(x) is non-singular for all x. The Hamilton­
Jacobi inequality (2.21) for the system (2.23) is then given by 

1 1 1 
Vx(x) f (x) + 2hT (x)h(x) + 2 y2 Vx(x)e(x)eT (x) V; (x) 

-~ (Vx(x)g(x) + hT (x)k(x)) (e (x)k(x) r1 (gT (x) V; (x) + kT (x)h(x)) 

.s:O 
with V(O) = 0. □ 

We see that V solving the Hamilton-Jacobi inequality (2.21) is a candidate 
Lyapunov function for the closed loop system, and from Theorem 2.7 we de­
duce the following stability result: 

Theorem 2.19 Assume that the closed loop system (2.14), (2.22) is zero-state 
observable. Suppose there exists a C1 solution V :::: 0 to (2.21 ). Then V > 0, 
x =/=- 0, and the free system x = f(x, u*(x, V; (x)), 0) is locally asymptotically 
stable, and globally asymptotically stable if V is proper. □ 

Using the Hamiltonian and the machinery explained in the last section we 
can easily derive the following results. 

Theorem 2.20 Define the ck Hamiltonian 

Ht(x, p) = Ky(x, p, di(x, p), l(x)) (2.24) 

1 = PT f(x, l(x), di(x, p)) + 2hT (x, l(x))h(x, l(x)) 

1 - 2r211di(x, p)ll 2 
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where 

di(x, p) = argmax Ky(x, p, d, l(x)). 
d 

Assume that the ck-I vector field XHy is hyperbolic at (0, 0) and that the stable 
invariant manifold N- of XHy is projectable on M. Then there exists a unique 
Ck function v- : M ➔ IR such that: 

(i) 

(ii) 

Hy(x, (V_;/ (x)) = 0, V(0) = 0, 

(iii) i = f(x, l(x), di (x, (V;)T (x))) is globally asymptotically stable on M. 

Moreover ifwe additionally assume that i = f(x, l(x), 0) is globally asymp­
totically stable then: 

(iv) v- 2: 0; 

(v) the closed-loop system (2.14), (2.18) has Lz-gain less than y. 

□ 

· Consider now the linearization of the nonlinear system (2.14 ), (2.17), with 
ji = x. The next result is well known (see [St 92], [Sch 91]). 

Theorem 2.21 Consider the linearized system (2.17), with ji = x, and assume 
the system (F, G, H, K) has no invariant zeros on the imaginary axis, i.e., 

( F-jwl G) 
rank H K = n+m, VwER (2.25) 

Then the following statements are equivalent: 

( i) there exists a feedback law u = Lx such that after applying this feedback 
to the system (2.17) the closed-loop system has L2-gain less than y and 
is asymptotically stable; 
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(ii) there exists a solution P 2:: 0 to 

FTP+ PF+ ~PEETP (2.26) 
y 

-(PG+ HTK}(KTKf1 (KTH + GTP) + HTH - 0 

satisfying 

□ 

The Hamiltonian matrix corresponding to the Hamiltonian (2.20), denoted 
by DXH/0, 0), is given by 

DXH/0,0) = 

( 
F - G ( KT Kf 1 KT H 

-HT (1-K(KTKf 1 KT) H 

-G(KTKr1 GT+ ?EET) 

-FT+ HT K ( KT Kr 1 GT . 

Similarly as before, this matrix can be used to prove local results by considering 
the linearization. · 

Theorem 2.22 Consider the system (2.14), with y = x, and its linearization 
given by (2.17), with ji = i. Assume that (2.25) is satisfied. Then the following 
statements are equivalent: 

(i) there exists a feedback law u = Li such that after applying this feedback 
to the system (2.17) the closed-loop system has Li-gain less than y and 
is asymptotically stable; 

(ii) there exists a solution P 2:: 0 to (2.26) satisfying (2.27); 

(iii) there exists a neighborhood W C M of O and a nonlinear state feedback 
u = l(x) defined on W, such that F + GL, with L = i!(O), is asymptoti­
cally stable and the closed-loop system (2.14 ), (2.18) has locally L2-gain 
less than yon W (i.e., the nonlinear state feedback :Hoo problem is solv­
able on W). 

□ 
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Finally we note that if the system (2.14) is not influenced by disturbances 
then the :J-foo problem turns into an optimal control problem in the sense that the 
Hamiltonian Hy does not depend on y, and is equal to the (optimal) Hamilto­
nian for the optimal control problem of minimizing 

1 r)O 
2 lo llh(x(t)) 11 2 dt. 

In this case feedback solutions can be found by applying nonlinear optimal con­
trol theory ([LeMa 67)). 

2.2.2 The regular measurement feedback ~ problem for 
nonlinear systems 

Consider systems of the form 

X 

y 
z 

f(x, u, d1) 
g(x) +d2 
h(x,u) 

(2.28) 

satisfying the regularity Assumption 1. We want to construct a compensator of 
the form 

t = k(ty) 
u = m(t y) 

which solves the measurement feedback :J-foo problem. 
A useful method for finding such a compensator is the worst case certainty 

equivalence principle. This principle consists in solving first the state feedback 
problem and then replacing the actual state x in the feedback by the estimated 
state corresponding to the worst possible disturbance which is compatible with 
the applied input and the resulting output (see [DBB 93], [BO 82], [BB 90)). 

The state feedback problem for the system (2.28), with y = x, is solved in 
Subsection 2.2.1. To construct the estimation of the state corresponding to the 
worst possible disturbance compatible with the applied input and the resulting 
output we have to solve a maximization problem with constraints. This max­
imization problem is hard to solve for general nonlinear systems. The special 
structure of the measurement equation of the system (2.28) however makes it 
possible to rewrite this constrained maximization problem as an unconstrained 
problem ([vdS 93)). 

More details will be given in Chapter 3 where this method is used to con­
struct a controller using a regularized version of the affine nonlinear system. 





Chapter 3 

The singular :J-foo problem: a 
cheap control approach 

In this chapter the singular J-foo problem is considered from a cheap control 
point of view. In a sense this comes down to regularizing the singular J-foo prob­
lem. For linear systems this way of solving the state feedback J-foo problem has 
been studied in the end of the eighties ([KPZ 87], [Pe 87a], [Pe 87b], [KPR 88], 
[ZK 88], [KPZ 90]). The basic tool in this approach is a parameterized alge­
braic Riccati equation. This approach can be extended to nonlinear systems. 
We prove that the solvability of the singular state feedback J-foo problem can be 
characterized by the solvability of a parameterized Hamilton-Jacobi inequal­
ity. This Hamilton-Jacobi inequality also corresponds to the regular J-foo prob­
lem for a regularized version of our system. This second viewpoint leads to a 
slightly more conservative feedback for the singular J-foo problem. 

First the results for linear systems shall be recapitulated. After that the main 
part of this chapter is devoted to the nonlinear extension of this theory in which 
also the connection with the J-foo problem for the linearization of the nonlinear 
system shall be explained. Finally the measurement feedback J-foo problem is 
considered in the last section. In this section we use the more conservative feed­
back corresponding to the regular J-foo problem for a regularized version of our 
nonlinear system in order to be able to apply the worst case certainty equiva­
lence principle. 
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3.1 Linear disturbance attenuation 

We consider linear systems of the form (2.17), with y = x, 

x - Fx+Gu+Ed 
z - Hx+Ku 

(3.1) 

Here we assume that there exists no direct feedthrough from the disturbances 
J to the to-be-controlled variables z. The theory, however, can be directly ex­
tended to systems with a direct feedthrough from d to z. 

The following matrices are defined. 

Definition 3.1 Suppose rank(K) = m1 ~ m. Let U E 1Rpxm1 and TT e 1Rm1 xm 

be any matrices such that: 

• rank(U) = rank(TT) = m1; 

• K= UTT; 

Let <I> E IR(m-mi)xm be such that: 

• <l><l>T = Im-m 1 (<I> is void if m1 = m). 

Define 

:E .- TTT (UTUf I TT 

= nT (nKT KnTr 1 n. 

□ 

It should be noted that matrices U, n and <I> as in Definition 3.1 always exist. 
Now the aim is to find a feedback ii, = Lx for the system (3.1) such that 

the resulting closed-loop system has L2-gain from J to z less then or equal to 
a constant y, and such that the closed-loop system F + GL is asymptotically 
stable. The solvability of this problem can be characterized by the following 
property in terms of a parameterized algebraic Riccati equation. 
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Definition 3.2 Let <I> and :E be as in Definition 3.1. The system (3.1) is said to 
satisfy the Algebraic Riccati Equation (ARE) with constant y if there exists a 
positive definite matrix Q and an£> 0 such that there exists a positive definite 
solution P to 

(F- G:EKTH}7 P+ P(F- G:EKTH) + ~PEETP (3.2) 
y 

-PG:EGTp_!PG<l>T<l>GTP+HT(I-K:EKT)H+cQ = 0. 
£ 

D 

The following lemma shows that the existence of a positive definite solution 
P of ARE (3.2) does not depend on the particular choice of Q. 

Lemma 3.3 ([ZK 88]) Suppose there exists a positive definite matrix Q E IRnxn 

and a constant£> 0 such that the algebraic Riccati equation (3.2) has a pos­
itive definite solution. Then given any positive definite Q E IRnxn there exists a 

constant£* > 0 such that the ARE (3.2) with Q replaced by Q has a positive 
definite solution P for all £ E (0, £*]. D 

For the solvability of the singular J£xi problem for the system (3.1) the follow­
ing can be stated ([ZK 88]). 

Theorem 3.4 Consider the system (3.1). Let y > 0. Then the following state­

ments are equivalent: 

( i) there exists a linear feedback ii, = Lx such that F + G L is asymptotically 
stable and the closed-loop system (3.1) with this feedback has Lz-gain 

less than y; 

(ii) the system (3.1) satisfies the Algebraic Riccati Equation with constant y 
(3.2). 

Moreover if P > 0 is a solution of the ARE ( 3.2) for some Q > 0 and constant 

£ > 0 then the feedback 

L = -(;£ <l>T <I>+ :E) GT P- :EKT H (3.3) 

leads to a closed-loop system which has Lz-gainfrom d to z less than y, and 

F + GL is stable. □ 
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Furthermore, if there exists a positive definite solution P of (3.2), then there 
also exists a stabilizing solution of (3.2) (see [KPZ 90]). 

Theorem 3.5 Suppose for Q > 0 there exists ans* > 0 such that (3.2) has a 
positive de.finite solution PE for every 8 E (0, s*]. Then for every 8 E (0, s*) 
there also exists a stabilizing solution i\ > 0for (3.2), i.e., there exists a solu­
tion PE > 0 to (3.2) with the additional property that 

r 1 r- r- 1 r r-
F- GbK H + 2KK PE -GbG PE - -G<t> <t>G PE 

y 8 

is asymptotically stable. D 

3.2 Singular nonlinear state feedback :7-foo control 

To keep the ideas behind the results transparent and to avoid complex notation 
we will restrict attention to nonlinear systems of the form (2.14), with y = x, 
which are affine in the disturbances d and the inputs u, 

b { x = f(x) + g(x)u + e(x)d 
z = h(x) + k(x)u 

(3.4) 

We try to extend the linear results described in the last section to solve the singu­
lar state feedback 9-foo problem. So we want to find a nonlinear static feedback 

u = l(x), l(0) = 0 (3.5) 

such that the resulting closed-loop system has L2-gain less than or equal to 
y, i.e., cf. Definition 2.1: for every x E M there exists a constant K(x), 0.:::: 
K(x) < oo, with K(0) = 0, such that 

lat llz(x(r))ll 2dr.:::: y2 lat lld(r)ll 2dr + K(x(0)) 

for all d E L2[0, t] and all t::: 0, with x( r) denoting the response of (3.4), (3.5) 
for initial condition x(0) = x. 

We make the following constant rank assumption. 

Assumption 2 There exists a neighborhood W of the origin such that 

rank k(x) = m1 .:::: m, Vxe W. 

D 
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From Assumption 2 it follows that at least locally we can make similar def­
initions as in the linear case (see Definition 3.1). 

Definition 3.6 Define an (m x (m - mi))-matrix {32(x) such that: 

• im f32(x) = ker k(x); 

• f3I(x)f32(x) = lm-m1 ; 

on a neighborhood W of the origin, which may be smaller than W. 
Then define an (m x mi)-matrix /31 (x) such that: 

• /3[ (x)f32(x) = O; 

• /3[ (x)/31 (x) = lm1• 

For notational reasons also introduce 

if,(x) = /31 (x) (/3[ (x)kT (x)k(x)/31 (x) )-1 /3[ (x). 

D 

Note that matrices /31 (x) and f32(x) as in Definition 3.6 always exist. Further­
more note that from Definition 3.6 it follows that 

( ) -1 ( /3[ (x) ) 
f31(x) f32(x) = f3I(x) . (3.6) 

Remark 3. 7 In Definition 3.6 the matrices are defined in a way which is slightly 
different from Definition 3.1. Nevertheless Definition 3.6 is an extension of 
Definition 3.1. This can be shown by comparing the present Definition 3.6 with 
the following straightforward extension of Definition 3.1 to the nonlinear set­
ting: 
Define a (p x mi)-matrix v(x), a (m1 x m)-matrix f3[(x) and a ((m - m1) x 

m)-matrix /3i (x) such that: 

• rank v(x) = rank /3[ (x) = m1; 

• k(x) = v(x)/3[ (x); 

• /3[ (x)/31 (x) = lml'· 

• /3i (x)/31 (x) = O; 
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Let now {31 (x) and {32(x) be defined according to Definition 3.6. Then de­
fine v(x) as 

v(x) = k(x)/31 (x). 

It follows that (using (3.6)): 

k(x) = k(x)lm 

- k(x) ( /31 (x) ( f3f (x) ) 
f32(x)) f3f (x) 

- ( k(x)f31 (x) 0 ) ( f3f (x) ) 
f3f (x) 

v(x)f3f (x). 

Hence v(x), f3f (x) and f3f (x) satisfy the alternative definition given in this re­
mark. 

Conversely, if we define v(x), f3f (x) and f3f (x) according to this alternative 
definition then v = {32(x)w for some w implies that 

k(x)v = v(x)f3f (x)v = v(x)f3f (x)f32 (x)w = 0. 

Therefore v E ker k(x) and im /32 (x) C ker k(x). Finally because both im /32 (x) 

and ker k(x) have dimension m - m1, we have that im {32(x) = ker k(x). □ 

Remark 3.8 As can be seen from Remark 3.7 for a linear system the matrices 
IT and <l> in Definition 3.1 correspond to the matrices f3f, respectively f3f. □ 

3.2.1 Singular J-1oo control 

To clarify the definitions and the choice of our assumptions we use Definition 
3.6 to rewrite the system E. We apply to Ethe preliminary feedback 

u = f3(x)v 

where 

f3(x) = ( /31 (x) f32(x) ) , (3.7) 
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which leads to the transformed system 

x = f(x) + g1 (x)VJ + g2(x)v2 + e(x)d 
z = h(x) + v(x)VJ 
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(3.8) 

where VJ= f3f (x)ucan be seen as theregularpartoftheinputs and v2 = f3f (x)u 

as the singular part. The matrices gJ (x) and g2 (x) are given by 

gJ (x) - g(x)/3J (x) 

g2(x) = g(x)f32(x) (3.9) 

and v(x) has full column rank. In [MvdS 96] we started with systems which 
are already in the special form (3.8). 

Now we search for a feedback of the form 

(3.10) 

which solves the nonlinear state feedback :Hoo control problem for the system 
(3.8). Because the matrix f3(x) in (3.7) is invertible this state feedback :Hoo con­
trol problem for the transformed system is solvable with constant y if and only 
if the state feedback :Hoo control problem for the original system :Eis solvable 
with the same constant y. Moreover the feedback (3.10) solves the state feed­
back :Hoo control problem with constant y for the system (3.8) if and only if the 
feedback 

u = f3(x)l(x) 

solves the state feedback :Hoo control problem with constant y for :E. 
So we try to find a feedback (3.10) such that the L2-gain for the closed-loop 

system (3.8), (3.10) is less than (or equal to) y. 
The pre-Hamiltonian corresponding to this problem is given by 

Ky(x, p, d, v) = PT (f + g1 VJ+ g2v2 + ed) 

1 T 1 2 2 
+ 2 (h + VVJ) (h + vv1) - 2y lldll . 

As in the regular :Hoo problem considered in Subsection 2.2.1 the maximizing 
disturbance d* and the minimizing (optimal) input vi can be calculated (see 
also Remark 2.18) as: 

d*(x, p) 
1 

- 2eT (x)p; 
y 

- - (vT (x)v(x) r J (gf (x) p + VT (x)h(x)). 
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For the singular part of the inputs v2 we take an arbitrary function of x and p 

v2(x, p) = a(x, p). 

Substitution of these input and disturbance functions into the pre-Hamiltonian 
Ky leads to the Hamiltonian Hy : T* M ➔ IR given by 

Hy(x, p) = pT (f(x) + g1 (x)vi(x, p) + gz(x)a(x, p) + e(x)d*(x, p)) 

1 T ) +2 (h(x) + v(x)vi(x, p)) (h(x) + v(x)vi(x, p) 

1 - 2y2lld*(x, p)li2 

- PT (f(x) - g1 (x) (vT (x)v(x) r 1 VT (x)h(x) + gz(x)a(x, p)) 

+~ : 2pT e(x)eT (x)p - ~ PT g1 (x) (vT (x)v(x) r 1 gf (x)p 

+~hT (x) (Ip - v(x) (vT (x)v(x) r 1 VT (x)) h(x) 

which in the original vector fields g(x) and k(x) can be rewritten as 

Hy(X, p) 

- PT (f(x) - g(x)/31 (x) (/Jf (x)k7 (x)k(x)/31 (x) )-1 f3[ (x)k7 (x)h(x)) 

1 1 
+pT g(x)f32(x)a(x, p) + 2 yzPT e(x)eT (x)p 

-~ PT g(x)/31 (x) (/Jf (x)kT (x)k(x)/31 (x) )-1 f3[ (x)gT (x) p 

1 
+ 2hT (x)h(x) 

-~hT (x)k(x)/31 (x) (/Ji (x)k7 (x)k(x)/31 (x) )-1 /Ji (x)kT (x)h(x) 

- pT (f(x) - g(x)1/l(x)kT (x)h(x) + g(x)f32(x)a(x, p)) 
1 1 1 +2 y2 PT e(x)eT (x) p - 2 PT g(x)1/l(x)gT (x) p 

1 
+ 2hT (x) (Ip - k(x)1/l(x)k7 (x)) h(x). 

Now the following result can be stated. 
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Theorem 3.9 Consider the nonlinear system b. Let y > 0. Suppose there ex­
ists a non-negative C1-solution V to the Hamilton-Jacobi inequality 

Vx(x) (f (x) - g(x)l/f(x)e (x)h(x) + g(x)fh (x)a(x, V; (x))) 

+~ Vx(x) ( : 2 e(x)eT (x) - g(x)l/f(x)gT (x)) V; (x) (3.11) 

1 
+ 2hT(x)(Ip-k(x)l/f(x)e(x))h(x) < 0 

with V(0) = 0. Then the feedback 

u = <p(x) = -l/f(x) (gT (x) V; (x) + kT (x)h(x)) 

+,82(x)a(x, V; (x)) (3.12) 

locally solves the state feedback Lz-gain control problem with constant y for 
the system b. □ 

Proof This result follows by applying Theorem 2.2 to the system 

i = f(x) + g(x)<p(x) + e(x)d 
z = h(x) + k(x)<p(x) 

where <p(x) is taken as the feedback defined in (3.12). 
As an alternative approach we could also look at the closed-loop system 

(3.8) together with the feedback 

V = ( VI ) = ( - (vT (x)v(x) r I (gf (x) V[ (x) + VT (x)h(x)) ) . 
v2 a(x, V[(x)) 

Again using Theorem 2.2 it follows that the closed-loop system has Lz-gain less 
than or equal toy. Then also our original system b together with the feedback 

u=(P1(x) ,82(x))v 

( Pi (x) p2 (x) ) ( - (vT (x)v(x) )-1 (gf (x) V[ (x) + vT (x)h(x)) ) 
a(x, V[(x)) 

_ -l/f(x) (gT (x) V; (x) + kT (x)h(x)) + ,82 (x)a(x, V; (x)) 

leads to a closed-loop system which has L2-gain less than or equal toy. ■ 
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To compare this result with the results for linear systems we will make a 
somewhat arbitrary assumption with respect to the singular part of the feed­
back, a(x, p). From now on we take similar to the linear case 

l T l T T 
a(x, p) = - 28 g2 (x)p = - 2/32 (x)g (x)p. 

Theorem 3.9 specialized for this specific choice of a reads as: 

Corollary 3.10 Consider the nonlinear system :E. Let y > 0. Suppose there 
exists a constant s > 0 such that there exists a non-negative C1-solution V to 
the Hamilton-Jacobi inequality 

1 1 
Vx(x) (f (x) - g(x)i/t(x)e (x)h(x)) + 2 y2 Vx(x)e(x)eT (x) V; (x) 

-iVx(x) (g(x)v,(x)gT(x) + ~g(x),B2(x),Bf (x)gT(x)) V;(x) (3.13) 

1 
+ 2hT (x) (Ip -k(x)v,(x)kT (x)) h(x) < 0 

with V(0) = 0. Then the feedback 

u=cp(x) = -(;8 ,B2(x),Bf(x)+i/t(x))gT(x)V;(x) 

-1/t(x)kT (x)h(x) (3.14) 

locally solves the state feedback L2-gain control problem with constant y for 
the system :E. D 

From this corollary we can easily derive the following result. This result 
is the nonlinear extension of the sufficiency part of Theorem 3.4 as far as only 
L2-gains are considered. 

Corollary 3.11 Consider the nonlinear system :E. Let y > 0. Suppose there 
exist constants s, µ > 0 such that there exists a non-negative C1-solution V to 
the Hamilton-Jacobi inequality 

Vx(x) (f (x) - g(x)v,(x)kT (x)h(x)) 

1 1 +-( 2 + µ) Vx(x)e(x)eT (x) V; (x) 
2 y 

-lVx(x) (g(x)v,(x)gT(x) + ~g(x),B2(x),Bf (x)gT(x)) V;(x) (3.15) 

1 
+ 2hT (x) (Ip - k(x)v,(x)kT (x)) h(x) :::: 0 
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with V (0) = 0. Then there exists a constant y < y such that the feedback ( 3.14) 

locally solves the state feedback L2-gain control problem with constant y for 

the system '£. □ 

Proof From inequality (3.15) it follows that there exists a constant O::: ji < y 

such that (3.13) is satisfied with y replaced by ji. For instance take ji = i¼r· 
Then by Theorem 3.9 the closed-loop system has L2-gain less than or equal to 
y and therefore less than y. ■ 

Remark 3.12 The Hamilton-Jacobi inequality (3.15) is the extension of the al­
gebraic Riccati equation (3.1 ). For linear systems of the form (3.1) the inequal­
ity (3.15) comes down to the existence of positive constants s, µ > 0 and a pos­
itive definite solution P to 

Q := P(F-G'£KTH) + (F-G'£KTH)T P+ (:2 +µ) PEETP 

-PG'£GT P - ! PG<PT <PGT P + HT (Ip - K'£KT) H 
8 

< 0. 

Then this P is also a solution to (3.2) for 

µ T 1 -
Q=-PEE P--Q>0. 

8 8 

On the other hand if there exists a positive definite solution P to (3.2) for a 
certain Q > 0 then by Finsler's Theorem (see [KPZ 90), [Pe 87b] and [Ja 77) 
for a proof) we can choose µ > 0 such that 

and for thisµ Pis a solution to (3.15). D 

In Corollaries 3.10 and 3.11 the feedback (3.14) consists of a singular and a 
regular part. The gain of the singular feedback part is parameterized bys. We 
could of course also apply feedbacks of the form (3.14) where the gain is for 
the singular part is replaced by a larger gain 17 ::: is. 
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Corollary 3.13 Consider the nonlinear system :E. Let y > 0. Suppose there 
exists a constant e > 0 such that there exists a non-negative C1-solution V to 
the Hamilton-Jacobi inequality (3.13) with V(0) = 0. Then for r, ~ le the state 
feedback Li-gain control problem with constant y is locally solvable for the 
system :E by the feedback 

u = q.>(x) = - (r,fh(x)/Ji (x) + v,(x)) gr (x) V[ (x) 

-v,(x)kT (x)h(x). (3.16) 

□ 

Proof The result follows by applying Theorem 2.2 to the closed-loop system 
of :E with the feedback (3.16), together with the following inequality 

1 1 
Vx(x) (f(x) + g(x)q.>(x)) + 2 y2 Vx(x)e(x)eT (x) V[ (x) 

1 +2 (h(x) + k(x)q.>(x) )7 (h(x) + k(x)q.>(x)) 

1 1 
- Vx(x) {f(x) - g(x)v,(x)k7 (x)h(x)) + 2 y2 Vx(x)e(x)eT (x) V[ (x) 

-r, Vx(x)g(x)/J2(x){Jf (x)gT (x) V[ (x) 
1 . 1 

- 2 Vx(x)g(x)v,(x)gT (x) V[ (x) + 2hT (x) (Ip - k(x)v,(x)k7 (x)) h(x) 

1 1 
< Vx(x) {f (x) - g(x)v,(x)k7 (x)h(x)) + 2 y2 Vx(x)e(x)eT (x) V[ (x) 

1 
-- 28 Yx(x)g(x)/J2 (x){Jf (x)gT (x) V[ (x) 

1 1 - 2 Vx(x)g(x)v,(x)gT (x) v[ (x) + 2hr (x) (Ip - k(x)v,(x)kT (x)) h(x) 

< 0 

for all r, ~ 2~ • ■ 

Corollary 3.14 Consider the nonlinear system :E. Let y > 0. Suppose there 
exist constants e, µ > 0 such that there exists a non-negative C1-solution V 
to the Hamilton-Jacobi inequality (3.15). Then there exists a constant y < y 
such that the feedback (3.16) locally solves the nonlinear state feedback L2-

gain control problem with constant y for the system :E for every r, ~ le. □ 
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Proof The proof follows easily along the lines of the proofs of Corollary 3.11 
and Corollary 3.13. 111 

The converse result of Corollary 3.10 is more involved. Assume there ex­
ists a feedback u = l(x), 1(0) = 0, such that the closed-loop system of :E with 
this feedback has L2-gain less than (or equal to) y. When does there exists a 
solution V :::: 0 to the Hamilton-Jacobi inequality (3.13) or (3.15)? 

We start by making the following assumption on the closed-loop system 
resulting from applying u = l(x), 1(0) = 0. 

Assumption 3 The L2-gain from d to fJf (x)l(x) is finite, i.e., there exists a 
constant N > 0 such that forallx E Mthere exists a constant K(x), 0::: K(x) < 
oo, with k (0) = 0 such that 

it 11/Jf (x(r))l(x(r))IJ2dr::: N lot lld(r)fdr + K(x) 

for all t > 0 and all d E L2 (0, t), where x(r) is the solution of the state equation 
of the closed loop system :E with the feedback u = l(x). □ 

Then the following converse result can be stated. 

Theorem 3.15 Consider the system :E. Suppose that the feedback u = l(x) 
with 1(0) = 0 solves the state feedback L2-gain control problem with y < y 
for the system :E with a differentiable storage function K (x) and Assumption 3 
is satisfied with a differentiable storage function K (x ). Then there exists a solu­
tion V of(3.15)for certain s, µ, > 0, and hence also the feedback (3.16) results 
in a closed-loop system which has L2-gain less than y. □ 

Proof The system 

x - f(x) + g(x)l(x) + e(x)d 
z - h(x) + k(x)l(x) 

has L2-gain less than y. We rewrite this system as done in the beginning of this 
section (see system (3.8)), using the notation defined in (3.9). Then also the 
system 

x - f(x) + g1 (x)l1 (x) + g2(x)l2(x) + e(x)d 
z - h(x) + u(x)l1 (x) 
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with l1 (x) = fJ[ (x)l(x) and l2(x) = fJf (x)l(x) has L2-gain less than y. Hence 
there exists a constant v > 0 such that for all x E M there exists a differentiable 
function K(x), 0::: K(x) < oo, with K(0) = 0, such that 

fo' llz(x(r))fdr :'.S (y2 - v) 1' lld(r)fdr + K(x(0)) (3.17) 

holds for all d E L2[0, t] and for all t 2: 0. On the other hand from Assumption 3 
it follows that there exists a constant N > 0 such that for every x E M there 
exists a differentiable K(x), 0::: K(x) < oo, with K(x(O)) = 0, such that 

fo' 11/Jf (x(r))l(x(r))fdr - fo' lll2(x(r))ii2dr 

< N fo' lld(r)u2dr + K(x(0)). (3.18) 

Combining the inequalities (3.17) and (3.18) one obtains 

fo' (llz(x(r))lf + slll2(x(r))u2) dr 

:'.S (y2-fJ) fo 1
1id(r)fdr+K(x(O))+sK(x(O)) 

for O < s < v / N and fJ > 0 sufficiently small. According to Assumption 3 there 
exists for:•µ, > 0 sufficiently small a solution V 2: 0 (for instance V(x) = 
K(x) + sK(x)) to 

Vx(x) (f(x) + 81 (x)l1 (x) + 82(x)l2(x)) 

+~ ( : 2 + µ,) Vx(x)e(x)eT (x) V[ (x) + ~ llz(x)lf + 1slllz(x)ll2 < 0 

with V(0) = 0. 
Finally we use a completion of the squares argument 

Vx(x) (f (x) - 8t (x) ( VT (x)v(x) rl (8i (x) V_[ (x) + UT (x)h(x)) 

1 T T ) - 882(X)8z (x) Vx (x) 

< Vx(x) (f(x) + 81 (x)l1 (x) + 82(x)l2(x)) 

+ Vx(X)81 (x) (- (vT (x)v(x) )-1 (8i (x) V[ (x) + vT (x)h(x)) - /1 (x)) 

+Vx(X)82(x) (-~8f (x)V[(x)-l2(x)) 
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< _! (~ + µ) Vx(x)e(x)eT (x) V; (x) - !hT (x)h(x) 
2 y 2 

-½ ll(vT(x)v(x))½ l1(x) 

+ ( VT (x)v(x) )-½ (8i (x) V; (x) + VT (x)h(x)) ,r 
-½ llz2(x) + i8I(x)V;(x)r-;e Vx(X)82(X)8[ (x)V;(x) 

-½ Vx(X)81 (x) ( VT (x)v(x) r 1 8i (x) V; (x) 

+½hT (x)v(x) (vT (x)v(x) )- 1 vT (x)h(x) 

from which it can be concluded that 

Vx(x) (f(x) - 81 (x) { vT (x)v(x) )-1 vT (x)h(x)) 

+½ (:2 + µ) Vx(x)e(x)eT (x) V; (x) 

-½Vx(x) (81(x) (vT(x)v(x)r1 8j(X) + i82(X)8[ (x)) V;(x) 

+½hT(x)(lp-v(x)(vT(x)v(x)r1vT(x))h(x) ::: 0. 

Substitution of 81 and 82 now leads to 
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Vx(x) (t(x) - 8(x)f31 (x) (/3i (x)e (x)k(x)/31 (x) r 1 /3i (x)e (x)h(x)) 

1 
+ 2hT (x) (Ip - k(x)/31 (x) (/3[ (x)e (x)k(x)/31 (x)) /3i (x)kT (x)) h(x) 

+½ Vx(x) ( ( : 2 + µ)e(x)eT (x) - i 8(x)f32(x)f3{ (x)8T (x)) V; (x) 

1 - 2 Vx(X)8(x)f31 (x) (/3[ (x)kT (x)k(x)/31 (x)) f3[ (x)8T (x) V; (x) 

- Vx(x) {f (x) - 8(x)ljf(x)e (x)h(x)) 

1 1 +2(y2 +µ)Vx(x)e(x)eT(x)V;(x) 

-½ Vx(X)8(X) ( 1/f(x) + i/32(x)f3[ (x)) 8T (x) V; (x) 

1 
+ 2hT (x) (Ip - k(x)ljf(x)kT (x)) h(x) ::: 0 
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and the conclusion follows from Corollary 3.14. ■ 

Remark 3.16 Corollary 3.14 together with Theorem 3.15 gives under Assump­
tion 3 a necessary and sufficient condition for the solvability of the state feed­
back L2-gain control problem with constant less than y. The question arises 
under what conditions a feedback of the form (3.16) will satisfy Assumption 3. 
A partial answer to this question will be given in the next subsection (see Corol­
lary 3.20). D 

Remark 3.17 For linear systems Assumption 3 is already implied by the fact 
that the feedback is assumed to be internally stabilizing. Thus Theorem 3.15 is 
a generalization of Theorem 3.4 to the nonlinear setting. D 

3.2.2 Regularized !Hoo control 

A different but similar way to attack the singular :J-foo problem is considered in 
this subsection. Let s > 0. We consider the following regularized version of 
the system I:: 

I:, { .x 
- f(x) + g(x)u + e(x)d 

Zr - ( h(x) + k(x)u ) 
,,fi{Jf (x)u 

Using Assumption 3 we can state the following: 

(3.19) 

Theorem 3.18 Let u = l(x), 1(0) = 0, be a feedback for the system I:. Then 
we have the following implications regarding the statements ( i) and (ii) below. 
The statement (ii) implies (i), and under Assumption 3 the statements (i) and 
(ii) are equivalent. 

(i) The closed loop system I: with static state feedback u = l(x) has L2-gain 
less than y. 

(ii) For £ sufficiently small the closed loop system I:, with static state feed­
back u = l(x) has L2-gain less than y. 

D 
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Proof (i) =} (ii) By Assumption 3 there exists a constant N > 0 such that for 
all x e M there exists a constant K(x), 0 :S K(x) < oo, with K(O) = 0 such 
that 

lo' II.Bf (x(r))l(x(r))ll2dr :s N lo' lld(r)ll2dr + K(x(0)) 

for all t > 0 and all de £.i(0, t). 
From Definition 2.14 we know that there exists a constant 8 > 0 such that 

for every x e M there exists a constant K(x), 0 :S K(x) < oo, with K(0) = 0, 
such that 

lot llz(x(r))ll2dr :s (y - 8) lot lld(r)ll2dr + K(x(0)) 

for all de L2(0, t) and all t:::: 0. 
Now take e > 0 such that eN < 8. Then someµ,> 0 can be found such 

that, with bias term M(x) := K(x) + eK(x), the following inequality holds 

lot (llz(x(r)) 112 + ell.Bf (x(r))l(x(r))lf )dr 

:S (y-µ,) lotlld(r)ll2dr+M(x(0)) 

for all t > 0 and alld e Li(0, t). Hence u = l(x) combined with I:, leads to a 
closed loop system which has Li-gain from d to Zr less than y. 

For proving (ii)=} (i) we note that if u = l(x) solves the suboptimal prob­
lem for the system I:, then it also solves the suboptimal problem for I: because 

• 
Based on Theorem 3.18 we will search for a state feedback which makes the 

Li-gain for the system I:, less than y. Since I:, is a regular system we can find 
the min-max solution for this 9£io problem. The pre-Hamiltonian Ky : T* M x 
Rq x Rm corresponding to this problem is 
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which has saddle point solution: 

l T 
d* - 2 e (x)p, 

y 

u* - -(~,82(x),Bf (x) + ifr(x)) gT (x)p - a(x)e (x)h(x). (3.20) 

Substitution of this saddle point solution into the pre-Hamiltonian Ky leads to 
the Hamiltonian Hy(x, p) = Ky(x, p, d*(x, p), u*(x, p)) given as 

Hy(X, p) = 1 1 
PT (f(x) - g(x)ifr(x)e (x)h(x)) + - 2 pTe(x)eT (x)p 

2y 

-} PT g(x) ( ifr(x) + ~,82(x),Bf (x)) gT (x)p 

1 +2hT (x) (Ip - k(x)ifr(x)e (x)) h(x). 

Theorem 3.19 Consider the nonlinear system :E. Let y > 0. Suppose there 
exists a C1 solution V::::: 0 to the Hamilton-Jacobi inequality (3.13). Then the 
state feedback 

u = l(x) - -(~,82(x),Bf (x) + ifr(x)) gT (x) V; (x) 

-ifr(x)e (x)h(x) (3.21) 

locally solves the state feedback L2-gain problem with constant y for the system 

:E. □ 

Proof The closed loop system :Er, (3.21) is given by 

X = 

Zr = 

f(x) - g(x) ( ~ ,82 (x),Bf (x) + ifr(x)) gT (x) V; (x) 

-g(x)a(x)kT (x)h(x) + e(x)d 

( 
h(x) + k(x)u ) 

- _}e,Bf (x)gT (x) V[ (x) 

which has by Theorem 2.2 and Theorem 3.18 L2-gain less than or equal toy. 
Ill 

Based on this Theorem we can give the following (partial) answer to the 
question posed in Remark 3.16. 
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Corollary 3.20 Consider the system I:. Assume there exists a solution V :::: 

0 to the Hamilton-Jacobi inequality (3.13). Then for any rJ:::: ¼ the feedback 
(3.16) satisfies Assumption 3. □ 

Proof For a fixed 7J :::: ¼ look at the system 

x - f(x) + g(x)u + e(x)d, 

( 
h(x) + k(x)u ) 

Z = ...!... RT( ) · ,Jrj/J2 X U 

The Hamiltonian for the J-foo problem for this system is given by 

Hy(X, p) = 
1 1 

pT (f (x) - g(x)v,(x)kT (x)h(x)) + 2 y2 pT e(x)eT (x) p 

1 - 2 PT g(x) ( 1/t(x) + TJf32(x)f3f (x)) gT (x) p 

1 +2hT (x) (Ip -k(x)v,(x)k7 (x)) h(x). 

Hence for 7J :::: ¼: 
1 1 

Vx(x) (f (x) - g(x)v,(x)k7 (x)h(x)) + -2 2 Vx(x)e(x)eT (x) V[ (x) 
. y 

1 - 2 Vx(x)g(x)v,(x)gT (x) V[ (x) 

1 - 2TJ Vx(x)g(x)/32 (x)/3{ (x)gT (x) V[ (x) 

1 +2hT (x) (Ip -k(x)v,(x)k7 (x)} h(x) 

1 1 
< Vx(x) (f (x) - g(x)v,(x)k7 (x)h(x)) + 2 y2 Vx(x)e(x)eT (x) V[ (x) 

1 - 2 Vx(x)g(x)v,(x)gT (x) V[ (x) 

1 1 
-- - Vx(x)g(x)/32 (x)f3f (x)gT (x) V[ (x) 

2s 
1 +2hT (x) (Ip - k(x)v,(x)k7 (x)) h(x) 

< 0. 

It follows that the gain from d to ~f3f (x)gT (x) V[ (x) is less than or equal to 
y. Hence the gain from d to TJ/3{ (x)gT (x) V[ (x) is less than or equal toy~- ■ 
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Until now we have not considered the stability of the closed loop system. 
The following theorem can be easily obtained from Theorem 2.7. 

Theorem 3.21 Suppose there exists a solution V ::=:: 0 to (3.13). Assume the 
closed-loop system of'£ with a feedback of the form (3.16)for TJ::: z1e is zero­
state observable. Then V (x) > 0 for x -=I= 0 and the closed loop system (with 
d(t) = 0) is locally asymptotically stable. 

Assume additionally that V is proper, then the closed loop system is globally 
asymptotically stable. □ 

3.2.3 The nonlinear system versus its linearization 

In this section we consider the link between the solvability of the state feedback 
L2-gain and 9-foo control problems (see Definitions 2.14 and 2.15) for the non­
linear system '£ and the solvability of these problems for its linearization. So 
we consider the linearization of the nonlinear system '£ around the equilibrium 
x=O: 

i = Fx+Gu+Ed 
z = Hx+Ku (3.22) 

where u E !Rm, x E !Rn, d E IRq, z E !RP and the matrices F, G, K, Hand Mare 
defined as: 

af ah 
F = -(0), G = g(0), E = e(0), H = -(0), K = k(0). ax ax 

Straightforwardly from Chapter 2 the following results are obtained. 

Theorem 3.22 Suppose the L2-gain of (3.4), (3.5) is less than y, and assume 
F + G L with L = ;~ (0) is asymptotically stable, then there exists a neighbor­
hood W of0 and a smooth function V ::=:: 0 on W satisfying (3.15). 

Alternatively, assume f + gl is globally asymptotically stable. Define the 
Hamiltonian 

1 
- pr (f(x) + g(x)l(x)) + 2 pr e(x)er (x)p 

y 
1 +2 (h(x) +k(x)l(x)l (h(x) +k(x)l(x)) 

and suppose XHr is hyperbolic at (0, 0), and its stable invariant manifold is 
diffeomorphic to M under the canonical projection n : T* M ➔ M. Then there 
exists a global solution V ::=:: 0 to (3.15). □ 
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Theorem 3.23 Let y > 0. Suppose there exists a smooth feedback u = l(x), 
with 1(0) = 0, for :E such that the L2-gain of the nonlinear system :E, (3.5) is 
less than ( or equal to) y. Then the linear feedback u = Lx, with L = :! (0), for 
(3.22) results in the linear closed loop system 

x = (F+GL)x+Ed 

z - (H+KL)x (3.23) 

which also has L2-gain less than (or equal to) y. □ 

Proof The linearization of :E with (3.5) is equal to (3.23) ([ vdS 92]). 11 

For the linearization (3.22) the matrices described in Definition 3.1 are given 
by 

U = v(0) = k(0)/Ji (0), :E = ,fr(0), <I>= /3{ (0). 

Remark 3.24 If the state feedback L2-gain control problem with gain less than 
or equal to y is solvable for the nonlinear system in the sense that for some s > 0 
there exists a differential non-negative solution V to (3.13) then we know from 
Corollary 3.10 that (3.14) is a solution of the state feedback Li-gain control 
problem for the nonlinear system :E. From Theorem 3.23 it follows that then 
the linear feedback · 

u = - ( 218 /32 (0) /3{ (0) + ,fr(O)) gT (0) Vfx(O) - ,fr(O)e (0) :~ (0) 

- -(;s <I>T <I>+ :E) GT pTX - :EKT Hx (3.24) 

solves the state feedback L2-gain optimal control problem for the linearized 
system (3.22) and 

P = Vxx(0) 

is a solution of 

(F- G:EKTHf P+ P(F-G:EKTH) + ~PEETP 
y 

-PG:EGT P- !PG<I>T <l>GT P +HT(! - K:EKT) H ~ 0 
s 

On the other hand when the state feedback Li-gain control problem with gain 
less than y is solvable in the sense that for some s > 0 andµ > 0 there ex­
ists a differentiable non-negative solution V to (3.15) then again the feedback 
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(3.14) solves the problem and the feedback (3.24) solves the state feedback :;-foo 
control problem with gain less than y for the linearization (3.22). Furthermore 
similar to Remark 3.12 there can be chosen a matrix Q such that P = Vxx(0) is 
a solution to (3.2). D 

Furthermore the following connection between the nonlinear system and its lin­
earization can be stated. 

Theorem 3.25 Consider the linearized system (3.22). Let y > 0. Suppose there 
e!ists a feedback ii.= Li such that the Lz-gain of the closed loop system (from 
d to z) is less than y and the closed loop system is asymptotically stable. 

Then there exists a neighborhood W of xo and a smooth function V ~ 0 de­
fined on W such that Vis a solution of the Hamilton-Jacobi inequality (3.15). 

Furthermore,for 'YJ ~ ie• the feedback (3.16) locally solves the state feedback 
Lz-gain problem with constant less than y for the system :E. □ 

Proof The Lz-gain of the closed loop linearized system is less than y. By def­
inition this means that there exists a constant y < y for which the closed-loop 
system has L2-gain less than or equal toy. This implies that for every y which 
satisfies y < y < y we have that the closed-loop system has Lz-gain less than 
y. Hence by the Theorems 3.4 and 3.5 there exists for every Q > 0 a constant 
e* > 0 and a stabilizing solution Pe > 0 of the ARE 

(F-G:EKTHf P+P(F-G:EKTH)+(:z +v)PEETP 

-PG:EGT P - !pc<.f>T <-l>GT P+ HT (1- K:EKT) H + eQ = 0 
e 

for some K > 0 and e E (0, e*]. Now take the Hamiltonian 

Hy(x, p) := pT (f (x) - g(x)'l/f(x)e (x)h(x)) 

+~(:2 +K)pTe(x)eT(x)p 

1 1 - 2_PT g(x)'l/f(x)gT (x)p - 2e PT g(x)f3z(x)f3f (x)gT (x)p 

1 
+ 2hT (x) (1 p - k(x)'l/f(x)kT (x)) h(x) + eq(x) 

where q is an arbitrary function q : M ➔ ~+ which satisfies 

aq a2q 
q(0) = 0, ax (0) = 0, axz (0) = Q > 0. 
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Then the linearization of XHr at (0, 0) is given by the Hamiltonian matrix 

D XHr (0, 0) = (3.25) 

( 
F - G'£KT H ( }2 + K)EET - G'E,GT - ¼G<l>T <l>GT ) 

-HT (Ip - K'£KT) H - sQ -(F- G'E,KT H)T . 

Then Pe = P[ is a solution of (3.2) if and only if 

( 
F - GJ:,KT H ( ~ + K)EET - GJ:,GT - ¼ G<l>T <l>GT ) [ / ] 

-HT (Ip - K'£KT) H - t:Q -(F- GJ:,KT H)T Pe 

= [ ~
6 

] (F + (:2 + K)EET P6 - G'£GT P6 - iG<l>T <l>GT P6 ) 

and thus 

span [ ~
6

. ] = stable eigenspace of 

( 
F-G'£KTH 

-HT (Ip - KJ:,KT) H - t:Q 

for some s. Thus the Hamiltonian matrix (3.25) does not have imaginary eigen­
values. 
Then the stable invariant manifold N- of XHr through (0, 0) is n-dimensional 
and is tangent at (0, 0) to 

for s E (0, s*). 
Furthermore locally around 0 the manifold N- is given as 

N- = { ( x, p = a:;e (x)) Ix around O} 

where Ve is a (local) solution of the Hamilton-Jacobi equation 

Vx(x) (f (x) - g(x)t/f(x)kT (x)h(x)) 

+½ ( :2 + K) Vx(x)e(x)eT (x) V] (x) 

-½ Vx(x) ( g(x)t/f(x)gT (x) + ~g(x)f:1i(x)f:Jf (x)gT (x)) V] (x) 

1 +2hT (x) (Ip - k(x)t/f(x)e (x)) h(x) < 0 
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with Vxx(O) = P. 
From Theorem 2.12 Ve 2: 0 because 

F - GY.KT H - GY.GT Pe - !G<l>T <l>GT Pe 
e 

is asymptotically stable. Then the result follows from Corollary 3.14. ■ 

Finally summarizing some of these results we can state the following ex­
tension of Theorem 2.22. 

Theorem 3.26 Consider the nonlinear system Y, and its linearization (3.22). 
Then the following statements are equivalent: 

( i) there exists a linear feedback u = Li such that after applying this feed­
back to the system Y, the closed loop system has Li-gain less than y and 
F + GL is asymptotically stable,· 

(ii) there exists a positive definite solution Pe to the Algebraic Riccati Equa­
tion 

(F-GY.KTH)7P+ P(F-GY.KTH) + ~PEETP 
y 

-PG ( Y, + ~<l>T <I>) GT P + HT (I - KY.KT)H + eQ - 0 

for all Q > 0 and for some e > 0, which also satisfies 

(iii) there exists a neighborhood W C M of 0, and a nonlinear state feedback 
u = l (x) defined on W, such that F + G L, with L = ;! (0), is asymptot­
ically stable and the closed loop system of this nonlinear feedback and 
the system Y, has locally Li-gain less than yon W. 

□ 
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3.3 Singular nonlinear measurement feedback Jlo con­
trol 

It is possible to extend the state feedback results to the measurement feedback 
problem by using the worst case certainty equivalence principle. Consider sys­
tems of the form: 

{ 
x = f(x) + g(x)u + e(x)d1 

1;m y = c(x) + d2 
z = h(x) + k(x)u 

(3.26) 

We search for a dynamic affine nonlinear compensator 

t = w(~) + p(~)y 
u = q(~) 

(3.27) 

with w(0) = 0 and q(0) = 0, such that the closed loop system has Li-gain less 
than y. 

For application of this worst case certainty equivalence principle we again 
use a regularized version of our system 1;m, given by 

{ 
x = f(x) + g(x)u + e(x)d1 

1;m Y = c(x) +d2 

r Z = ( h(x) +k(x)u ) 
,.fifJI (x)u 

(3.28) 

To be able to derive a result similar to Theorem 3.18 we make the following 
assumption. 

Assumption 4 Let (3.27) be a compensator for 1;m. We assume that the L2-
gain from d1, d2 to /JI (x)q(~) is finite, i.e., there exists a constant N > 0 such 
that for all x E M, ~ E Mc there exists a constant K-c(x, ~), 0 ::: Kc(x, ~) < oo, 
with i< (0, 0) = 0 such that 

lot 11/JI (x(r))q(~(r))ll2dr 

::::: N lot (lld1 (r)ll2 + lld2(r)ii2) dr + Kc(x(O), ~(0)) 

for all t > 0 and all d1, d2 E L2(0, t), where x(r) is the solution of the state 
equation of the closed loop system of 1;m together with the compensator (3.27). 

□ 
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Then the following result can be stated. 

Theorem 3.27 Let ( 3.27) be a compensator for Em. We have the following im­
plications regarding the statements (i) and (ii) below. Statement (ii) implies (i), 
and under Assumption 4 the statements (i) and (ii) are equivalent. 

(i) The closed loop system consisting of Em with the compensator (3.27) has 
L2-gain less than y. 

(ii) Fors sufficiently small the closed loop system consisting of E~ with the 
compensator (3.27) has L2-gain less than y. 

D 

The proof is similar to the proof of Theorem 3 .18 and will be omitted. 
Now we search our compensator among the set of compensators which re­

sult in a finite L2-gain from d1, d2 to /Ji (x)q(~). 
We will do so by applying the worst case certainty equivalence principle to 

the regularized system E~. This principle consists in first solving the state feed­
back problem and then replacing the state by an estimated state. A sufficient 
condition for the worst case certainty equivalence principle to hold is that there 
exists a saddle point solution to this state feedback problem. This is the reason 
for considering a regularized version of the system Em. Now a brief exposi­
tion of the construction of the compensator based on the worst-case certainty 
equivalence principle will be given (for more details see [BB 90], [vdS 93]). 

We start by considering the Jloo problem on a finite time horizon, i.e., we 
consider the L2-gain on some fixed finite interval [T1, Tz]. This amounts to the 
max-min solution of the performance criterion 

! f T2 (sllf3i (x)uli2 + (h(x) + k(x)u)T (h(x) + k(x)u) 
2}T1 

-y2d[ d1 - y2di d2) dt (3.29) 

where the control u(t), t E [T1, T2], is only allowed to depend on y( r) with 
T1 :::: r :::: t. This problem can be split into two parts. 

First we look at the state feedback Jloo control problem, considered in Sub­
section 3.2 for the infinite horizon case. This leads in the finite horizon case to 
the non-stationary Hamilton-Jacobi equation (compare with (3.15)) 

V1(x, t) + Vx(x, t) (f (x) - g(x),fr(x)e (x)h(x)) 
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+½ ( :2 + o) Vx(X, t)e(x)eT (x) v[ (x, t) 

-½ Vx(x, t) (g(x)l/f(x)gT (x) + ig(x)f32(x)/Ji (x)gT (x)) v[ (x, t) 

1 +2hT(x)(Ip-k(x)l/f(x)e(x))h(x) - 0 

V(x, T2) 0 

with resulting suboptimal state feedback 

u(t) = -(if32(x)/Ji (x) + 1/f(x)) gT (x) V; (x, t) -1/f(x)e (x)h(x). (3.30) 

Secondly, let re [T1, T2], and let u(t) and y(t), t e [T1, r] be a given pair of 
inputs and corresponding measured output trajectories of the system :E~. Then 
we look for the maximizing solution x(T1) and d1 (t), d2 (t) of the performance 
criterion 

½ r (sll/Ji (x)ii.11 2 + (h(x) + k(x)ul (h(x) + k(x)u) 
lT1 

-y2df d1 - y2df d2) dt + V(x(r), r) (3.31) 

which satisfies the constraint that the measured output equals ji(t). We assume 
that this maximization problem has a unique solution for every r e [T1, T2]. 
Then we define for every r E [T1, T2] 

ii(r) = - ( i/32(.x(r))/Jf (.x( r)) + 1/f(.x(r))) gT (x(r)) v[ (x(r), r) 

-1/f(.x(r))e (.x(r))h(.x(r)) (3.32) 

where .x( •) is the state trajectory corresponding to the maximizing solution of 
the performance criterion (3.31). Now .x(·) depends on ii.(•) and by (3.32) we 
have defined a causal mapping from u(t) to ii(t), t e [T1, T2]. Denote the fixed 
point of this mapping by u(t). This fixed point only depends on ji, in a causal 
way. Now 

u(t) - - ( i /32(.x(t) )/JI (x(t)) + 1/f(x(t))) 8T (x(t)) v[ (x(t), t) 

-1/f(x(t) )e (x(t) )h(x(t)) (3.33) 

is the solution of the considered optimization problem (3.29) (see [BB 90)). 
This is called the worst case certainty equivalence solution. 
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We still have to solve the maximization problem of the performance cri­
terion (3.31) under the constraint that the measured output equals y(t). Since 
the disturbance d2 fully influences the observations y we can substitute d2 = 
c(x) - y into the performance criterion such that the constraint is automati­
cally satisfied. Now we have simplified the constrained maximization problem 
to the unconstrained maximization of the performance criterium (3.31) with 
d2 = c(x) - y. This can be done in a classical way by first maximizing the 
criterion (3.31) under the constraint that the final value of the state x( r) equals 
x, and after that maximizing the solution of this problem with respect to x. The 
second maximization with respect to xis equal to the maximum of S(x, r) = 
V(x, r) - W(x, r) where W::: 0 satisfies 

Wr(x, t) + Wx(x, t) (/(x) + g(x)ii(t)) 

1 1 T T +2 y2 Wx(x, t)e(x)e (x) Wx (x, t) 

+i (h(x) + k(x)ii(t) l (x) (h(x) + k(x)ii(t)) - iy2cT (x)c(x) (3.34) 

+y2cT (x)y(t) - iy2lly(t)ll2 + isll,Bf (x)ii(t)u2 0, 

W(x, Ti) = 0. 

Assume that this maximum is determined by Sx(.x(t), t) = 0 and that the Hes­
sian is non-degenerate. Then the state equation for .x( •) can be found by differ­
entiation of this equality (see [vdS 93]). 

The resulting compensator which solves the in.finite horizon :Hoo problem 
can be found by letting T2 ➔ oo while imposing that x(t) ➔ 0 fort ➔ oo and 
T1 ➔ -oo while x(t) ➔ 0 fort ➔ -oo. 

A finite dimensional approximation to the constructed nonlinear controller 
which locally solves the :Hoo problem is given by 

t = f (t) - g(t) ( i ,82 (t) ,Bf (t) + a(t)) gr (t) v{ (t) 

-g(t)l/f(t)e (t)h(t) + ~e(t)eT (t) V{ (t) 
y 

I OCT 
+y2 [w~~(t) - v~~(t)r ar<t) (y(t) - c(t)) (3.35) 

u - ( i,B2(t),Bf (t) + l/f(t)) gr (t) V{ (t) - l/f(t)e (t)h(t) 
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where V (~) is a solution of (3.15) with equality and W(~) is a solution of the 
stationary version of (3.34) (ii(t) = 0; ji(t) = 0) 

such that: 

1 1 
Wx(x) f (x) + - 2 Wx(x )e(x )eT (x) W_; (x) 

2y 
1 1 +2hT (x)h(x) - 2y2cT (x)c(x) 

W(O) 

0 

0 

f- g (!thf32T + t) gTVT - gl/feh+ _!_eeTvT 
£ X y2 X 

is exponentially stable; 

(3.36) 

- ( f + : 2 eeTw;) is exponentially stable; (3.37) 

Wxx(x) > Vxx(x), Vx. 

Hence we have the following result. 

Theorem 3.28 Consider the system ~m, and suppose there exist a constant 
£ > 0 and solutions V:::: 0, W:::: 0 to (3.15) with equality, respectively (3.36), 
satisfying (3.37). Then the closed loop system ~m, (3.35) has locally L2-gain 

~~~ □ 

Proof The proof is based on linearization of the closed-loop system and com­
bining the results about the so called central controller (see [DGKF 89]) and 
Theorem 2.22 (see [vdS 93]). 11 

Also a converse result can be obtained, invoking Assumption 4. 

Theorem 3.29 Suppose the :Hoo suboptimal control problem for ~m with con­
stant y < y is solvable by a compensator (3.27) satisfying Assumption 4 in the 
sense that there exists a constantµ > 0 and a C1-solution V(x, ~) :::: 0 to the 
corresponding Hamilton-Jacobi inequality 

Vx(x, ~) (f(x) + g(x)q(~)) + Vt(x, ~) (w(~) + p(~)c(x)) 

+½ ( : 2 + µ) Vx(x, ~)e(x)eT (x) V; (x, ~) 

+½ ( : 2 + µ) Vt(x, ~) p(~) PT(~) Vt(x, ~) (3.38) 
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1 +2 (h(x) + k(x)q(~)l (h(x) + k(x)q(~)) 

1 
+ 2sqT (~)/h(x)/Jf (x)q(~) < 0, 

V(0, 0) 0. 

Furthermore assume that V~(x, ~) = 0 has a C1-solution ~ = F(x), F(0) = 0, 
with F: M ➔ Mc, Then there exist nonnegative solutions P(x) and W(x) to 
the Hamilton-Jacobi inequality (3.15) respectively 

1 1 
Wx(x) f(x) + - _2 Wx(x)e(x)eT (x) W; (x) (3.39) 

2y 

+~hT (x)h(x) - ~y2cT (x)c(x) < 0, 

W(0) 0, 

where -\ = ~ + µ satisfying the coupling condition 
y y . 

V(x) :S W(x) (3.40) 

near 0. 

Proof Define 
P(x) := V(x, F(x))::: 0 

then substitution of~= F(x) into (3.38) yields 

1 1 
Px(x) (f(x) + g(x)q(F(x))) + -( 2 + µ)Px(x)e(x)eT (x)P; (x) 

2 y 
1 +2 (h(x) + k(x)q(F(x))l (h(x) + k(x)q(F(x))) 

1 
+ 2sqT (F(x) )/J2 (x)/Jf (x)q(F(x)) 

- Px(x) (f (x) - g(x)i/f(x)e (x)h(x)) 

1 1 +-( 2 + µ)Px(x)e(x)eT (x)P; (x) 
2 y 

-~ Px(x) ( g(x)i/f(x)gT (x) + ~ g(x)/32 (x)/Ji (x)gT (x)) P; (x) 

1 
+ 2hT (x) (Ip - k(x)i/f(x)e (x)) h(x) 

□ 
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+~s 11,Bf (x)q(F(x)) + ~,Bf (x)gT(x)P_;(x)r 

+~ II (vT (x)v(x)) ½ ,Bf (x)q(F(x)) 
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+ ( VT (x)v(x) )-½ (,Bf (x)gT (x) P_; (x) + VT (x)h(x)) r 
while P(0) = V(0, 0) = 0. Thus we see that P(x) is a solution to the Hamilton­
Jacobi inequality (3.15). For a solution W to (3.39) we define 

W(x) := V(x, 0):::: 0. 

Substitution of~ = 0 into (3.38) and completion of the squares yields 

with W(0) = 0, and consequently Wis a solution of (3.39). 
Finally since V(x, ~) :::: 0 and Vg(x, F(x)) = 0 it necessarily follows that 

P(x) = V(x, F(x))::: V(x, 0) = W(x), at least for x near zero. ■ 

The measurement feedback 1-foo control problem even in the regular case 
is not completely solved. As described in this subsection sufficient and neces­
sary conditions for the singular case can be given but a full characterization of 
the problem has not been derived yet. In this subsection we only considered 
singularities with respect to the inputs. The 1-foo problem with singular mea­
surements in which the direct feedthrough from disturbances to measurements 
is not surjective is an open problem. 





Chapter 4 

The ~ almost disturbance 
decoupling problem 

A special case of a 5-foo optimal control problem is the almost disturbance de­
coupling problem (ADDP) in which the goal is to make the L2-gain from distur­
bances to the to-be-controlled variables arbitrary small by applying a (possibly 
high) gain feedback. For single-input single-output affine nonlinear systems 
this problem is considered and sufficient conditions for the solvability are given 
in [MRST 94] and [MT 95]. In this chapter we make an extension of these re­
sults to the multi-input multi-output case. To be able to extend the SISO results 
we assume that a certain decoupling condition is satisfied. 

The results of this chapter are instrumental for the next chapter where the 
singular 5-foo problem is solved in a geometric way by decomposing via a state 
transformation the 5-foo problem into a regular 5-foo problem together with an 
5-foo almost disturbance decoupling problem. 

4.1 Almost disturbance decoupling for affine nonlinear 
systems 

Consider affine nonlinear MIMO systems with m inputs and p outputs (m 2: p) 
of the form 

x = f(x) + Lfa=I g1(x)u1 + Li=I ei(x)di 
z = h(x) 

(4.1) 

where again x = (x1, ... , Xn) are local coordinates for a smooth manifold M, 
z E !RP, and the functions f, g1, e; and hare smooth. 
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Parallel to the L2-gain and !!loo problems defined in section 2.2 the follow­
ing two problems are defined. 

Definition 4.1 The Li-gain almost disturbance decoupling problem is solv­
able for (4.1) if there exists a smooth parameterized state feedback control 

u = u(x, k) 

such that there exists a constant K(x), 0::: K(x) < oo, K(0) = 0, such that for 
every t, 0 ::: t ::: T, 

for the closed-loop system with initial condition x(0) = x0, and for every dis­
turbance function d(-c) e Li(0, t), with [0, T) any open interval on which the 
corresponding solution exists. D 

Definition 4.2 The !!loo almost disturbance decoupling problem is solvable 
for (4.1) if the Li-gain almost disturbance decoupling problem is solvable by a 
feedback u = u(x, k), u(0, k) = 0, Vk en+, while the origin is globally asymp­
totically stable for the closed-loop dynamics 

t = f(x) + g(x)u(x, k) 

for every k (large enough). D 

Let us define the strong control and the disturbance characteristic indices 
for (4.1), which indicate the amount of differentiations before the specific out­
put components are influenced by the control respectively the disturbance. 

Definition 4.3 The strong control characteristic indices p1, ... , p P for the sys­
tem ( 4.1) are defined such that: 

L8iL'jh1(x) = 0, 

L8iLJ-1h1(x) =f: 0, 

0 ::: r ::: Pl - 2, 1 ::: j ::: m, Vx; 

for some j, Vx. 

D 
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It should be noted that the strong characteristic indices do not always exists. 
This is due to the fact that we require the functions Lgi Lo/-l h1 to be unequal to 
zero for all x. We call this strong control characteristic indices Pl, ... , Pp well 
defined if Pl exists and is finite for all/= 1, ... , p. 

Definition 4.4 The disturbance characteristic indices v1, ... , Vp for the sys­
tem ( 4.1) are defined such that: 

Le;L'jh1(x) = 0, 

Le;Cj-1h1(x) # 0, 

0::: r::: v1 - 2, 1 ::: i::: q, Vx; 

for some i, and for some x. 

If Le;L}h1(x) = 0, Vi, j and Vx E !Rn, then v1 = oo. □ 

Assume that Pl, ... , pp are well defined. We introduce the (p x m) decoupling 
matrix A(x): 

(4.2) 

Assume that this decoupling matrix has full row rank. Then we know that 
if vi > Pi holds for all i the disturbance decoupling problem is solvable by a 
regular state feedback (see [Is 89], [NvdS 90], [MT 95]), or otherwise stated 
the Lz-gain from disturbance to output can be made zero by applying a proper 
state feedback. This problem is no longer solvable when for some i we have that 
vi::: Pi· In this case it is interesting to look at the almost disturbance decoupling 
problem. In this chapter we consider the case where vi ::: Pi for all i. Because 
we assume that the decoupling matrix A (x) has full row rank it is not difficult 
to extend the results to the case where for some i it holds that Vi > Pi· 

We describe the results only for the case where the number of inputs is 
equal to the number of outputs (m = p). For the situation m > p assuming 
that the strong controllability indices are well defined and the decoupling ma­
trix A(x) has full row rank we can at least locally always select p independent 
columns of this matrix A (x) and apply the results using as decoupling matrix 
the (p x p) matrix consisting of these p independent columns together with 
the corresponding inputs. 

We start by the following straightforward extension of the results for SISO 
systems. 
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Theorem 4.5 Let for the system (4.1) the following assumptions be satisfied: 

(i) m = p; 

(ii) Pt, ... , Pp are well de.fined; 

(iii) the decoupling matrix A(x) has full rank; 

(iv) the distribution G = {g1, ... , 8ml is involutive; 

(v) d(LeiL~h1) espan{dh1,d(L1h1}, ... ,d(L~h1)}, v,-1 ~i~p,-1, 
1 ~ j ~ q, 1 ~ l ~ p, V x E Rn; 

(vi) the vector fields 

j = f- gA-1 ( Lj;h1 ) ' 

L?hp 

are complete (see Appendix A). 

Then the Li-gain almost disturbance decoupling problem is solvable. □ 

Proof The matrix A(x) can be written as 

"' 8m(X) ) • 

Because m = p it follows from the non-singularity of this matrix that the m­
vectors g1 (x), ... , 8m(x) are linearly independent. Hence the distribution G is 
constant dimensional. 

Therefore by (iv), (vi) a global version ofFrobenius' Theorem yields a glo­
bal change of coordinates (see [MRS 89] and the references in there) 

q1p1 - Lj1- 1h1 (x), 

q21 - h2(x), 
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q2P2 - L'J-th2(x), 

qpt - hp(X), 

qPPp - Pp-th Lf p(X), 

qp+t - ({)p-tt (x), 

qn - ({)n(X) 

with p = E:t and <p;(x), p + l ~ i ~ n, <p;(O) = 0, such that 

(d<p;, G) = 0 

together with the state feedback 

which globally transform ( 4.1) into 

q 

411 - q12 + L Le;ht (x)d; = qtz + w[i (q)d, 
i=t 

q 

4tp1 - Vt+ LLe;Lj1-tht(x)d; =Vt+ w[pl(q)d, 
i=l 

q 

q21 - q22+LLe;h2(x)d;=q22+Wit(q)d, 
i=l 

q 

421'2 - V2 + LLe;L'J-1h2(x)d; = V2 + W{p/q)d, 
i=t 

(4.3) 

(4.4) 
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q 

C/pl - qp2 + L Le;hp(:x)d; = qp2 + WJ1 (q)d, 
i=l 

q 

C/ppp - Vp + L Le;Lj-l hp(:x)d; = Vp + wJPp (q)d, 
i=l 

CJr - <p(q) + \IIT (q)d, 

(4.5) 

with q, = (qp+l, ... , qn) and d =(di, ... , dq). Because of condition (v) the 
system (4.5) takes the following fonn (see [MRST 94]) 

C/11 - q12 + W1~ (q11)d, 

C/lp1 - VI + W1~1 (q1 I, . , . , q1p, )d, 

C/21 - q22 + WiJ (q21 )d, 

C/2P2 - v2 + w[P2(q21, ... , pzP2)d, 

(4.6) 

C/pl - qp2 + WJ1 (qp1)d, 

C/ppp - Vp + W'J,i/qpl, ... ' qppp)d, 

CJr - <p(q) + \}IT (q)d, 

Zl - q11, 1:::: 1:::: p. 

Now the first p variables of the system are separated in p blocks for which 
we can apply the construction of the state feedback used in the proof in [MT 95] 
or [MRST 94]. 
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In other words we can consider p systems 

I Cfil = qi2 + WJ (qil )d, 

bi Cfip'. = Vi + Wip/qil' ... ' qip)d, 
Zi = qil 

for 1 ::: i :::: p. 
Construct for each of these systems a state feedback control 

such that 
{T p· {T 

lo zT (r)zi(-r)dr::: ; lo dT (r)d(r)dr 

for all T ~ 0. 
Then it follows that 

{T p {T 
lo zT (r)z(r)dr::: k lo dT (r)d(r)dr. 

Remark 4.6 The stability properties of the zero-dynamics 

CJr = cp(0, q,) + WT (0, q, )d 

67 

(4.7) 

1111 

do not influence the L2-gain result. In case we also require the closed-loop sys­
tem to be internally stable then the stability of the zero-dynamics has to be taken 
into account as will be shown in Theorem 4.10. □ 

As in the SISO case ([MRST 94], [MT 95]) also another set of sufficient condi­
tions for the solvability of the Lz-gain almost disturbance decoupling problem 
can be formulated. 
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Theorem 4.7 Assume that for the system (4.1) the following is satisfied: 

(i) m = p; 

(ii) Pt, ... , Pp are well defined; 

(iii) the decoupling matrix A(x) has full rank; 

(iv) the vector fields 

are complete. 

Also assume that after applying the feedback 

u=A-1(x)v 

to the system (4.1) the following conditions hold: 

( ) r- {- ad - adPrl- · · 1 } · · l · d v ~p-1 = span gj, fgj, ... , 1 gj, J = , ... , m is mvo utive an 

has constant dimension p = I::.1 p;; 

(vi) ade; y} C y}, with y} = span { 81, ad 181, ... , ad}81 }, 1 ~ i ~ q, 

0 ~ j ~ Pl - 2, 1 ~ l ~ m. 

Then the Li-gain almost disturbance decoupling problem is solvable. □ 

Proof We can globally define a change of coordinates (4.3) with ~;(x), p+ 1 ~ 
i ~ n, ~;(O) = 0, such that 

together with the feedback (4.4) which globally transform (4.1) into 

q 

'111 - q12 + L Le;ht (x)d; = q12 + W1~ (q)d, 
i=l 
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q 

qlp1 VJ+ I:,Le;L~1- 1h1(x)di =VJ+ W1~/q)d, 
i=l 

q 

q21 - qzz + L Le;h2 (x)di = q22 + WiJ (q)d, 
i=l 

q 

42p2 - Vz + L Le;L7-1 h2 (x)di = v2 + W{p/q)d, 
i=l 

q 

qpl - qp2 + L Le;hp(x)di = qp2 + wJ1 (q)d, 
i=l 

q 

qPPp - Vp + L Le;L?-I hp(x)di = Vp + wJPp (q)d, 
i=l 

q, = <p(q11,q2I,···•qp1,q,)+\JIT(q)d, 

z1 = q11, l~l~p. 

In q-coordinates we have 

{jp-I =span{--!-, ... , - 0-; 1 ~ i ~ p} 
uqil oqip; 

and 

(jJ = span { oq1c:,- j), ... , a:P, } 
for O ~ j ~ Pl - 1. Then conditions (vi) imply 

wif (q) - wtf (q11, ... , qu, q,) 

1 ~ i ~ Pl, 1 ~ l ~ p. 

And therefore (4.8) becomes 

411 - q12 + WI~ (q11, q,)d, 

(4.8) 
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<Jip1 - VI+ w[pl (qn, ... ' qipp qr)d, 

q2I - q22 + Wit (q2I, qr)d, 

q2p2 V2 + w[P2 (q2I, · · ·, P2pz, qr )d, 

(4.9) 

<lpI - qp2 + wJI (qpI, qr)d, 

qPPp - Vp + WJP/qpI, ... , qPPp• qr)d, 

<Jr - qJ(qn, q2I, • • •, qpI, qr)+ \JIT (qn, q2I, ... , qpI, qr)d, 

Z[ - qll, 1 ::: l:::: p. 

Again the first p variables of the system have been separated in p blocks, 
for each of which we can apply the construction of the state feedback used in 
the proof of Theorem 4.5. ■ 

The conditions (v) in Theorem 4.5 and (vi) in Theorem 4.7 result in the strict 
block structure described in the proofs. On the other hand, a closer inspection 
of the proof shows that these conditions can be weakened. First we weaken the 
conditions of Theorem 4.5. 

Theorem 4.8 Assume that for the system ( 4.1) the following is satisfied: 

(i) m = p; 

(ii) PI, ... , Pp are well defined; 

(iii) the decoupling matrix A(x) has full rank; 

(iv) the distribution G = {gI, ... , gm} is involutive; 

(v) d ( LejL~hz) E span { dhs, d (L1hs), ... , d ( L~ax(i,p.,-I) hs) }Jorany s = 
1, ... , p, v1 - l::: i:::: Pl - I, 1::: j:::: q, 1::: l:::: p, Vx E !Rn; 
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(vi) the vector fields 

are complete. 

Then the Li-gain almost disturbance decoupling problem is solvable. □ 

Proof As in the proof of Theorem 4.5 the distribution G is involutive and con­
stant dimensional, and hence we can again define a change of coordinates (4.3) 
with <p;(x), p + 1 ::Si :::Sn, <p;(0) = 0, such that 

{d<p;, G) = 0. 

Together with the state feedback ( 4.4) this change of coordinates globally trans­
forms (4.1) into (4.5). 

With condition ( v) the system ( 4.1) with the feedback ( 4.4) is of the form 

q11 - q12 + W1\ (q1 )d, 

qlP1 - Vt + W1~1 (q1, ... , qPI )d, 

q21 - qzz + WiJ (q1 )d, 

i/.2pz - vz + w[pz(q1, ... , qpz)d, 

(4.10) 

qpl qpz + wJ1 (q1 )d, 

qPPp - vp + wJPp (q1, ... , qpp)d, 

qr - <p(q) + \JIT (q )d, 

Z/ = q11, 1:::Sl:::Sp 



72 Chapter 4 The jfoo almost disturbance decoupling problem 

where q j is the set of coordinates given by 

<Jj = {qkj, for all k = 1, ... , p for which j ~pk}. 

Then we can construct a storage function and a static feedback for this sys­
tem (4.10) which leads to closed loop system which has Li-gain less than or 
equal to ¼ by using the following algorithm: 

Step 1 Define 

t2 (ii1, k) = -q;1 - lkq;1 w;f <iii) wil (<id (4.11) 

for i = 1, ... , p, and consider 

1 p 

V1 = 2 Lqf1, 
1=1 

Its time derivative with respect to the closed loop system ( 4.10) us­
ing (4.11) is given by 

Then define the index sets: 

Ij {sips > j}; 

Jj - {sips= j}; 

1(J = {sips~ j}. 

Finally we set 

Vi = qf2(ii1, k), 

q;1 = q;1 

for all i E J1. 
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Steps+ 1 Assume that for a given index s, 1 ::: s::: max; p;, for the system 

VI els 

there exists for each l e Is s functions 

2:::j:::s+l, leis 

with qj/0, ... , 0, k) = 0 such that in the new coordinates 

q11 - q11 

q1j - q,j -qi/ii1, · · ·, <h-1, k), 2 :S j :S s, l E ls 

the function 

(4.12) 

has time derivative, with q1(s+1) = qj(s+t) (l e ls), satisfying the 
inequality 

with 

c= (#ls)s+ LPt 
IE1(, 

where # Is indicates the number of indices in the set ls. 

Then we consider the function 
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where 

When ql(s+2) = qi(s+2) for all/ E Is in (4.10), we have that 

(4.13) 

where 

Now we define the following functions: 
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with IE fs. Then (4.13) becomes 

s+I Pl #L 
< -I:~ijzj- I:~,n+~11dii2+-f11du2 

IE/., J=l IEX, J=l 

+ Lijl(s+I) [,Bf d-lkijl(s+I),Bf ,81]- #:s lldJl2 
IE/., 

-L f ijzj - Lt C/Tj - L k II }ij1(s+I).B1 - ~dr 
IE/., J=l IEX, J=l IE/., 

+ c+tlslldf 

< -I:I:ijzj- Ltqzj+ c+/Islldf. 
IE[, J=l IEX, J=l 

Define 

qu - iju, 1 ::: i::: s + 1 
V/ - qi(s+2/ii1, ... ,iis+1,k) / E Js+l· 

Then from (4.13) we can conclude that 

where 

c - (#fs)s+LP1+#Is 
IEX, 

- (#Is+d(s + 1) + L Pl· 
IEX.-+1 

(end of steps+ 1) 

After m~ p; steps we have that 
I 
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while 

Vmax; p; 

P Pl p 
< -I:I:qlj+klldu2 

l=I j=I 

~ 2 "'~ ~2 Pd 2 - - LJqlI - LJLJqlj+kll II 
l=I IEI1 j=I 

< -llzu2 + ~lldu2 

which implies that 

and because V max; p; ::::: 0 

Weakening of the conditions of Theorem 4. 7 leads to: 

Theorem 4.9 Assume that for the system ( 4.1) the following is satisfied: 

(i) m = p; 

(ii) PI, ... , Pp are well defined; 

(iii) the decoupling matrix A(x) has full rank; 

(iv) the vector fields 

are complete. 

Also assume that after applying the feedback 

u = A-1(x)v 

to the system ( 4.1) the following conditions hold: 

- A-I g=g 

■ 
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(v) Yp-I = span { gj, adfgj, ... , ad;r 1 gj; j = 1, ... , m} is involutive and 

has constant dimension p = Li=I Pi; 

(vi) ade; Yi C {jj, 1 ::: i :::: q, 0 ::: j :::: maxs Ps, 
. h r- - { d dj+p,-max,.p., 1 l } wit '::fj - span g1, a 181, ... , a I g1, :::: ::: m . 

Then the L2-gain almost disturbance decoupling problem is solvable. □ 

Proof It follows from (i)-(v) that we can globally define a change of coordi­
nates as in the proof of Theorem 4.7 which leads to (4.5). 
In q-coordinates we have that 

qj = span { a , ... , _a_; i = 1, ... , P} 
;Jqi(max., P.,- j) ;Jqip; 

for O::: j:::: max5 Ps - 1. Then condition (vi) leads to the system form 

where 

q11 - q12 + W1~ (iii, qr)d, 

q1p1 - VI+ w[pl (iii' ... ' ii.Pl' qr)d, 

q21 - q22 + W£ (<i.1, qr)d, 

q2P2 = V2 + Wip/<i.1, ... , qP2, qr )d, 

qPPp - Vp+wJPp(<i.1, ... ,qpp,qr)d, 

<Jr - <p(q1, qr) + \JIT (q1, qr )d, 

Zt q[I, 1 ::: l :::: p 

{Jj = {qkj, for all k = 1, ... , p for which j:::: pk}. 
Now the proof continues in the same way as the proof of Theorem 4.8 using the 
there described algorithm. 11 
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It should be remarked that several slightly different sets of conditions can be 
formulated replacing conditions (vi) in Theorem 4.9, all leading to a structure 
on which an algorithm similar to the one used in the proof of Theorem 4.8 can 
be applied. 

Finally it can be shown that if we additionally assume the zero-dynamics 
to be independent of d, namely 

CJ.r = <p(O, qr), 

then asymptotic stability of the origin qr = 0 for the zero-dynamics implies that 
the j-f'oo almost disturbance decoupling problem is solvable. 

Theorem 4.10 If, in addition to the conditions (i)-(vi) of Theorem 4.7 or of 
Theorem 4.9, system (4.1) is such that also: 

(vii) the zero dynamics are independent of d and globally asymptotically sta­
ble; 

then the j-foo almost disturbance decoupling problem is solvable. □ 

Proof Combine the SISO result from [MRST 94] with Theorem 4.7 respec­
tively Theorem 4;9. Details are left to the reader. ■ 



Chapter 5 

The singular J-foo problem: a 
geometric approach 

For linear systems a second approach to tackle the singular :lf'oo problem is dis­
cussed in [StTr 90], [St 92] and [Sch 91]. In this geometric approach the system 
is decomposed using a state transformation based on the strongly controllable 
subspace. For the decomposed system it is possible to split the singular :lf'oo 
problem into a regular state feedback :lf'oo problem for the first subsystem, hav­
ing as inputs part of the states of the second subsystem, and an almost distur­
bance decoupling problem for the second subsystem to 'track' the constructed 
feedback solution of the regular state feedback problem of the first subsystem. 

In this chapter we will show that a similar approach can be applied to the 
nonlinear singular :lf'oo problem. We first recapitulate the state feedback :lf'oo 
solution for linear systems. Instead of constructing the strongly controllable 
subspace as is done in [St 92] we extend the linear system by adding the in­
puts and the disturbances as extra state variables and construct for this extended 
system the minimal conditioned invariant subspace containing the input vector 
fields. The projection of this subspace onto the state space of the original linear 
system is equal to the strongly controllable subspace and thus is equivalent to 
the approach of [StTr 90], [St 92]. The advantage of the present construction, 
· however, is that it admits a direct generalization to the nonlinear case, as will 
be explained in the second section. This nonlinear decomposition will be also 
used in Subsection 5.2.4 to derive sufficient conditions for the solvability of the 
nonlinear singular :lf'oo problem similar to the linear case. Part of these condi­
tions are proved to be necessary for the solvability of the singular :lf'oo problem. 

The almost disturbance decoupling problem for nonlinear systems is not 
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completely understood. In particular there are no necessary and sufficient (ge­
ometric) conditions known for the solvability of the almost disturbance decou­
pling problem. Therefore we were not able to derive a full characterization for 
the singular :J-foo problem. However for special classes of systems necessary 
and sufficient conditions for the solvability of the singular :J-foo problem will be 
derived. 

Finally we apply a factorization idea to derive sufficient conditions. In this 
method the singular :J-foo problem is reduced to the singular :J-foo problem for an 
auxiliary system, which is easier solvable. 

For affine nonlinear systems some of these ideas are also considered in the 
paper [As 94]. The decomposition in this paper, however, is not a generaliza­
tion of the decomposition used in the linear case. Therefore even for linear sys­
tems this method will not lead to necessary and sufficient conditions. 

5.1 Singular linear ~ control by state feedback 

In this section the state feedback :J-foo results from [St 92], [StTr 90] are reca­
pitulated for linear systems of the form 

:E{ .x = Fx+Gu+Ed 
z = Hx+Ku 

(5.1) 

For details and proofs the reader is referred to [St 92], where also the exten­
sion to linear systems containing direct feedthrough terms from disturbances 
to outputs may be found. Instead of immediately introducing the strongly con­
trollable subspace as in [St 92] we construct this subspace in two steps. First we 
extend the system :E by including both the inputs and the disturbances as extra 
state components. For this extended system we calculate the minimal condi­
tioned invariant subspace containing the image of the input matrix. In the sec­
ond step we project this subspace onto the state space of the original system 
:E. In the first subsection we introduce the notion of conditioned invariance 
for linear systems without direct feedthrough from the inputs to the outputs are 
(the case K = 0). We decompose systems of this form using the minimal con­
ditioned invariant subspace containing the image of the input matrix. In the 
second subsection we see that the extended system is of this special form. Fur­
thermore the projection of the minimal conditioned invariant subspace includ­
ing the input matrix for the extended system onto the state space of the original 
system :E is equal to the strongly controllable subspace used in [St 92]. 
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5.1.1 State transformation for linear systems with K = 0 

In this subsection our attention is restricted to systems of the form 

x - Fx+Gu+Ed 
z - Hx 

Conditioned invariance 

81 

(5.2) 

Basic notions from the geometric approach to linear system theory are the no­
tions of controlled invariance and conditioned invariance ([Ha 83], [HaSi 83], 
[Wo 79], [BaMa 92]). In this subsection our attention is focussed on the second 
notion. 

Definition 5.1 A subspace 'V of °"n is said to be an invariant subspace for the 
matrix F if 

F'V C 'V. 

The subspace 'V is said to be a conditioned invariant subspace with respect to 
the pair (F, H) if there exists a linear mapping B such that 

(F+BH)'Vc'V. 

□ 

So a subspace 'V is called conditioned invariant if there exists an output injec­
tion matrix B which renders the subspace 'V invariant for the matrix F + BH. 
The property of conditioned invariance can also be characterized in the follow­
ing way. 

Lemma 5.2 A subspace 'V of °"n is a conditioned invariant subspace for the 
pair (F, H) if and only if 

F('VnkerH) C 'V. 

□ 

Now we intrnduce a subspace which will play a key role in this section. 

Definition 5.3 Consider the system (5.2). Let 'W be a subspace of °"n. Then 
there exists a minimal conditioned invariant subspace containing the subspace 
'W, denoted by S'('W), defined as the smallest subspace 'V of °"n such that: 
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(i) '11 is conditioned invariant; 

(ii) 'WC '1/. 

□ 

An explicit recursive algorithm to calculate S ('W) can be given. 

Lemma 5.4 Consider the system (5.2). Let 'W be a subspace of~n. Then the 
minimal conditioned invariant subspace containing 'W, S ('W), is the limit of 
the increasing sequence of subspaces Si('W) generated by the recursive algo­
rithm 

S1('W) .- 'W 

S;+1 ('W) .- 'W + F (Si('W) n kerH), i = l, 2, .... 

□ 

State transformation 

We transform the state of the system (5.2) by using the minimal conditioned 
invariant subspace containing imG, S(imG). In order to do so we rewrite 
~n = Xi EB X2 EBX3 with X2 = S(imG) n kerH, X2 EB .X-3 = S(imG) and X1 
arbitrary. Let (t1, ... , tv, tv+l, ... , tµ,, tµ,+I, ... , tn) be a basis oHr such that 
tv+l, ... , tµ, is a basis of S(imG) nkerH andtv+I, ... , tn a basis of S(imG). 

Then the linear mappings F, G and H with respect to this basis have the 
following matrix form 

If we accordingly decompose the state x and the matrix E as 
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then in the new basis the system (5.2) takes the form 

XI - F11.x1 + F13.x3 + Eid (5.3) 

( ~:) ( F22 F23 ) ( ~2 ) + ( G2 ) u -
F32 F33 X3 G3 

+ ( F21 ) .xi + ( E2 ) J 
F31 £3 

(5.4) 

z - H1.x1 + H3.x3 (5.5) 

d z 
:E1 

·~ 
XI X3 

u :E2 

Figure 5 .1: system ( 5 .2) after state transformation 

This arrangement already suggests to write this system as an interconnec­
tion of two subsystems. The first subsystem :E1 is given by (5.3) and (5.5), and 
has as state space Xi, input space X3 and output space IR P. The second subsys­
tem :E2 is given by (5.4) having state space X2 EB X3, input space !Rm and output 
space X3 (see Figure 5.1). 

The system :E1 has the nice property that H3 has full column rank. Indeed, 
let .x3 be such that H3x3 = 0. Then the vector x = ( oT oT xf ) is an ele­
ment of X2 = S' nkerH, and hence .x3 = 0. 

5.1.2 State transformation for linear system with K -::/- 0 

Now we consider the system :E, with K =/:- 0. We construct an extended system 
by adding the inputs u and disturbances d as extra state components: 

Fx+Gu+Ed 

(5.6) 

Hx+Ku 
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having state x; = ( iT uT d"'T ). We can rewrite ~e more compactly as: 

where 

Feie + Gev + Eew 
He.Xe 

F, - ( ~ ! D · G, - ( ? ), 
E, - ( D · H, - ( H K O ) . 

(5.7) 

It is clear that ~e is a system of the form considered in Subsection 5.1.1. Thus 
we can compute the minimal conditioned invariant subspace as in Subsection 
5.1.1. 

Now we calculate for the system ~e the minimal conditioned invariant dis­
tribution containing imGe, s;'(imGe), using the algorithm from Lemma 5.4. 
Again this distribution is used to rewrite the state space Rn+m+q = Xie EB X2e EB 
X3e with X2e = s;'(imGe) n kerHe, X2e EB X3e = s;'(imGe) and Xie arbitrary. 
For the extended system ~e the subspace imGe is given by 

imGe::::: span{v1, ... , Vm} 

where v1, ••• , Vm is any basis of the input space Rm. For later convenience we 
will choose v1, ... , Vm such that v1, ... , Vm 1 is a basis of ker K. It follows from 
the algorithm and the special structure of the matrix Fe that the subspace X1e 
can be chosen such that 

span{d1, ... ,dq} CXte• 

Finally let (~1, ... , ~v, ~v+l, ... , ~µ, ~µ+l, ... , ~n) be a basis of !Rn such that: 

span {~v+l, •••,~µ}+span {Vt,,,,, Vm1} - -S;(imGe) n kerHe; 

span {~v+l, ... , ~n} + span{v1, ... , Vm} - -S;(imGe). 

Then the subspaces Xie, X2e and X3e are given by: 

Xie - span {~1, ... , ~v, d1, ... , dq}; 
X2e = span{~v+l•···•~µ,Vt,••·•Vm1}; 

X3e = span{~µ+l,··•,~n,Vm1+l,··•,vm}-
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In this new basis for the state space !Rn and the input space !Rm the mappings Fe 
and He have the following special form 

F11 0 F13 0 G12 E1 

F21 F22 F23 G21 G22 E2 

F3I F32 F33 G3I G32 E3 

0 0 0 
0 0 0 

0 K2 I O) 

and the original system :E takes the form 

z 

u2 z 
:EI 

d 
I'\-- Xt X3 

~ 

llI :E2 

Figure 5.2: system :E after input and state transformation 

Again this system can be seen as an interconnection of two systems. The 
first subsystem :EI is given by (5.8) and (5.10) with state XI, inputs (x3, ii2, d) 
and outputs z, and t~e second subsystem :E2 is given by (5.9) with state (x2, .x3), 

inputs (ii1, XI, ii2 , d) and outputs x3 (see Figure 5.2). As in 5.1.1 it follows that 
the matrix ( H3 K2 ) is injective. 
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5.1.3 The quadratic matrix inequality 

An important role in the linear theory for the singular :Hoo problem is played by 
the quadratic matrix inequality 

Symmetric solutions P to this quadratic matrix inequality can be proved (see 
[St 92]) to be of the form 

( 
P1 0 0) 

P= 0 0 0 
0 0 0 

in the new basis. We define (j(s) as the transfer matrix 

(j(s) = H (sl - F)-1 G + K 

and the (n x (n + m)) controllability pencil Ly ( P, s) by 

Ly(P, s) := ( sl - F - : 2 EET P 

Then we recapitulate the following result ([St 92]). 

Theorem 5.5 The following statements are equivalent: 

(i) there exists a symmetric solution P 2: 0 to Fy(P) 2: 0 such that 

rank Fy(P) = ranklR(s) (j 

and 

( Ly(P, s) ) _ ank (j 
rank Fy(P) - n + r IR(s) 

where ranklR(s) (j is the normal rankfor the polynomial matrix (j(s), with 
entries from IR(s), de.fined by 

rank!R(s) (j = max {rank(j(s)ls EC}; 
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(ii) there exists a symmetric solution Pi 2:: 0 to 

0 

satisfying 

D 

It should be noted that statement (ii) in Theorem 5.5 is equivalent to the exis­
tence of a feedback law 

which solves the regular :Hoo state feedback problem for the subsystem :E1 with 
inputs (.x3, u2) (see Theorem 2.21). 

5.1.4 The state feedback ~ control problem 

Solvability of the strict suboptimal :Hoo problem for the linear system :E can be 
characterized as follows (compare with Theorem 2.21). 

Theorem 5.6 Consider :E. Let y > 0. Assume the system (F, G, H, K) has no 
invariant zeros on the imaginary axis ( see Theorem 2.21 ). Then the following 
statements are equivalent: 

( i) there exists a feedback u = Lx such that after applying this feedback to 
the system :E the closed loop system has L2-gain less than y and is asymp­
totically stable; 
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(ii) there exists a non-negative, symmetric solution P to the quadratic matrix 
inequality Fy(P) :::: 0 such that 

rank Fy(P) = rank:IR(s) Yci 

and 

( Ly ( P, s) ) _ nk ,.: . 
rank Fy(P) - n + ra IR(s) ':fci, 

□ 

Together with Theorem 5.5 this means that the solvability of the singular :Hoo 
control problem is fully characterized by the solvability of the regular :Hoo con­
trol problem for the subsystem :E1. Before we give a sketch of the proof of 
Theorem 5.6 we first recapitulate the following result about the solvability of 
the almost disturbance decoupling problem with internal stability for linear sys­
tems of the form :E (see [Tr 86], [Wi 81], [Wi 82], [St 92]). 

Theorem 5. 7 Consider the system :E. Let 'I and 'Vg denote the strongly con­
trollable subspace and the stabilizable weakly unobservable subspace respec­
tively. Then the following statements are equivalent: 

(i) 

(ii) 

( sf- F -G) 
rank H K =n+rank( H K ), 

(iii) for all c > 0 there exists a feedback ii= Lxfor :E such that the closed­
loop system has L2-gain less than or equal to c and is asymptotically sta­
ble (the almost disturbance decoupling problem with internal stability is 
solvable for :E). 

□ 
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Sketch of the proof of Theorem 5.6 For details we refer to [St 92]. 

(ii)=} (i) Statement (ii) implies that the regular Hoo problem for the subsys­
tem :E1 is solvable (Theorem 5.5 and Theorem 2.21). Then the state 
i3 can be transformed by subtracting the optimal solution of the 
regular subproblem. So when this new variable is equal to zero 
we have perfect tracking of the solution for :E1. Now we transform 
the state of the system :E2 such that part of the state is equal to the 
tracking error between i 3 and the i 3-feedback solution of the reg­
ular Hoo problem for the subsystem :E1. This transformed system 

-T - -T 
will be denoted by :E2 . Both :E2 and :E2 are strongly controllable 
which means that the state space is equal to the strongly control­
lable subspace. By Theorem 5.7 this implies that the almost distur­

bance decoupling problem with stability is solvable for :E:i. Com­
bining these two results leads to the solvability of the Hoo problem 
of the complete system :E. 

(i) =} (ii) From statement (i) it follows that (F, G) is stabilizable and for the 
system :E there exists a 8 < y such that for all J E L2 (0, oo) there 
exists an ii E £2(0, oo) such that i E £i(O, oo) and 

(5.11) 

then it follows that i 1 E £2(0, oo) and i 3 E £2(0, oo). Together 
with (5.11) this implies that the regular Hoo problem for the sub­
system :E1 is solvable (details see [St 92]), which via Theorem 2.21 
and 5.5 leads to the statement (ii). ■ 

5.1.5 Factorization approach 

The sufficiency part of the result in Theorem 5.6 can also be proved in a dif­
ferent way. Factorize the matrix Fy(P) corresponding to the quadratic matrix 
inequality 

Fy(P) = ( ;f ) ( Hp Kp ) 

for certain matrices Hp and Kp. Define the new system 

(F+ :2 EETP)x+Gii+Edp 

Hpi+ Kpii 
(5.12) 
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where JP = J - -1z ET Px. Then the following result can be proved ([St 92]). 
y 

Lemma 5.8 Consider I: and I:p. L.et P satisfy the condition (ii) ofTheorem 5.6 
and let L be a linear map L : !Rm ➔ !Rn. Then the following statements are 
equivalent: 

(i) the closed loop system consisting of I: with the feedback ii= Lx has L2-
gain from d to z less than y and is asymptotically stable; 

(ii) the closed loo!!.. system consisting of I:p with the feedback ii= Lx has 
Lz-gainfrom dp to Zp less than y and is asymptotically stable. 

□ 

Sketch of the proof The L2-gain part of the result can be proved using the fol­
lowing completion of the squares argument: 

llzpu2 - Y2lldpll 2 

- XT HiHpx + 2xT HiKpii + UT KiKpii -y211J11 2 + 2xT PEd 

_.!.._xT PEET Px 
y2 

( XT UT ) Fy(P) (: )- y211Jll2 + 2xT PEd- y~XT PEET Px 

2xT PEd+xTHTHx+2xT HTKu+2xT PGii+ uT KT Ku 

- llzll2 - y211Jll2 + 2xT P (Fx + Gii + Ed) 

- 11zll2 -y211Jll2 + 2xT Px. 

Now we take the integral from Oto oo of both sides of this equality: 

fo00 
llzp(r)u2 - y2lldp(r)ll 2dr 

= f 00 llz(r)u2- y211J(r)ll2dr + lim 2xT (t)Px(t) - 2xT (O)Px(O). Jo t➔oo 

For x(O) = 0 and assuming that the system is asymptotically stable, implying 
that lim1➔ 00 x(t) = 0, then it follows that the L2-gains from disturbance to out­
put of the systems I: and I:p are equal. Therefore application of a feedback 
ii= Lx to both systems leads to the same L2-gain. 1111 
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Condition (ii) from Theorem 5.6 can be rewritten as 

( 
s/-F-1zEETP -G) 

rank Y =n+rank( Hp Kp), 
Hp Kp 

which implies solvability of the almost disturbance decoupling problem for the 
system :Ep (see Theorem 5.7). 

5.2 Singular 9'o problem for general nonlinear 
systems 

In this section we try to extend the linear result explained in the previous section 
to general nonlinear systems of the form 

{ 
i = f (x, u, d) 

I; y = X 

z = h(x, u) 

(5.13) 

In the first two subsections we define a state transformation for these systems 
based on a minimal conditioned invariant distribution. Similar to the linear case 
(Section 5 .1) we first define the notion of conditioned invariance for affine non­
linear systems without a direct feedthrough from the inputs to the outputs. As 
in the linear case this step is instrumental in the second subsection where we 
construct an extended system from the system :E by adding the inputs and the 
disturbances as extra state components. This extended system is affine and does 
not have a direct feedthrough from the new defined inputs to the outputs, which 
makes it possible to apply the results from the first subsection. 

The rest of the chapter is concerned with finding sufficient and necessary 
conditions for the solvability of the singular :J-foo problem. These conditions 
are in terms of the solvability of a regular :J-foo problem for a subsystem of :E 
and an J/oo almost disturbance decoupling problem. Sometimes it will be nec­
essary to make extra assumptions on the structure of the system :E in order to 
derive such conditions. For instance in Subsection 5.2.6 where necessary and 
sufficient conditions are derived and in Subsection 5.2.7 to apply a factorization 
approach. 
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5.2.1 State transformation for affine nonlinear systems without 
direct feedthrough from inputs to outputs 

First we restrict our attention to nonlinear systems of the form 

x - f(x) + Lj=1 gj(X)Uj + Li=I e;(x)d; 
z1 - h1(x), l=l, ... ,p 

(5.14) 

Conditioned invariance 

Also for nonlinear systems the notions of invariance, controlled invariance and 
conditioned invariance can be defined (see [IKGM 81], [MRS 94], [vdS 85], 
[ vdS 87]). In this book the following definitions are used 

Definition 5.9 A distribution '1J is said to be an invariant distribution under the 
dynamics (5.14) if 

Define 

[J, '1J] C ']), 

[gj, '1J] C ']), 

p 

ker dh = nker dh1. 
1=1 

j= 1, ... ,m. 

□ 

Definition 5.10 A distribution '1J is said to be a conditioned invariant distri­
bution under the dynamics (5.14) if 

[J, ']) n ker dh] c '1J, 

[gj, ']) n ker dh] c '1J, j= 1, ... ,m. 

□ 

For linear systems the second conditions are automatically satisfied because in 
that case the vectors g j are constant and the distribution is generated by constant 
vectors from a linear subspace while the Lie bracket of constant vector fields 
is zero. It should be noted that these definitions of invariance and conditioned 
invariance are independent from the disturbance vector fields. Therefore for the 
calculation of these distributions we can consider the system (5.14) without the 
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disturbances. The definition of the notion of conditioned invariant distribution 
is an extension of the characterization of a conditioned invariant subspace in 
Lemma5.2. 

Similar to the linear case we can define for any distribution 'JII/ the minimal 
involutive conditioned invariant distribution containing 'JII/. An explicit algo­
rithm to calculate this distribution is given by 

Lemma 5.11 Consider the system ( 5.14 ). Then the minimal involutive condi­
tioned invariant distribution containing 'W, denoted S (W), is given by 

S<'W) = LJsk<'W) 
k?:1 

where ']) indicates the involutive closure of the distribution 'lJ, and the increas­
ing sequence Sk('W) is generated by the following recursive algorithm 

S1('W) - 'W 

sk+I (W) - Sk('W) + [f, Sk(W) n ker dh] 
m 

+ I)gj, Sk(W) n ker dh] 
J=I 

k= 1,2, .... 

□ 

Remark 5.12 For constructing just the minimal conditioned invariant distri­
bution containing 'W instead of the minimal involutive conditioned invariant 
distributions we can use the recursive algorithm without involutive closures. 

□ 

State transformation 

Inspired by the linear theory we will use the minimal involutive conditioned 
invariant distribution which contains the input vector fields g1, which we will 
refer to as S, to construct a state transformation for the system (2.27). This 
distribution is according to Lemma 5.11 generated by the algorithm: 

S algorithm 
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m 

sk+l - sk + [J, sk n ker dh] + L [gj, sk n ker dh] 
j=l 

k= 1,2, ... 

□ 

By construction S is involutive and conditioned invariant, i.e., 

[f, S nkerdh] C S, 
[gj, S nker dh] c S, j= 1, ... ,m. 

(5.15) 

(5.16) 

and is the minimal conditioned invariant involutive distribution which contains 
the input vector fields gj. 

If the distributions S and S n ker dh are constant dimensional then we can 
make the following decomposition of the state space of (5.14). Define X2 := 
S n ker dh, X2 EB X3 = S and X1 arbitrary such that X I EB X2 EB X 3 = M. 

Using Frobenius' Theorem ([NvdS 90], [Is 89]) it follows that similar to the 
linearcasethereexistlocalcoordinates (;1, ... , ;v, ;v+1, ... , ;µ,,;µ,+I, ... , ;n) 
such that: 

X1 = span { a:1 ' · · ·' a:v } ; 

X2 - span { a/+ I ' ••• ' a:µ, } ; 

X3 = span { a;:+1' · · ·' a:n} · 
In these new coordinates the system (5.14) takes the following form 

XJ - f1 (XJ, X3) + Li=I eil (x1, x2, x3)di 

Xz - fz(x1, x2, x3) + LJ=I gj2(x1, x2, x3)uj + Li=I ei2(x1,x2,x3)di 

X3 !J(x1, x2, x3) + Lt=I gj3(x1, x2, x3)u j + Li=I ei3(x1,x2,x3)di 

ZI = h(x1,x3), l = 1, ... , p 

or in shorthand notation 

XJ - !1 (x1, x3) + e1 (x1, x2, X3)d (5.17) 

Xz fz(x1, Xz, x3) + g2(x1, x2, x3)u + e2(x1, x2, x3)d (5.18) 

.x3 h (x1, x2, x3) + g3 (x1, x2, x3)u + e3(x1, x2, x3)d (5.19) 

z h(x1, x3) (5.20) 
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Remark 5.13 The above form can be easily verified by using the implications: 

[.f.X2] C X2 EB-X3 =} I= O; 

8j E X2 EBX3 => 8jl = 0, 

.X:2Ckerdh => 2&=o ax2 - ' 

j=l, ... ,m; 

l= 1, ... , p. 

D 

As in the linear case the system (5.14) can be viewed as an interconnection 
of two general nonlinear systems. The first subsystem, denoted by I: 1, has state 
x1, inputs (x2 , x3, d) and outputs (z, x1) and is given by (5.17), (5.20), and the 
second subsystem l::2 has state (x2, x3), inputs (x1, u, d) and outputs (x2, x3) 
and is given by (5.18), (5.19) (see Figure 5.3). 

d z 
l::1 

XJ X2 X3 

• 
u 

l::2 

Figure 5.3: system (5.14) after state transformation 

It should be noted that compared with the decomposition of the linear sys­
tem (5.2) there exists an extra connection, namely the state components x2 from 
the subsystem I:2 influence the subsystem I:1. This is due to the fact that for 
nonlinear systems the disturbance vector fields are state dependent while they 
are not taken into account in the construction of the distribution S'. A way to 
eliminate this extra interconnection is to use a stronger notion of invariance and 
conditioned invariance. This comes down to including the Lie-brackets with 
the disturbance vector fields e; in the $'-algorithm at the expense of a possibly 
larger distribution S'. For the final state transformation of the system I: this 
extension is not necessary as will be shown in the next subsection. 

Comparing with the linear case we deduce that also in the nonlinear case 
the mapping h has an injectivity property. 
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Lemma 5.14 Assume that S and S n ker dh are constant dimensional. Then 
the Jacobian of the mapping h from x3 to z has full column rank and thus the 
mapping h from x3 to z is locally injective around every point p E M. □ 

Proof As shown earlier there exist coordinates ( I; 1 , ... , I; v, I; v+ 1, ... , I;µ, I;µ+ 1 , 

... , l;n) such that: 

X2(p) - S"(p) n ker dh(p) 

- span { al-I ' · · ·' a! l } ; sv+1 p sµ p • 

X2(p) $X3(p) = S(p) 

- span { aL I,,.··' a!.IJ 
By definition of X2 and X3 

ah I a [ 
al;i P = dhlp fJl;i P =fa 0, j= µ+ 1, ... ,n. 

Suppose now there exist constants aµ+ 1, .•. , an such that 

then 

aµ+t f)l:: a. I + ... +an a! I E ker dh(p) 
sµ+l p 5n p 

which in tum implies that there exist a 1, ••• , aµ such that 

0!µ+1 _a_., +··•+an ~1 =0!1 _i_l +··•+aµ _?_I . 
a1;µ+1 P a1;h P a1;1 p a1;µ P 

and because the vectors { at Ip, ... , at Ip} are independent it follows that all ai 

are equal to zero. Hence f! Ip has full column rank, and by the Inverse function 
theorem this implies that h from x3 to z is locally injective. ■ 
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5.2.2 State transformation for general nonlinear systems 

In this subsection we will use the results from Subsection 5.2.1 to define a state 
transformation for the original system b. 

In order to do so we define similar to the linear case, an extended system 
be by adding the inputs u and the disturbances d to the state: 

{ 
~ = /(x, u, d) 
U = V 

be . 
d = w 
z = h(x, u) 

(5.21) 

The extended system is affine in the new inputs v and the new disturbances w. 
We rewrite the system be with state xf = ( xT uT dT ) as 

be { Xe = fe(Xe) + Lfa=I gje(Xe)V j + Li=I eie(Xe)Wi 
Z = he(Xe) 

where the vector fields are given by: 

( 
f(x, u, d) ) 

fe(Xe) = 0 , 
0 

(5.22) 

with Idr the r-th identity vector, i.e., the (n + m + q)-vector with all elements 
zero except an element equal to one on the r-th position. 

The system be is clearly of the form (5.14). So we can apply the state trans­
formation based on the minimal conditioned invariant distribution containing 
the input vector fields as described in Subsection 5.2.1. The system be has a 
special structure which results in some nice properties for this state transforma­
tion. We start by making the following assumption 

Assumption 5 The (p x m )-matrix 

oh 
au (x, u) 

has constant column rank equal to m - m I at least locally around the origin. D 
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First we construct the minimal conditioned invariant distribution containing the 
input vector fields, denoted by S:, by applying the S-algorithm described in 
Subsection 5.2.1. The distributions defined in the previous subsection for the 
system :E applied to the system :Ee will be marked by an extra subscript e, i.e., 
Xie etc .. 

Lemma 5.15 Consider the system :Ee. Assume Assumption 5 is satisfied and 
S: and S: n ker dh are constant dimensional. Then the state transformation 
defined in Subsection 5.2.1 has the following properties: 

(i) 

(ii) Xie can be chosen such that 

span {a!!, ... , a!q} C Xie; 

(iii) a state dependent input transformation of the form u = f3(x, v) can be 
found such that in the new coordinates v = ( v1, ... , Vm 1 , Vm 1 + 1, ... , Vm) 
the distributions X2e and X3e can be chosen as follows: 

c S: n ker dh = X2e; 

□ 

Proof Using the S-algorithm for :Ee we see that 

{ a a } -
S1e = span au1 , ... , aum = S1e 

and because S = U1::::1S1e property (i) is proved. Because of Assumption 5 we 
can find a state dependent input transformation u = f3(x, v) in such a way that 
for the first m 1 (~ m) components of the new v = ( v 1, ••• , Vm) the following 
holds 

~ E S1e nkerdh {} ~ E kerdh {} aht = 0, l = 1, ... , p. (5.23) 
avj avj avj 
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Hence (iii) is proved. 
Furthermore 

- [ a - ] ~[ a - ] Ste + f (x, u, d)-, Ste n ker dh + ~ -. , Ste n ker dh 
ax . j=I OU; 

- [ a - ] S1e + f (x, U, d) ax, S1e n ker dh 

= span {-0°, ... , -0°} + f [t(x, f3(x, v), d)~. ~]. 
VJ Um j=t ax OVj 

It can be easily seen that the Lie-bracket 
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for an arbitrary function k is always of the form k(x, v, d);. Therefore the 
distributions Si.e and S2e only contains the vector fields J-, .. ~ , .,,.i1.- and vector 

0U1 OUm 

fields of the form 
- a 
k(x,u,d)-. 

ax 

The same can be proved for ~e, S3e, etc .. 
So Xie can be chosen such that (ii) holds. II 

We already assumed that the distributions S: and S: n ker dh are constant 
dimensional. Furthermore we want to be able to project these distributions on 
the state space M of the original system :E, i.e., a distribution 'IJ on M x !Rm x 
!Rq is called projectable on M by the canonical projection rr : M x !Rm x !Rq ➔ 

M given by rr : Xe 1--+ x (xe := (x, u, d)) if for all K1, K2 E M x !Rm x !Rq we 
have 

The next lemma gives conditions for the projectability of these two distribu­
tions. 

Lemma 5.16 Assume that the distributions S: and S: n ker dh are constant 
dimensional. The distributions S: and S: n ker dh are projectable on M (by 
the canonical projection rr : M x !Rm x !Rq ➔ M given by rr(x, u, d) = x) if 
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and only if the following inclusions hold: 

j= 1, .. . ,q; (5.24) 

[ a~;' -S; nker dh] C -S; nkerdh + ye, i =mi+ 1, ... , m{5.25) 

□ 

Proof From [MRS 94] it follows that we have to prove that: 

[a:/ Q] C Q + Ye+'De, j= 1, ... ,m; (5.26) 

[a~;' Q] C Q +Ye+ 'De, i = 1, ... , q; (5.27) 

holds for Q = S: and Q = S: n ker dh, where the distribution 'De is defined as 

'De= span {a!., ... , a!q}. 

Since S: is involutive and Ye C S:, (5.26) is satisfied for Q = S:. Furthermore 
from the proof of Lemma 5.15 it follows that S: is spanned by the vector fields 

8~1 , ••• , a!m and by vector fields of the form k(x, u, d) Ix for arbitrary functions 

k. Then it follows that 

[ a~; , X] ¢ 'De 

for all vector fields XE .S:. Hence (5.24) holds if and only if (5.27) is satisfied 
for Q = s;. 

The vector fields at; for i = 1, ... , m1 are elements of S: n ker dh. The 
involutivity of S: n ker dh together with (5.25) implies that (5.26) holds for 
Q = S: nker dh. 
By (5.24): 

[a:/-S;nkerdh] c.s;, j=l, ... ,q. (5.28) 

Take an arbitrary vector field X from S: n ker dh. Then 

l=l, ... ,p 
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l = l, ... , p 

or in coordinate free notation 

dh1 [ a!/ X] = a!j (X(h1)) - X ( a!/h1)) = 0 l = l, ... , p 

because X E ker dh1 and h1 does not depend on d. Hence 

[a!/ s: n ker dh] C ker dh 

and together with (5.28) this proves (5.27) for S: n ker dh. • 

Assume that the distributions S: and S: n ker dh are constant dimensional 
and that the conditions (5.24) and (5.25) from Lemma 5.16 are satisfied. Then 
the distributions S: and S: n ker dh are projectable on the state manifold M by 
the canonical projection rr : M x !Rm x IRq ➔ M onto involutive distributions on 
M. Therefore we can find local coordinates written as (~1, ... , ~v,~v+I, ... ,~µ, 
~µ+I, ... , ~n) for M such that: 

rr* (S: n ker dh) span { a~:+i, ... , a;µ}; 

rr*S: = span { a~:+1, ... ' a;J. 
Furthermore by condition (5.24) there exists a basis of S: which does not de­
pend on the disturbances d. Then we transform the inputs u by a state depen­
dent transformation u = f3(x, v) such that for the first m1 components of the 
new coordinates v = (v1, ... , Vm 1 , Vm1+1, ... , vm) we have that 

span { ,_, a , ... , }-} = S: n ker dh n Ye• 
uV1 uVm1 
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Then the distributions Xie, X2e and X3e can be chosen in the following way: 

{ a a a a } 
- span 0~1 ' ... ' o~v' od1 ' ... ' odq ; 

- span { !Jc a ' ... ' !:I! , !:I a , ... , ~} ; 
usv+l usµ, uV1 uVm1 

- span { +' ... ' +' a , ... ' _a_ } . 
Osµ,+1 Osn OVm1+t OVm 

In these new coordinates the vector field fe (xe) and the function he (xe) have 
the following special structure 

!1 (x1, x3, u2, d) 
f2(x1,x2,X3,u1,u2,d) 

fe(Xe) = !J(x1, X2, X3, Ut, u2, d) 
0 
0 

The projections of the distributions Xie, X2e and X3e on the state space M will 
be indicated by Xt, X{ and Xf'. In these new coordinates for the state space 
M = Xt EB X{ EB Xf' and the input space Rm the original system :E talces the 
following form 

:E ~2 = f2(x1, x2, X3, u1, u2, d) { 

i1 = f1(x1,x3,u2,d) 

x3 = !3(x1, x2, x3, u1, u2, d) 
z = h(x1,x3,u2) 

(5.29) 

where the derivative of h with respect to (x3 , u2 ) has full column rank (see 
Lemma 5.14). 

Again the system :E can be viewed as the interconnection of two general 
nonlinear systems :E1 and :E2. The first subsystem :E1 with state x1, inputs 
(x3, u2, d) and output (z, x1) and another system :E2 with state (x2, x3), inputs 
(x1, u1, u2, d) and output x3 (see Figure 5.4). 

:E1 { i1 - !1 (x1, x3, u2, d) 
z - h(x1, x3, u2) 

:E2 { i2 - f2(x1,x2,x3,u1,u2,d) 
x3 - f3(x1,x2,x3,u1,u2,d) 
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Uz z 
bJ 

d [\__ XJ X3 

UJ 
bz 

Figure 5.4: system b after input and state transformation 

5.2.3 Special cases 

This subsection will be concerned with the two extreme cases of the general 
;1-foo problem for general nonlinear systems considered in this section. 

Regular :J-foo problem 

First of all we will look at the regular ;J-foo problem. So we will consider systems 
b which satisfy Assumption 1. These systems clearly satisfy Assumption 5, 
with m1 equal to zero. Therefore there is no need to transform the inputs. 

The extended system be in this case satisfies 

Ye n ker dh = 0. 

Hence the S-algorithm applied to be stops after one step and locally around 
the origin we have that: 

S: = Ye = span { ~, ... , -0°} ; 
OUJ Um 

S: n ker dh - 0. 

These distributions are clearly projectable. There is no need for a transforma­
tion of the inputs and the conditions (5.24) and (5.25) for the projectability are 
satisfied: 

[a:/ Ye] - 0 Eye, j=l, ... ,q; 

[~o] au/ - 0 E Ye, i=l, ... ,m. 
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The distributions Xie, X2e and X3e for the system :Ee are given by: 

Xie - span { a!1 , ... , a!n, a!1 ' ... , a!J ; 
X2e - O; 

X3e - span { a:1 , ... , a~m} · 
So the projected spaces are xt = M, xf = 0 and Xf = 0, and the regular 
subsystem :E1 is equal to the complete system :E. 

Full singular jfoc problem 

In the full singular case we assume that the output mapping h does not depend 
on the inputs u. So h(x, u) = h(x) and automatically Assumption 5 is satisfied 
with m1 = m. In this special case we can see that for the extended system :Ee 
it follows that 

Ye C s; n ker dh 

and the projectability condition (5.25) is void. Again no transformation of the 
input is necessary. 

The remaining assumptions are that the distributions Se and Se n ker dh 
are constant dimensional and that condition (5.24) is satisfied, which implies 
projectability of the distributions onto the state space of the original system 
:E. Then we can find local coordinates (~1, ... , ~v, ~v+1, ... , ~µ,, ~µ,+I, ... , ~n) 

such that the distributions Xie, X2e and X3e for the extended system :Ee are given 
by: 

The system :E after the state transformation is of the form 

E{ 
XJ - /1 (x1, X3, d) 
Xz - fz (x1, x2, x3, u, d) 

X3 h (x1, x2, x3, u, d) 
z - h(x1,x3) 
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In this case there is no direct influence of the inputs on the regular subsys­
tem :E1. 

5.2.4 The nonlinear state feedback 9'o problem: sufficient 
conditions 

Using the transformations described in the previous subsections the nonlinear 
system :E can be seen as the interconnection of two subsystems :EI and :E2. 
Inspired by the linear theory described in the beginning of this chapter we will 
split the singular :Hoo problem for the system :E into two problems. The first 
part is a :Hoo problem for the subsystem :EI with inputs (x3, u2), outputs z and 
disturbances d. Because the Jacobian of the mapping h from the inputs (x3, u2 ) 

to the outputs z has full column rank this problem is regular. So for this problem 
we can use the regular :Hoo theory described in Chapter 2. The solution of this 
regular state feedback :Hoo problem consists of a trajectory of part of the state of 
the subsystem :E2, namely x3, and an optimal state feedback for the inputs u2. 
In the second step we take the inputs u2 equal to the feedback solution of the 
regular subproblem and try to track the state components x3 along the solution 
of the regular problem by applying a suitable feedback for UI to the subsystem 
:E2, 

From Chapter 2 we know that the regular strictly suboptimal :Hoo problem 
for the subsystem :EI with inputs (x3, u2), disturbances d and outputs z is solv­
able if there exists for some y < y a local solution V :::: 0 to the Hamilton-Jacobi 
inequality 

Hy(xI, Vfi (xi)) :S 0, V(O) = 0 

where the Hamiltonian Hy : T* X( ➔ IR is given by 

Hy(x1, pi)= Ky(XI, PI, d*(xI, PI), x3(xI, pi), u;(x1, pi)) 

with Ky : T* X( x !Rq x .x{ x !Rm-mi ➔ IR the pre-Hamiltonian corresponding 
to this problem, that is 

T 1 2 1_2 2 
Ky(XI, PI, d, x3, u2) = PI Ji (x1, x3, u2, d) + 2llh(xI, x3, u2)II - 2y lldll 

and x3 (xI, PI), u; (xI, PI) and d* (xI, PI) is the unique solution of 

oKy * * * od (xI,PI,d (xI,PI),x3(xI,Pd,u2(xI,Pd) - 0 

oKy * * * ox3 (xI,PI,d (x1,PI),x3(xI,Pi),u2(xI,Pd) - 0 

oKy * * * -~-(xI,PI,d (xI,PI),x3(XI,PI),u2(x1,Pd) - 0 
uU2 
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with x3 (0, 0) = 0, u2 (0, 0) = 0 and d* (0, 0) = 0. 
Then the feedback 

X3 - X3(X1, Vli (xi)), 

u2 - u2(xi, V!i(xi)) 

applied to the subsystem I:1 leads to a closed loop system which has L2-gain 
less than or equal toy< y. 

In the second step we choose the inputs u2 equal to the optimal one 

u2 = ui(x1, vr (x1)) 

and we try to track the optimal state trajectory calculated in the first step for the 
state components x3• In order to do so we introduce a new state variable for I:2 
equal to the tracking error 

(5.30) 

This state transformation leads to the following form of the system I:, which 
we will refer to as :r;tr: 

where 

:r;tr { ;: = 
q3 -

z -

!1 (xi, q3 + xj, u2, d) 
fi(x1, x2, q3 + x3, ui, u2d) 

j3(x1, x2, q3 +xj, u1, u2, d) 
h(x1, q3 +xj, ui) 

x3 - x3(x1, V!i(x1)); 

u2 - u2(x1,V!i(xi)); 

j3(x1,x2,x3,u1,u2,d) - f3(x1,x2,x3,u1,u2,d) 

dxj T 
- dx1 (x1, vx1(xi))f1(x1,X3,u2,d). 

The transformed system :r;tr is still the interconnection of two subsystems 
namely (see Figure 5.5): 

:r;tr { i1 - ft (xi, q3 +xj, u2, d) 
1 z - h(x1, q3 +xj, ui) 

:r;tr { i2 - fi(x1, x2, q3 + x3, u1, u2d) 
2 ,i3 j3(x1, x2, q3 + xj, u1, u2, d) -
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d z 
1:tr 

I 

XI q3 

u :Etr 
2 

Figure 5.5: system :Etr 

It should be noted that q3 = 0 is the a solution of the regular !Hoo state feed­
back problem for the subsystem :E1, with inputs q3 . 

Parallel to the linear theory we want to solve the !Hoo almost disturbance de­
coupling problem for the transformed subsystem :Elf with disturbances (x1, d), 
inputs u1 and outputs q3• Because we use x1 as a disturbance input for the sys­
tem :Elf we have to make an extra assumption on the input-to-state stability of 
the system 1:r 

Assumption 6 Assume that the L2-gain from q3 and d to x1 for the system :Ef 
is finite, or otherwise stated, there exist constants M1, M2 > 0 and for every x1 
there exists a constant M(xi), 0 ::'.S M(x1) < oo, M(0) = 0, such that 

lot llx1 (r)fdr ::'.S M1 lot 1iq3(r)IJ2dr + M2 lot lld(r)IJ2dr + M(x1 (0)) 

(5.31) 
for all d, q3 E L2(0, t) and for all t 2::: 0. D 

Also other assumptions can be made to ensure input-to-state stability (see for 
instance [SW 94] for necessary and sufficient conditions for input-to-state sta­
bility). 

Theorem 5.17 Consider the system :E. Suppose that for the extended system 
:Ee the distributions s; and s; n ker dh are constant dimensional, that Assump­
tion 5 is satisfied and that (5.24) and (5.25) hold. Assume there exists for some 
y < y a solution V 2::: 0 of 

(5.32) 
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with V(0) = 0. Additionally assume that Assumption 6 holds. 
Then there exists a constant k* such that the nonlinear state feedback Lz-gain 
control problem with constant y < y is solvable locally for :E by the feedback 

- T u1 - .B(x1,xz,x3,k)=.B(x2,x3-xj(x1, Vx1(xi)),k) 

Uz - Uz(X1,V{(xi)) 

for k > k* if the parameterized feedback 

u1 = /J(x2, q3, k) 

solves the Lz-gain almost disturbance decoupling problem with constant ½ for 

~ D 

Before we prove this theorem we will state the following observation. 

Lemma S.18 Consider the system :E. Suppose that for the extended system :Ee 
the distributions s; and s; n ker dh ate constant dimensional, that Assump­
tion 5 is satisfied and that (5.24) and (5.25) hold. Assume there exists for some 
y < y a solution V ~ 0 of 

(5.33) 

with V(0) = 0. Then locally around the origin there exists constants N, e > 0 
and a constant R(x1 ), 0 ::::: R(x1) < oo, with R(0) = 0 such that 

1' llz(t)ll2dr::::: N fo' llq3(r)ll2dt + (y2 - e) 1' lld(r)ll2d1: + R(x1 (0)) 

(5.34) 
for all d, q3 e L2 (0, t) and x1 (0) such that the resulting state trajectories stay 
in a neighborhood of the origin. □ 

Proof Consider the pre-Hamiltonian 

L(x1, p, d, q3) := PT f1 (x1, q3 + xj, Uz, d) 

+~hT(x1, q3 +xj, ui)h(x1, q3 +xj, ui)- ~Nllq3f- ~y2 lldll2 . 

The Hessian of L with respect to d and q3 in (x1, p, d, q3) = (0, 0, 0, 0) is given 
by 
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where I is the identity matrix with dimension equal to the dimension of q3 . For 
N sufficiently large, i.e., larger than the largest eigenvalue of the matrix 

( ah )T ( ah ) 
ax3 (0, 0, 0) ax3 (0, 0, 0) ' 

this matrix is negative definite. Since 

it follows that the following equalities have a unique solution given by q3 = 0, 
d=d*(x1,p) 

iJK- iJK-
because ~ = 0 and aJ = 0 has a unique solution equal to x3 = x3 (x1, p) 
(q3 = 0) and d = d* (x1, p) when U2 = Uz (x1, p ). Thus q3 = 0, d = d* (x1, p) 
is the maximum of the pre-Hamiltonian L for N sufficiently large and 

Hence V ~ 0 is a non-negative solution of the Hamilton-Jacobi inequality 

L(x1, Vfi (xi), d, q3) ~ 0. 

This proves the inequality (5.34) for: 

N > u ( (::, (0, o, o>)' (::, (O, o, o))); 
c < y2 - 'ji; 

R(xi) > 2V(x1); 

where ci(P) denotes the largest eigenvalue of the symmetric matrix P. 

Proof of Theorem 5.17 The distributions S: and S: n ker dh for the extended 
system :Ee are constant dimensional and involutive, Assumption 5 is satisfied 
and the conditions (5.24) and (5.25) hold. Therefore we can apply the state 
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transformation described in Subsection 5.2.2. The solution of the Hamilton­
Jacobi inequality (5.32) is used to transform the state x3 according to (5.30) 
which results in the interconnected systems 'I:.V and 'I:.r Now we take u2 = 
u2(x1, V]; (xi)). We assumed that the feedback u1 = /J(x2, q3 , k) solves the 
1/oo almost disturbance decoupling problem (see Definition 4.2) for 'I:.r with 
output q3 and disturbances x1 and d. Hence there exists a constant K(x2, q3), 
0::::: K(x2, q3) < oo, K(0, 0) = 0, such that 

lot 1iq3(r)ll2dr::::: 1 lot (lld(r)ll2 + llx1 (r)ll2) dr + K(x2(0), q3(0)) (5.35) 

for all d, x1 E L2 (0, t) and all t. Let Zq3 denote the output of the subsystem 'I:.V 
resulting from disturbance d, initial state x1 (0) and input q3. Then from As­
sumption 6andLemma5.18 it follows that there exist constants N, s, M1, M2 > 
0,and constants R(xi), M(xi), 0::::: R(x1), M(x1) < oo, R(0) = 0, M(0) = 0, 
such that locally: 

lot llzq3 (r)li2dr ::::: N lot 1iq3(r)ll2dr (5.36) 

+(y2 - s) lot lld(r)ll2dr + R(x1 (0)); 

lot l1x1 (r)IJ2dr < M1 lot llq3(r)l12dr (5.37) 

+M2 lot lld(r)fdr + M(x1 (0)). 

Combining the inequalities (5.35) and (5.37), letting k > M1, results in 

lot llq3(r)u2dr ::::: ! ~ z: lot lld(r)lfdr 

k + k- Mi (M(x1 (0)) + K(x2(0), q3(0))) 

which together with (5.36) leads to 

lot llzq3 ( r) ll 2dr ::::: ( N ( ! ~ z:) + y2 - s) lot lld( r) f dr (5.38) 

Nk 
+ k- Mi (M(x1 (0)) + K(x2(0), q3(0))) + R(x1 (0)). 

Therefore if we choose 
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then the Li-gain from d to Zq3 is less than or equal toy. ■ 

Theorem 5.17 only states an Li-gain result. For local stability of the closed­
loop system we have to make extra assumptions. 

Theorem 5.19 Assume all assumptions from Theorem 5.17 are satisfied. Ad­
ditionally assume that Assumption 6 is satisfied with a proper, differentiable 
function M. Then there exists a constant k* such that the nonlinear state feed­
back L2-gain control problem with constant y < y is locally solvable for~ by 
the feedback 

- * T u1 = /3(x1,x2,x3,k)=/3(x2,x3-x3(x1, Vx1(xi)),k) 

U2 = ui(x1, V! (xi)) 

fork> k*, and the closed-loop system is stable if the parameterized feedback 

u1 = /3(x2, q3, k) 

solves the L2-gain almost disturbance decoupling problem with constant ½ for 
~[. with a proper, nonnegative C1 storage function. □ 

Proof We take the disturbance d equal to zero. Then combining the inequalities 
(5.35) and (5.37) leads to the next two inequalities for x1 and q3: 

fo' llx1 (r)lfdr < k-kMt (M1 K(x2(0), q3(0)) + M(x1 (0))); (5.39) 

fo 1
i1q3(r)ll2dr < k-kMt (K(x2(0),q3(0))+iM(x1(0))). 

Furthermore there exists a proper solution V ::: 0 to 

V(x2(t1), q3(t1)) - V(x2(to), q3(to)) 

< 1 l11 
(i11x1 (r)ll2 - llq3(r)ll2) dr 

11'1 1 < 2 kllx1 (r)ll2dr 
to 

for all to ::: t1. Now we take to = 0 and t1 = t and use the inequality (5.39) 
leading to the existence of a proper solution V ::: 0 to 

V(x2(t), q3(t)) - V(x2(0), q3(0)) 
1 1 

< - k (M1K(x2(0), q3(0)) + M(x1 (0))) 
2 -M1 
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for all t. So for all t the function V(x2(t), q3(t)) - V(x2(0), q3(0)) is bounded 
by a function depending on the initial states. Because V is proper it follows 
that the x2 and q3 dynamics are stable. In the same way the stability of the x1 -
dynamics can be proved using the properness of M. The Li-gain result follows 
from Theorem 5 .17. ■ 

In Theorem 5.19 we only obtained a stability result and no asymptotic sta­
bility. An obvious way to ensure local asymptotic stability is provided by the 
following theorem. 

Theorem 5.20 Assume all assumptions from Theorem 5.17 are satisfied. Ad­
ditionally assume that Assumption 6 is satisfied with a differentiable storage 
function M (x1 ). Then there exists a constant k* such that the nonlinear state 
feedback J-foo control problem is locally solvable with constant y < y for :E by 
the feedback 

- T 
u1 - ,B(x1,x2,x3,k)=,B(x2,x3-x3(X1,Vx/xi)),k) 

u2 - u2(x1, VIi(x1)) (5.40) 

for k > k* if the parameterized feedback 

solves the L2-gain almost disturbance decoupling problem with constant ¼for 
:E[, with a differentiable storage function, and the closed-loop system consist­
ing of:E together with the feedback (5.40) is zero-state observable. □ 

Proof The proof for the L2-gain result follows along the lines of the proof 
of Theorem 5.17 where we take for the storage function R(x1) a differentiable 
function satisfying R(xi) ::::: 2V(xi) (see the proof of Lemma 5.18). Further­
more there exists a differentiable function K(x2 , q3 ) satisfying (5.35). Then 
the inequality (5.38) is satisfied with a differentiable storage function and the 
function 

2Nk 
k- Mt (M(x1) + K(x2, q3)) + 2R(xi) 

is a solution of the Hamilton-Jacobi inequality for the closed loop system. Fi­
nally, Theorem 2.7 implies that the closed loop system is asymptotically sta­

~ ■ 
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In the linear case the j-f'oo almost disturbance decoupling problem for I:! 
is known to be solvable because the state space of I:! is equal to the strongly 
controllable subspace (see [Wi 81], [Wi 82], [Tr 86]). For nonlinear systems 
such a characterization of the solvability of the singular j-f'oo problem by the 
solvability of the regular j-f'oo problem for I:1 can not be derived. 

Therefore there is no need to decompose the singular j-f'oo problem in this 
way. We could also replace solving the Lz-gain almost disturbance decoupling 
problem for I:[ with disturbances x1 and d, and outputs q3 by solving the same 
problem for the complete system :r;tr with as disturbances only d, and outputs 
q3• In this way there is no need for an extra assumption like Assumption 6, and 
Theorem 5.17 can be reformulated as follows. 

Theorem 5.21 Consider the system I:. Suppose that for the extended system 
:Ee the distributions S: and S: n ker dh are constant dimensional. Assume there 
exists for some y < ya solution V :::: 0 to the Hamilton-Jacobi inequality ( 5.32) 
with V(0) = 0. 
Then there exists a constant k* such that the nonlinear state feedback L2-gain 
control problem with constant y < y is solvable for I: by the feedback 

- * T u1 - /3(x1, x2, x3, k) = /3(x1, x2, X3 - x3 (x1, Vx1 (x1 )), k) 

u2 - ui{x1, vJi (x1)) 

for k > k* if the parameterized feedback 

(5.41) 

solves the Lz-gain almost disturbance decoupling problem with constant ½ for 

~ □ 

Proof As in the proof of Theorem 5.17 the assumptions make it possible to ap­
ply the described state transformations resulting in the interconnection of the 
systems :r:r and I:!. lFrom the solvability of the almost disturbance decou­
pling problem we have that for the closed loop system :r;tr, (5.41) there exists 
a constant K(x1, x2, q3), 0:::: K(x1, x2, q3) < oo, K(0, 0, 0) = 0 such that 

lot llq3(-r)ll2d-r:::: ¼ lot lld(-r)ll2d-r + K(x1 (0), x2(0), q3(0)) (5.42) 

for all de l,z(0, t) and all t. Let Zq3 denote the output of the subsystem :r:r 
resulting from disturbance d, initial state x1 (0) and input q3• 
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Then from Lemma 5 .18 it follows that there exist constants N, t: > 0,and a 
constant R(xi), 0::: R(xi) < oo, R(O) = 0 such that locally 

lo' llzq/r)fdr::: N lo' 1iq3(r)fdr + (y2 - t:) lot lld(r)fdr + R(x1 (0)). 

(5.43) 
Combining the inequalities (5.42) and (5.43), results in 

lot llzq/r)u2dr ::: (; + y2- t:) lot lld(r)u2dr (5.44) 

Therefore if we choose 

+N K(x, (0), x2(0), q3(0)) + R(x, (0)). 

k* N >-- t: 
then the Lz-gain from d to Zq3 is less than or equal toy. II 

To solve the state feedback 1-foo problem we can give the following sufficient 
conditions 

Theorem 5.22 Assume the assumptions in Theorem 5.21 are satisfied. Then 
there exists a constant k* such that the nonlinear state feedback J-foo control 
problem with constant y < y is solvable for I: by the feedback 

- * T u, - f3(x1,x2,X3,k)=f3(x1,x2,x3-x3(x1, Vx 1(xi)),k) 

u2 - uHx1, ~Ii (xi)) 

for k > k* if the parameterized feedback 

solves the 1-foo almost disturbance decoupling problem with constant ¼ for 1:tr. 

□ 

Proof The L2-gain result follows from Theorem 5.21 and closed loop stability 
is implied by the solvability of the 1-foo almost disturbance decoupling problem 
for the complete system. 11 
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5.2.S The regular 9'o subproblem 

In the previous subsection only sufficient conditions for the solvability of the 
singular 9-foo problem were given. It is interesting to look whether these con­
ditions are also necessary. We will prove under an extra regularity assump­
tion that the solvability of the regular 9-foo subproblem for the subsystem :E1 
is indeed necessary. Again we assume that the distributions S: and S: n ker dh 
are constant dimensional, that Assumption 5 is satisfied and that the conditions 
(5.24) and (5.25) hold in order to be able to define the state and input transfor­
mation defined in Subsection 5.2.2. 

Suppose that there exists a feedback 

(5.45) 

which solves the state feedback Lz-gain control problem with constant y for 
the system :E, with a differentiable, non-negative storage function V. Then this 
function V is a solution to the Hamilton-Jacobi inequality 

Vx1 (x)/1 (x1, x3, lz(x), d) + Vx/x)fz(x1, x2, x3, 11 (x), l2(x), d) 

+ Vx3 (x) /3 (x1, x2, X3, 11 (x), 12 (x), d) (5.46) 

1 T 1 2 T +2h (x1, x3, l2(x))h(x1, x3, l2(x)) - 2y d d < 0 

for all x and d. Then we look at solutions to the next two equations 

Assume there exists a differentiable solution to these equalities given by 

F(O) = 0. 

Remark 5.23 If the Hessian of V with respect to x2 and x3 is non-singular at 
the origin then at least locally existence and uniqueness of such a solution is 
assured by the Implicit Function Theorem. □ 

Theorem 5.24 Let y > 0. Suppose that the distributions S: and S: n ker dh 
are constant dimensional, Assumption 5 is satisfied and that both the conditions 
(5.24) and (5.25) hold. Suppose there exists a feedback (5.45) which solves the 
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state feedback L2-gain control problem for the system b, with constant y and a 
differentiable storage function V ~ 0. Additionally assume that the equations 

(5.47) 

have a differentiable solution 

F(0) = 0. 

Then the feedback 

x3 - F3(xi) 
u2 - l2(x1, F2(xi), F3(xi)) 

(5.48) 

solves the state feedback L2-gain control problem, with constant y, for the sys­
tem bI with a differentiable storage function given by 

□ 

Proof Substitution of x2 = F2(xi) and x3 = F3(xi) in the inequality (5.46), 
using the equations (5.47), leads to the following inequality for P(x1): 

1 T 1 1 T 
Px1 (xi)f1 (x1, X3, u2, d) + 2h (x1, X3, u2)h(x1, x3, u2) - 2 y2d d ~ 0 

(5.49) 
for all x1, d, when x3 and u2 are given by (5.48). 
This means that the feedback (5.48) solves the state feedback L2-gain control 
problem, with constant y, for bI with storage function P (see Theorem 2.2). ■ 

A simiiar result can be proved for the solvability of the state feedback :;-foo 
control problem. 

Theorem 5.25 Let y > 0. Suppose that the distributions S: and S: n ker dh 
are constant dimensional, Assumption 5 is satisfied and that both the conditions 
(5.24) and (5.25) hold. Suppose there exists a feedback (5.45) which solves the 
state feedback :Jfoo control problem for the system b, with constant y and a 
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differentiable storage function V(x) > 0 (x # 0). Additionally assume that the 
equations 

Vx/x1, Xz, x3) = 0, 

have a differentiable solution 

( xz ) = ( F2(x1) ) = F(xi), 
x3 F3(xi) 

(5.50) 

F(O) = 0. 

Then the feedback ( 5.48) solves the state feedback ;1-foo control problem, with 
constant y, for the system :E1 with a differentiable storage function given by 

□ 

Proof The L2-gain result follows from Theorem 5.24. Because V(x) > 0 for 
x # 0 it follows that P(x1) > 0 for x1 # 0 which implies that the closed-loop 
system :E1, (5.48) is locally asymptotically stable. 111 

The saddle point solution of the pre-Hamiltonian Ky(x1, Pl, d, x3, u2) corre­
sponding to the L2-gain problem for the subsystem :E1 is x3 = x3 (x1, p), u2 = 
u2 (x1, p) and d* = d* (x1, p ). This solution satisfies the saddle point condition 

Ky(x1, p, d, x3, uz) ::: Ky(x1, p, d*, x3, uz) ::: Ky(x1, p, d*, X3, uz) 

for every (x1, p, d, x3, uz). For the specific case that pis equal to Px1 (x1) and 
x3 equal to F3 (x1) it follows from the right inequality of the saddle point con­
dition that also the feedback 

X3 X3(X1, P! (xi)) 

Uz - Uz (x1, P! (x1)) (5.51) 

solves the state feedback Lz-gain control problem, with constant y, for the sys­
tem :E1. Summarizing: 

Theorem 5.26 Assume all conditions of Theorem 5.24 are satisfied. Then the 
feedback (5.51) solves the state feedback L2-gain control problem, with con­
stant y, for the system :E1 with differentiable storage function 

□ 
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Proof The proof follows by using the saddle point condition as explained 
above, together with the inequality (5.49) derived from Theorem 5.24. ■ 

Until now little is known about the structure of the feedback solution (5.45) 
to the singular Lz-gain control problem. The following result gives, under the 
worst case disturbance, some idea of the structure of this feedback. 

Theorem 5.27 Assume all conditions of Theorem 5.24 are satisfied. Addition­
ally assume that: 

F3 (xi) = xj (xi, P! (xi)); 

l2(x1, F2(xi), F3(xi)) = uHx1, P!(xi)). 

Furthermore assume that ( 5.46) holds with equality along (xi , F2 (xi), F3 (x1 ) ) 
and that the Hessian of V with respect to x2 and x3 is non-singular. Then the 
feedback (5.45) satisfies thefollowing equality on (xi, F2(x1), F3(xi)) 

( F2xJ~) ) d 
F3x, (x) f1 (xi, X3, l2(x), max(xn 

= ( h(x1,x2,x3,l1(x),l2(x),dmax(X))) (S.SZ) 
h(x1, x2, X3, 11 (x), l2(x), dmax(x)) 

where dmax(x) is the worst case disturbance corresponding to the inequality 
(5.46), given by 

dmax(x) =argmaxd {~hT(x1,X3,l2(x))h(x1,x3,l2(x)) 

+ Vx1(x)f1(x1,x3,l2(x),d) 

+ Vx/x)h(x1, x2, x3, 11 (x), l2(x), d) 

1 2 T } + Vx3(x)/3(x1, x2, x3, 11 (x), l2(x), d) - 2y d d . 

□ 

Proof (5.46) can be written as 

VxJt (x1, X3, 12, dmax) + VxJ2(x1, X2, X3, 11, 12, dmax) 

+ Vx3 /3 (x1, X2, X3, 11, 12, dmax) + (5.53) 

1 T 1 2 T 
2h (x1, X3, l2)h(x1, X3, 12) - 2y dmaxdmax < 0 
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with equality along (x1, F2 (x1), F3 (xi)). Differentiation with respect to x2 of 
the left side of this inequality leads to 

The same holds for differentiation with respect to x3 along (x1, F2 (x1 ), F3(x1) ), 
where we use apart from the maximizing respectively minimizing properties of 
dmax and u2 also the minimizing property of F3 ( = xj). 
Therefore along (x1, F2(xi), F3(xi)) also 

Furthermore the equalities 

Vx2(x1, F2(xi), F3(xi)) - 0, 

Vx/x1, F2(x1), F3(xi)) - 0 

hold and differentiation of these equalities along (x1, F2 (x1), F3 (xi)) with re­
spect to x1 leads to 

Vx1x2 + Vxzxz F2x1 + Vx3xz F3x1 - 0, 

Vx1x3 + Vxzx3 F2x1 + Vx3x3 F3x1 0. 



120 Chapter 5 The singular 1-foo problem: a geometric approach 

It follows from the non-singularity of the Hessian of V with respect to x2 and 
x3 that along (x1, F2 (xi), F3 (xi)) 

( F2x1 (x) ) f ( l ( ) d ) _ ( h(x1, X2, X3, l1 (x), l2(x), dmax) ) 
F ( ) I XI, X3, 2 X , max - f ( l ( ) l ( ) d ) , 3x1 X 3 XI , X2, X3, l X , 2 X , max 

Remark 5.28 Condition (5.52) is equivalent to the submanifold 

being invariant under the dynamics 

XI - f1 (x1, X3, l2, dmax), 
X2 h(x1, X2, X3, l1, l2, dmax), 
X3 - !J(x1,X2,X3,l1,l2,dmax), 

5.2.6 The J-foo almost disturbance decoupling problem 

■ 

D 

In this subsection we will restrict ourself to systems of a special form. One 
of the important restrictions is the triangular structure of the state dependency 
of the disturbance vector fields. These restrictions are imposed in order to be 
able to apply the sufficiency results for the solvability of the almost disturbance 
decoupling problem derived in Chapter 4. 

For linear systems necessary and sufficient conditions have been derived 
for the solvability of the almost disturbance decoupling problem (see [Tr 86], 
[Wi 81], [Wi 82]). Until now geometric necessary and sufficient conditions for 
the solvability of the almost disturbance decoupling problem for nonlinear sys­
tems have not been derived, and in fact it seems unlikely that this is possible. 
As a consequence it is not possible to derive necessary and sufficient conditions 
for the solvability of the singular 1-foo problem for general nonlinear systems 
similar to the linear case. 

In this subsection we consider systems of the following form 

T -
~11 = ~12 + WI (~1, ~r, Ur )d, 
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~lp1 
T ~ ~ 

- u1 + W1p1 (~1, • • •, ~p1 , ~r, Ur )d, 

~21 
T ~ 

~22 + W21 (~1, ~r, Ur)d, 

~2pz 
T - -- u2 + W2p2 (~1, ... , ~P2, ~r, Ur )d, 

(5.54) 

tkl 
T -- ~k2 + Wkl (~1, ~r, Ur)d, 

tkPk 
T - -= Uk+ wkPk (~1, ... , ~Pk, ~r, Ur )d, 

tr 
- -= f (~1, ~r, Ur) + e(~1, ~r, Ur )d, 

z - h(~1, ~r, Ur) 

where p = L~=l Pi and ~j indicates the j-th state components of every block 

~j = {~lj, for all l = 1, ... ; k for which j ::S pi}. 

So ~1 = (~11, ~21, ... , ~k1) etc .. 
The state of the system (5.54) is given by (~1, ... , ~k, ~r) and the inputs are 

(u1, ... , uk,_, Ur). Furthermore the function his assumed to be an injective map­
ping from (~1, Ur) to z. For the extended version of the system (5.54) the mini­
mal conditioned invariant distribution containing the input vector fields can be 
calculated. It is left to the reader to prove that indeed the distributions are pro­
jectable and that the projected distributions X{, xf and XJ' are given by: 

xt = span { a:r}; 
X[ span { ~, ... , _ a ] ; 

0~2 O~maxt.1 Pk 

X{' = span { 0; 1}. 

Thus the system (5.54) can be seen as an interconnection of two systems. The 
first subsystem :E1 has states ~r, inputs (~1, Ur, d) and outputs z. This subsys­
tem is connected with a second subsystem, denoted by :E2, which has states 
(~1, ... Jk), inputs (u1, ... , uk, Ur, d) and outputs ~ (see Figure 5.6). 
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Ur z . 
:E1 

d 
't\.-- ~r ~1 

.~ 

Ul, ... , Uk :E2 
·~ 

Figure 5.6: system (5.54) 

For the system (5.54) we can prove the following Li-gain result (see also 
Theorem 5.21). 

Theorem 5.29 Let y > 0. Assume there exists a smooth feedback 

~1 = a(~r) 

Ur /J(~r) 

that solves the state feedback L2-gain control problem, with constant less than 
y, for the subsystem :E1 Additionally assume that the vector field given by the 
vector 

is complete. Then the state feedback L2-gain control problem for the system 
(5.54) is solvable, i.e., there exists a feedback such that the closed loop system 
consisting of the system (5.54) together with the feedback has L2-gain less than 
y. 

Conversely, suppose that the feedback 

solves the state feedback Li-gain control problem, with constant less than y, 
for the system ( 5.54) with a differentiable storage function V :=: 0. Additionally 
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assume that the equations 

l=l, ... ,k, j=l, ... ,pf 

have a differentiable solution 

~11 

F(O) = 0. 

~kl 

Then the state feedback L2-gain control problem, with constant less than y,for 
the subsystem :E1 is solvable with a differentiable storage function. □ 

Proof Choose the inputs Ur equal to the solution of the state feedback problem 
of the regular subsystem :E1 

Ur= /J(~r), 

and define the new output equation 

The system consisting of the dynamics described in (5.54) together with this 
new output equation and the inputs Ur chosen as before satisfies the conditions 
of Theorem 4.9. Therefore the L2-gain almost disturbance decoupling problem 
is solvable for this system. Finally it follows from Theorem 5.21 that the sin­
gular Li-gain problem for the system (5.54) is solvable. 
The second part of the theorem follows from Theorem 5.24. 11 

Thus for systems of the form (5.54) the solvability of the singular Li-gain 
problem is characterized by the solvability of the regular :lfoo problem for the 
subsystem :E1. 

For stability results extra assumptions should be imposed; similar to the 
ones used for Theorem 5.22, Theorem 4.10 and Theorem 5.25. This is left to 
the reader. 



124 Chapter 5 The singular :Jfoo problem: a geometric approach 

5.2. 7 Factorization approach 

As described in Subsection 5.1.5 there exists a second way to derive conditions 
for the solvability of the singular :Jfoo problem. Also for nonlinear systems this 
seems to be an elegant way to derive at least sufficient conditions for the solv­
ability of the singular :Jfoo problem. 

To be able to extend the linear ideas to nonlinear systems we restrict the 
class of systems to nonlinear systems that are affine in the disturbances 

L { i = f(x, u) + e(x, u)d 
z = h(x, u) 

The pre-Hamiltonian corresponding to the :Jfoo problem, with L2-gain less than 
or equal to y, for the system L is given by 

1 1 
Ky(x, p, u, d) = pT (f(x, u) + e(x, u)d) + 2hT (x, u)h(x, u) - 2y2dT d. 

The maximizing disturbance with respect to this pre-Hamiltonian is 

1 T 
dmax(x, p, u) = argmax Ky(X, p, u, d) = 2 e (x, u)p. 

d y 

As an extension of the quadratic matrix inequality used in the linear theory we 
introduce the nonlinear dissipation inequality defined as 

Fy(x, V(x), u) - Ky(x, v[ (x), drnax(X, v[ (x), u), u) 

1 1 T T 
- Vx(x)f(x, u) + 2 y2 Vx(x)e(x, u)e (x, u) Vx (x) 

1 +2hT (x, u)h(x, u) ::: 0. (5.55) 

Remark 5.30 The relation of the nonlinear dissipation inequality with the qua­
dratic matrix inequality can be clarified by considering the nonlinear dissipation 
inequality for nonlinear systems which are not only affine in the disturbances 
but also in the inputs 

i = f(x) + g(x)u + e(x)d 
z = h(x) + k(x)u 

Then the inequality (5.55) amounts to 

(5.56) 

1 1 
Fy(x, V(x), u) = Vx(x) (f(x) + g(x)u) + 2 y2 Vx(x)e(x)eT (x) V[ (x) 

1 +2 (h(x) + k(x)u)7 (h(x) + k(x)u) > O 
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which can equivalently be described as the positive semi-definiteness of the ma­
trix 

( 
2 Vx(x) f (x) + :h Vx(x)e(x)eT (x) V[ (x) + hr (x)h(x) Vx(x)g(x) + hr (x)k(x) ) 

/(x)V[(x) +k7(x)h(x) kT(x)k(x) 

This is clearly equivalent to the quadratic matrix inequality condition consid­
ered for linear systems in Subsection 5.1.3. □ 

As in Subsection 5.1.5 we define an auxiliary system based on a solution 
V =:: 0, V (0) = 0, to the nonlinear dissipation inequality as 

:Ep { .x = (t(x, u) + -!ie(x, u)eT (x, u) VJ (x)) + e(x, u)dp 

Zp = hp(x, u) 

where the new output equation is defined by 

(5.57) 

and dp := d -1reT (x, u) v.[ (x). Of course we want the new output equation 
to be sufficientfy smooth. A sufficient condition for the local existence of a 
smooth h P is provided by a generalized version of Morse's Lemma (see for 
Morse's Lemma for instance [JJT 86]). 

Lemma 5.31 Let f be a smoothfunctionfrom !Rn to Ill with f(0) = 0, ¥x(O) = 
0, rank (~~2 = k ::S n around the origin and all eigenvalues are nonnegative. 
Then there exists local coordinates q1, ... , qn such that in the new coordinates 
f can be written as 

f(q) =<Ii+ ... +t/4. 
□ 

Proof First we take the Taylor expansion of f around the origin 

1 a2J 1 a3J 
f(x1, ... , Xn) = - LXiXj--a-(0) + -6 LXiXjX[ a (0) + .... 

2 . . dX; Xj . ' [ dX;dXj X[ 
I,) I,), 
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Since rank ~:{ (0) = k we can find, by a linear coordinate transform, new co­
ordinates v1, ... , Vn such that 

where <p consists of third order terms and higher of v1, ... , Vn, that is <p(0) = 0, 

~~ (0) = 0, ~J (0) = 0. Hence 

<PJ(v) = 2( h O) 'd2cp 
av2 0 0 + avz (v) 

around O and hence, since rank~(x) = k around the origin 

az<p 
--(v)=0, 
dVjdV j 

around the origin. 
Then 

i=k+l, ... ,n, j=l, ... ,n 

i=k+l, ... ,n 

and thus cp does not depend on vk+I, ... , Vn around 0. 
Hence 

f(v1, ... , Vn) =Vi+···+ vi+ cp(v1, ... , vk) 

and f only depends on v1, ... , vk. 
Now we can apply Morse's Lemma (see e.g. [JJT 86]) to the function f (seen 
as a function on !Rk, with rank of its Hessian equal to k), and we can find coor­
dinates q1, ... , qk, and qk+I = vk+I, ... , qn = Vn such that 

k 

J(q1, ... , qn) = I:l-
i=I 

II 

From Lemma 5.31 it follows that a sufficient condition for the local exis­
tence of a smooth output function hp(x, u) is that the Hessian of the nonlinear 
dissipation inequality Fy(x, V(x), u) with respect to x and u has constant rank 
around (x, u) = (0, 0). Indeed in that case the dimension of hp(x, u) can be 



5.2 Singular :Hoo problem for general nonlinear systems 127 

chosen equal to the rank of the Hessian of the nonlinear dissipation inequal­
ity Fy(x, Vx(x), u) where the components of hp are chosen equal to the (x, u) 
coordinate representation of the corresponding q components. 

The auxiliary system :E p will appear to be helpful for solving the :Hoo prob­
lem for the system :E. Similar to the linear case we obtain the following theorem 
relating the Li-gains of :E and :Ep. 

Theorem 5.32 Suppose there exists a solution V :::: 0 to the nonlinear matrix 
inequality Fy(x, V(x), u). Then for all d 

~ fo' (llzp(r)li2-r2lldp(r)ll2)dr (5.58) 

I fo' = - (llz(r)ll2 -y2lld(r)u2)dr+ V(x(t)) - V(x(O)). 
2 0 

Proof This follows easily by writing out Zp and dp in 

2 2 2 T I T T llzpll - y lldpll . = hp(x, u)hp(x, u) - 2 Vx(x)e(x, u)e (x, u) Vx (x) 
y 

-2Vx(x)e(x, u)d - y2dT d 

= 2Vx(x)(f(x, u) + e(x, u)d) 

+hT (x, u)h(x, u) - y2 lldll2 

= 2 :t V(x) + llzll 2 -y2lldll 2 . 

Taking the integral from O to t leads to the desired result 

fo' (llzp(r)ll2 -y2lldp(r)ll2) dr 

= 2 (V(x(t)) - V(x(O))) + fo' (llz(r)u2 - r2lld(r)ll 2) dr. 

D 

From Theorem 5.32 we can derive the following partial generalization of 
Theorem 5.8. 



128 Chapter 5 The singular :,foo problem: a geometric approach 

Corollary 5.33 Suppose there exists a solution V::: 0, V(0) = 0, to the non­
linear matrix inequality Fy(x, V(x), u) ::: 0 and there exists a feedback which 
solves the state feedback :,foo control problem, with constant y, for the system 
I: p with storage function K (x ). Then we have the following inequality for the 
system I: 

fo 00 llz(r)ll2dr ::s y2 fo 00 
lld(r)lldr + V(x(0)) + K(x(0)) 

for all d e L(0, oo ). □ 

Proof The :,foo problem for the system I: p is solvable. So there exists a feed­
back such that for the closed loop system the following inequality holds 

1 f' 1 f' 
2 Jo llzp(r)ll2dr ::s y22 Jo lldp(r)lldr+ K(x(0)). 

Using Theorem 5.32 this gives 

1t (llz(r)ll2 - Ylld(r)ll2) dr 

= 1t (llzp(r)ll2 ....:. y2 lldp(r)li2) dr +2V(x(0)) -2V(x(t)) 

::S 2V(x(0)) - 2V(x(t)) + 2K(x(0)). 

Because of the asymptotic stability of the closed loop system x(t) ➔ 0 fort ➔ 
oo. Thus if we take the limit in (5.58) fort tending to infinity then V(x(t)) ➔ 0 
because V(0) = 0 and we obtain 

fo 00 llz(r)ll2dr ::s y2 fo 00 
lld(r)lldr + V(x(0)) + K(x(0)) 

for all de L(0, oo). ■ 

Let us define the pre-Hamiltonian for the system I: p 

K{ (x, p, dp, u) = pT (f(x, u) + : 2 e(x, u)eT (x, u) v; (x) + e(x, u)dp) 

1 T 1 2 T + 2hp(x, u)hp(x, u) - 2y dpdp, 

With respect to the pre-Hamiltonians of the systems I: and I: p a similar result 
as in Theorem 5.32 can be derived. 
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Theorem 5.34 Suppose there exists a solution V ::: 0 to the nonlinear matrix 
inequality Fy(x, V(x), u). Then 

Ky(x, p + V; (x), d, u) = K{ (x, p, dp, u), Vx, p, d, u. 

□ 

Proof Again the result follows by substitution of the definitions of the new 
output function hp and the new disturbance dp: 

Ky(x, p + V; (x), d, u) 

- pT (f(x, u) + e(x, u)d) + Vx(x) (f(x, u) + e(x, u)d) 
1 1 

+ 2hT (x, u)h(x, u) - 2y2dT d 

1 
- pT (f(x, u) + e(x, u)d) + Vx(x)e(x, u)d + 2h~(x, u)hp(x, u) 

11 T T lzT - 2 yZ Vx(x)e(x, u)e (x, u) Vx (x) - 2y d d 

pT (f(x, u) + : 2 e(x, u)eT (x, u) V; (x) + e(x, u)dp) 

l T l 2 T 
+ 2hp(x, u)hp(x, u) - 2y dpdp 

- K{ (x, p, dp, u). 

11111 

From this theorem we can easily derive some interesting relations between the 
solvability of the Lz-gain control problems for the system :E and :E p. 

Theorem 5.35 Suppose there exists a solution V ::: 0 to the nonlinear dissi­
pation inequality Fy(x, V(x), u). Additionally assume there exists afeedback 
u = l(x) for the system :Ep such that the closed loop system has Lz-gain less 
than or equal to y in the sense that there exists a solution W ::: 0 to the dissi­
pation inequality 

K{(x, W; (x), dp, l(x)):::: 0 

for all d p· Then the same feedback applied to the system :E leads to a closed 
loop system which has Lz-gain less than or equal toy because W +Vis a so­
lution to 

Ky(x, (W + V)r (x), d, l(x)):::: 0 
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for all d. D 

Proof Use Theorem 5.34 with p = W[ (x) and u = l(x). ■ 

Also a converse result can be stated. 

Theorem 5.36 Assume there exists a solution V::: 0 to the Hamilton-Jacobi 
equality 

Ky(X, v; (x), dmax(X, v; (x), u*(x)), u*(x)) 

1 1 
- Vx(x)f(x, u*(x)) + 2 y2 Vx(x)e(x, u*(x))eT(x, u*(x))V[(x) 

1 +2hT(x, u*(x))h(x, u*(x)) = 0 

where u*(x) is defined by 

u*(x) = argmin Ky (x, v; (x), dmax(x, v; (x), u), u). (5.59) 
u 

Then the feedback u = u* (x) solves the state feedback L2-gain control prob­
lem, with constant y, for the system :E. Furthermore V ::: 0 is a solution to the 
nonlinear dissipation inequality and the zero function W = 0 is a solution to 

K{(x, w; (x), dp, u*(x)):::: O 

for all dp, with equality for dp = 0. D 

Proof Use Theorem 5.34 with p = WJ (x) = 0 and u = u*(x), where u*(x) is 
defined by (5.59). ■ 

Note that in Theorem 5.36 we do not assume that u* (x) is a saddle point solution 
of the pre-Hamiltonian corresponding to the £2-gain control problem for the 
system :E. 

Theorem 5.35 can be used to simplify the L2-gain problem for the system 
:E after application of the state and input transformation as described in Sub­
section 5.2.2 

:E { ;: = 
X3 -
z -

f1 (x1, x3, u2) + e1 (x1, X3, u2)d 
fi(x1, x2, X3, u1, u2) + e2(x1, X2, X3, u1, u2)d 
!3(x1, x2, x3, u1, u2) + e3(x1, x2, X3, u1, u2)d 
h(x1, x3, u2) 
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We look at a solution V (x1) ::: 0 to the Hamilton Jacobi equality for the regular 
:Hoo subproblem for the system :E1 with a constant y 

Vx1 (x1 )f1 (x1, X3, ui) + 1hT (x1, X3, u2)h(x1, X3, ui) (5.60) 

11 * * T * * T +2 y2 Yx1 (xi)e1 (x1, X3, u2)e1 (x1, x3, u2) Vx1 (xi) = 0 

where X3 = X3 (x1' vr (x1)) and ui = ui (x1' vr (x1) ). Because of the saddle 
point condition with respect to x3 and u2 this solution V, which only depends 
on the state x1 of the regular subsystem, is also a solution to the nonlinear dissi­
pation inequality for the system :E. This solution V to the nonlinear dissipation 
inequality will be used to define the new system :E p 

:Ep 

XI -

X2 -

x3 -

ft (XI, X3, U2) + :2 e1 (XJ, X3, U2)ej (XI, X3, U2) V£ (XJ) 

+e1 (x1, X3, u2)dp 
f2(x1,X2,X3,U1,u2) 
+ :2 e2(X1, X2, X3, Ut, U2)ej (XI, X3, U2) V£ (XI) 

+e2 (x1, x2, X3, u1, u2)dp 
f3(x1,X2,X3,U1,u2) 
+?e3(X1, X2, X3, Ut, U2)ej (XI, X3, U2) V£ (xi) 

+e3(x1, x2, x3, u1, u2)dp 
z = hp(x1,x3,u2) 

with d p = d - : 2 ef (x1, x3, u2) V£ (x1) and the new output function hp being a 
solution to of 

From Theorem 5.35 we know that a sufficient condition for the solvability of 
the L2-gain problem with constant y for :Eis the solvability of the same problem 
for :E p. Presumably this problem is easier to solve for :E p. The following result 
follows directly from Theorem 5.35. 

Corollary 5.37 Assume there exists a solution V(x1)::: 0 to (5.60). Consider 
the systems :E and :Ep. The following statements are equivalent: 
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(i) the state feedback Li-gain control problem with gain y is solvable for :E 
with a differentiable storage function W + V where W ::::: 0; 

(ii) the state feedback Li-gain control problem with gain y is solvable for 
:E p with a differentiable storage function W ::::: 0. 

□ 

Remark 5.38 In special cases such as described in the paper [DaMa 96] it is 
not necessary to consider the Hamilton-Jacobi equality (5.60), but also solu­
tions to the Hamilton-Jacobi inequality yield similar results. D 

In the linear case the conditions (ii) from Theorem 5.6 imply that the almost 
disturbance decoupling problem for :E p is solvable. 

The output equation h P is related to the tracking error between the solution 
of the regular :,foe problem for the subsystem :E1 as defined in Subsection 5.2.2 
and the actual x3• l,From the uniqueness of the saddle point solutions it follows 
that locally around x1 = 0 we have that 

hp(X1, X3, ui(x1, vJi (xi))= 0 {=} X3 = xHx1, vJi (xi)). 

So this factorization idea is closely related to the approach described in Sub­
section 5.2.4. 
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Examples 

In this chapter the two different methods for solving the singular 9-foo control 
problem which are discussed in this monograph are applied to two examples. 

The first example is concerned with a tracking problem for a rigid body 
spinning around its center of mass. The rigid body model that is used includes 
three control torques and three torque disturbances. The model is rewritten us­
ing Euler-parameters (see [WeDe 91]). This example is mainly meant to clarify 
and illustrate the theory. Therefore no comparison is made between the perfor­
mances of the two different controllers resulting from the cheap control and 
from the geometric approach. We remark that in [MD 95] the geometric ap­
proach to the singular 9-foo problem has been extended to the more general case 
in which also the movement of the center of mass is taken into account. 

As a second example the inverted pendulum on a cart is considered. 

6.1 Tracking of the orientation of a rigid body 

The orientation of the rigid body with respect to the inertial frame (I-frame) 
is represented by R E S0(3). The frame fixed to the rigid body is called the 
B-frame. So R denote the orthonormal rotation matrix from the I-frame to the 
B-frame. S0(3) is the Special Orthonormal Group of order 3 which is repre­
sented by the set of all 3 x 3 orthogonal rotation matrices. We will study the 
orientation of a rigid body with kinematic differential equations given by 

R = RS(w) (6.1) 
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where w is the angular velocity, in B-frame coordinates. The skew symmetric 
matrix S(w) is given by 

for w7 = (w1 w2 w3) 7 • The equations of motion of the rigid body are then 
given in the B-frame as 

Mw= -S(w)Mw+u+d (6.2) 

where M = M 7 > 0 is the 3 x 3 inertia matrix of the rigid body in B-frame 
coordinates, u = ( u1 u2 u3 )7 are the control inputs and the torque distur­
bances are given by d = ( d1 d2 d3 )7 . 

The reference orientation in S0(3) is given by the desired frame, the D­
frame, represented by Rd. Rd e S0(3) is the orthogonal rotation matrix from 
the I-frame to the D-frame. The desired angular velocity, Dwd, in D-frame co­
ordinates is given by 

or equivalently 
(6.3) 

We define 
(6.4) 

R is the rotation matrix from the D-frame to the B-frame. The desired angular 
velocities in B-frame coordinates are then given by 

We define ii> 

Differentiation of equation (6.4) gives 

R - R}R+ RJR 
- -S( Dwd)R + RS(w) 

- -RR7 S(Dwd)R+ RS(w) 

- -RS(wd) + RS(w) 

- RS(ii>) 
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since RT S( Dwd)R = S(wd). The error kinematics are therefore given by 

R = RS(w). 
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(6.5) 

Our main goal is to keep (R, w) = (/, 0) in the presence of the torque distur­
bances d. To this end we define the penalty variable 

( ~ T )T dso(3)(R, I) w (6.6) 

where dsa(3)(R, /) (see [SBE 91]) is the geodesic metric on S0(3) which is 
given by: 

dso(3)(R, I)= ~arccos (~J1 +Tr(R)) E [O, 1] 
for RE S0(3). 

In the control law to be found it is desirable to have an attitude deviation 
vector of dimension three. To this end we use Euler parameters which are also 
known as unit quaternions. The rotation matrix R E S0(3) is parameterized 
by a rotation ¢ around the unit vector k so that 

R =I+ sin(¢)S(k) + (1 - cos(¢))s2(k). 

It is seen that (¢, k) and (-¢, -k) correspond to the same rotation matrix R. 
The Euler parameters corresponding to R are given by [Hug 86] 

- -
- . ( </J )k- - ( </J) E = sm 2 , 'f/ = cos 2 . 

The Euler parameters satisfy the normalization equation 

ETE + ij2 = 1 

which means that (E, ij) E S3, where S3 is the unit sphere in ~4 . It follows that 

R = (ij2 - ETE)/ + EET + 2ijS(E) 

and it is seen that (E, ij) and (-E, -ij) correspond to the same rotation matrix 
R. Note that E = 0 {:} R = I. Also, E = 0 {:} ij ± 1 so that both E = 0, ij = 1 
and E = 0, ij = -1 correspond to R = /. 
The kinematical differential equations associated with 

R = RS(w) 
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are given by a vector field on S3 defined by 

Let the unit quaternions (E, ij) represent R. The error kinematics corre-
sponding to the equations (6.5) are then given by 

~ = ½(ij/ + S(E))w 
,:, 1 -T­
l') = - 2E W 

(6.7) 

The penalty variable defined in (6.6) can be written in Euler-parameters as 

( ¾arccoslijl wT ) T 

:Sut we want this penalty variable to be a smooth, at least continuously differ­
entiable, function. Therefore we use the fact that 

~ IIEII ~ dso<3)(R, I) ~ IIEII 
Jf 

to define as new penalty variable 

z=(Er wr)r. (6.8) 

6.1.1 Cheap control approach 

In the previous section we have constructed the following model for the rigid 
body in Euler coordinates 

E - 1<ijI+S(E))w 

1-r- 6 1') --E W ( .9) 
2 

w - -M-1S(w)M(w+wd) - M- 1S(wd)Mw+ M- 1v+ M- 1d 

z = ( ! ) 
where 

u = v + Mivd + S(wd)Mwd. (6.10) 

The model (6.9) will also be denoted by 

x f(x, wd) + gv + gd 

z = h(x) (6.11) 
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h(x) = ( ! ) · 
It should be noted that wd, the desired angular velocity, is time-varying. The 
direct feedthrough term from the inputs v E IR3 to the to-be-controlled outputs 
z E IR6 is zero. Therefore Assumption 2 in Section 3.2 is clearly satisfied and 
m1 = 0. The (3 x 3)-matrix /3z(x) can be chosen equal to the identity matrix 
h and the matrix /Ji (x) is void. This means that vis a singular input and the 
transformed system (3.8) is equal to the original system (6.9). 

Our first aim is to find for some y, c > 0 a solution V ::: 0 of the Hamilton­
Jacobi inequality (3.13) which for this system is given by 

Hy(x, V; (x)) (6.12) 

- Vx(x)f(x, wd) + ! (~ -!) Vx(x)ggTV; (x) + !hr (x)h(x) 
2 y c 2 

- L1V(x)+1(:2 -~)(LgV(x))2 +1hT(x)h(x) :S 0 

with as equilibrium condition V(0, 1, 0) = 0. 
Motivated by the results in ([DaEg 95]) we try the following storage func­

tion 
V(E, ry, w) = aT(w) + bG(E, w) + cP(ry) (6.13) 

where T(w) is the kinetic energy, G(E, w) is a cross term and P(ry) is a non­
negative function respectively given by: 

T(w) = 1 ~TM--w w 2 , 

G(E, w) - ;;yT ME, 

P(ry) - 2(1-ry). 

Since lrJI :s 1 by definition, P(ry)::: O and P(ry) = O iff lrJI = 1. So V(0, 1, 0) = 
0 and moreover since 

P(ry) = 2 (1 - ry) 

= (1 - ry)2 + ETE 

> ETE 
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we have that 

V(E, ri, w) 

where 

1awT Mw+ bwT ME+ 2c (1- ri) 

> 1awTMw+bwTME+cET€ 

- !yT Qy 
2 

Q = ( 2c/ bM) 
bM aM . 

Since the matrix Q is positive definite iff 

(6.14) 

these conditions (6.14) are sufficient for the function V to be non-negative. 
Straightforward calculations lead to 

L,t V(E, rJ, w) = -awT S(wd)Mw + 1bwT M (ryl + S(E)) w 

-bET S(w)M (w + wd) - bET S(wd)Mw + CETW 

Lg V(E, rJ, w) = awT + bE 

where we have used that w1S(wd) = 0. Inserting these inequalities in the Hamil­
tonian Hy(x, V;(x)) gives 

Hy(x, V; (x)) = -awT S(wd)Mw + 1bwT M (ryl + S(E)) w 

-bET S(w)M (w + wd) - bET S(wd)Mw + CET W 

+1a2 (:2 -} ) llwu2 + 1b2 (:2 -} ) IIEll 2 

+a - - - E W b ( 1 1 )-T-
y2 c 

+1 llwll + 1 IIEII - (6.15) 

By choosing 

c = ab (! - _!_) 
c y2 

(6.16) 
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the two terms in Hy which include the inner product ET ware eliminated. We as­
sume that the desired angular velocity is bounded, i.e., llwdll :::: Pd for a certain 
constant Pd· Then using Schwarz inequality, and the equalities 11S(w)II = llwll, 
IIEII :::: 1 and llr,I + S(E)II = 1 we see that: 

lwT S(wd)Mwl < IIMII llwdll llwu2 :'.::: IIMII Pd llwll2 ; 

lwTM(r,I+S(E))wl < 11Mllliwu2; 
IET S(w)M (w + wd)I < IIMll llwll llw + wdll :s IIMII llwll 2 + IIMII Pd llwll; 

IET S(wd)Mwl :s IIMII Pd llwll. 

Inserting these inequalities and the choice for the constant c into the Hamilto­
nian Hy one obtains 

Hy(X, v[ (x)) :'.::: a IIMII Pd llwn2 + ~b IIMII llwll 2 + 2b IIMII Pd llwll 

+!a2 (_!_ - !) llwu2 + !b2 (_!_ - !) IIEll 2 
2 y2 £ 2 y2 £ 

- (allMIIPd+ ~bllMII + la2 (:2 -}) + 1) llwu2 

+2b IIMII Pd llwll 

+ (!b2 (_!_ - !) + !) IIEll 2 . 
2 y2 £ 2 

The terms including y and £ are the only terms that can be made negative by 
choosing £ < y2. So following the lines of the regulation problem considered in 
the paper [DaEg 95] does not lead to global results for the considered tracking 
problem unless the desired angular velocity is equal to zero for all t (Pd = 0). 
However it is possible to derive a so called semi-global result since for every 
constant N > 0 

llwll 2 :'.::: N llwll (6.17) 

holds for all II w II :::: N. Using the inequality ( 6.17) the Hamiltonian Hy has the 
following upper bound on the neighborhood llwll :::: N 

Hy(x, V;(x)) :S (aNIIMIIPd+~bNIIMll+2h11Mllpd 

+la2 N ( : 2 - ~) + lN) llwll 

+ ( 1 h2 ( :2 - } ) + 1) II E II 2 

= Ow(a, b, N, y, c) llwll + oE(b, y, c) IIEll2. 
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We want to choose the constants s, a and bin such a way that this upper bound 
is less than or equal to zero, i.e., such that both the functions 8;;i(a, b, N, y, s) 

and 8'ii(b, N, y, s) are less than or equal to zero. The choice of a and b should 
at the same time satisfy condition (6.14), with c defined in (6.16). First of all 
we have to choose s < y2, otherwise we are not able to make 8'ii ~ 0. Then both 
the functions 8;;,(a, b, N, y, s) and 8'ii(b, N, y, s) can be made smaller or equal 
to zero. When we choose 

2 1 
b 2: -1--1 (6.18) 

e-yr 
it follows that lh(b, y, s) ~ 0. Furthermore the function 8;;,(a, b, N, y, s) can 
be rewritten as a second order function in a 

8;;,(a, b, N, y, s) = (~N (:2 - ~)) a2 + (IIMII PdN)a 

+(~bNIIMll+2bllMIIPd+~N). (6.19) 

This function is for s < y2 convex and has two zeros given by 

IIMII PdN ± IIMll2 p~N2 + 2N ( ¼ - ? ) GbN IIMII + 2b IIMII Pd+ ½N) 

N(¼-?) 
Only one of the two zeros is positive. Hence we choose the constant a greater 
or equal to 

IIMllpdN+ IIMll2 p~N2 +2N(¼- ?) GbNIIMII +2bllMIIPd+ ½N) 

N(¼-?) 
(6.20) 

Note that a satisfies 
2 3bllMII 

a 2: 1 1 . 
e - ? 

Together with c as in (6.16) that leads to 

ac = a2b (~- : 2 ) 2: 3b2 IIMII 

which implies the second condition from (6.14). Hence the constants a and c 
defined in (6.20) and (6.16) satisfy the conditions (6.14) and so the correspond­
ing V is non-negative. 
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Summarizing it follows that for every y, N > 0 and for every s < y2 we 
have constructed a local solution V 2:: 0 to the Hamilton-Jacobi inequality (6.15) 
defined on the neighborhood Ila.ill :S: N. This storage function is given by (6.13) 
where the constants a, band c should be chosen according to (6.20), (6.18) and 
(6.16). 

Now the following result can be derived from Corollary 3.13. 

Theorem 6.1 Let y, N > 0 and choose s, b and a such that: 

IIMII PdN + IIMll2 p~N2 +2N(¼- ~) GbNIIMII +2b IIMII Pd+ ½N) 
a 2:: 

N(¼-~) 
Then the error model ( 6.9) combined with the state feedback 

V = -µ (aw+ b'i) (6.21) 

withµ 2:: 218 leads to a closed loop system which has local L2-gain less than or 
equal toy on the neighborhood Ila.ill :S: N and which is locally asymptotically 
stable. □ 

Proof The local L2-gain result follows from Corollary 3.13 using the storage 
function constructed previously. Furthermore we see that z = 0 implies that 
(E, w) = (0, 0). From the normalization equation it follows that:;,± 1. If we 
define (E, w, ry) = (0, 1, 0) as our zero-state, the closed loop system 

( W
;) = ( ½ Ui~iE~~))w ) 

-M- 1 S(w)M (wwd)- M-ts(wd)Mw- µM- 1 (aw+ bE) 

is zero-state observable in a neighborhood of (E, :;,, w) = (0, 1, 0). Then local 
asymptotic stability follows from Theorem 2.7 or 3.21. 111111 

For our original system (6.7), (6.2) this result can be reformulated. 
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Corollary 6.2 Choose y, N, t:, a and bin the same way as in Theorem 6.1. 
Then the 1-foo problem with state feedback for the rigid spacecraft ( 6. 7), ( 6.2) 
with penalty variable ( 6. 8) is solved locally by the state feedback 

u = Mwd + S(wd)Mwd - µ,(aw+ bE) 

for everyµ, 2:: ie on the neighborhood llwll :5 N. 

(6.22) 

D 

The choice of y, t: and N clearly influences the lower bound for the con­
stants a and band therefore the gain of the feedback (6.21). When the neigh­
borhood llwll ::: N is increased such that the solution of the Jix; problem applies 
on a larger area around the zero-state this results in a higher lower bound for a 
as can be seen in (6.20). Also a choice of the parameter t: close to y2 or to zero 
will obviously lead to a higher choice for both a and b. Therefore the choice of 
the constants N, µ, and c depend on the specific model at hand and the desired 
performance. 

6.1.2 Geometric approach 

The model for the rigid spacecraft can also be rewritten in the following form, 
see (6.2) and (6.7) 

E = 1 (rjl + S(E))w 

rJ - -1ETW (6.23) 

w -M-I (S(w) + S(wd)) M (w + wd) + M- 1v + M- 1d 

z - ( ! ) 
where 

u=v+Mwd. (6.24) 

Again for the model (6.23) we will also use the shorthand notation 

i = f (x, wd) + gv + gd 

z = h(x) (6.25) 

where x = ( ET rjT wT ) T is the state and f, G and hare given by 
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h(x) = ( ! ) · 
Because the inputs v E !R3 do not directly influence the to-be-controlled outputs 
z Assumption 5 (Subsection 5.2.2) is clearly satisfied, with m1 equal to zero 
(see also Subsection 5.2.7). The system (6.23) or (6.25) will be referred to as 
h. Because m1 = 0 there is no need to transform the inputs. For applying the 
state transformation described in Chapter 5 we construct the extended system 
he 

he { Xe = fe(Xe, Wd) + geV + eed 
Z = he(Xe) 

where the 13 dimensional state vector Xe is equal to ( xT vT dT f and the 
functions fe(Xe), ge, ee and he(Xe) are given by 

For this system he we want to calculate the minimal conditioned invariant dis­
tribution containing the input vector fields using the S-algorithm. 

In the first step of this algorithm we obtain 

{ a a a } S1e = span -;--, -;--, -;-­
uv1 uV2 uV3 

whose involutive closure is equal to S1e itself and is contained inker dh. There­
fore we calculate in the second step Sze which is given by 

and which clearly satisfies 

Sze n ker dh = S1e-
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This means that the algorithm stops after two steps and that the minimal con­
ditioned invariant distribution containing the input vector fields for the system 
I;e is given by 

{ a a a a a a} 
S: = span ov1' 0V2' 0V3' ow1' ow2' 0W3 . 

This distribution also satisfies the projectability condition (5.24) 

i=l,2,3. 

The distributions Xie, X2e and X3e are then given by: 

Then the projections of Xie, X2e and X3e onto the state space of the original 
system are: 

span { a~ ' a~ ' a~ ' a0- } ; 
E1 Ez E3 ~ 

x[ = O; 

- span { a~ ' a~ ' a~ } · 
WI Wz W3 

The resulting regular subsystem I;1 is 

Notice that there are no disturbances entering this subsystem. Therefore the 
regular :Hoo problem for the system I; 1 reduces to an optimal control problem. 
The cost-criterium for this optimal control problem is 

l fr 
l }o llz(t)ll 2dt, 
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which we minimize by considering w as inputs to this subsystem. 
The pre-Hamiltonian of this problem is given by 

Hence the optimal (minimizing) control w* is given by 
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(6.26) 

Substituting this optimal control w* into the pre-Hamiltonian K('i, ij, P'i, Pij, w) 
we see that this optimal control problem can be solved by finding a non-negative 
solution V to the following Hamilton-Jacobi equality 

-1 VE(E, ij) (ij/ + S('i)) (ij/ - S('i)) v[ (€, ij) - t vJ(t ij)ETE 

+i vij (E' ij )ET (ij/ - S('i)) v[ (€, ij) + ~ETE 

Such a solution is quite easy to give as can be seen in the next lemma. 

Lemma 6.3 The function 

V('i, ij) = 2 (1- ij) 

(6.27) 

0. 

(6.28) 

is a non-negative solution to ( 6.27). The corresponding optimal control is given 
by w*('i, ij) = -'i. □ 

Proof By definition of the Euler parameters lijl ::: 1, and hence Vis non­
negative. Substitution of V into (6.27) leads to 

1 2-T- 1-T---(-2) E E+-E E=0. 
8 2 

The optimal control follows by substituting P'i = v[ ('i, ij) = 0, Pij = V[ ('i, ij) 
into (6.26) 

111111 
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Remark 6.4 The system :E1 is lossless ([Wi 72]). In general a system 

with x E M, u E !Rm and z E !RP is called lossless if there exists a non-negative 
function V : M ➔ IR such that: 

Vx(x)f(x) = O; 

Vx(x)g(x) = hT (x). 

For a lossless system it is well known ([TaAr 81], [vdS 93]) that a solution to 
the optimal control problem with cost criterium 

is given by 
u = -h(x). 

□ 

Now we want to look at the J-foo problem for the complete system (6.23). 
Because V is a solution to the Hamilton-Jacobi equality we can use the results 
from Subsection 5.2.7. Otherwise stated Vis a solution to the nonlinear matrix 
inequality which for the system (6.23) reads as 

This nonlinear dissipation inequality is used to define a new output function h P. 

First we note that Vx(x)g = 0. Then we consider the equation 

h~(x)hp(x) = 2Vx(x)f(x, wd) + hT (x)h(x) 

2ETW + ETE + WTW 

(w+El(w+E). 

A smooth solution hp(x) is given by 
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This new output function leads to a new system hp which in this case since the 
disturbances are absent, is equal to h except for the new output 

Zp = hp(x) = w + E. (6.29) 

Now the following result can be derived from Theorem 5.35. 

Corollary 6.5 Suppose the L2-gain problem for the system his solvable with 
Lz-gain less than or equal to y in the sense that there exists a non-negative 
solution W to the dissipation inequality 

1 1 
Wx(x) (f(x, wd) + gv + gd) + 2z~Zp - 2y2dT d :S 0. 

Then the L2-gain problem for the system hp is solvable with Lz-gain less than 
or equal to y. □ 

Finally it is sufficient to prove that the ~ problem for the system hp is 
solvable. For the system hp the ~ almost disturbance decoupling problem 
is solvable. This can be proved by verifying the conditions from Theorem 4. 7 
for the system 

hp { i -
Zp -

½ (~/ + S(E)) w 
l-T­-2E W 

-M-1 (S(w) + S(wd)) M (w + Wd) + M-1v + M-1d 
w+E 

We have that m = p = 3, the strong control characteristic indices P1, pz, p3 are 
all equal to 1 and the decoupling matrix A(x) is equal to the positive definite, 
symmetric matrix M-1. Furthermore the vector fields 

are complete and the set yo is equal to 

span { aa_ , aa_ , aa_ } 
WI W2 W3 

which is clearly involutive and of dimension 3. The last condition is void. So 
the Lz-gain almost disturbance decoupling problem for the system hp is solv­
able. An actual feedback can be constructed following the proof of Theorem 4.5 
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and the SISO results derived in [MRST 94] and [MT 95]. Indeed, because the 
decoupling matrix is non-singular we can input-output decouple the system (see 
[Is 89], [NvdS 90]) by the feedback 

( 
L1h1 (x) ) 

v = -M L1h2(x) + Mv 
L1h3(x) 

- -M(t+~)+Mv (6.30) 

- (S(w) + S(wd)) M (w + wd) - 1M (ij/ + S(E)) w + Mv. 

This feedback together with a transformation of the state components w into 

q=w+E 
leads to the system 

E - ½ (ijI + S(E))w 
YJ = -½ETw 
q - v+M-1d 

Zp q 

and we take 

Vj = -qi- lkqi ( (M;,;; 1) (Mi-,;; 1f) i=l, ... ,3 

where Mi-;1 indicates the i-th row of the matrix M-1• Now define 

1 T W(q) = 4q q. 

(6.31) 

(6.32) 

Then from the following completion of the squares argument (see [MT 95]) 

w = t (-il-1lkqt ((M;,;;I)(M;,;;I{) + 1qi (M;,;;I)d 

_!!dT d + !!dT d) 
2k 2k 

= ~ t (-qf-k ll½q; (M,; 1)
1 -HI'+ id'd) 

< t (-!qr+ !!dT d) 
i=l 2 2 k 

1 T 1 3 T -2,q q+ 2kd d 
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it follows that the feedback (6.32) applied to the system bp leads to a closed 

loop system which has L2-gain less than or equal to /f,. Since k can be chosen 

arbitrarily large the feedback 

u = Maid+ (S(w) + S(cvd)) M (w + lVd) - iM (ijl + S(E)) w 

1 
-Mq- 4kMqNM 

where 
NM= diag { {M1~.1} {M~1)T, ... , {M;1) {M;1)T} 

solves the 9foo almost disturbance decoupling problem for the system (6.23) 

with L2-gain /f,, where k can be chosen arbitrary large. Summarizing: 

Theorem 6.6 Let y be an arbitrary positive constant. Then the feedback 

u = Mwd+(S(w)+S(cvd))M(w+cvd)-iM(ijl+S(E))w 

3 1 
-Mq - 4- y2 MqNM (6.33) 

applied to the system (6.23) leads to a closed loop system which has L2-gain 
less than or equal to y and is locally asymptotically stable. □ 

Proof Take as a storage function 

V(x) + W(x) = 2 (1 - ij) + 1 (w + E/ (w + E) 

which is seen to be a non-negative solution to the Hamilton-Jacobi inequality 

1 1 1 
Px(x) (f(x, cvd) + gu) + 2 y2 Px(x)ggT Px(x) + 2zT z:::: 0. 

This storage function is even positive definite outside the origin because all sep­
arate terms are non-negative and when E = -wit follows that ij2 = 1 - wT w -=I= 

1 and hence the first term is positive. Therefore the closed loop system is lo­
cally asymptotically stable. 11111 

To solve the singular 9foo problem we have followed the factorization approach 
as described in Subsection 5.2.7. Similarly we could use the results from Sub­
section 5.2.4, Theorem 5.21. These results also apply when we have a solution 
to the Hamilton-Jacobi inequality corresponding to the regular 9foo problem for 
the subsystem bJ instead of a solution to the equality. 
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6.2 Inverted pendulum on a cart 

As a second example we shall consider the physical example of an inverted pen­
dulum on a cart (see also [St 92]). We assume that the mass m of the pendulum 
is concentrated in the top. l is the length of the pendulum and M the mass of 
the cart. To describe the position, q and <p express the distance of the cart from 
some reference point, respectively the angle of the pendulum with respect to 
the vertical axis. The only input is the horizontal force u applied to the cart. 
We assume that the system is stiff and that the friction between the cart and the 
ground is linear with friction coefficient F. Finally g denotes the accelaration 
of gravity. We derive the following nonlinear model for this system: 

(M + m) q + mlipcos<p- ml (ip)2 sin<p + Fq - u; (6.34) 

lip-gsin<p+qcos<p - 0. (6.35) 

m 

M 

q 

Figure 6.1: inverted pendulum on a cart 

Furthermore we assume that l # 0 and M # 0. Then the equations (6.34) 
and (6.35) can be rewritten to the following equations: 

mg sin <pcos <p ml(ip)2 sin <p Fq 
-----+-----------
M +msin2 <p M +msin2 <p M +msin2 <p 

q = 
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1 +-----u· 
M +msin2 <p ' 

g sin <p mg sin <p cos2 <p 
~ = --+-----

[ l(M +msin2 <p) 

m(cp)2 sin <peas <p 

M +msin2 <p 

+ Fqcos<p COS<p 

l(M + msin2 <p) l(M + m sin2 <p) u. 

We define the state x = ( q q <p cp )r. Then the system is given by 

x = f(x) + g(x)u 

where 

q 

f(x) -

mgsinrpcosrp + m1(~)2 sinrp _ Fq 
M+msin2 rp M+msin2 rp M+msin2 rp 

<p 
g sin rp + mg sin rpcos2 rp _ m(~)2 sin rpcos rp + Fqcos <p 

I l(M+msin2 rp) M+msin2 rp l(M+msin2 rp) 

g(x) - ( M+m~in2 rp ) 0 . 
COS<p 

l(M+msin2 rp) 
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(6.36) 

(6.37) 

(6.38) 

An important question is which kind of disturbances we would like to guard 
against. Different kinds of disturbances will lead to different uncertainty mod­
els. We decided to guard against all fluctuations in the two differential equa­
tions (6.36) and (6.37), because we want to consider parameter uncertainties in 
the parameters m, F and M. Of course, this is only one of the options. We pe­
nalize the state by choosing the to-be-controlled variable z equal to the state x. 
Hence the perturbed model we will consider is 

where the matrix e(x) is a constant matrix given by 
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and d = ( d 1 d2 )T represents the two disturbances acting on the two differ­
ential equations (6.36) and (6.37). 

We will take as nominal values for the mass of the pendulum m = 0.1 (kg), 
the mass of the cart M = l (kg), the length of the pendulum l = l ( m) and the 
friction coefficient F = 0. l (Ns/m). In the next subsection we will describe 
how the cheap control approach can be used to find a solution to this state feed­
back ~ problem. Especially the choice of the parameter s will be considered. 
In the second subsection we will show how the geometric approach can be ap­
plied to this problem. Finally in the Subsection 6.2.3 the feedbacks calculated 
using the two different approaches will be compared with respect to closed­
loop asymptotic stability and parameter robustness in the parameters m, F and 
M for two different values of the L2-gain y. This example is mainly meant to 
illustrate the methods and results from Chapter 3 and 5, and to show the issues 
to be considered. Therefore no a priori design goals have been formulated. 

6.2.1 Cheap control approach 

We apply the theory of Chapter 3 to the system :E. Solving the singular ~ 
comes down to finding a constant s > 0 for which there exists a solution V :::: 0 
to the parameterized Hamilton-Jacobi equality 

1 (1 1 ) 1 Vx(x)f(x) + 2 Vx(x) y2 e(x)eT (x) - ;;g(x)gT (x) V[ (x) + 2xT x = 0. 

(6.39) 
Based on an article of Lukes ([Lu 69]) an iterative procedure for calculation of 
higher order polynomial solutions to the Hamilton-Jacobi equality (6.39) can 
be derived (see [Vr 94], [Dow 93]). Computation of these solutions is done us­
ing the formula manipulation computer package Mathematica. We have chosen 
to calculate polynomial solutions V of (6.39) up to order 4. Correspondingly 
we will calculate a feedback for the system :E being an approximation of the 
feedback 

considered in Subsection 3.2.2. A crucial point is the selection of the constant 
s > 0 as will be explained in the next part of this subsection. 
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The selection of e 

In the Mathematica procedure we first calculate the optimal y* for the linearized 
system. The L2-bound y for the nonlinear system is then chosen as 

y= y* +fly 

where fly indicates the distance from the optimal value y*. 
In most cases there is a link between the selection of s and the value y* 

of the linearized system. Furthermore both s and fly will probably influence 
the stability properties of the closed-loop system obtained from applying the 
approximation of the feedback. To give an idea of the influences of s and fly 
on the closed-loop stability we have chosen three values of fly relative to y* 

and three values of s as follows 

fly1 =0.0ly*, 
SJ= 0.05, 

fl Y2 = 0.05y*, 
Sz = 0.4, 

fly3 = 0.2y*; 

83 = 1. 

For all 9 combinations of these parameters fly and s we have calculated the 
maximal values of q(0) and cp(0) still leading to an asymptotically stable closed­
loop behaviour. The results are shown in Table 6.1, 6.2 and 6.3. 

S I y* i Y i qmax(0) i <Pmax(0) I 
0.05 1.03 1.04 0.030 0.004 
0.4 1.65 1.67 0.076 0.007 
1 2.20 2.22 0.133 0.009 

Table 6.1: stability results for fly1 (= 0.0ly*) 

S I y* I Y I qmax(0) I <Pmax(0) I 
0.05 1.03 1.08 0.30 0.045 
0.4 1.65 1.73 0.80 0.075 
1 2.20 2.31 1.38 0.103 

Table 6.2: stability results for fly2 (= 0.05y*) 

From these results we see that the stability region increases when we choose 
the margin fly larger at the price of an higher L2-gain y for the closed-loop 
system. On the other hand for a specific choose of fly the L2-gain y can be 
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E: I y* Y I qmax (0) I <pmax (0) I 
0.05 1.03 1.24 2.1 0.32 
0.4 1.65 1.98 5.3 0.59 
1 2.20 2.64 8.9 0.90 

Table 6.3: stability results for .6. y3 ( = 0.2y*) 

01-+-~--:-~ ..::;;;.,;:..a..!!!""""====----------l 

I I 

I I 

-5._._'~'-~ ........... ~~-'--~-............ ~~ .............. ~~-.___._~~ ......... 
0 1 2 3 4 5 6 

Figure 6.2: inputs for E: = 0.05 (dashed) and E: = 0.4 (solid) (.6.y = 0.2y*) 

decreased by selecting E: smaller. The drawback of a smaller E: however is that 
this leads to an higher gain for the feedback as shown in Figure 6.2 where for 
.6.y = 0.2y* the inputs u are plotted for E: = 0.05 and 0.4 (x(0) = (100 0)). 

Hence from the experiments we have done so far it is clear that given an 
L2-gain y for the closed-loop system the selection of E:, and correspondingly 
.6. y, is a choice between two possible design objectives, namely the domain of 
attraction and the gain of the feedback. 

6.2.2 Geometric approach 

In this section we explain how the geometric approach can be applied to con­
struct a solution to the state feedback ~ problem. The approach followed in 
this subsection is based on Subsection 5.2.7. First we construct a state trans-
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formation as in Subsection 5.2.2. Therefore we consider the extended system 

f(x) + g(x)u + e(x)d 

or written in a compact form 

be { Xe = fe(Xe) + 8e(Xe)V + ee(Xe)W 
Z = he(Xe) 

where Xe= ( x u d )Tis the state and fe, 8e, ee and he are given by 

( 
f(x) + g(x)u + e(x)d ) 

fe(Xe) = 0 , 
0 

e,(x,) = U ) • h,(x,) = x. 

For this system be we calculate the minimal involutive conditioned invariant 
distribution containing the input vector field a°u, denoted by S:, by applying the 
S' algorithm (see Subsection 5.2.2). 

In the first step of the algorithm we obtain 

S1e = span { a: } = span 

0 
0 
0 
0 
1 
0 
0 

which is clearly contained in ker dx. Therefore we calculate in the second step 

Sze - S1e + [fe(Xe), S1e] 

- span { :u' g(x) :x} 

{ a 1 a cos <p a } 
= span au' M + m sin2 <p oq - l(M + m sin2 <p) oip 
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0 0 

0 
1 

M+msin2 rp 

0 0 

- span 0 COSf 

l(M+msin2 rp) 
1 0 
0 0 
0 0 

Because S2e = Sie and Sien ker dx = Ste we end up with S: = Sie- Clearly the 
distributions S: and S: n ker dx are constant dimensional and satisfy the pro­
jectability conditions (see Subsection 5.2.2). The projections of the distribu­
tions S: and S: n ker dx onto the state space of the original system l;, X2 EB X3 

and X2 respectivily, are given by: 

Accordingly we define new coordinates 

I 

~1 - ( 12 ) 2 (cos cp . + . ) 
12 + cos2 cp l q cp ' 

~2 = q, 

~3 - cp, 
I 

~4 
( z2 ) 2 ( • cos cp . ) - 12 + cos2 cp -q + -l-cp . 

This defines a globally defined state transformation~= S(x) since 

I 

( 12 )½ 0 ( 12 r~ * [2+cos2 rp I l2+cos2rp 

1::(x)I = 
1 0 0 0 

=-1 
0 0 1 0 

( [2 ) ½ 
I 

0 * 
( 12 )2 cosrp 

- /2+cos2 rp l2+cos2 rp -I-
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for all x. Then we can choose the distribution X1 such that: 

X1 = { a a a } 
span a~I' a~2, a~3 ; 

X2 = 0; 

X3 span { a!J · 
Now we calculate the expression for the system :E in this new coordinates. For 
simplicity we introduce the following notation 

I 

( 12 ) 2 
n(<p) := 12 + cos2 <p 

Then the system :Eis given by 

~I = n(~3 ) gsi~~3 + n3(~3) si~~3 ~1~4 + n\~3) sin~31~os~3 ~i 
COS~3 

+n(~3)-1-d1 + n(~3)d2, (6.40) 

~2 - ( COS~3 ) n(~3) - 1-~1 - ~4 , (6.41) 

~3 - ( COS~3 ) n(~3) ~I+ - 1-~4 , (6.42) 

~4 
-1 mgsin~3COS~3 m/sin~3 (~l + co~~3~4r 

n (~3) M . 2 ~ - n(~3) M . 2 ~ 
+msm 3 +msm 3 

F(co~~3~1 -~4) gsin~3cos~3 
+ M . 2~ +n(~3) 12 

+msm 3 

3(~ )sin~3 (~ COS~3~ )~ -n 3 -- 1+--4 I 
I I 

1 U COS~3 
(6.43) -n- (~3) . 2 - n(~3)d1 + n(~3)-1-d2, 

M +msm ~3 

~2 

z = 
n(~3) ( co~~3~J - ~4) 

(6.44) 
~3 

n(~3) (~1 + co~~3~4) 
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This system can be seen as an interconnection of two subsystems. The first sys­
tem :E1 has as state (~1, ~2, ~3), inputs (~4, d1, d2) and output z. The second 
system :E2 has state ~4, inputs (u, ~I, ~2, ~3, d1, d2) and output ~4- As described 
in Subsection 5.2.4 we start by solving the regular 9-foo problem for the subsys­
tem :E1. Note that the input ~4 does not appear linearly in the equations for :E1. 
For simplicity of calculations we linearize the ~1-dynamics with respect to the 
input ~4 around ~4 = 0. This comes down to neglecting the quadratic term in 
~4- The (linearized) equations for :E1, with the state (~1, ~2, ~3 ) denoted by 71, 
are then given by 

where 

/1 (71) + g1 (71)~4 + e1 (71)d 
h1 (71) + k1 (71)~4 

h1 (71) = ( n(~,)~~t ) , k1 (71) = ( -•!~,) ) . 
n(~3)~1 n(~3) co~~3 

The system :E1 satisfies the standard 9-foo assumptions, namely kf (71 )h1 (71) = 0 
and kf (71)k1 (71) = 1. Therefore solving the Li-gain problem with constant y 
for this system :E1 comes down to finding a solution V :::: 0 to the following 
Hamilton-Jacobi equality 

1 
V,, (71) /1 (71) + 2hf (71 )h1 (71) (6.45) 

+1V,,(71) (:2e1(71)ef (71)-g1(71)gf (71)) v[(71) = 0. 

Similar as in Subsection 6.2.1 an approximate 4th order polynomial solution V 
to this Hamilton-Jacobi equality (6.45) will be calculated. The corresponding 
approximate solution ~4(71) to the regular state feedback 9-foo problem for the 
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regular subsystem E 1 will be used to define an auxiliary system Ep as done in 
Subsection 5.2.7. It can be shown that 

Now we define the new variable 

(6.46) 

From Subsection 5.2.7 it follows that the state feedback :Hoo problem with gain 
y is solvable for E if the same problem is solvable for the auxiliary system 

{ 
7J = !1 (ri) + :2e1 (ri)ef (ri) V{(ri) + gI (ri) (q + ~J(ri)) + e1 (ri)dp 

Ep q = fq(ri, q) + gq(ri)u + eq(rJ)dp 

z = q 

where Jq, gq, eq follows from (6.43), (6.37) and E 1 when we choose 

l T T 
dp = d - 2 e1 (ri) V11 (ri). 

y 

This singular :Hoo control problem can be solved by using the feedback con­
struction derived in [MRST 94] and [MT 95] (see also Chapter 4). The applied 
feedback is given by 

which together with Ep and hence also together with E leads to a closed-loop 
system which has Li-gain less than or equal to y. In fact we had to make an 
extra 4th order approximation of the feedback which was applied to the original 
system to reduce the complexity of the final differential equation. Compared to 
the calculation of the feedback using the cheap control approach Mathematica 
used quite some time to calculate an approximate feedback using this geometric 
approach. 

6.2.3 Comparison of the two controllers 

We will compare the feedbacks constructed by the cheap control approach on 
the one hand and the geometric approach on the other hand for two different 
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values of y. First we consider y = 0.8 which is close to the optimal y* for 
the linearized system when we let s go to zero. Therefore we have to choose s 
small to be able to find an approximate solution to the Hamilton-Jacobi equality 
using the iterative method described in [Vr 94]. In Table 6.5 we see that the 
geometric approach yields a greater region of attraction. Probably this is due 
to the fact that in the cheap control approach we still penalize the inputs which 
avoids the gain of the feedback to become (too) high. The parameter robustness 
of the two methods is almost the same. In Table 6.4 we see that both the closed­
loop systems corresponding to the two different feedbacks are very robust with 
respect to uncertainties in the parameters m, F and M. Some simulation results 
comparing the two methods are shown in Figure 6.3 and 6.4. 

II mnom I mmax I Fnom I Fmax I Mnom I Mmax I 
Cheap control approach 0.1 340 0.1 910 1 38 
Geometric approach 0.1 260 0.1 920 1 100 

Table 6.4: robustness with respect to parameter uncertainties in m, F and M for 
y = 0.8 (s = 0.0001, x(0) = ( lo O O 0)) 

II qmax (0) I 'Pmax (0) I 
Cheap control approach 0.36 0.084 
Geometric approach 4.0 0.68 

Table 6.5: stability results for y = 0.8 (s = 0.0001) 

To evaluate these results for different values of the computed L2-gain we 
considered a second value of y being y = 1.5. As seen before this leads to an 
increase of the region of attraction (Table 6. 7). The response for non-zero ini­
tial condition (x(0) = (1 0 0 0)) are shown in Figure 6.5. It can be seen that 
the response corresponding to the feedback calculated using the geometric ap­
proach is slower and the corresponding input is a bit smoother. For the robust­
ness properties with respect to the parameters m, F and M some more realistic 
values are computed, as shown in Table 6.6. 

Remarkable are the extreme differences in robustness between the two val­
ues of y. These differences are not only due to the differences in the initial 
condition in the two experiments. For y = 1.5 the robustness properties are 
still very good. Variations up to 100 times the nominal values for the param-
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II mnom I mmax Fnom I Fmax I Mnom I Mmax I 
Cheap control approach 0.1 I 10 I 0.1 I 14 1 6.0 
Geometric approach 0.1 I 2.5 I 0.1 I 9.0 1 2.1 

Table 6.6: robustness with respect to parameter uncertainties in m, F and M for 
y = 1.5 (s = 0.2, x(O) = (1 0 0 0)) 

II qmax (0) I 'Pmax (0) I 
Cheap control approach 1.3 0.16 
Geometric approach 12 0.88 

Table 6.7: stability results for y = 1.5 (s = 0.2) 

eters still lead to a stable closed-loop behaviour. For y = 1.5 we also see in 
Table 6.6 that the feedback constructed using the cheap control approach leads 
to better robustness properties than the feedback constructed with the geomet­
ric approach. Again it should be noted that this example is mainly meant to 
illustrate the two methods and to make some comparing remarks about possi­
ble differences. We did not pretend to make a feedback design which satisfies 
certain design objectives. 
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Figure 6.3: input, position and angle corresponding to parameter robustness 
with respect to m for the closed-loop system together with the cheap control 
feedback (solid) and the geometric feedback (dashed) against time (horizontal 
axis) for y = 0.8 (m = 250 instead of the nominal value m = 0.l)(c = 0.0001, 
x(O) = ( /0 0 0 0)) 
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Figure 6.4: input, position and angle corresponding to parameter robustness 
with respect to M for the closed-loop system together with the cheap control 
feedback (solid) and the geometric feedback (dashed) against time (horizontal 
axis) for y = 0.8 (M = 35 instead of the nominal value M = l)(s = 0.0001, 
x(0) = (1~ 000)) 



164 

10 

8 

6 

4 

2 

0 

-2 

1 

0.8 

0.6 

0.4 

0.2 

0.02 

-0.02 

I V 
0 

0 

-0. 04 I 

-0.06 

-0.08 

0 

, ' 

Chapter 6 Examples 

input 

2 4 6 8 

position 

2 4 6 8 

angle 

2 4 6 8 
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(dashed) against time (horizontal axis) for y = 1.5 (s = 0.2, x(0) = (100 0)) 



Chapter 7 

Robust stabilization under 
gain-bounded uncertainties 

Several robustness problems can be described as a j--foo control problem. For in­
stance, robust stabilization under additive perturbations, parameter uncertain­
ties, or multiplicative perturbations, are all examples of robust control prob­
lems under gain-bounded uncertainties (nonlinear systems: [vdS 95], [ST 95], 
[IsTa 95]; linear systems: [XS 90], [XS 92]), which can be described as j--foo 
control problems. Also other types of uncertainty can be captured into the :1-foo 
framework such as gain-bounded and Lipschitz bounded uncertainties as in the 
paper [Ng 96a], or uncertainties which satisfy a certain integral functional con­
sttaint ([Ng 96b]), and robust stability and robust performance problems (see 
[AsGu 93]). Most of these problems, however, give rise to regular j--foo control 
problems, for which we do not need the theory developed in this book. 

In this chapter we apply the results derived in this book to two problems 
concerned with the stabilization of an uncertain system which do lead to singu­
lar j--foo problems. The results from the Chapters 3 and 5 are applied to systems 
with two different types of gain-bounded uncertainty: 

• Parameter uncertainties; 

• Multiplicative uncertainties. 

7 .1 Parameter uncertainty 

Consider the system 
x = f(x, 0) + g(x)u (7.1) 
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where x is the n-dimensional state vector in local coordinates and u E !Rm. The 
matrix 0 E cqxp contains the uncertain parameters. So 0 is unknown and con­
stant. 

First we assume that we are able to measure the state completely. We as­
sume the following linear dependency of f on the uncertain parameters 0 

f(x, 0) = f (x, 0nom) + e(x) (0 - 0nom) h(x) (7.2) 

for some known p-dimensional vector h(x) and n x q-matrix e(x) where 0nom 
denotes the nominal value of 0. We will denote f(x) = f (x, 0nom). These kind 
of uncertainties are considered in [HiPr 86] for linear systems and are referred 
to as structured perturbations. 

!10 

d z 

:Epert 

u X 

F 

Figure 7 .1: parameter perturbed system with feedback 

Under assumption (7.2) the perturbed system (7.1) can be rewritten as 

{ 
i = f (x) + g(x)u + e(x)d 

:Epert z = h(x) 

y = X 

(7.3) 

where dis given by d = !10z with !10 = 0 - 0nom the constant matrix specifying 
the parameter uncertainties. 

Then the robust stabilization problem is to find a feedback such that the 
closed loop system is L2-stable for the largest possible class of perturbations 
!10, where "largest" refers to the Li-norm of !10, which, since !10 is constant, 
is the maximal singular value of !10. This robust stabilization problem comes 
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down to finding a feedback ( F) 

u = cr(x) (7.4) 

such that the L2-gain of the closed loop system (7.3) and (7.4) from d to z is 
minimized toy*. Using the small-gain theorem (see e.g. [De Vi 75]) this means 
that the closed-loop system is L2-stable for all perturbations A0 with maximal 
singular value of A0 strictly less than ; •. 

Note that A0 is a real matrix, while the small-gain theorem allows for time­
varying A0 or complex A0. Hence we actually obtain conservative bounds on 
the real perturbations A0 (see [HiPr 88], [HiPr 90], [ToRy 91]). 

The problem of minimizing the L2-gain from d to z = h(x) is a singular 
state feedback :.Hoo optimal nonlinear optimal control problem as studied in this 
monograph. For the solution to the suboptimal problem using a cheap control 
approach we can formulate the following result. 

Theorem 7.1 Suppose there exist a constant c > 0 and a solution V:::: 0 to 

1 
Vx(x) f(x) + +2hT (x)h(x) (7.5) 

lvx(x) [:2 e(x)eT(x)-}g(x)gT(x)] V;(x) < O 

V(O) 0 

and the closed loop system with the feedback 

(7.6) 

is zero-state observable. Then the feedback (7.6) locally asymptotically stabi­
lizes the origin of the closed-loop system (7.3 ), (7.6) for every perturbation A0 
with maximal singular value less than f □ 

Remark 7.2 If the solution V :::: 0 of (7 .5) is also proper then the feedback (7 .6) 
globally asymptotically stabilizes the closed loop system. D 

Under Assumption 3 (in Subsection 3.2.1) we can also formulate a converse 
result: 
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Theorem 7.3 Suppose there exists a feedback (7.4) which locally stabilizes the 
closed loop system (7.3 ), (7.4 ). Assume that Assumption 3 ( see Subsection 3.2.1) 
is satisfied. Then there exist a constant E > 0 and a solution V ::::: 0 to the 
Hamilton-Jacobi inequality (7.5). □ 

The geometric approach to this singular state feedback 9-foo control problem 
is described in Chapter 5. As in Subsection 5.2.2 we consider the following 
extended version of the system :Epert 

X - f(x) + g(x)u + e(x)d 
u - V 

:Epert 
e d - w 

z - h(x) 
y - X 

For this extended system :Efrt we construct the minimal involutive conditioned 
invariant distribution containing the input vector fields, denoted as S:, as de­
scribed in Subsection 5.2.2. We assume that the distributions S: and S: n kerdh 
are constant dimensional and that 

j= 1, ... ,q. (7.7) 

Then as we have seen Section 5.2 there exist local coordinates such that the 
system :Epert is of the form 

:Epert i2 = h(x1, x2, x3) + 82(x1, x2, x3)u + e2(x1, x2, x3)d { 

i1 = /1(x1,x3)+e1(x1,x3)d 

.X3 = /3(x1, X2, X3) + g3(X1, X2, X3)u + e3(x1, X2, X3)d 
z = h(x1, x3) 

(7.8) 

In these new coordinates the perturbed system with the to be constructed 
feedback has the form shown in Figure 7.2, where the subsystem :Efert is given 
by 

:Epert { i1 = /1 (x1, X3) + e1 (x1, X3)d 
1 z = h(x1, x3) 

and the subsystem :E~ert by the x2 and x3 dynamics of (7 .8). Then as in Chapter 
5 the singular 9-foo control problem can be split in two steps. First we consider 
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!).0 

d z 
,. - - - - - - ------ ,-. - , 

bpert 
I 

i i XJ 

bpert 
2 

L - - - - - - - - - - - - - J 

u X2,X3 

F 

Figure 7.2: parameter perturbed system with feedback after transformation of 
the state 

a regular Li-gain control problem for the system brrt. The pre-Hamiltonian 
corresponding to this problem for L2-gain less than or equal toy is given by 

Kv(xI, PI, d, x3) = Pi UI (xI, x3, 0) + eI (xI, x3)d) 

+!hr(XI, x3)h(xI, x3) - ! _!_2 dT d. 
2 2y 

The saddle point solution of this pre-Hamiltonian, given by x3 = xj (x1, pi), 
d* = !2 eI (XI, xj (XI, Pl) )ei (xI, xj (xI, PI)) PI, can be found by solving 

y 

aK- aK-aJ = o, ax: = 0· 

Substitution of this saddle point solution into the pre-Hamiltonian results in the 
Hamiltonian 

Hy(XI, Pl) = Pi !1 (x1, xj (XI, pi)) 

1 1 T * T * +2 y2 PI e1 (xI, X3 (xI, pi) )eI (xI, x3 (XI, pi)) PI 

l T * * + 2h (xI, x3 (xI, PI) )h(xI, x3 (xI, PI)). 

Then the following results can be stated (see Theorem 5.22). 
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Theorem 7.4 Consider the system }:;Pert_ Suppose that the distributions S: and 

S: n kerdh for the system :E~ert are constant dimensional, and that condition 
(7. 7) holds. Furthermore assume there exists a solution V :::: 0 to the Hamilton­
Jacobi inequality 

H-=;,(x1, Vfi(xi)) ~ 0 

for some constant y < y. Then there exists a constant k* such that the robust 
stabilization problem is solvable for all disturbances !),_0 with maximal singular 
value less than or equal to i by the feedback 

u=fi(x1,x2,x3,k) 

fork> k*, if the parameterized feedback 

u = fi(x1, x2, x3, k) 

solves the Jfoo almost disturbance decoupling problem for the system }:;Pert with 

output x3 - x3 (x1, Vfi (x1) ). □ 

On the other hand the factorization approach from Subsection 5.2.7 can be used 
to rewrite the robust stabilization problem into the following form. Assume 

there exists a solution V:::: 0, V(0) = 0, to the Hamilton-Jacobi equality 

Hy(X1, vfi (x1)) = 0. 

We consider the auxiliary system 

x1 - Ji (x1, x3) + ?e1 (x1, x3)e[ (x1, x3) VI; (x1) + ef (x,, x3)dp 

x2 - fz(x1, x2, x3) + ;2e2(x1, x2, x3)e[ (x1, x3) VI; (xi) 

:Epert +g2 (x1, x2, x3)u + e2(x1, Xz, x3)dp 

P X3 - h(x1,x2,x3)+ ;2e3(x1,x2,x3)e[(x1,x3)Vl;(xi) 

+g3(x1, x2, x3)u + e3(x1, x2, x3)dp 
Z = hp(X1,X3) 

where 
1 T T 

dp=d- y2e1(x1,x3)Vx1 (x1) 

and the new output equation h P is such that 

l T 
2hP (x1, x3)hp(x1, x3) 

T 1 1 T T 
- Vx/xi) f1 (x1, x3) + 2 yZ Vx 1 (x1 )e, (x1, x3)e1 (x,, x3) Vx 1 (x,) 

1 T 
+ 2h (x1, x3)h(x1, X3). (7.9) 
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Recall that a smooth output equation h P locally exists if the Hessian of the right 
hand part of equation (7.9) has constant rank around the origin. The following 
result can be stated (see Subsection 5.2.7). 

Theorem 7.5 Assume there exists a solution V 2: 0 to 

Consider the systems 1:vert and I:~11• The following statements are equivalent: 

(i) the robust stabilization problem for the system 1:vert is solvable for all 
perturbations !).0 with maximal singular value less than or equal to -?; 
with a differentiable storage function W + V, W 2: O; 

(ii) the robust stabilization problem for the system I;~ert is solvable for all 
perturbations !10 with maximal singular value less than or equal to -?; 
with a differentiable storage function W 2: 0. 

□ 

If the full state is not available for measurements we can try to solve the ro­
bust stabilization problem under parameter uncertainties using the worst case 
certainty equivalence principle described in Section 3.3. Consider the follow­
ing system 

i = f (x, 0) + g(x)u 
y = c(x, YJ) 

(7.10) 

where the uncertainty is given by the constant matrix 0 and by the constant vec­
tor YJ. We assume that f(x, 0) satisfies (7.2) and furthermore we assume that c 
can be described as: 

c(x, YJ) = c(x, Y/nom) + (YJ - Y/nom)h(x) 

where we denote !lYJ := YJ - YJnom and c(x) := c(x, l7nom), 
Then the perturbed system is 

{ 
x - f (x) + g(x)u + e(x)d1 

I:pert z = h(x) 

y = c(x) +d2 

where d1 = !l0z and d2 = llYJz. 

(7.11) 

(7.12) 
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Then the robust stabilization problem is to find a compensator such that the 
closed loop system is L2-stable for the largest possible class of perturbations 
l:l0 and l:lTJ, where again "largest" refers to the Li-norm of l:l0 and l:lTJ, which, 
since l:l0 and l:iTJ are constant is the maximal singular value of l:l0 respectively 
l:lrJ. This robust stabilization problem comes down to finding a compensator C 

C { ~ = p(~. y), 
u = q(t y), 

p(0, 0) = O 
q(0, 0) = 0 

(7.13) 

such that the Lz-gain of the closed loop system (7.12) and (7.13) from d1, d2 to 
z is minimized. 

l:i7J 

d2 

1).0 -

d1 z 

:Epert 

u X 

C 

Figure 7.3: parameter perturbed system with controller 

The suboptimal measurement feedback 9-/oo control problem for the system 
:Epert is (as we have seen in Section 3.3) locally solvable if there exists a con­
stant e > 0 and a solution V :::: 0 to (7 .5) with equality and a solution W :::: 0 to 
(3.36) satisfying: 

f- !ggrV; + ~eerv; is exponentially stable; 
s Y 

- ( f + : 2 eer W;) is exponentially stable; 

Wxx(x) > Vxx(x), Yx. 

(7.14) 
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Hence we can state the following result. 

Theorem 7.6 Suppose there exists a constant & > 0 and a solution V :::: 0 to 
(7.5) with equality and a solution W:::: 0 to (3.36) with satisfies (7.14). Assume 
that the certainty equivalence principle holds for r;pert. Then the controller 

t = f(~) - !g(~)gr (~) v{ (~) + ~e(~)er (~) v{ (~) 
& y 

T[ ]-IOCT + y w~~(~) - v~~(~) ar<~) (y(t) - c(~))' (7.15) 

u = -~gT(~)V{(~) 

locally asymptotically stabilizes the closed loop system (7.12 ), (7.15) for every 
perturbation D.0, D.rJ having maximal singular values less than y. □ 

7 .2 Multiplicative perturbations 

Consider the system 

I; { .x = f(x) + g(x)u 
y = h(x) 

(7.16) 

and suppose the output y is perturbed by a disturbance d. We assume that this 
disturbance is the output of an arbitrary nonlinear system with input y: 

D. { ip = a(cp, y) 
d = {J(cp, y) (7.17) 

Then from the interconnection shown in Figure 7.4 we see that the perturbed 
system is given by 

{ 
.x = f (x) + g(x)u 

r;pert y = h(x) + d 

z = h(x) 
(7.18) 

Now the robust stabilization problem is, similar to the previous section, to 
find a compensator such that the closed loop system is L2-stable for the largest 
possible class of perturbations D., where again "largest" refers to the L2-norm 
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Figure 7.4: multiplicative perturbed system with controller 

of 6.. This robust stabilization problem comes down to finding a compensator 
C c{ t = p(~. y) 

u = q(t y) 
(7.19) 

such that the L2-gain of the closed loop system (7.18), (7.19) from d to z is 
minimized. 

In Section 3.3 we have seen that the suboptimal measurement feedback 1-foo 
control problem for the system :Epert is locally solvable if there exists a constant 
s > 0 and a solution V ~ 0 to 

1 1 
Vx(x) f(x) - 28 Vx(x)g(x)gT (x) V'{ (x) + 2hT (x)h(x) - 0 

V(O) - 0 (7.20) 

and a solution W ~ 0 to 

such that: 

Summarizing: 

1 
Wx(x)f(x) + 2(1-y2)hT (x)h(x) - 0 

W(O) - 0 (7.21) 

f - !ggTV'{ is exponentially stable; 
s 

- f is exponentially stable; 

Wxx(x) > Yxx(x), Vx. 

(7.22) 
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Theorem 7.7 Suppose there exist a constant£ > 0 and a solution V ~ 0 to 
(7.20) and a solution W ~ 0 to (7.21) which satisfies (7.22). Assume that the 
certainty equivalence principle holds for :Epert_ Then the controller 

t = /(~) _ !g(~)gT(~)V{(~) 
£ 

T [ ]-1 ohT + y w~~(~) - v~~(~) a~ (~) (y(t) - h(~)), (7.23) 

u = -igT(~)V{(~) 

locally asymptotically stabilizes the closed loop system (7.18 ), (7.17) and (7.23) 
for every perturbation system!!,. as in (7.17), having L2-gain less than y. □ 

Example 7.8 A nonlinear system i = f(x) + g(x)u, y = h(x), x E M, u E 

!Rm, y E !Rm is called lossless ([Wi 72]) if there exists a nonnegative function 
H: M ➔ IR, H(0) = 0, such that 

Hx(x)f(x) = 0, 

Hx(x)g(x) - hT (x) 

or, equivalently, fr H = uT y (see also Remark 6.4). 
Assume that the system :E is lossless. We note that 

V(x) = ,fiH(x) 

is a solution of the Hamilton-Jacobi equality (7 .20). Furthermore for y = 1 

W(x) = bH(x) 

is a solution to (7.21) for every b ~ 0. If we assume that Hxx > 0 for all x we 
also have that the last conditions of (7.22) is satisfied when b > ,Je. Hence 
when f - }egg1 H; and - fare exponentially stable it follows that the con­

troller 
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locally asymptotically stabilizes the closed-loop system for every perturbation 
6. having Li-gain less than 1. But the assumption that - f is exponentially sta­
ble is violated in this case because the system is lossless which corresponds to 
the fact that the linearized system has invariant zeros on the imaginary axis. 

On the other hand, the static output feedback 

u=-y 

yields a closed-loop system which has Li-gain less than or equal to 1. This can 
be seen by constructing the closed-loop system 

x - f(x) - g(x)h(x) - g(x)d 
z = h(x) 

(7.24) 

for which V(x) = H(x) is clearly a solution to the Hamilton-Jacobi inequality 

1 1 
Vx(x) (f(x) - g(x)h(x)) + 2 Vx(x)g(x)gr (x) v[ (x) + 2hT (x)h(x) = 0. 

Hence under local asymptotic stability of x = f(x) - g(x)h(x) this static out­
put feedback also solves the robust stabilization problem for all perturbations 
6. with Li-gain less than or equal to 1. □ 
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Conclusions 

In this chapter we summarize the main results derived in this monograph, and 
afterwards we consider some open problems associated with the subjects cov­
ered. 

8.1 Summary 

A standing assumption in most of the literature on the state space approach to 
linear or nonlinear ;J-foo theory is a certain regularity condition. When this regu­
larity assumption is violated the problem generalizes to the singular ;J-foo prob­
lem. Two classes of singular ;J-foo problems can be distinguished. The first class 
appears when the direct feed through from the inputs to the to-be-controlled 
variables is not injective and the second class of singular ;J-foo problems appears 
when the direct feed through from disturbances to the measurements is not sur­
jective. In this book we have presented two methods to solve the singular ;J-foo 
problem for nonlinear systems with respect to singularities from the first class. 
These methods are extensions of approaches to the singular linear ;J-foo prob­
lem derived at the end of the eighties. The first method has been considered 
by Khargonekar, Petersen and Zhou ([KPZ 87], [Pe 87a], [Pe 87b], [KPR 88], 
[ZK 88], [KPZ 90]), and is based on a regularization of the linear system such 
that the regular linear ;J-foo theory can be applied ("cheap control" approach). 
The second method has been derived by Stoorvogel, Trentelman ([StTr 90], 
[St 92]) and Scherer ([Sch 91]). This method uses results from geometric sys­
tem theory to decompose the system, and to split the singular ;J-foo control prob­
lem into a regular ;J-foo problem and an almost disturbance decoupling problem. 

In Chapter 3 the cheap control approach has been investigated to solve the 
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singular :J-foc problem for nonlinear systems. We have considered nonlinear sys­
tems whose dynamical equations are affine in the inputs and the disturbances. 
Probably most of the results can be extended to general nonlinear systems which 
are not affine in the inputs and the disturbances. The solvability of the singular 
state feedback :J-foc problem is characterized by the solvability of a parameter­
ized Hamilton-Jacobi inequality which generalizes the parameterized Riccati 
equality from the linear theory. This Hamilton-Jacobi inequality also corre­
sponds to a regular state feedback :J-foc control problem for a regularized version 
of the system. This connection lead to some nice properties about the feedback 
solution to the singular :J-foc problem. The connection with the linear state feed­
back :J-foc problem for the linearization has also been treated. We have proved 
that the singular :J-foc problem for the nonlinear system is locally solvable with 
an L2-gain less than a certain constant y if and only if the singular :J-foc problem 
with gain less than y is solvable for its linearization. Finally, the singular non­
linear measurement feedback :J-foc problem has been solved using the worst case 
certainty equivalence principle. Necessary conditions generalizing the neces­
sary and sufficient conditions for linear systems are derived. Also a set of suf­
ficient conditions is given. At this moment we cannot expect anything, since 
even for regular systems a full characterization of the measurement feedback 
:J-foc problem has not been derived yet. 

In Chapter 4 the sufficient conditions for the solvability of the almost dis­
turbance decoupling problem for single-input single-output systems derived in 
the papers [MRST 94) and [MT 95] are extended to multi-input multi-output 
systems. In fact the almost disturbance decoupling problem is a special case of 
a singular :J-foc problem. The solvability of the almost disturbance decoupling 
problem is equal to the solvability of the singular :J-foc control problem for arbi­
trary small L2-gain y > 0. We have given a set of sufficient conditions for the 
solvability of the almost disturbance decoupling problem for affine nonlinear 
systems without a direct feed through from the inputs to the outputs. This set 
of conditions is still far from being necessary, and in fact we give some other 
slightly different sets of sufficient conditions as well. 

We partially extend the results from the geometric approach to the linear 
singular :J-foc problem to general nonlinear systems. An important notion in this 
geometric approach to the singular state feedback :J-foc problem is the minimal 
involutive conditioned invariant distribution containing the input vector fields 
for an extended system which includes the inputs and the disturbances as extra 
state components. This notion extends the notion of strongly controllable sub­
space in the linear theory, and is used to decompose the nonlinear system. This 
decomposition leads to several sets of sufficient conditions for the solvability 
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of the state feedback J-1oo problem. These conditions are in terms of the solv­
ability of a regular J-loo control problem for a subsystem of the original system 
and an almost disturbance decoupling problem for a complementary subsys­
tem. Under certain extra assumption we proved that the solvability of the reg­
ular subproblem is also a necessary condition for the solvability of the singular 
J-loo problem. 

A promising way to attack the singular J-loo problem is to define an auxiliary 
system based on the solvability of the Hamilton-Jacobi equality corresponding 
to the regular J-loo subproblem. There exists a very strong relation between the 
solvability of the singular J-loo problem for the original system and the solvabil­
ity of the same problem for the auxiliary system. In the example considered in 
Chapter 6 it is shown that this method leads to satisfactory results. For a special 
class of nonlinear systems we can fully characterize the solvability of the singu­
lar problem for the complete system by the solvability of the regular problem 
for one of the subsystems, where the states of the complementary subsystem 
are considered as inputs for this subsystem. 

The geometric approach is certainly more elegant and appealing than the 
cheap control method. In a sense the singular J-1oo problem is characterized by 
a regular J-loo problem for a reduced order system. For nonlinear systems how­
ever a full characterization of the singular state feedback J-loo problem has not 
been derived yet. This is one of the main drawbacks of this geometric method 
compared with the cheap control approach. 

The merits and drawbacks of the two methods are also shown in Chapter 
6. As a first example the model of the orientation of a rigid body is considered. 
For this system we treated the tracking problem which is described as a singu­
lar J-loo problem. The problem is solved using the two different methods. The 
cheap control approach comes down to the search for a solution to the param­
eterized Hamilton-Jacobi inequality. Another solution is constructed using the 
geometric approach. The main advantage of the geometric method is that we 
only need to find a solution to a reduced order Hamilton-Jacobi inequality. By 
this fact the geometric approach can be easily extended to the general track­
ing problem of a rigid body model including motion of its center of mass (see 
[MD 95]). In the second example, the inverted pendulum on a cart, some com­
putational issues are described. 
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8.2 Open problems 

We mention some open problems of interest. 

(i) Almost disturbance decoupling problem 
In order to obtain a full geometric characterization of the nonlinear ~ 
problem, even in the state feedback case, a better understanding of the 
almost disturbance decoupling problem for nonlinear systems is instru­
mental. In the current approach a triangular structure on the disturbance 
vector fields is needed which is quite restrictive ( see [MRST 94], [MT 95] 
and Chapter 4). 

(ii) Measurement feedback~ control problem 
The dynamic output feedback ~ problem is still largely open both in 
the regular and singular case. Necessary conditions have been found and 
there is some insight in the structure of possible, compensators but a full 
characterization and understanding of this problem has not been derived 
yet. One of the problems we have not investigated is the singular ~ 
control problem with singular measurements in which case the direct feed 
through from disturbances to measurements is not surjective. 

(iii) Nonlinear robust design methodology 
The usefulness of nonlinear ~ control needs further research. The ap­
plication of the theory to design problems can lead to new insight and can 
contribute to a better understanding of some of the open problems. It is 
useful to look how frequency based notions such as the sensitivity func­
tion and the well known limits of performance for linear systems can be 
captured in the nonlinear theory. 

(iv) Computational issues 
Further research should be done on the computation of (approximate) so­
lutions of the Hamilton-Jacobi inequalities used in the nonlinear ~ the­
ory. 

(v) Factorization approach 
The factorization approach considered in Subsection 5.2.7 is promising. 
Perhaps a better understanding of the almost disturbance decoupling prob­
lem can help to derive a full characterization of the singular state feed­
back ~ problem using this factorization approach. 



Appendix A 

Notions from differential 
geometry 

In this appendix an overview is given of concepts from differential geometry 
that are used in this book. The presentation of this material largely follows 
[Hu 91] and [NvdS 90]. 

Manifold 

Consider the space !RN with Euclidean norm II • II defined by 

I 

llxll = (tx;), 
A subset U C !RN is called an open subset of !RN if for every .x E U there exists 
an e > 0 such that {x E IRN!llx - .xii < e} c U. For x E !RN, an open subset 
U c !RN containing xis called a neighborhood of x. Let Ube a (not necessarily 
open) subset of !RN. A subset Uc U is called a relatively open subset of U if 
there exists an open subset U of !RN such that Un U = U. 

Let U, V be subsets of !RN and consider a mapping <I> : U ➔ V. <I> is called 
continuous if the inverse image of every open subset of V is an open subset of 
U. If U is open, <I> is called Ck if it has continuous partial derivatives up to 
order k, and fork = oo the mapping is also called smooth. If U is not open, <I> 

is called ck if for every .x E U there exists a neighborhood U of .x in !RN and 
a ck mapping \II : U ➔ V such that \II equals <I> on U n U. <I> is called a ck 
diffeomorphism if <1>- 1 : V ➔ U exists and both <I> and <1>- 1 are ck. 
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A subset M C !RN is called a manifold of dimension n if there exist an index 
set/, relatively open subsets U; (i e /) of M, open subsets V; (i e /) of 111n and 
diffeomorphisms </>; : U; ➔ V; (i E /), such that U;e1U; = M. A subset N of M 
is called a submanifold of M if N itself is a manifold. 

Local coordinates 

For every i E /, the pair (U;, </>;) is called a local coordinate chart on M. 
Fork = 1, ... , n, let rk denote the natural coordinate functions on 111n, i.e., 

rk(a1, ... , an)= ak. The functions x; = r; o </> (i = 1, ... , n) are called local co­
ordinate functions and the values x1 (p), ... , Xn (p) of a point p e U are called 
the local coordinates of p. 

Tangent space, tangent bundle 

For a E 111n, the tangent space T0 1Rn at a is the set of tangent vectors to 111n at a. 
The natural basis of T0 111n associated with the natural coordinate functions r; is 
denoted by {-11

11 la, ... , J.-10 }. Consider a manifold M of dimension n and let 
r1 "'n 

p EM. Let (U, </>) be a local coordinate chart around p, and x1, ... , Xn local 

coordinates. For Xe T<J>(p)IRn, define <t>;JX := 11t:1 (</>(p))X. Define 

. a~; Ip:= <1>-;~ a!; l<J><p)' i = 1, ... , n. 

Then the tangent space TpM of M at p is defined as 

Hence { a!, Ip, ... , a!n Ip} is a basis of TpM. The elements of TpM are called 
tangent vectors at p. The set 

is called the tangent bundle of M. 

Vector field 

A vector field on M is a mapping X that assigns to each p e M a tangent vector 
Xp e TpM. Xis called a ck vector field if for each p e M there exists a local 
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coordinate chart ( U, <p) around p and Ck functions X1, ... , Xn such that for all 
jj E Uwehave 

Throughout by vector fields we will mean ck vector fields with k sufficiently 
large. The vector field X in local coordinates, is often identified with the n­

dimensional column vector (X1 (x1, ... , Xn), ... , Xn(x1, ... , Xn))T. 

A smooth curve a on Mis a smooth mapping a: (a, b) ~ M, where (a, b) 
is an open interval of Iii. Fort E (a, b ), let (U, <p) be a local coordinate chart 
around a(t) E M. Define a(t) E Ta(t)M by the conventional limit 

. ( ) 1. a(t + h) - a(t) 
at = 1m h 

h_,,_O 

a is called an integral curve of a given vector field X on M if a(t) = X ( a(t)) for 
all t E (a, b ). In local coordinates x1, ... , Xn this means that a(t) = (a1 (t), ... , 
an (t)) is a solution of the set of differential equations 

{ 
0-1 (t) 7 X1 (a1 (t), ... , a.(t)) 

an(t) = Xn(a1 (t), ... , an(t)) 

t E (a, b) 

where Xis identified with the column vector (X1, ... , Xn)T. So, to a vector X 
given in local coordinates we associate in a one-to-one way the set of differen­
tial equations 

{ 
x, (t) 7 X1 (x1 (t), ... , x.(t)) 

Xn(t) = Xn(XJ (t), ... , Xn(t)) 

also abbreviated as i = X(x). A submanifold N C Mis called invariant for 
i= X(x) if 

VpEN. 

By the existence and uniqueness theorem for smooth differential equations it 
follows that for any p E M there exists an interval (a, b) of maximal length 
containing O and a unique interval curve a(t), t E (a, b) with a(O) = p. If for 
every p we have (a, b) = (-oo, oo ), and so solutions are defined for all time 
t the vector field Xis called complete. 
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Coordinate transform 

Let now (U, ¢) and (V, 1/f) be two overlapping coordinates charts yielding a 
coordinate transformation z = S(x), where x and z are local coordinates cor­
responding to ( U, <p) and ( V, 1/f) respectively, with S = 1fr o 1-1. Let X (p) E 

TpM, with p E Un V, be expressed in the basis corresponding to (U, ¢) re­
spectively ( V, 1/f) as 

then the coefficients ai (p) and f3i (p) are related as 

( 
/31 ~p) ) as ( a 1 ~p) ) . = -(x(p)) . . . ax . 
f3n (p) O'.n (p) 

Lie-derivative, Lie-bracket 

A vector field X defines in any p EM a tangent vector X(p). For f: M-+ IR 
this yields in any p E M the directional derivative X (p) (f). Hence by varying 
p we obtain a smooth function X (f) defined as 

X(f)(p) := X(p)(f). 

The function X ( f) : M -+ IR will be called the Lie-derivative of f along X also 
denoted as Lxf. 

For two vector fields X and Yon M, we define a new vector field, denoted 
as [ X, Y] and called the Lie-bracket of X and Y defined by (in local coordinates) 

[X,Y]=L L-1 Xi--1 Yi -. 
n ( n ay. ax- ) a 

j=l i=l axi axi axj 

Cotangent bundle 

The dual space of the tangent space Tp M, denoted by r; M, is called the cotan­
gent space, i.e., the dual space V* of a linear space V is the set of all linear 
functions on V. Elements of r; Mare called cotangent vectors. Let 
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be a basis for TpM corresponding to local coordinates x1, ... , Xn on M, then 
we denote the dual basis of r;M by dx1 Ip, ... , dxnlp- The set 

T*M = {(p, w)lp EM, w E r;M} 

is called the cotangent bundle of M. A covector field (or one-form) won Mis 
a Ck-mapping that to each p E M assigns a cotangent vector. If w E r; M, then 
the value of w at XE TpM is denoted by (w, X). 

With every continuous function h on M we can associate a covector field 
dh by defining 

n oh 
dh(x) = L-(x) <lxdx . 

. 1 OXi 
I= 

Distributions, Frobenius 

A distribution 'lJ on M is a mapping that assigns to each p E M a linear sub-
space of TpM. If X1, ... , Xq is a set of vector fields on M, then their span, 
denoted by span { X1, ... , Xq} is the distribution defined by 

(p EM). (A.l) 

A distribution is called ck if it is defined by (A.1) for ck vector fields X1, ... , Xq. 
Throughout by distributions we will mean Ck distributions with k sufficiently 
large. The sum and the intersection of two distributions '1J1 and 'Di are defined 
as: 

'Di+ 'Di: p H- 'Di (p) + 'lJi(p); 

'lJ1 n 'Di : p H- 'lJ1 (p) n 'Di (p). 

A vector field X on M is said to belong to a distribution 'lJ, denoted by X E 

'lJ, if for every p E M we have X (p) E 'lJ(p). A distribution '1J1 is said to 
be contained in a distribution 'Di, denoted by 'Di c 'Di, if every vector field 
belonging to 'lJ1 also belongs to 'Di. The dimension of a distribution 'lJ at p E M 
is the dimension of the linear subspace 'lJ(p ). A distribution is called constant 
dimensional if the dimension of 'lJ(p) does not depend on the point p E M. If 
'lJ is a distribution of constant dimension, say k, then around any p E M there 
exist k independent vector fields X1, ... , Xk such that 

q near p. 
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A distribution ']) is called involutive if [X, Y] E ']) whenever X, YE ']). If']) is 
not involutive there always exists a smallest involutive distribution containing 
']). This distribution is called the involutive closure of']) and is denoted by ']), 

With the covector field dh defined before we can define the distribution 

ker dh(x): pi-+ { X(p) E TpMl(dh(x(p)), X(p)} = O}. 

This distribution is automatically involutive. 

Theorem A.1 Frobenius theorem (local version) 
Let']) be an involutive constant dimensional distribution on M. Then around 
any p E M there exists a coordinate chart (U, </>) with local coordinates de­
noted by x1, ... , Xn such that: 

qE U. 

D 

There also exists a global version of the Frobenius theorem ([Spi 70]). 
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