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PREFACE 

This monograph is devoted to the mathematical analysis of polling systems. 
Over the years, polling systems have found a wide range of applications in the 
performance evaluation of communication systems, computer networks, and 
manufacturing systems. This monograph provides a generalization and unifi­
cation of the exact distributional results for the standard polling model, studies 
several optimization issues, and contains a detailed analysis of various exten­
sions. One of the main extensions concerns multiple-server polling systems, 
which have received remarkably little attention in the literature so far. 
The results presented in this monograph were obtained in the course of my 
PhD research at the Center for Mathematics & Computer Science ( CWI) in 
Amsterdam. I am grateful to the Netherlands Organization for the Mathemat­
ics of Operations Research (LNMB) for supporting my research project. 
Many people have contributed to this monograph in many ways. It has been a 
great pleasure and privilege to have Onno Boxma as my advisor. I have strongly 
benefited from his expertise and have appreciated his constant encouragement. 
My joint research with Marco Combe, Hanoch Levy, and Rob van der Mei has 
also been enjoyable and rewarding. 
I am indebted to Ger Koole, Jacques Resing, and Rob van den Berg for their 
helpful comments. Finally, my thanks go to Adri Steenbeek, Peter de Waal, 
and Lieke van den Eersten-Schultze for their technical assistance. 

Murray Hill, August 1996 
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CHAPTER 1 

INTRODUCTION 

1.1 BACKGROUND AND MOTIVATION 

Queueing phenomena may be observed in several real-life situations, when ser­
vice facilities ( counters, elevators, telephone lines, traffic lights) cannot imme­
diately render the amount or the kind of service required by their users. Also, 
at the byte level in modern data-handling technologies ( communication sys­
tems, computer networks), queueing phenomena may be encountered which 
are typically less visible, but the effects of which at the user level are usually 
not less serious. Quite often, such congestion effects may be adequately studied 
by mathematical methods from queueing theory. Adopting the abstract termi­
nology from queueing theory, the main entity in a queueing model is a queue or 
station, where customers arrive, which require some amount of service from a 
server. Typically, queueing models are of a stochastic nature, in the sense that 
the duration of the interarrival and service times of the successive customers is 
not exactly specified, but described in terms of probability distributions. The 
stochastic nature of queueing models reflects the fact that in most of the ap­
plications, it is intrinsically random or uncertain at what time demand occurs 
for what amount of service. 
The classical model in queueing theory consists of a single queue attended by a 
single server. Single-server single-queue models have been studied extensively 
in the literature, cf. Cohen [73] for a rigorous treatment of the main analytical 
results. In several situations, the traditional single-server single-queue models 
have proven to be very successful in accurately predicting waiting times, queue 
lengths, and buffer overflow probabilities. However, in most of the recent ap­
plications, the parallel or distributed character of the service facilities involves 
queueing models with multiple servers, multiple queues, or both. 
This monograph is primarily devoted to queueing models with multiple queues 
attended by a single server, visiting the queues one at a time, cf. Figure 1.1. 
Moving from one queue to another, the server typically incurs a non-negligible 
switch-over time. Such single-server multiple-queue models are commonly re­
ferred to as polling models. The term 'polling' originates from the polling data 
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link control scheme, in which a central computer cyclically polls the terminals 
on a communication link to inquire whether they have any data to transmit. 
When a terminal completes the transmission of data, the data link may be 
used for some system overhead, and then the central computer polls the next 
terminal. In the associated polling model, the server represents the central 
computer, the queues correspond to the terminals, the customers represent the 
messages, and the switch-over time corresponds to the system overhead. In 
a broader perspective, polling mode"ls may arise in situations, in which there 
are multiple customer classes sharing a common resource, which is available 
to only one customer class at a time, In those situations, changing from one 
customer class to another usually involves a non-negligible overhead. 
Stimulated by a wide variety of applications, polling models have been ex­
tensively studied in the literature, cf. Takagi [17 4], [175}, [176} for a series of 
comprehensive· surveys. In this mom::igraph, we provide a generalization and 
unification of the main exact distributional results available for polling mod­
els, present a detailed analysis of various extensions, and discuss several opti­
mization issues. One of the main extensions concerns multiple-server polling 
models, which are of considerable practical relevance. So far, however, they 
have received remarkably little attention in the literature, perhaps because of 
the combined mathematical difficlilties arising in multiple~queue and multiple­
server models. 
The remainder of the chapter is organized as follows. In Section 1.2, we describe 
the main applications of polling models in communication systems, computer 
networks, and traditional fields of engineering like maintenance, manufactur~ 
itig, and transportation. The wide diversity in applications is reflected in the 
numerous variants of polling models considered throughout the past decades, 
mostly focusing on the technologies emerging in the respective periods of time. 
lt is however not in the scope of the monograph to present an encyclopedic 
categorization of the plethora of polling models considered in the literature. 
Instead, in Section L3, we provide rather a global classification, by identifying 
some fundamentally distinguishing features in the spectrum of polling models. 
In Section 1.4, we survey the state of the art in the analysis of polling systems. 
Rather than covering all technical detttils, we intend to illuminate the main 
concepts in the analysis of polling systems, which contribute to putting the 
monograph in the right perspective. In Section 1.5, we review the state of the 
art in the optimization of polling systems. Again, we seek to identify the main 
dE:ivelopfiients in the optimization of polling systems, rather than exhaustively 
address all the topics raised. In Section 1.6, we give an overview of the main 
results presented in the remainder of the monograph. 
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FIGURE 1.1. The basic polling system. 

1. 2 APPLICATIONS OF POLLING MODELS 

In this section, we describe the main applications of polling models in com­
munication systems, computer networks, and traditional fields of engineering 
like maintenance, manufacturing, and transportation. For extensive surveys on 
the applications of polling models, we refer to Levy & Sidi [141], Grillo [112], 
and Takagi [173] (the latter two surveys focusing on computer-communication 
systems). 

Computer-communication systems 
For reasons of flexibility and efficiency, modern computer systems mostly have 
a distributed and parallel structure. Consider e.g. a local area network (LAN), 
consisting of a number of computers or stations interconnected by a common 
communication medium for exchanging packetized messages. For controlling 
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the medium access in a LAN, one either needs a mechanism to resolve con­
flicts arising when more than one station starts to transmit simultaneously, 
or one needs a protocol to avoid such conflicts, by giving only one station at 
a time permission to transmit data packets. The performance evaluation of 
the latter category, the so-called conflict-free medium access mechanisms, has 
greatly stimulated the research in the area of polling models. Adopting the 
polling terminology, the server represents the right of transmission, the queues 
correspond to the stations, and the customers represent the data packets. In 
practice, several versions of conflict-free medium access protocols are known. 
One variant is the token ring, i.e., there is an explicit or implicit token circulat­
ing on the communication ring, representing the right of transmission. When 
a station receives the token, it may start transmitting packets. As soon as the 
station finishes transmitting, it passes the token to the next station. So holding 
the token corresponds to utilizing the server. 
Another variant is the slotted ring, i.e., the communication ring is subdivided 
into time slots of the size of a single packet, circulating at constant speed. 
When a station sees an empty slot pass by, it may put a packet in it. In case of 
destination release the receiving station subsequently removes the packet from 
the slot, while in case of source release the transmitting station empties the 
slot again. So occupying a slot corresponds to utilizing a server. 
A slotted ring may be viewed as a multiple-server polling system ( unless there 
is only a single slot). A token ring is in fact a single-server polling system, but 
the stations may happen to be interconnected by multiple token rings rather 
than only a single token ring. 

Maintenance, manufacturing, transportation 
In the first polling study that appeared in the open literature, Mack, Murphy, 
& Webb (148] considered a situation in which a patrolling repairman cyclically 
inspects a number of machines, checks whether or not a failure occurred, if 
so repairs the machine, and then moves to the next machine. In the asso­
ciated polling model, the server represents the repairman, the queues corre­
spond to the machines, and the customers represent the possible breakdowns. 
Konigsberg & Mamer (130] studied a similar model, in which an operator at 
a fixed position serves a number of storage locations on a rotating carousel 
conveyor. Models with several independent rotating carousels have also been 
considered, cf. Kim & Konigsberg [127], Bunday & El-Badri [61]. 
There are also various applications in manufacturing environments. Consider 
e.g. a flexible manufacturing system, in which a machine periodically changes 
over from performing one type of operations to another. Here the server repre­
sents the machine and the queues correspond to the various types of operations. 
A similar application is multi-product economic lot scheduling, cf. Sarkar & 
Zangwill [161]. 
Furthermore, there are applications in transportation networks. Consider e.g. 
a material handling system, in which a vehicle transfers loads from one ma­
chining center to another, cf. Bazer [55]. Here the server represents the vehicle, 
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the queues correspond to the machining centers, and the customers represent 
the loads. Similar applications are public transport systems, mail delivery, and 
elevator facilities, cf. Gamse & Newell (106], (107]. 
A last application that is worth mentioning is the control of traffic lights. In 
polling terms, the stream that is being given green light corresponds to the 
queue receiving service. 

1.3 MODEL DESCRIPTION 

As described in the previous section, polling models find a variety of applica­
tions in communication systems, computer networks, and fields like mainte­
nance, manufacturing, and transportation. The wide diversity in applications 
is reflected in the numerous variants of polling models considered throughout 
the past decades, mostly focusing on the technologies emerging in the respec­
tive periods of time. However, as mentioned earlier, it is not in the scope of 
the monograph to present an exhaustive taxonomy of the abundance of polling 
models considered in the literature. Instead, we provide in this section rather a 
global classification, by identifying some fundamentally distinguishing features 
in the spectrum of polling models. For a series of comprehensive surveys of the 
overwhelming variety of polling models considered in the literature, we refer to 
Takagi [174], [175], [176]. 

The basic model 
A polling model basically consists of multiple queues, Q1, ... , Qn, attended by 
a single server S. Customers arriving at Qi are also referred to as type-i cus­
tomers, i = 1, ... , n. 
As usual in the recent polling literature, in the sequel the queues are always 
assumed to have infinite buffer capacity. In some applications (manufactur­
ing, transportation), the inherent finiteness of the buffer capacity may play a 
major role in the operation of the system. However, in many applications, the 
finiteness of the buffer capacity only tends to have a minor influence on the per­
formance of the system. In those situations, the assumption of infinite buffer 
capacity is quite often a reasonable idealizing approximation, which facilitates 
the analysis considerably. 

In addition to the description of the physical layout of the system, a model 
description essentially includes two main facets. First, the specification of the 
input to the system, i.e., the rules governing the duration of the interarrival, 
service, and switch-over times. Second, the description of how the input is 
handled by the system, i.e., the rules controlling the server action. 
We first consider the arrival, service, and switch-over processes. We focus on 
continuous-time models, i.e., the interarrival, service, and switch-over times are 
assumed to be continuous-valued stochastic variables. Although occasionally 
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some subtleties may be involved, most of the results for continuous-time models 
carry over to discrete-time models. 

The arrival process 
Type-i customers arrive at generally distributed interarrival times Ai, having 
distribution Ai ( ·) with Laplace-Stieltjes Transform (1ST) ai ( ·), first moment 
ai, and second moment a?>, i = 1, ... , n. Denote by Ai := 1/ai the arrival 

n 
rate at Qi, i = 1, ... , n. The total arrival rate is A := I: Ai, 

i=l 
As usual in the polling literature, in the sequel customers are always assumed 
to arrive according to Poisson processes, unless specified otherwise. In the ab­
sence of detailed information on the characteristics of the arrival process, the 
assumption of Poisson arrival processes is quite often a reasonable idealizing 
approximation, which facilitates the analysis considerably. 
We focus here on models with single arrivals, i.e., customers are assumed to 
arrive one by one. Most of the results may however be generalized to models 
with batch arrivals. 

The service process 
Type-i customers require generally distributed service times Bi, having dis­
tribution Bi(·) with 1ST /3i(·), first moment /3i, and second moment 13f2>, 
i = 1, ... , n. Define Pi := Ai/3i as the traffic intensity at Qi, i = 1, ... , n. 

n 
The total traffic intensity is p := I: Pi• 

i=l 

The switch-over process 
Moving from Qi to Qj, the server incurs a generally distributed switch-over 
time Sij, having distribution Sij(·) with 1ST O'ij(•), first moment Sij, and sec­
ond moment s~J), i, j = 1, ... , n. As usual in the polling literature, in the 
sequel, switch-over times are always assumed to depend only on the previous 
queue visited or the next queue to be visited, i.e., Sij = Si or Sij = Sj, 
i, j = 1, ... , n, respectively. Thus, the distribution of the total switch-over 

n 
time incurred during a tour along the queues has 1ST a(·) := TI ai(·), first 

i=l 
n n n n 2 

moments:= I: Si, and second moment s<2) := I: I: SiSj + I: (s~ ) - s~). To 
i=l i=l j=l i=l 

avoid ambiguity, in the sequel, Si always corresponds to the switch-over time 
incurred when swapping out of Qi, unless specified otherwise. 

Remark 1.3.1 
The successive interarrival, service, and switch-over times are implicitly as­
sumed to be independent. In addition, the arrival, service, and switch-over 
processes are assumed to be mutually independent. In some of the polling ap­
plications, however, neither of these assumptions is very realistic. Not only 
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bursty traffic due to packetizing of messages, or due to alternating on/off 
phases of sources, but also collection or reservation mechanisms for transmis­
sion of messages may cause dependence in the arrival and service processes, 
e.g., dependence between consecutive interarrival times, between consecutive 
service times, or between the interarrival and service time of a customer. As 
Combe [76] demonstrates, quite often such dependence structures may be ad­
equately modeled by a batch Markovian arrival process (BMAP), which is a 
direct generalization of the batch Poisson arrival process. In the BMAP, the 
arrival process is governed by an underlying Markov chain, which in the case 
of an ordinary Poisson process has only a single state, cf. Lucantoni [147]. 
The BM AP/ G / 1 queue may be numerically analyzed by the matrix-geometric 
method, cf. Lucantoni [146], Neuts [154]. To the best of the author's knowl­
edge, the BM AP;/Gi/l polling model has not yet been studied. 
In the polling literature, it is almost exclusively assumed that the arrival, ser­
vice, and switch-over processes are also independent of the state of the system. 
As a rare exception, Boxma & Kelbert [46] consider a polling system in which 
customers arrive at Qi according to a Poisson process of rate Aij when the 
server is at Q j. Bozer & Srinivasan [55] analyze a model in which the switch­
over time depends on the state of the previous queue visited; Ferguson [92], 
[91] studies a model in which the switch-over time may depend on the state of 
the next queue to be visited. Models with state-dependent service times are 
also conceivable. 

□ 

Remark 1.3.2 
With regard to the customer behavior, it is almost exclusively assumed in the 
polling literature, that customers from some external infinite source arrive at 
some queue, wait for some time, receive some amount of service, and then leave 
the system. As a rare exception, Sidi & Levy [166] and Sidi, Levy, & Fuhrmann 
[167] study an open polling network in which customers, after receiving service 
at Qi, either move to Qj with probability rij, or leave the system with proba-

n 
bility 1- E rij• In a manufacturing setting, customer routing may arise when 

j=l 

parts successively undergo service in a number of stages, e.g., drilling holes of 
different type, painting in different colors. In the context of communication 
networks, customer routing may occur when a station that receives a faulty 
message, sends a negative acknowledgement to the station that transmitted 
the message to indicate that the message has to be retransmitted. Altman & 
Yechiali [9] analyze a closed polling network in which customers (belonging to 
a permanent population), after receiving service at Qi, move to Qj with prob-

n 

ability rij (with E rij = 1). As a generalization of customer routing, Levy & 
j=l 

Sidi [141] describe a model with customer branching, in which departures may 
trigger concurrent arrivals to the system. 

□ 
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Remark 1.3.3 
As usual in the polling literature, we focus here on a model with a discrete 
structure, i.e., a finite number of distinct queues. Letting the number of queues 
tend to infinity, with the traffic intensity p fixed, we obtain a continuous polling 
model. Several models have been analyzed in which the server travels around 
a circle, on which customers arrive according to a uniform Poisson process, cf. 
Bisdikian & Merakos [20], Coffman & Gilbert [69], Fuhrmann & Cooper [102], 
Kroese & Schmidt [132]. Recently, various models have been considered in 
which the server traverses a graph or a region of higher dimension, or in which 
customers do not necessarily arrive according to uniform Poisson processes, cf. 
Altman & Foss [6], Bertsimas & Ryzin [17], Coffman & Stolyar [72], Kroese & 
Schmidt [133]. 

D 

Remark 1.3.4 
As usual in the polling literature, for now, we focus on a model with a single 
server. In the last chapters of the monograph, we consider polling models with 
multiple servers. 

D 

We now consider the rules controlling the server action. A scheduling strat­
egy is a collection of decision instructions for determining the server action at 
any given time. Occasionally, a scheduling strategy will also be referred to as 
a scheduling discipline, a polling strategy, or a polling policy. A scheduling 
strategy prescribes whether the server S should serve (which customer), switch 
(to which queue), or idle. Those decisions are made based on some partial 
knowledge of the state of the system (queue lengths, past arrival patterns), 
and on past decisions. 
Although a scheduling strategy in principle may be arbitrarily involved, it 
mostly decomposes into three separate control mechanisms, viz.: 
i. the routing policy: in which order should S serve the queues; 
ii. the service policy: while at a queue, which number of customers should S 
serve; 
iii. the service order: while at a queue, in which order should S serve cus­
tomers. 
We now successively describe the main variants of these three control mecha­
nisms. 

The routing policy 
The routing policy prescribes in which order S should visit the queues. In the 
traditional cyclic polling model, the server visits the queues in a strictly cyclic 
order, i.e., Q1, ... , Qn, Qi, ... , Qn, .... 
One obvious generalization of strictly cyclic polling is periodic polling, intro­
duced in Kruskal [134] and revisited in Eisenberg [84], Baker & Rubin [15], 
and Boxma, Groenendijk, & Weststrate [45]. In periodic polling, the server 
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visits the queues in a fixed order, listed in a polling table of some size m, i.e., a 
vector of length m with components in { 1, ... , n}. An important special case 
of periodic polling is scan polling or elevator polling, in which the server visits 
the queues in the order Q1 , ... , Qn, Qn, .. . , Q1 ,. . . . Another special case of 
periodic polling is star polling, in which the server visits the queues in the 
order Qi, Q2, Q1, Q3, Q1, ... , Qn-1, Q1, Qn, .... 
Another natural generalization of strictly cyclic polling is Markovian polling, 
introduced in Boxma & Weststrate [53]. In Markovian polling, the server 
visits the queues according to a discrete-time Markov chain with state space 
{1, ... , n}, i.e., the server is routed from Qi to Q1 with probability Pij, i,j = 
1, ... , n. A special case of Markovian polling is random polling, i.e., Pij = p1, 
i, j = 1, ... , n, analyzed in Kleinrock & Levy [128]. Mixtures of periodic polling 
and Markovian polling are also conceivable. 
All above policies are static, in the sense that the routing decisions are made 
independently of the state of the system, so that the sequence of the queues 
visited is also independent of the input sequence to the system. In dynamic 
policies, the routing decisions are made based on some partial knowledge of 
the state of the system (queue lengths, past arrival patterns), and on past 
decisions, e.g., the server may be instructed to serve the longest queue. Evi­
dently, in principle the performance of the system may improve substantially 
by using such information in making the routing decisions. However, gathering 
such information and implementing a sophisticated routing policy may involve 
a considerable communication overhead, and complicate the operation of the 
system significantly. Therefore, in practice, dynamic policies are not necessar­
ily preferable to static policies. 

The service policy 
While at a queue, the service policy (or strategy, or discipline) prescribes which 
number of customers S should serve. There are four classical service disciplines. 
I. Exhaustive service. 
Under exhaustive service, the server continues to work until the queue becomes 
empty. Customers that arrive during the course of the visit, are served in the 
current visit. 
II. Gated service. 
Under gated service, S serves only the customers that were present at the start 
of the visit. Customers that arrive during the course of the visit, are served in 
the next visit. 
III. Limited service. 
Under k-limited service, the server continues to work until either a prespec­
ified number of k customers have been served, or the queue becomes empty, 
whichever occurs first. There are two versions of limited service: gated-limited 
or exhaustive-limited service, depending on whether or not S only serves the 
customers that were present at the start of the visit. 
IV. Decrementing service. 
Under k-decrementing service, the server continues to work until either there 
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are a prespecified number of k customers less present than at the start of the 
visit, or the queue becomes empty, whichever occurs first. 1-Decrementing ser­
vice is commonly referred to as semi-exhaustive service. 
There are also numerous probabilistic hybrids of the four classical service dis­
ciplines. To give a systematic overview, we now define a family of service 
disciplines which operate as follows. If there are mi customers present at the 
start of the visit to Qi, then a (random) number Li(mi) of them qualify for 
service. Customers arriving during the visit to Qi qualify for service with 
probability Pi· The server continues to workuntil either a (random) number of 
Ki(mi) customers have been served, or there are no customers left that qualify 
for service, whichever occurs first. 
Service disciplines with Pi == 1 and Pi = 0 are frequently referred to as 
exhaustive-type and gated-type policies, respectively, cf. Boxma [39], Levy & 
Sidi [141], Levy, Sidi, & Boxma [142]. Disciplines with Ki(mi) < oo (with 
positive probability) are frequently referred to as limited-type policies. Simi­
larly, disciplines with Li(mi) < oo (with positive probability) may be viewed 
as decrementing-type policies. 
In binomial-type policies, Ki(mi) == oo and Li(mi) is binomially distributed 
with mean miqi, 0 ::; qi ::; 1, cf. Levy [138], [139]. In Bernoulli-type policies, 
Li(mi) = mi and Ki(mi) is the sum of mi independent identically geomet­
rically distributed random variables each with mean 1/(1 - qi), 0 ::; qi ::; 1, 
cf. Resing [159]. In case Ki(mi) is just a single geometrically distributed ran­
dom variable, we obtain ordinary Bernoulli service, introduced in Keilson & 
Servi [124], [164]. Ordinary Bernoulli service may be used as an emulation of 
ki-limited service, under which S serves at most ki customers at Qi (taking 
qi = 1 - 1/ki)- Note that Bernoulli service and ki-limited service coincide for 
qi = 0 as well as qi = 1. In its turn, ki-limited service is widely used as an ap­
proximation of time-limited service, under which the server stays at most for a 
time Ti at Qi (taking ki ;::::: Td f3i, the exact value depending on whether or not 
service is preempted when the timer expires). For deterministic service times, 
k.~limited service and Ti-limited service even coincide. A similar discipline is 
fixed time service, under which the server stays at a queue for a fixed time, 
regardless of whether the queue becomes empty in the meanwhile or not. A 
service discipline under which S always serves a fixed number of customers at a 
queue does not really make sense, since (for static routing policies) it inherently 
causes the system to be unstable. 
All above policies are local, in the sense that the service decisions are made at 
each of the queues in isolation after the start of the visit. Recently, Boxma, 
Levy, & Yechiali [50] proposed the globally gated service discipline as a model­
ing approach to reservation mechanisms like in the cyclic-reservation multiple­
access (CRMA) protocol. Under globally gated service, during a visit to Qi, S 
serves only the customers present at the start of the most recent visit to Q1 . 

As a generalization of ordinary gated and globally gated service, Khamisy, Alt­
man, & Sidi [126] analyzed the synchronized gated service discipline. Under 
synchronized gated service, during a visit to Qi, S serves only the customers 
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present at the start of the most recent visit to a 'master' queue Q1r(i) with 
1r( i) E { 1, ... , n}. Synchronized versions of other service disciplines than gated, 
or service disciplines with other gating epochs than at the start of the most 
recent visit to Q1r(i), e.g. at the completion of the most recent visit to Q1r(i), are 
also conceivable, cf. Bertsekas & Gallager [16], and Lee & Sengupta [136), [137]. 
Although global in nature, even in the latter policies the service decisions de­
pend on the state of the system through the marginal queue length only. Poli­
cies in which the service decisions may be based on the joint queue length, 
have been considered in Hofri & Ross [119), Koole [131], and Liu, Nain, & 
Towsley [145). With regard to the pro's and con's of such sophisticated adap­
tive service policies similar remarks hold as with regard to dynamic versus 
static routing policies. 

The order of service 
While at a queue, the order of service prescribes in which order S should serve 
customers. While the routing policy and the service policy together dictate the 
global priorities, the service order determines the local priorities. In the sequel, 
the order of service is always assumed to be First Come First Served (FCFS), 
i.e., customers are assumed to be served in order of arrival. In fact, the service 
order does neither matter for the queue length distribution nor, by Little's law, 
for the mean waiting times, as long as customers enter service in an order in­
dependent of their service times. Of course, the service order does matter for 
the waiting-time distribution. Polling models with local priority rules within 
queues have been considered in Fournier & Rosberg [94), and Shimogawa & 
Takahashi [165). 

The stability condition 
Finally, we briefly discuss the conditions for stability. Recently Fricker & Jaibi 
[97] rigorously proved that for a system with periodic polling a necessary and 
sufficient condition for stability reads 

p +. max >..iR/Mi < 1, 
i=l, ... ,n 

where R is the mean total switch-over time incurred during a cycle, i.e., incurred 
when passing through the polling table once, while Mi is the maximum mean 
number of type-i customers served during a cycle, i.e., the mean number of 
type-i customers that would be served during a cycle, if there were an infinite 
number of type-i customers present at the start of the cycle. Here the system 
is said to be stable, if it admits a stationary regime with integrable cycle time. 
A simple traffic balance argument shows that if the system is stable, then the 
server is working a fraction p of the time, so that the mean cycle time is given 
by EC= R/{1- p). So if the system is stable {1.1) may be rewritten as 

>..iR 
-1 - <Mi, 
-p 

i = 1, .. . ,n, (1.2) 
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saying that the mean number of type-i customers arriving during a cycle is 
smaller than the maximum mean number of type-i customers served during 
a cycle. As the server is working a fraction Pi of the time at Qi, the mean 
total visit time at Qi in a cycle is given by EVi = PiEC = PiR/(1 - p), 
i = 1, ... , n. The mean total intervisit time at Qi in a cycle follows from 
EI,= EC - EV,= (1- p,)R/(1- p), i = 1, ... ,n. 
Note that if the system is stable, then all the queues are stable. However, even 
if a system is unstable a subset of the queues may still be stable. Assuming that 
the queues are indexed such that i ~ j ~ Ai/Mi ~ ">..j/Mi, Fricker & Jaibi 
show that the queues Q1 , ... , Q it are stable while the queues Q it+l, ... , Qn are 
unstable with K, being defined as 

i n 

K, := max{i: L Pi+ Ai(R + L /3jMj)/Mi < 1}. 
j=l j=i+l 

In other words, whether or not the individual queues are stable depends on the 
n 

ratio ">..,/M,. The mean cycle time is given by EC = (R + E /3jMj)/(1 -
j=it+l 

It 

E Pj). Note that (1.1) implies K, = n. 
j=l 
The quantity M, is determined by the number of visits to Q, as specified in 
the polling table and the maximum mean number of customers served during 
a visit to Q. as specified by the service discipline (possibly different policies at 
different visits). For ease of presentation, we now focus on the case of strictly 
cyclic polling, so that R = s, and the quantity M. is determined by the service 
discipline at Q, only. (The sufficient stability conditions for the case of strictly 
cyclic polling were independently established by Altman, Konstantopoulos, & 
Liu [8] and Georgiadis & Szpankowski [108], using different techniques. The 
assumptions in [8] and [108] on the service disciplines are however somewhat 
restrictive compared to [97].) For service disciplines like exhaustive and gated 
that do not impose any (probabilistic) restriction on the maximum mean num­
ber of customers served, M, = oo, so that the stability condition (1.1) reduces 
top< 1, which has long been stated without formal proof, cf. Eisenberg [84]. 
For both the exhaustive and gated version of k,-limited service, Mi = ki, so 
that (1.2) reduces to Ais/(1- p) < k., which also has long been stated without 
formal proof, cf. Kuhn [135]. For k,-decrementing service, Mi = ki/(1 - p,), 
so that (1.2) reduces to ">...s(l - p.)/(1 - p) < k,, i = 1, ... , n, saying that the 
mean increase in the number of type-i customers during the intervisit time is 
smaller than the net decrease during the visit time. 
In [98] Fricker & Jaibi establish the stability condition for models with Marko­
vian polling; cf. also Borovkov & Schassberger [25]. For dynamic scheduling 
strategies, there are hardly any results known on the conditions for stability; 
cf. Schassberger [162] for the case of gated-limited service. 
Throughout the monograph, the conditions for stability are assumed to hold. 
We further always assume the system under consideration to be in steady state. 



1.4 Analysis of polling systems 13 

1.4 ANALYSIS OF POLLING SYSTEMS 

In this section, we survey the state of the art in the analysis of polling systems. 
Rather than covering all technical details, we intend to illuminate the main 
concepts in the analysis of polling systems, which contribute to putting the 
monograph in the right perspective. We refer to Takagi [172] for a thorough 
monograph on the analysis of polling systems, containing a detailed enumera­
tion of the main results. 

In one of the first polling studies, Avi-Itzhak, Maxwell, & Miller [14] study 
a two-queue model with zero switch-over times and alternating priority (i.e. 
exhaustive service at both queues). They obtain the sojourn time distribution 
by focusing on the system busy period. Takacs [171] derives the waiting-time 
distribution in the same model by studying the Markov chain formed by the 
state of the system embedded at service completion epochs. Using similar 
techniques, Eisenberg [83) obtains the waiting-time distribution in a two-queue 
model with non-zero switch-over times, and either alternating priority or strict 
priority, in which the server stops switching when the system is empty. 
Cooper & Murray [77) study a model with an arbitrary number of queues, 
zero switch-over times, strictly cyclic polling, and exhaustive service at each of 
the queues. They derive the cycle time distribution by analyzing the Markov 
chain formed by the state of the system embedded at visit completion epochs. 
Cooper [78) obtains the waiting-time distribution for the model, by viewing 
the queues in isolation as vacation queues, the intervisit periods constituting 
the vacations. The solution method may also be used for a similar model with 
gated service at each of the queues. 
Eisenberg [84) studies a model with an arbitrary number of queues, non-zero 
switch-over times, periodic polling, and exhaustive service at each of the queues, 
in which the server keeps switching when the system is empty. Eisenberg de­
rives the waiting-time distribution, the marginal queue length distribution, and 
the joint queue length distribution at polling epochs by cleverly exploiting four 
Markov chains, embedded at service and visit beginnings and endings. The 
solution method may also be used for a similar model with gated service at 
each of the queues. In a recent study [86), Eisenberg shows how an adapted 
version of the method may be applied in case the server stops switching when 
the system is empty. 

Over the years, several methods have been developed for computing the mean 
waiting times at the various queues in strictly cyclic polling systems with either 
exhaustive or gated service. To be specific, denote by Wi the waiting time of 
an arbitrary type-i customer, i.e., the time elapsing from its arrival to the start 
of its service, i = 1, ... , n. 
One method for computing the mean waiting times is the buffer occupancy 
method, as used by Cooper & Murray [77), Cooper [78), and Eisenberg [84]. 
As the name suggests, in the buffer occupancy method, the mean waiting times 
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are computed starting from the buffer occupancy variables Xij, denoting the 
queue length at Qi at the start of a visit to Qi, i, j = 1, ... , n. 
Define Fi(z1 , •.• , Zn) := E(z{'il ... z;•n) to be the probability generating func­
tion (pgf) of the joint queue length distribution at the start of a visit to Qi, 
I Zj I ::; 1, j = 1, ... , n. The buffer occupancy method starts with deriving n 
functional equations, expressing Fi+l ( ·) into Fi ( ·), i = 1, ... , n. 
The waiting times are related to the buffer occupancy variables as follows, cf. 
Watson [187]. For exhaustive service, writing Xi for Xii, for Rew 2: 0, 

(1.3) 

the first term on the right-hand side representing the waiting-time Laplace­
Stieltjes Transform (1ST) in the corresponding isolated M /G /1 queue of Qi 
with arrival rate Ai and service time 1ST /3i(·). 
For gated service, for Rew 2: 0, 

the first term on the right-hand side standing again for the waiting-time 1ST in 
the corresponding isolated M/G/1 queue of Qi, In Chapter 2, we will discuss 
the occurrence of that term in greater detail. 
The above relationships yield expressions for EWi involving fl := EXi and 
f;' := E(Xi(Xi - 1)) = E(X7) - EXi as unknowns. There are explicit ex­
pressions available for the first moments EXi; for exhaustive service, EXi = 
AiEii = Ai(l - Pi)s/(1- p); for gated service, EXi = AiEC = Ais/(1- p). For 
the second moments E(Xr) there are no explicit expressions available. How­
ever, the functional equations involving Fi(·), i = 1, ... ,n, render a set of n3 

linear equations with n3 unknowns E(XijXik)- The latter set of equations can 
best be solved in an iterative manner, which requires O(n3logpt:) elementary 
operations (additions, multiplications), with t: denoting the level of accuracy 
required. 
Another method for computing the mean waiting times is the station time 
method, as used in Ferguson & Aminetzah [93]. As the name reflects, in 
the station time method the mean waiting times are computed starting from 
the station time variables U j, denoting the length of the station time at Q j, 
j = 1, ... , n. For exhaustive service, the station time consists of the visit time 
plus the preceding switch-over time. For gated service, the station time is com­
posed of the visit time plus the following switch-over time. 
Define 0i(W1' ... 'Wn) := E(e-W] U,-]-.. ,-Wn U,-n) (all indices mod n) to be the 
Laplace-Stieltjes Transform (1ST) of the joint station time distribution of the 
last n visits at the start of a visit to Qi, Re Wj 2: 0, j = 1, ... , n. The station 
time method starts with establishing n functional equations expressing 0i+l ( ·) 
into ei(·), i = 1, ... ,n. 
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The waiting times are related to the station time variables as follows. For 
exhaustive service, for Rew 2". 0, 

(1.5) 

with Ii denoting the intervisit time at Qi, i.e., Ii = Si-1 + U i-1 + ... + U i-n+l. 
Note that (1.3) and (1.5) are equivalent by the fact that for exhaustive service 
Xi equals the number of arrivals at Qi during Ii, i.e., E(zX;) = E(e->.;(l-z)I;). 
For gated service, for Rew 2". 0, 

(1 - >.-/3-)w · E(e->.;(l-,8,(w))C,) - E(e-wC;) 
E(e-wW;) = i i 

w - >.i(l - /3i(w)) (1 - >.i/3i)wECi 
(1.6) 

with Ci denoting the cycle time at Qi, i.e., Ci = Ui-1 + ... + Ui-n• The 
equivalence of (1.4) and (1.6) follows from the fact that for gated service Xi 
equals the number of arrivals at Qi during Ci, i.e., E(zX•) = E(e->..(l-z)c,). 
The above relationships yield expressions for EWi involving 9i = EUi and 
9ij = E(UiUj) (Qi being visited before Qj) as unknowns. There are explicit 
expressions available for the means gi; for exhaustive service, 9i = Si-1 +EVi = 
Si-1 + Pis/(1 - p); for gated service, 9i = EVi + Si = Pis/(1 - p) + Si- For 
the covariances 9ij there are no explicit expressions available. However, the 
functional equations involving 0i(·), i = l, ... ,n, induce a set of n 2 linear 
equations with n2 unknowns 9ij. The latter set of equations can be solved in 
an iterative manner, which requires O(n2logpt) elementary operations, with t 

denoting the level of accuracy demanded. A further advantage of the station 
time method in comparison with the buffer occupancy method is that the 
structure of the set of linear equations involved is somewhat simpler. Without 
explicitly solving it, Ferguson & Aminetzah observe from the structure of the set 

n 
of linear equations that the intensity-weighted sum I: PiEWi yields a relatively 

i=l 
simple expression in comparison with the extremely complicated expressions for 
the individual mean waiting times themselves, cf. also Watson [187]. 
For exhaustive service, 

(1.7) 

For gated service, 

n (2) 

L Ai/3i (2) [ n l i=l S S 2 2 L PiEWi = p 2(1 _ ) + p~ + 2(1 _ ) P + L Pi · 
i=l p p i=l 

n 

These relationships for the mean waiting times are commonly referred to as 
pseudo-conservation laws. In Chapter 2, we will discuss the existence of these 
pseudo-conservation laws in greater detail. A disadvantage of the station time 
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method is that, unlike the buffer occupancy method, it only appears to be ap­
plicable to polling systems with either exhaustive or gated service. 
Sarkar & Zangwill [160] describe a refinement of the station time method. They 
express the n2 unknowns 9ij into then unknowns 9ii, and derive a set of n linear 
equations for the latter coefficients, which however appears to be less sparse. 
Konheim & Levy [129] describe a modification of the buffer occupancy method. 
They propose to calculate E(xn by the so-called descendant set approach, 
which allows the computation of the mean waiting time at a single queue in 
only O(nlogp1:) elementary operations, with Ethe level of accuracy desired. 
Concluding, although efficient numerical evaluation of the mean waiting times is 
non-trivial, polling systems with exhaustive or gated service do allow an exact 
analysis for generally distributed service times, generally distributed switch­
over times, and an arbitrary number of queues. Polling systems with limited or 
decrementing service, however, do not allow an exact analysis, apart from some 
special cases like two-queue cases and completely symmetric cases. Eisenberg 
[85] studies a two-queue model with zero switch-over times and alternating ser­
vice (i.e. I-limited service at both queues), transforming the problem of finding 
the joint queue length distribution into the problem of solving a singular Fred­
holm integral equation. Cohen & Boxma [7 4] analyze the same model, translat­
ing the problem into a Riemann-Hilbert boundary value problem. Using simi­
lar techniques, Boxma [37] studies a symmetric two-queue model with non-zero 
switch-over times and I-limited service at both queues. Boxma & Groenendijk 
[43] analyze an asymmetric two-queue model with non-zero switch-over times 
and I-limited service at both queues by formulating a Riemann boundary value 
problem. Cohen [75] considers a two-queue model with zero switch-over times 
and I-decrementing (semi-exhaustive) service at both queues. The solution of 
the specific boundary value problem as formulated in each of the latter studies 
typically requires an arsenal of most advanced techniques from complex func­
tion theory, usually rendering contour-integral expressions for the mean waiting 
times. For polling systems with k-limited or k-decrementing service and n > 2 
queues, only approximative results are available, apart from some mean-value 
results for global performance measures, like the cycle times, or for the waiting 
times in a completely symmetric system ( cf. Fuhrmann [100] for the special 
case of I-limited service). 
Summarizing, we observe a striking difference in complexity between on the 
one hand service disciplines, like exhaustive and gated, that can be analyzed 
exactly in a general setting by standard methods, and on the other hand service 
disciplines, like limited and decrementing, that can only be analyzed exactly 
in special cases by most ingenious techniques. 
The existence of such a sharp distinction is illuminated in Resing [159] and in­
dependently explained in Fuhrmann [99]. Both Resing and Fuhrmann consider 
the class of service disciplines that satisfy the following property: 
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Property 1.4.1 
If there are ki customers present at Qi at the start of a visit, then during the 
course of the visit, each of these ki customers will effectively be replaced in an 
i.i.d. manner by a random population having probability generating function 
(pgf) hi(z1 , ... , Zn), which may be any n-dimensional pgf. 

By using a multi-type branching process approach, both Resing and Fuhrmann 
show that the class of service disciplines that satisfy the above property allows 
an exact analysis. The results of Resing and Fuhrmann suggest that service 
disciplines that violate Property 1.4.1 defy an exact analysis, except for some 
special cases, like two-queue cases and completely symmetric cases. 
The key element in their exposition is that if the service disciplines in a polling 
system satisfy Property 1.4.1, it is possible to relate the pgf Gi(z1, ... , Zn) := 

E(zr1 ••• z;•n) of the joint queue len~h distribution at the end of a visit 
to Qi to the pgf Fi (z1, ... , Zn) := E(z1 ' 1 ••• z;•n) of the joint queue length 
distribution at the beginning of a visit to Qi by 

Gi(Z1, ... , Zn)= Fi(z1, ... , Zi-1, hi(Z1, ... , Zn), Zi+i, ... , Zn). (1.9) 

Moreover, it is possible to relate Fi+l (z1, ... , Zn) to Gi(z1, ... , zn) by 

n 

Fi+l (z1, ... , Zn) = Gi(Z1, ... , Zn)a-/L= Aj (1 - Zj )), 
j=l 

(1.10) 

irrespective of the service disciplines (ignoring here some subtleties in case the 
total switch-over time in a cycle is zero, cf. Chapter 3). Thus, we obtain 2n 
equations for 2n functions, which may be combined to obtain a functional 
equation for one of the functions Fi(•) or Gi(·), which may then be solved by a 
standard iterative procedure. As we will show in Section 2.1, most of the rele­
vant performance measures like marginal queue lengths at an arbitrary epoch 
and waiting times may directly be derived from Fi(·) and Gi(·). Note that the 
approach of Resing and Fuhrmann is closely related to the buffer occupancy 
method, which was outlined earlier in the present section. In fact, the station 
time method, which was also sketched there, only appears to be applicable to 
a very restricted subclass of the service disciplines satisfying Property 1.4.1. 
Assuming the service disciplines to satisfy Property 1.4.1, Resing shows that 
in case the total switch-over time in a cycle is non-zero, the joint queue length 
process at the polling epochs of a fixed but arbitrary queue constitutes a multi­
type branching process with immigration in each state. The particle types in 
the branching process correspond to the customer types in the polling model, 
the offspring in the branching process represents the customers arriving during 
the service times in the polling model, and the immigration in the branching 
process corresponds to the customers arriving during the switch-over times in 
the polling model. In case the total switch-over time in a cycle is zero, Resing 
shows that the joint queue length process at the polling epochs of a fixed queue 
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constitutes a multi-type branching process with immigration in state zero only. 
The immigration in the branching process then corresponds to the customers 
arriving to an empty system in the polling model. So the models with zero 
and non-zero switch-over times are closely related through a common offspring 
generation, the only difference originating from the immigration. In Chapter 3, 
we expose the relationship between models with zero and non-zero switch-over 
times in greater technical detail. 
The exhaustive service discipline satisfies Property 1.4.1 with hi(z1, ... ,zn) = 
1Ji(E Aj(l - Zj)). Here ru(·) is the LST of the busy-period distribution in an 

#i 
ordinary isolated M/G/1 queue with arrival rate Ai and service time distribu­
tion Bi(·), satisfying the functional equation rJi(w) = f3i(w + Ai(l -1Ji(w))), cf. 
[73] p. 250. The gated service discipline satisfies Property 1.4.1 with hi(z1, ... , 

n 
Zn) = f3i( I: Aj{l - Zj)). Limited and decrementing service disciplines violate 

j=l 

Property 1.4.1, and have indeed not yielded an exact analysis, except for some 
special cases, like two-queue cases and completely symmetric cases. 
Models with server-position dependent arrival rates and customer branching (as 
the word suggests), cf. Remark 1.3.1 and Remark 1.3.2, satisfy Property 1.4.1, 
and may thus be analyzed exactly by using a multi-type branching process ap­
proach. There are also some service disciplines, like synchronized gated, that 
strictly speaking do not satisfy Property 1.4.1, but still allow an exact analysis. 
Most of these service disciplines, however, satisfy the following generalization 
of Property 1.4.1: 

Property 1.4.2 
If there are ki customers present at Qi at the beginning (or the end) of a visit to 
Q1r(i), with 1r(i) E {1, ... , n }, then during the course of the visit to Qi, each of 
these ki customers will effectively be replaced in an i.i.d. manner by a random 
population having pgf hi(z1, ... , Zn), which may be any n-dimensional pgf. 

In Chapter 9, we will introduce another generalization of Property 1.4.1 to 
explore the class of service disciplines that allow an exact analysis in the case 
of multiple servers. 
Here we outlined the analysis for a continuous-time model with strictly cyclic 
polling and single Poisson arrivals. Without seriously complicating the anal­
ysis, continuous-time may be replaced by discrete-time, strictly cyclic polling 
may be generalized to periodic polling or Markovian polling, and single Poisson 
arrivals may be generalized to batch Poisson arrivals. 

1.5 OPTIMIZATION OF POLLING SYSTEMS 

In this section, we review the state of the art in the optimization of polling 
systems. As mentioned earlier, we seek to identify the main issues in the op-
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timization of polling systems, rather than exhaustively discuss all the achieve­
ments made. For extensive surveys on optimization of polling systems, we refer 
to Boxma [39] (static optimization) and Yechiali [191] (semi-dynamic optimiza­
tion). 

In most of the polling applications, some degree of freedom exists in the design 
or control of the system in choosing the parameters of the scheduling discipline 
(visit order, visit lengths, service order). A major objective in studying polling 
systems is to develop sufficient understanding of how these parameters influence 
the operation of the system, and how these parameters should thus be chosen 
so as to improve the performance of the system. Nevertheless, compared to the 
well-trodden area of the analysis of polling systems, the field of optimization 
of polling systems still remains relatively unexplored. Although for example 
many waiting-time approximations have been proposed for limited-type service 
policies, the problem of determining appropriate values for the service limits 
has hardly been addressed. 
In the optimization of polling systems, the problem formulation is typically to 
optimize some measure of the system performance over some class of feasible 
scheduling disciplines. So there are two factors that play a role, first, what is 
the performance measure to be optimized, second, what is the class of feasible 
scheduling disciplines. 
Concerning the first factor, there is probably no generic comprehensive mea­
sure to evaluate the system performance. Efficiency and fairness are commonly 
viewed as important aspects of the system performance. Although it is some­
what unclear exactly how efficiency and fairness should be defined, it is widely 
believed that there is some trade-off between them. On the one hand, exhaus­
tive service is considered to be efficient but not very fair, as a heavily-loaded 
queue may dominate the complete system. On the other hand, I-limited ser­
vice is considered to be fair, as each of the queues receives at most one service 
per visit, but not very efficient. Ideally, a performance measure should re­
late all important aspects of the system performance to measurable quantities 
like waiting times, queue lengths, and excess probabilities, and should indicate 
how all those aspects weigh against each other. In view of these considerations, 

n n 
I: CiAiEWi (by Little's law equivalent to I: ciELi, with Li denoting the num-
~1 ~1 
ber of waiting type-i customers at an arbitrary epoch) is widely accepted as a 
reasonable measure of the system performance. 
Concerning the second factor, usually the class of feasible scheduling disciplines 
consists of a family of strategies of a similar structure that differ by some ( vec­
torial) parameter. We now successively discuss some optimization studies that 
focus on optimization of a routing vector (routing probabilities, or polling ta­
ble), a service vector (service probabilities, or service limits), and a routing 
vector and a service vector simultaneously. In addition, we mention some op­
timization studies that analyze less structured dynamic polling policies. 
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Optimization of the routing policy for a given service policy 
A considerable amount of research effort has been devoted to static optimiza­
tion, i.e., optimization of static routing policies, in which the routing decisions 
are made independently of the state of the system. Boxma, Levy, & Weststrate 
[4 7] ( cf. also [188]) consider a system with random polling, and at each of the 
queues either exhaustive or gated service. They address the problem of find-

n 
ing the routing probabilities (P1, ... ,Pn) that minimize I: PiEWi, the latter 

i=l 
quantity being explicitly known from the pseudo-conservation law for random 
polling, cf. [53]. Boxma, Levy, & Weststrate [39] (cf. also [188]) consider a sys­
tem with periodic polling and at each of the queues either exhaustive, gated, 
or 1-limited service. They study the problem of determining a polling table 

n 

that minimizes I: PiEWi, The proposed approach is to use the optimal visit 
i=l 

ratios in random polling (i.e. the routing probabilities (p1 , ... , Pn)) as indica-
tion for the optimal visit ratios in periodic polling (i.e. the occurrence ratios of 
the queues in the polling table), and then to use the Golden Ratio procedure 
as a heuristic for spacing the visits within the polling table. Boxma, Levy, & 
Weststrate [49] ( cf. also [188]) address the generalized problem of determining 

n 

a polling table that minimizes I: ci>.iEWi, the latter quantity now being ap-
i=l 

proximated in terms of the occurrence ratios of the queues in the polling table. 
Kruskal [134] studies a similar problem with deterministic arrival, service, and 
switch-over processes. In all cases, the optimal visit ratios are given by sur­
prisingly simple square-root formulae. 
Also, a considerable amount of research effort has been put in semi-dynamic 
optimization, i.e., optimization of semi-dynamic routing policies, in which pe­
riodically the visit order for some future period is determined, based on some 
partial knowledge of the state of the system. Browne & Yechiali [59] consider 
a system with either exhaustive or gated service at each of the queues. They 
address the problem of finding the visit order, at the start of each cycle, that 
minimizes the expected duration of the new cycle, based on knowledge of the 
queue lengths. The optimal visit order is given by a remarkably simple index­
type rule. However, they do not explicitly indicate how minimization of the 
expected duration of each new cycle is supposed to contribute to optimizing 
the system performance, in particular minimizing the mean waiting times. Ac­
tually, the mean cycle time remains s/(1- p), cf. [8], in other words, the server 
is doing nothing but deferring the service of customers to future cycles. Results 
of Fabian & Levy [90] suggest that among all semi-dynamic visit orders, the 
order that minimizes (maximizes) the expected duration of each new cycle in 
fact yields the largest (smallest) mean waiting times. Purely dynamic opti­
mization of the routing policy (for a given service policy) has hardly received 
any attention so far. 
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Optimization of the service policy for a given routing policy 
Borst, Boxma, & Levy [35] consider a system with a k-limited service strategy 
at each of the queues. They address the problem of determining the vector 

I n 
of service limits (k1 , ... , kn) that minimizes ~ CiAiEWi. Chapter 6 of the 

i=l 

present monograph is based on the results obtained in [35]. Blanc & Van der 
Mei (23] study a similar optimization problem in a system with a Bernoulli 
service strategy at each of the queues. Purely dynamic optimization of the 
service policy (for a given routing policy) has hardly received any attention so 
far. 

Simultaneous optimization of routing policy and service policy 
Borst, Boxma, Harink, & Huitema [34] consider a system operated with a fixed 
time polling (ftp) scheme. An ftp scheme specifies which queue should be vis­
ited at what time, i.e., it specifies not only the order of the visits, but also the 
starting times of the visits. They address the problem of constructing an ftp 

n 
scheme that minimizes ~ CiAiEWi. Chapter 7 of the present monograph is 
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based on the results obtained in [34]. 
Liu, Nain, & Towsley [145] consider a system with a dynamic polling policy, 
i.e., a collection of instructions for making decisions on whether the server S 
should serve (which customer), switch (to which queue), or idle, based on some 
partial knowledge of the state of the system. They attempt to identify policies 
that stochastically minimize the total amount of work and the total number of 
customers present in the system at an arbitrary epoch. They show that opti­
mal policies are exhaustive and greedy, i.e., the server should neither idle nor 
switch when a queue is non-empty. In addition, they show that in a symmetric 
system, optimal policies are patient, and belong to the class of Stochastically­
Largest-Queue policies, i.e., the server should remain idling at the last visited 
queue when the system is empty, and the server should never switch to a queue 
known to be stochastically smaller than another queue. 
For a model with zero switch-over times, the optimal (non-preemptive) polling 
policy is known to be given by the cµ-rule, cf. Meilijson & Yechiali (151], and 
Buyukkoc, Varaiya, & Walrand (63]. For a symmetric two-queue model with 
non-zero switch-over times, Hofri & Ross (119] show that the policy that min­
imizes the sum of discounted switch-over times and the holding cost, is ex­
haustive service in a nonempty system, and is of threshold type for switching 
from an empty queue to another. For an asymmetric two-queue model with 
switch-over costs rather than switch-over times, Koole (131] shows that the 
policy that minimizes the sum of discounted switching cost and holding cost, 
is not a threshold policy, but that the best threshold policy approaches the 
optimal policy very well. 
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Monotonicity issues 
Closely related to optimization issues are questions of stochastic ordering or 
monotonicity of the various performance measures with regard to the inducing 
stochastic processes (arrival process, service process, switch-over process), or 
with regard to the scheduling discipline (routing policy, service policy, order of 
service). 
For a fixed but arbitrary routing policy, Levy, Sidi, & Boxma [142) establish 
a hierarchy of dominance relations among work-conserving, non-idling service 
policies with respect to the total amount of work in the system at any time. 
Under fairly mild assumptions, they show that the closer a service policy ap­
proaches the standard exhaustive service policy, the higher the service policy 
reaches in the hierarchy, so that in particular the standard exhaustive service 
policy figures at the top of the hierarchy. 
Altman, Konstantopoulos, & Liu [8) consider a system with strictly cyclic 
polling, and at each of the queues either exhaustive-type or gated-type ser­
vice. They show that the queue lengths at polling epochs, the visit times, the 
intervisit times, and the cycle times are stochastically increasing in the arrival 
rates, the service times, and the switch-over times. 
Note that the above ordering results refer to global performance measures or 
performance measures that are defined at polling epochs. For detailed perfor­
mance measures like waiting times or queue lengths at arbitrary epochs there 
are hardly any ordering results known. In view of [8), it might be conjectured 
that also the waiting time and the queue length at Qi are stochastically increas­
ing with regard to the arrival rates, the service times, and the switch-over times 
as well as the 'limitedness' of the service at Qi, but most of the statements of 
such tendency have either been disproved by simple counterexamples or have 
lacked proof so far. As one of the scarce results, we establish in Chapter 5 a 
stochastic ordering relation for the waiting times in a globally gated polling 
system. 

1.6 OVERVIEW OF THE MONOGRAPH 

We now give an overview of the main results presented in the remainder of the 
monograph. 
In Chapter 2, we elaborate on the use of decomposition properties to ana­
lyze polling models, in particular discussing the existence of so-called pseudo­
conservation laws for the mean waiting times, cf. (1.7), (1.8). Broadening the 
scope somewhat, we also demonstrate the use of such decomposition properties 
to study a related model, namely, a queueing system with a customer collection 
mechanism. 
In Chapter 3, we consider two different single-server polling systems: (i) a 
model with zero switch-over times, and (ii) a model with non-zero switch-over 
times, in which the server keeps cycling when the system is empty. For both 
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models we relate the steady-state queue length distribution at a queue to the 
queue length distribution at visit beginning and visit completion instants at 
that queue. As a by-product, we obtain a shorter proof of the Fuhrmann­
Cooper decomposition, cf. [103]. For the important class of service disciplines 
with a branching structure satisfying Property 1.4.1, we expose a strong rela­
tionship between both the queue length and the waiting-time distribution in 
the two models. We also show how the latter relationship can be exploited to 
reduce the computational complexity of numerical moment calculations. 
In Chapters 4 and 5, we study a polling system with a dormant server, i.e., a 
polling system in which the server may be allowed to make a halt at a queue 
when there are no customers present in the system. In the polling literature, 
the server is usually assumed never to idle, in other words, to be switching 
when not working. In particular, the server is assumed to be switching when 
there are no customers present in the system. However, quite often there are 
very sound reasons for letting the server stop switching when there are no cus­
tomers present in the system, rather than letting the server needlessly circle 
around. In Chapter 4, we therefore derive a pseudo-conservation law for a gen­
eral model, permitting a variety of service disciplines, in which the server may 
be allowed to make a halt at an arbitrary subset of the queues. We use the 
pseudo-conservation law to compare the dormant and the non-dormant server 
case. Furthermore, we address the question at which queues the server should 
make a halt to minimize the mean total amount of work in the system. 
The option of idling especially goes hand in hand quite naturally with the glob­
ally gated service discipline, introduced in Boxma, Levy, & Yechiali [50]. Under 
globally gated service, during a tour along the queues only those customers are 
served that were already present at the start of the tour, while the service of 
customers that meanwhile arrive to the system is deferred until the next tour, 
cf. Section 1.3. Thus, as suggested in Boxma, Weststrate, & Yechiali [54], it 
does not make sense to start a tour along the queues when there are no cus­
tomers present in the system. In Chapter 5, we therefore focus on a globally 
gated polling system in which the server makes a halt at its home base when 
there are no customers present in the system. We derive an explicit expression 
for the 1ST of the cycle time distribution, for the 1ST of the waiting-time 
distribution at each of the queues, and for the pgf of the joint queue length 
distribution at polling epochs. As a justification of the dormant server policy, 
the waiting time at each of the queues is shown to be smaller (in the increasing­
convex-ordering sense) than in the ordinary non-dormant server case. 
In Chapters 6 and 7, we discuss several optimization issues in polling systems. 
In Chapter 6, we consider a polling system with a k-limited service strategy. 
Under k-limited service, when visiting a queue, the server works until either 
a prespecified number of customers have been served, or the queue becomes 
empty, whichever occurs first, cf. Section 1.3. We are interested in the problem 
of determining appropriate values for the service limits that contribute to an 
efficient operation of the system. It appears that if we do not impose any con­
straint on the ki 's, then at least one of the optimal ki 's is always infinite. To 
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accomplish a bound on the cycle time, we therefore also study a version of the 
n 

problem with a constraint of the form I: 'Yiki :S K. We propose four different 
i=l 

approaches to the constrained optimization problem, based on four different 
approximations for the mean waiting times, which are extensively investigated 
by numerical experiments. Next, we discuss some properties of polling systems 
with k-limited service, and establish a (partially conjectured) cµ-like rule for 
the unconstrained optimization problem. We then propose an approximative 
approach to this problem, which is also elaborately examined by numerical ex­
periments. 
In Chapter 7, we consider a polling system operated with a fixed time polling 
(ftp) scheme. An ftp scheme specifies which queue should be visited at what 
time, i.e., it specifies not only the order of the visits, but also the starting times 
of the visits. We are interested in the problem of constructing ftp schemes that 
contribute to an efficient operation of the system. Starting from rather simple 
approximations, we formulate the problem as a mathematical program. In view 
of its NP-hardness, we develop a heuristic method for solving the mathematical 
program. The method is tested by numerical experiments. 
In Chapters 8, 9, and 10, we consider multiple-queue systems with multiple 
servers. In Chapter 8, we consider a system consisting of several customer 
types attended by several parallel non-identical servers. Customers are allo­
cated to the servers in a probabilistic manner; upon arrival customers are sent 
to one of the servers according to a matrix of routing probabilities. We con­
sider the problem of finding an allocation that minimizes a weighted sum of 
the mean waiting times. We expose the structure of an optimal allocation, and 
describe in detail for some special cases how the structure may be exploited 
in actually determining an optimal allocation. Furthermore, we consider the 
problem of finding an optimal deterministic allocation, i.e., an optimal alloca­
tion that involves a 0-1 matrix of routing probabilities. We show the problem 
to be NP-hard and indicate how the structure of an optimal non-deterministic 
allocation may be used as a heuristic guideline in searching for an optimal de­
terministic allocation. 
In Chapters 9 and 10, we consider polling systems with multiple servers, in 
which the cooperation, unlike in the situation in Chapter 8, also results in ac­
tual interaction of the servers. So far, there are hardly any exact results known 
for such multiple-server polling systems, apart from some mean-value results 
for global performance measures like cycle times. In Chapter 9, we consider 
systems in which the servers are assumed to be coupled, i.e., the servers always 
visit the queues together. Guided by Property 1.4.1, we explore the class of 
systems that allow an exact analysis. For these systems, we present distribu­
tional results for the waiting time, the marginal queue length, and the joint 
queue length at polling epochs. The class in question includes several single­
queue systems with a varying number of servers, two-queue two-server systems 
with exhaustive service and exponential service times, as well as infinite-server 
systems with an arbitrary number of queues, exhaustive or gated service, and 
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deterministic service times. 
In Chapter 10, we consider systems in which the servers are assumed to be 
independent, i.e., each of the servers visits the queues according to its own 
cyclic schedule. These systems appear to completely defy the derivation of 
exact analytical waiting-time results, which motivates the search for accurate 
approximations. We derive such waiting-time approximations for systems with 
the exhaustive and gated service discipline. The approximations are tested for 
a wide range of parameter combinations. 

Throughout the monograph, stochastic variables are denoted by capitals and 
printed bold. References to the literature are presented as the name(s) of 
the author(s), followed by the corresponding index in the reference list or, in 
case of repeated occurrence, as the index in the reference list only, omitting 
the name(s) of the author(s). The chapters are each divided in a number of 
sections. Formulas are numbered per chapter, e.g., formula (2.6) is the sixth 
formula in Chapter 2. Assumptions, corollaries, examples, figures, lemma's, 
properties, remarks, tables, theorems, etc. are numbered per section, e.g., The­
orem 4.3.1 is the first theorem in Section 3 of Chapter 4. 



26 



CHAPTER 2 

DECOMPOSITION PROPERTIES AND 

PSEUDO-CONSERVATION LAWS IN 

POLLING MODELS 

2 .1 INTRODUCTION 

27 

Overviewing the recent polling literature, we see a prominent role played by 
so-called pseudo-conservation laws, which provide exact expressions for a spe-

n 

cific weighted sum of the mean waiting times, mostly I: PiEWi, cf. Ferguson 
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& Aminetzah [93], Watson [187]. Although the individual mean waiting times 
usually involve extremely complicated expressions, a pseudo-conservation law 
typically provides a relatively simple explicit expression, which e.g. depends on 
the switch-over times only through the first two moments of their sum. There 
are even service disciplines, like Bernoulli service, for which the individual mean 
waiting times are completely unknown, but for which a pseudo-conservation law 
is still explicitly known. Thus, pseudo-conservation laws provide a useful mea­
sure of the overall system performance. In addition, pseudo-conservation laws 
prove to be a valuable instrument for constructing and validating waiting-time 
approximations, and for determining the mean waiting times in a completely 
symmetric system in a simple manner. Pseudo-conservation-law-based waiting­
time approximations for models with 1-limited service and an arbitrary num­
ber of queues are developed e.g. in Boxma & Meister [51], [52], Groenendijk 
[113], Srinivasan [168]. Waiting-time approximations for similar models with 
k-limited service are presented e.g. in Chang & Sandhu [66], Everitt [87], [89], 
Fuhrmann & Wang [104]. 
The existence of pseudo-conservation laws is interpreted in Boxma & Groe­
nendijk [42], and further clarified in Boxma [38]. The framework presented by 
Boxma & Groenendijk unified and generalized the pseudo-conservation laws ex­
isting until then, and also explained why they existed. In addition, the approach 
allows a relatively simple derivation of pseudo-conservation laws, and a prob-
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abilistic interpretation of the various terms occurring in pseudo-conservation 
laws. Until then, pseudo-conservation laws were obtained by cumbersome ad 
hoc methods, which did not really explain why they existed, and what the 
various terms occurring represented. 
The key element in the framework presented by Boxma & Groenendijk is the 
property of work decomposition, which builds on the fundamental property of 
work conservation, and is closely related to the concept of queue length de­
composition, as described in Fuhrmann & Cooper [103]. To illuminate these 
concepts, we consider in the present chapter a single-server queueing system, 
not necessarily a polling model, with a Poisson arrival process of rate ,\, a 
service time distribution B(·) with LST /3(·) and mean /3, and service inter­
ruptions. The service interruptions are assumed to result from some kind of 
interfering process that from time to time may keep the server from working, 
even when there are customers present. A period during which the server is not 
working, because of a service interruption, or because there are no customers 
present, will be referred to as a non-serving interval. 
The service interruptions may be interwoven with the arrival and service pro­
cess in an arbitrarily complex manner, but may not anticipate on the arrival 
and service times of future customers. In particular, the durations of successive 
service interruptions are allowed to be dependent. 
For now, we abstract from what kind of interfering process causes the service 
interruptions. In a performability setting, a service interruption typically rep­
resents a down-period of the system. In the context of polling models, a service 
interruption usually corresponds to a switch-over time, or to an intervisit period 
with regard to a specific queue, depending upon whether the polling system 
in totality is viewed as a system with service interruptions, or just a specific 
queue in isolation. Broadening the scope, the service interruptions may also 
represent set-up times, shut-down times, reconfiguration times, periods during 
which the server performs some secondary tasks, or they may correspond to 
some collection or reservation mechanism for customers, on which we will focus 
in Section 2.4. 
The remainder of the chapter is organized as follows. In Section 2.2, we describe 
the property of queue length decomposition for the model under consideration. 
Focusing on a specific queue in a polling system in isolation, we indicate how the 
queue length decomposition also translates into a decomposition of the waiting 
time, as already recognized in Section 1.4, cf. (1.3), (1.4), (1.5), (1.6). In Sec­
tion 2.3, we elaborate on the related property of work decomposition. Applying 
it to a polling system in totality, we sketch how the work decomposition prop­
erty leads to pseudo-conservation laws for the mean waiting times, as already 
observed in Section 1.4, cf. (1.7), (1.8). In Section 2.4, we demonstrate how 
the queue length and work decomposition properties may be exploited in a re­
lated model, namely, a queueing system with a customer collection mechanism. 
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2.2 QUEUE LENGTH DECOMPOSITION 

Using concepts from the theory of branching processes, under rather mild as­
sumptions, Fuhrmann & Cooper [103] prove the following queue length decom­
position property for the model under consideration: 

d 
N = NM/G/1 + Nr, (2.1) 

with :1:: denoting equality in distribution; 
N := the queue length at an arbitrary epoch; 
NM/G/l := the queue length at an arbitrary epoch in the 'corresponding' 
M/G/1 system; 
NI := the queue length at an arbitrary epoch in a non-serving interval; 
NM/G/l and Nr being independent. 
The corresponding M/G/1 system is an ordinary M/G/1 queue with simi­
lar traffic characteristics, but without any service interruptions. To find the 
distribution of N, it thus suffices to find the distribution of NI, as the distri­
bution of NM/G/l is simply known from the Pollaczek-Khintchine formula, cf. 
[73] p. 238. From a methodological point of view, however, it is usually prefer­
able to analyze the queue length at the beginning and the end of a non-serving 
interval rather than to study N r, the queue length at an arbitrary epoch in a 
non-serving interval. Therefore, we now relate the distribution of NI to the 
queue length distribution at such embedded epochs. Denote by Nt~gin and 

N~:~ the queue length at the beginning and the end of the k-th non-serving 
interval. Denote by Nbegin and Nend a pair of stochastic variables with as joint 

distribution the stationary joint distribution of Nt~gin and N~:~. 
Lemma 2.2.1 

Pr{Nr = l} = Pr{Nbegin S l} - Pr{Nend S l}. 
EN end - EN begin 

Written in terms of pgf's, 

E(zNbegin) - E(zNend) 
E(zNr) = -------'----'---, 

(1 - z)(ENend - ENbegin) 

Proof 

I z Is 1. 

(2.2) 

(2.3) 

Because of the PASTA property, NI has the same distribution as the number of 
customers seen by an arbitrary customer arriving in a non-serving interval. In 
the first K non-serving intervals, the fraction of customers that see l customers 
upon arrival is 

K 

I: I{N(k). <l<N(k) -1} 
k::::=l begm - - end 

~ (k) (k) , 
LJ (Nend - Nbegin) 
k=l 
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with I{E} denoting the indicator function of the event E. So, using the law of 
large numbers, 

Pr{N1 = l} = 

= 

= 

K 

L I{N(I,). <l<N(I,) -1/ K 
lim k=l begin- - end 

K-oo K (k) {k) L (Nend - Nbegin)/K 
k=l 

Pr{Nbegin $ l $ Nend - 1} 
EN end - EN begin 

Pr{Nbegin $ l} - Pr{Nend $ l} 
ENend - ENbegin 

□ 

The queue length decomposition property (2.1) only holds if the order of service 
is independent of the service times. Consequently, it typically does not hold for 
a polling system in totality, but it does hold for each of the queues in isolation, 
assuming that the order of service at each of the queues is independent of 
the service times. Therefore, we now focus on the queue length at a specific 
queue in a polling system in isolation, let us say Qi. For the specification 
of the arrival, service, and switch-over processes, we refer to the description 
of the 'basic model' in Section 1.3. (In Section 2.4, we use the queue length 
decomposition property to analyze a system where the service interruptions 
arise from a customer collection procedure.) The queue length Nbegin and 
Nend at the beginning and the end of a non-serving interval then correspond 
to the queue length Yi at the end and Xi at the beginning of a visit to Qi, 
respectively. Applying (2.1) and (2.3) to Qi, we then obtain 

(2.4) 

I z I$ 1, (2.5) 

with 
Ni:= the queue length at Qi at an arbitrary epoch; 
NilM/G/1 := the queue length at an arbitrary epoch in the 'corresponding' 
M/G/1 queue of Qi in isolation; 
Nill := the queue length at Qi at an arbitrary epoch in an intervisit period; 
NilM/G/1 and Nill being independent. 
By (2.4) and (2.5), to find the queue length distribution at Qi at an arbi­
trary epoch it suffices to find the queue length distribution at Qi at the be­
ginning and the end of a visit, respectively. Note that for the class of service 
disciplines that satisfy Property 1.4.1, E(zx•) = Fi(l, ... , 1, z, 1, ... , 1) and 
E(z Y;) = Gi(l, ... , 1, z, 1, ... , 1), with z as i-th argument, are actually known. 
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We now abstract from the polling context again. If the order of service in the 
system with service interruptions is FCFS, then the sojourn time R of an arbi­
trary customer, i.e., the time from its arrival to the completion of its service, is 
related to the queue length N (the total number of customers present, includ­
ing a customer possibly in service) at an arbitrary epoch by the distributional 
form of Little's law, cf. Keilson & Servi (125]: 

E(zN) = E(e->-(l-z)R), I z I~ 1, (2.6) 

provided the sojourn time of customers is independent of arrivals after their 
own arrival. 
Similarly, the waiting time W of an arbitrary customer is related to the number 
L of waiting customers (excluding a customer possibly in service): 

I z I~ 1. (2.7) 

Taking expectations in either (2.6) or (2.7) yields the original form of Little's 
law. Combining (2.1) and (2.6), taking A(l - z) = w, we obtain the following 
sojourn time decomposition: 

Rew 2:: 0, (2.8) 

with RM/G/l denoting the sojourn time of an arbitrary customer in the corre­
sponding M/G/1 system. 
Noting that E(e-wR) = E(e-ww),B(w), we obtain from (2.8) the following 
waiting-time decomposition: 

Rew 2:: 0, (2.9) 

with W M/G/l denoting the waiting time of an arbitrary customer in the cor­
responding M/G/1 system. 
We now return to the polling setting again. Since the order of service is re­
quired to be FCFS here, the properties (2.6)-(2.9) do not hold for a polling 
system in totality, but they do hold for a specific queue in isolation with FCFS 
order of service. Applying (2.9) to Qi, using (2.5) and the Pollaczek-Khintchine 
formula, cf. (73] p. 255, we obtain 

E(e-wW;) = (1 - Ai,Bi)w E((l -w/Ai)Y•) - E((l -w/Ai)x•) 
w - Ai(l - ,Bi(w)) (EXi - EYi)w/A, 

Taking for exhaustive service Yi = 0 and E(zx•) = E(e->-,(l-z)I;) leads to 
(1.3) and (1.5). Noting that for gated service E(z Y;) = E(,Bi(Ai(l - z))x•) and 
E(zX•) = E(e->-;(l-z)C;) gives (1.4) and (1.6). 

2.3 WORK DECOMPOSITION 

In the previous section, we described the property of queue length decomposi­
tion, and indicated how it also translates into a decomposition of the waiting 
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times at the individual queues in a polling system. In this section, we focus on 
the related property of work decomposition, and sketch how it leads to pseudo­
conservation laws for the mean waiting times in a polling system, as shown by 
Boxma & Groenendijk [42]. 
Adapting_ the arguments of Fuhrmann & Cooper, under even milder assump­
tions, Boxma & Groenendijk prove the following work decomposition property 
for the model under consideration: 

d 
V = V M/G/1 + V1, (2.10) 

with 
V := the amount of work in the system at an arbitrary epoch; 
V M/G/l := the amount of work at an arbitrary epoch in the corresponding 
M /G /1 system; 
V 1 := the amount of work in the system at an arbitrary epoch in a non-serving 
interval; 
V M/G/1 and V1 being independent. 
When the amount of work in a non-serving interval were always zero, i.e., 
V1 = 0, (2.10) would reduce to the fundamental property of work conserva­
tion, which in fact holds even in sample-path sense. Note that in a polling 
system it is generally not the case that V 1 = 0, since the server may be switch­
ing when there are customers present. 
The work decomposition property still holds if the order of service is not inde­
pendent of the service times, reflecting that in a sense the amount of work in 
the system is a less sensitive quantity than the queue length. Consequently, it 
holds in particular for the total amount of work in a polling system. Therefore, 
we now focus on the total amount of work in a polling system, and show how 
the work decomposition property leads to a pseudo-conservation law for the 
mean waiting times. For the specification of the arrival, service, and switch­
over processes, we refer to the description of the 'basic model' in Section 1.3. 
(In Section 2.4, we use the work decomposition property to ~nalyze a system 
where the service interruptions originate from a customer collection procedure.) 
Applying Brumelle's formula [60], 

n l n 

EV= '°'p·EW· + - '°' ,\-/3~2) L.J•. 2L.J••· 
i=l i=l 

(2.11) 

From the Pollaczek-Khintchine formula, cf. [73] p. 255, 

f: Ai/3l2) 
i=l 

EV M/G/1 = 2(l _ p) . (2.12) 

Taking expectations in (2.10), substituting (2.11), (2.12), we obtain the follow­
ing relationship for the mean waiting times: 

n f: Ai/3i2) 
LPiEWi=/;(1-) +EV1. (2.13) 
i=l p 
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When the amount of work in a non-serving interval were always zero, i.e., 
n 

EV r = 0, (2.13) would reduce to the property that E PiEWi does not depend 
i=l 

on the scheduling discipline as long as EV r = 0, which is commonly referred 
to as a conservation law. 
For strictly cyclic polling, Boxma & Groenendijk [42] show that EV r may be 
determined as follows: 

(2.14) 

with Zii denoting the amount of work left behind by the server at Q, at the 
completion of a visit. 
Substituting (2.14) into (2.13), we obtain the following relationship for the 
mean waiting times: 

n 
which is commonly referred to as a pseudo-conservation law, since E p,EW, 

i=l 
now does depend on the scheduling discipline through the terms EZ ... As a 
pleasing circumstance however, EZ,, is determined by the service discipline at 
Q. only, i.e., not by the service discipline at Q3, j-:/:- i, e.g. [42]: 
I. Exhaustive service: 

EZ.i = 0. 

II. Gated service: 

p~s EZ., = --. 
1-p 

III. 1-Limited service: 

p~s .X.s 
EZii = -1- + p.-1-EW •. 

-p -p 

IV. 1-Decrementing service: 

2,213(2) '·(1 ·) EZ .. - - P, /Ii i s . /Ii - p, s EW. 
" - 2(1 - p) + p. 1 - p •· 

Substituting the above expressions into (2.15) yields the pseudo-conservation 
laws, which before were only known to hold in cases with the same service 
disciplines at each of the queues. 
Here we sketched the derivation of a pseudo-conservation law for a continuous­
time model with strictly cyclic polling and single Poisson arrivals. Without 
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seriously complicating the derivation, continuous-time may be replaced by 
discrete-time, cf. [44], strictly cyclic polling may be generalized to periodic 
polling, cf. [45], or Markovian polling, cf. [53], and single Poisson arrivals may 
be generalized to batch Poisson arrivals, cf. [38]. In Chapter 4, we show how a 
pseudo-conservation law is derived in case the server may be allowed to make 
a halt at a queue when there are no customers present in the system. 

2 .4 A QUEUEING SYSTEM WITH A CUSTOMER COL­

LECTION MECHANISM 

In the two previous sections, we sketched how decomposition properties may 
be exploited in the setting of polling models. In this section, we describe how 
such decomposition properties may be applied to a related model, namely, a 
queueing system with a customer collection mechanism. For a detailed analy­
sis of an aggregated version of the model, we refer to Borst, Boxma, & Combe 
[32], [33]. For a generalization and unification of the results, we refer to Boxma 
& Combe [40], Combe [76]. 
The model under consideration consists of n queues, Q1, ... , Qn, attended by 
a single server S. For the specification of the arrival and service processes at 
the queues, we refer to the description of the 'basic model' in Section 1.3. Un­
like in a polling model, where the server periodically visits the queues to serve 
(some of) the customers present, here a collector from time to time visits the 
queues, picks up (some of) the customers present, and delivers them to the 
server where they are served. Collectors are assumed to be sent out according 
to a Poisson process of rate 'Y, independent of the arrival and service processes 
at the queues. A collector visits the queues in strictly cyclic order, Q 1 , ... , Q n. 

Moving from Qi to Qi+i requires a constant travel time O'i, i = 1, ... , n. Here 
O'n is to be understood as the travel time from Qn to the server. (Note that 
the travel time from the origin of the collectors to Q1 is irrelevant here.) 
Upon arrival at Qi, the collector instantaneously picks up all the type-i cus­
tomers that have already been present for at least a constant time Ti ( e.g. 
Ti = 0), i = 1, ... , n. The collectors are assumed to have infinite capacity. 
Upon arrival at the server, the collector instantaneously delivers all the cus­
tomers that were picked up. The order of service is assumed not to discriminate 
between the various customer types; within the various customer classes the 
order of service is assumed to be FCFS. 
Conceptually, a batch of collected customers may also be viewed as a single 
'super' customer. The service time of the super customer comprises the total 
service time of the corresponding batch. So a super customer has a zero service 
time in case a batch happens to be empty. The arrival epoch of the super 
customer coincides with the arrival epoch of the corresponding collector .at the 
server. Since the collectors have a constant travel time, the super customers 
arrive at the server according to a Poisson process of rate 'Y· Focusing on the 
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super customers, the model under consideration may thus be viewed as an 
ordinary M / G / 1 queue, essentially differing however from the standard model 
description due to the intrinsic dependence between the interarrival and service 
times. Namely, the larger the interarrival time of a super customer, the larger 
the corresponding intercollector time, the larger the total service time of the 
corresponding batch, and the larger the service time of the super customer. To 
be specific, denote by (A, B) a pair of stochastic variables with as joint distri­
bution the joint distribution of the interarrival and service time of an arbitrary 
super customer. From [32], [33], 

E( -(A-wB) _ 'Y 
e - 'Y + ( + >.(1 - ,B(w))' 

Re( 2 0,Rew 2 0, (2.16) 

n n 

with ,B(w) := I: ¥/3i(w), so that Cov(A,B) = >.,Bh2 with ,B = I: ¥/3i = 
i=l i=l 

p/ >.. In the sequel, we will not really highlight the effects of the dependence 
between the interarrival and service times, but the impact is studied in detail 
in [32, 33, 40, 76]. 
For future convenience, we first observe that the collection procedure under 
consideration may be equivalently defined as follows. Arriving type-i customers 

n 
are first 'retained' for a while, and 'released' after a constant time Ti+ I: r7j. 

j=i 
Upon arrival at Qi, the collector instantaneously picks up only the released 
type-i customers. Moving from Qi to Qi+i requires no travel time. 
Taking the perspective of the last paragraph, we immediately see that at every 
epoch the population of released customers is independent of the population of 
customers being retained, implying 

v 4v* +v#, (2.17) 

with 
V := the amount of work in the system at an arbitrary epoch; 
V* := the amount of work in the system at an arbitrary epoch corresponding 
to released customers; 
y# := the remaining amount of work in the system at an arbitrary epoch 
corresponding to customers being retained; 
V* and y# being independent. 
The distribution of y# is given by 

n n 

E(e-wv#) = exp[- LAi(l -,Bi(w))(Ti + Lr7j)], Rew 2 0. (2.18) 
i=l j=i 

Denote by V 0 the amount of work at an arbitrary epoch in the 'corresponding' 
system with a zero-delay collection procedure, i.e., a system with similar traffic 
characteristics, but with r7i = 0, Ti = 0, i = 1, ... , n. 
Observing that the population of released customers in the original system 
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evolves similarly as the total population of customers in the corresponding 
zero-delay system, 

Y* 4 yo_ (2.19) 

As described in Section 2.1, the following decomposition property holds for yo, 
cf. (38): 

O d O 
Y =YM/G/1+Y1, (2.20) 

with 
Y M/G/l := the amount of work at an arbitrary epoch in the 'corresponding' 
M/G/l system without customer collection mechanism, i.e., a system with 
similar traffic characteristics, where the customers have immediate access to 
the server; 
Y1 := the amount of work in the zero-delay system at an arbitrary epoch in a 
non-serving interval; 
Y M/G/l and Y1 being independent. 
For future convenience, we first introduce some further terminology. A 'basic' 
non-serving interval is a non-serving interval beginning at the departure of a 
super customer that leaves no super customers behind, and ending at the arrival 
of the next super customer (which sees no super customers present). Since super 
customers arrive according to a Poisson process of rate 'Y, the length of a basic 
non-serving interval is exponentially distributed with mean lh. In case the 
next arriving super customer (which sees no super customers present) happens 
to have zero service time, a number of consecutive basic non-serving intervals 
may occur, together constituting a larger non-serving interval. A 'maximal' 
non-serving interval is a non-serving interval that is not strictly contained in 
any other larger non-serving interval. Note that the length of a maximal non­
serving interval is no longer exponentially distributed. 
The distribution of Y M/G/l in (2.20) follows from the Pollaczek-Khintchine 
formula, cf. [73) p. 255, 

E(e-wVM/G/1) = (l - >..f])w , 
w - >..(l - /J(w)) 

Rew 2: 0. (2.21) 

The quantity Y1 in (2.20) may be equivalently defined as the amount of work 
in the zero-delay system at an arbitrary epoch in a basic non-serving interval. 
Let us say D is the super customer at whose departure the basic non-serving 
interval in question started. 
The quantity Y1 then consists of two independent components, viz., 

yo.!!:.. Y' +Y" I - I I, (2.22) 

with 
Y~ := the amount of work that arrived since the departure of D; 
Y'f := the amount of work that arrived during the sojourn time of D; 
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V1 and VJ being independent. 
For any non-negative stochastic variable T, denote by V(T) the amount of 
work arriving to the system during a period of length T, i.e., 

Rew~ 0. (2.23) 

The quantity V1 is the amount of work arriving during the past of the basic 
non-serving interval in question at the arrival of D. Since a basic non-serving 
interval is exponentially distributed, the past of a basic non-serving interval 
is also exponentially distributed. So V1 is distributed as the amount of work 
arriving during an arbitrary interarrival time A, i.e., distributed as the service 
time B of an arbitrary super customer, 

V 14v(A) 4 B, 

with, taking ( = 0 in (2.16), 

E( -wB) 'Y 
e = 'Y + .X(l - ,B(w))' 

Denote by R the sojourn time of D. 

(2.24) 

Rew~ 0. (2.25) 

VJ 4 V(R). (2.26) 

Substituting (2.19), (2.20), (2.22), (2.24), (2.26) into (2.17), we obtain the 
following detailed form of the work decomposition property: 

d - # V = V M/G/1 + V(A) + V(R) + V . (2.27) 

We now show how a functional equation may be derived for the LST r(w) := 
E(e-wR), Rew ~ 0, of the sojourn time distribution of an arbitrary super 
customer. 
Because of the PASTA property, 

V* 4R. (2.28) 

From (2.19), (2.20), (2.22), (2.24), (2.26), (2.28), we obtain the following de­
composition of the sojourn time of an arbitrary super customer: 

d -
R=VM/G/1 +B+V(R), (2.29) 

all three terms in the right-hand side being independent. Note that the waiting 
time W and the service time B of a super customer are however not indepen­
dent, due to the dependence between the interarrival and service time. Namely, 
the larger the service time, the larger the interarrival time, and the smaller the 
waiting time. Hence, although the sojourn time is composed of the waiting 

time and the service time, (2.29) does not imply that W 4 V M/G/l + V(R). 
In [40] it is shown how the joint distribution of (W,B) may be determined in 
a direct manner. 
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The sojourn time ft of D may be thought of as that of an arbitrary super 
customer whose sojourn time is known to be smaller than an exponentially 
distributed interarrival time A, 

E( -wR) = r(-y + w) 
e r(-y) ' Rew?:: 0. (2.30) 

Note that r(-y) equals the probability that an arbitrary super customer finds 
the server idle upon arrival. Because of the PASTA property, the latter prob­
ability equals the fraction of time that the server is idle, 1 - >../3. 
So we obtain from (2.21), (2.23), (2.25), (2;29), and (2.30) the following func­
tional equation for r(•): 

-yw r('Y + >..(1 - f3(w))) 
r(w) = w - >.(1 - f3(w)) 'Y + >.(1 - f3(w)) ' 

We now solve the above functional equation. 
Denote 

-yw 
f(w) := w - >.(1 - f3(w))' 

g(w) := 'Y + >..(1- /3(w)), 

Then (2.31) may be rewritten as 

Rew?:: 0, 

Rew?:: 0. 

r(w) = ~t~ r(g(w)), Rew?:: 0. 

Define 

g<0>(w) := w, Rew?:: 0, 

Rew?:: 0. 

9(k)(w) := g(g(k-l)(w)), Rew?:: 0, k = 1, 2, .... 

Iterating (2.32) K times, we find 

r(w) = r(g(K+l)(w)) ITK f(g(k)(w))' 
k=0 g(k+l)(w) 

Letting K -+ oo in (2.33), 

Rew?:: 0. 

- * rroo f(g(k)(w)) 
r(w) - r(w ) {k+l)( ) , Rew?::O, 

k=0 g W 

(2.31) 

(2.32) 

(2.33) 

(2.34) 

with w* := lim g(K)(w). For a proof of the convergence for p < 1, we refer to 
K--➔oo 

[33), [40]. 
Putting w = 0 in (2.34), 

* - I 00 f(g(k)(O)) 
r(w ) - 1 IT (k+l)(0) . 

k=0 g 
(2.35) 
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Substituting (2.35) back into (2.34), 

Rew 2: 0. (2.36) 

Above we showed how the work decomposition property could be exploited to 
derive a functional equation for the LST of the sojourn time distribution of 
an arbitrary super customer. We now show how similarly the queue length 
decomposition property can be applied to find an expression for the pgf of the 
joint distribution of the numbers of customers present at an arbitrary epoch. 
Similar to (2.17), 

(2.37) 

with 
Ni := the number of type-i customers present at an arbitrary epoch; 
Ni := the number of released type-i customers present at an arbitrary epoch; 
Nf := the number of remaining type-i customers being retained at an arbitrary 
epoch; 
(Ni, ... , N;) and (Nf, ... , N;f) being independent. 
The joint distribution of (Nf, ... , N;;') is given by 

i=l j=i 

for I Zi I~ 1, i = 1, ... , n. 

(2.38) 

Denote by N* the total number of released customers present at an arbitrary 
epoch. Denote by N° the total number of customers present at an arbitrary 
epoch in the corresponding system with a zero-delay collection procedure (i.e. 
with ai = 0, Ti = 0, i = 1, ... , n). Similar to (2.19), 

(2.39) 

As described in Section 2.1, the following queue length decomposition property 
holds for N°, cf. [103): 

(2.40) 

with 
NM/G/l := the total number of customers present at an arbitrary epoch in the 
corresponding M/G/1 system without a customer collection mechanism (i.e. 
where the customers have immediate access to the server); 
N~ := the total number of customers present in the zero-delay system at an 
arbitrary epoch in a non-serving interval; 
NM/G/l and N~ being independent. 
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The distribution of NM/G/l in (2.40) follows from the Pollaczek-Khintchine 
formula, cf. [73] p. 238, 

E(zNM1a11) = (1- ..\,8)(1- z),8(..\(1- z))' 
,8(..\(1 - z)) - z 

(2.41) 

For any non-negative stochastic variable T, denote by N(T) the total number 
of customers arriving to the system during a period of length T, i.e., 

lzl::;1. (2.42) 

Substituting (2.40) into (2.39), after decomposing the quantity N~ similarly to 
the quantity V~ in (2.22), we obtain the following detailed form of the queue 
length decomposition property: 

d -
N* = NM/G/1 + N(A) + N(R). (2.43) 

Since the order of service is assumed not to discriminate between the various 
customer types, 

I Zi I ::; 1, i = 1, ... , n, (2.44) 

n 
with 1r(z) := I:; AiZi/ ..\. 

i=l 
From (2.37), (2.38), (2.44), (2.43), we obtain 

E(zf 1 ••• z~n) = E(1r(z)NM1a11 )E(1r(z)N(A))E(1r(z)N(R)) (2.45) 

for I z. I ::; 1, i = 1, ... , n. 
From (2.42), 

E(zN(A)) = 'Y ' 
,y+..\(1-z) 

From (2.30), (2.42), 

E( N(R)) = r('Y + ..\(1 - z)) 
z r('Y) ' 

n n 

x exp[- L Ai(l - z.)(r. +La;)], 
i=l j=i 

lzl::;L (2.46) 

I z I ::; 1, (2.47) 

with r(·) as in (2.36). 
Thus, E(zf 1 ••• z~n) is completely specified through (2.41), (2.45)-(2.47) and 
(2.36). Taking z = {1, ... , 1, y, 1, ... , 1) in (2.45) with y as i-th argument, 

(2.48) 

n 

x exp[-Ai(l -y)(ri +La;)], 
j=i 
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with 7ri(Y) := 1 - >.i(l - y)/ >.. 
Taking >.i(l - y) =win (2.48), we obtain the following decomposition of the 
sojourn time R; of an arbitrary type-i customer: 

(2.49) 

n 

x exp[-w(ri + I>·i)J. 
j=i 

(Recall that within the various customer classes the order of service is assumed 
to be FCFS.) 
Noting that E(e-wR;) = E(e-wW;).Bi(w), we obtain from (2.49) the following 
decomposition of the waiting time Wi of an arbitrary type-i customer: 

E(e-wW;) = ,B(w) E(e-wWM/G/l)E(e-wA)E(e-wR) 
.Bi(w) 

n 

x exp[-w(ri + Lai)]. 
j=i 

(2.50) 
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CHAPTER 3 

POLLING SYSTEMS WITH ZERO AND 

NON-ZERO SWITCH-OVER TIMES 

3 .1 INTRODUCTION 

43 

In the present chapter, we consider two different single-server polling systems: 
(i) a model with zero switch-over times, and (ii) a model with non-zero switch­
over times, in which the server keeps cycling when the system is empty. For 
both models, we relate the steady-state queue length distribution at a queue to 
the queue length distribution at visit beginning and visit completion instants 
at that queue. As a by-product, we obtain a shorter proof of the Fuhrmann­
Cooper decomposition, discussed earlier in Section 2.2. For the important class 
of service disciplines with a branching structure satisfying Property 1.4.1, we 
expose a strong relationship between both the queue length and the waiting­
time distribution in the two models. We also show how the latter relationship 
can be exploited to reduce the computational complexity of numerical moment 
calculations. 
As described in Section 2.1, polling systems may be viewed as queueing systems 
with service interruptions. Focusing on a specific queue in isolation, the ser­
vice interruptions correspond to the intervisit times of the server with regard to 
that queue. Accordingly, the concept of queue length decomposition for queues 
with service interruptions (cf. Equation (2.1), Fuhrmann & Cooper [103]) has 
proven to be very fruitful for the analysis of polling models. It has also led 
to the concept of work decomposition in polling models (cf. Equation (2.10), 
Boxma [38]), which relates the amount of work in a system with switch-over 
times to the amount of work in a system with similar traffic characteristics but 
without switch-over times. Note that in the latter case, the switch-over times 
constitute the service interruptions. Heretofore, models with switch-over times 
and models without switch-over times had usually been treated separately, of­
ten via different approaches; the problem with simply letting the switch-over 
times tend to zero in a polling model with non-zero switch-over times is that 
the number of polling epochs in an idle period tends to infinity, leading to de-



44 Chapter 3 Polling systems with zero and non-zero switch-over times 

generate distributions at such epochs, cf. [140], [86]. The relationship between 
the two models has further been exposed in some recent papers of Cooper, Niu, 
& Srinivasan [79], Fuhrmann [101], and Srinivasan, Niu, & Cooper (169]; these 
authors consider waiting times and queue lengths instead of workloads. In the 
present chapter, we unify and generalize some of their results. 
Firstly, in Section 3.3, we use a beautiful relation of Eisenberg [84] (see also 
(86]), which has received too little attention in the literature, to relate the prob­
ability generating functions (pgf's) of queue lengths at various instants in the 
polling system (visit beginnings and endings, service beginnings and endings). 
We observe that this relation, which was presented by Eisenberg (84] for the 
case of non-zero switch-over times, also holds for the case of zero switch-over 
times, and we show how it almost instantaneously gives a simple proof of the 
above-mentioned Fuhrmann-Cooper decomposition for the queue lengths at the 
various queues of a polling system. 
Eisenberg's relation leads to an expression for the joint queue length pgf at ser­
vice completion instants at some queue into the joint queue length pgf's at the 
beginning and the end of a visit to that queue. The latter pgf's can be easily 
related, and determined, for the important class of polling models in which the 
service discipline at each queue satisfies Property 1.4.1, which we restate here 
for the sake of completeness: 

Property 3.1.1 
If there are ki customers present at Qi at the start of a visit, then during the 
course of the visit, each of these ki customers will effectively be replaced in an 
i.i.d. manner by a random population having pgf hi(z1, ... , Zn), which may be 
any n-dimensional pgf. 

Resing (159] (see also Fuhrmann (99]) has studied polling systems that sat­
isfy this property; this includes the case of exhaustive or gated service at all 
queues, but it excludes the case of I-limited service at any queue. As described 
in Section 1.4, for this class of polling systems, the joint queue length process 
at visit instants of a fixed queue is a so-called multi-type branching process with 
immigration. The theory of multi-type branching processes (cf. Athreya & Ney 
(13], Resing (158]) thus leads to an expression for the pgf of the joint queue 
length process at visit beginning (polling) instants. In Section 3.4, for models 
that satisfy Property 3.1.1, we use a slightly adapted version of the results of 
Resing (159] to relate the joint queue length pgf's at visit beginning and visit 
ending instants, and then to obtain those pgf's. The results expose a close sim­
ilarity between the cases with and without switch-over times. In Section 3.5, 
we determine the steady-state marginal queue length pgf at Qi, both for the 
model with and the model without switch-over times, and we relate the pgf's 
for those two cases; similarly for the waiting-time Laplace-Stieltjes Transform 
(LST) at Qi, In Section 3.6, we describe how the results can be exploited for a 
very efficient numerical calculation of the waiting-time moments under differ­
ent switch-over time scenarios. 
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3.2 MODEL DESCRIPTION 

The model under consideration consists of n queues, Q1, ... , Qn, each of infinite 
capacity, attended by a single server S. For the specification of the arrival, ser­
vice, and switch-over processes, we refer to the description of the 'basic model' 
in Section 1.3. 
The server visits the queues in strictly cyclic order, Q1, ... ,Qn, We consider 
two versions of the model. In the first variant, all the switch-over times are 
zero, i.e., a(oo) = 1, s = 0, s<2> = 0. In the other variant, at least one of the 
switch-over times is non-zero with some positive probability, i.e., a(oo) < 1, 
s > 0, s<2> > 0. . 
In the model with non-zero switch-over times, the server keeps switching when 
the system becomes empty. In the model with zero switch-over times, when 
the system becomes empty, the server makes a full cycle, i.e., passes all the 
queues once, and subsequently stops right before Q1. All this requires zero 
time. When the first new customer arrives, the server cycles along the queues 
to that customer. The choice of Q1 is arbitrary, but for the application of the 
theory of multi-type branching processes in Section 3.4, it will be necessary to 
fix one position. There we shall discuss this issue in more detail. 
We assume the service disciplines to be non-idling, i.e., the server is not al­
lowed to idle when there are customers present. For now, we do not specify the 
service disciplines any further. 

3.3 THE JOINT QUEUE LENGTH DISTRIBUTION AT 

VARIOUS EPOCHS 

Eisenberg [84) studies the model under consideration for the case of non-zero 
switch-over times and the exhaustive service discipline at all queues ( while 
briefly discussing the case of gated service at all queues). He considers the 
following four quantities, with N denoting a vector of numbers of customers at 
Qi, ... , Qn and N a realization: 

Li(t, N) := number of service beginnings at Qi in (0, t) for which N = N; 
Mi(t, N) := number of service completions at Qi in (0, t) for which N = N; 
Fi(t, N) := number of visit beginnings at Qi in (0, t) for which N = N; 
Gi(t, N) := number of visit completions at Qi in {0, t) for which N = N; 

In the case of a service or visit completion, the state is defined as what exists 
immediately after the departure of the customer. 
Eisenberg [84) now makes the crucial observation that each time a visit be­
ginning or a service completion occurs, this coincides with either a service 
beginning or a visit completion. Hence, 

(3.1) 
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We observe that (3.1) not only holds for the case of non-zero switch-over times 
and exhaustive or gated service, but for any service discipline, and also for the 
case of zero switch-over times. Define the following equilibrium state probabil­
ities for this polling model: 

Li(N) := Pr(N = N, Sis at Qi I service beginning instant); 
Mi(N) := Pr(N = N, Sis at Qi I service completion instant); 
Fi(N) := Pr(N = N I visit beginning at Qi); 
Gi(N) := Pr(N = N I visit completion at Qi)-

Eisenberg [84] divides all four terms in (3.1) by the total number of service 
completions at all queues in (0, t), and takes the limit for t -+ oo. He thus 
relates those four equilibrium state probabilities: 

Here 'Yi is the long-term ratio of the number of visit completions at Qi to the 
number of customers that are handled by the system; in this cyclic polling 
model 'Yi = 'Y, i = 1, ... , n. Written in terms of pgf's, 

(3.2) 

for z = (z1, ... , Zn), I Zj I:::; 1, j = 1, ... , n; here Fi(z) and Gi(z) denote the pgf 
of the joint queue length distribution at visit beginnings and visit completions of 
Qi, respectively, while Li(z) and Mi(z) denote the pgf of the joint distribution 
of queue length vector and server position at service beginnings and service 
completions, respectively. 
Now Eisenberg observes that Mi(z) and Li(z) are related via 

n 

Mi(z) = Li(z),Bi(L>~j(l - Zj))/zi, (3.3) 
j=l 

for I Zj I:::; 1, j = 1, ... ;n. 
It follows from (3.2) and (3.3) that 

(3.4) 

Eisenberg, considering the variant with switch-over times and exhaustive ser­
vice, subsequently expresses Fi(z) into Gi-l (z). For the moment we refrain 
from that (see Section 3.4), but we observe that formula (3.4) is generally valid 
for the class of polling systems described in Section 3.2 (with and without 
switch-over times). 
Taking z = (1, ... , 1, y, 1, ... , 1) in (3.4), with y as i-th argument, and dividing 
by the probability >..;j >.. that an arbitrary service completion is at Qi, gives the 
queue length pgf at Qi at a service completion instant at Qi. A standard up-
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and down-crossing argument, combined with PASTA, shows that the queue 
length distribution at Qi at its service completion instants, at its customer 
arrival instants, and in steady-state, are all the same. Hence, with Ni the 
steady-state queue length at Qi and with Xi and Yi the steady-state queue 
lengths at Qi at the beginning and end of a visit at that queue: for I y I~ 1, 

(3.5) 

Note that 1/-y equals the mean number of customers served per cycle, hence 
also the mean number of customers that arrive per cycle: 1/'Y = >.EC, with 
EC the mean length of one cycle of S along the queues (a cycle w.r.t. Qi is 
defined as the period between the start of two successive visits to Qi; it is easily 
seen that the mean cycle time is the same for all i). Because S spends on the 
average a fraction Pi of a cycle at Qi, we can write: 

>.i(l - Pi) 
EXi - EYi = >.i(l - Pi)EC = >.-y . (3.6) 

From (3.5) and (3.6), for I y I ~ 1: 

E(yN;) = (1- Pi)(l -y),Bi(>.i(l -y)) E(yY;) - E(yX;) . 
.Bi(>.i(l -y)) -y (1 -y)(EXi - EYi) (3.7) 

The first term in the right-hand side is the pgf E(yN;1Mta11 ) of the queue length 
distribution in a 'corresponding' isolated M/G/1 queue of Qi with arrival rate 
Ai and service time distribution 1ST .Bi(·). Now consider the second term. 
Observe that Yi not only denotes the queue length at Qi at the end of a 
visit to that queue, but also the queue length at Qi at the beginning of an 
intervisit period for that queue; while Xi denotes the queue length at Qi at 
the end of such an intervisit period. Introducing Nill, a stochastic variable 
with distribution the queue length distribution at an arbitrary instant in an 
intervisit period of Qi, we have from Lemma 2.2.1: 

(3.8) 

This relation appears in the polling literature for various special cases (e.g., 
for exhaustive vacation models, where Yi = 0). It holds also for non-Poisson 
arrivals, when Nill is defined as the queue length that is observed by an arbi­
trary customer that arrives at Qi during an intervisit period. 
Together, formulae (3.7) and (3.8) yield the well-known Fuhrmann-Cooper 
queue length decomposition [103], applied to a queue in a polling model with 
or without switch-over times: for I y I~ 1, 

(3.9) 
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Remark 3.3.1 
Fuhrmann and Cooper [103) state five conditions under which their decompo­
sition holds: 
(i). Customers arrive at Qi according to a Poisson process of rate Ai­
(ii). All customers arriving at Qi are eventually served. 
(iii). Customers enter service in an order that is independent of their service 
times. 
(iv). Service is non-preemptive. 
(v). The rules that govern when the server begins and ends visit periods to Qi, 
do not anticipate future jumps of the Poisson arrival process at Qi. 
These assumptions indeed hold in our polling model, and are implicitly used 
in the derivation of (3.9). The above proof, with as key steps (3.1), (3.3) and 
(3.8), in fact also holds for vacation models without a polling context. Note 
that the relations lh = >.EC and (3.6) hold generally for queues with some 
vacation (intervisit) mechanism. We refer to Keilson & Servi [125) for another 
short proof of the Fuhrmann-Cooper decomposition. 

□ 

The waiting-time LST at Qi immediately follows from (3.9), when we assume 
that within each of the queues customers are served in order of arrival. De­
note by Wi the waiting time of an arbitrary type-i customer. Denote by 
WilM/G/l the waiting time of an arbitrary customer in the 'corresponding' 
isolated M/G/1 queue of Qi, By the distributional form of Little's law, cf. 
Keilson & Servi [125), similar to equation (2.9) in Section 2.2, 

E(e-wW;) = E(e-wW,IM/G/l )E((l - w/>.i)N•1 1 ). (3.10) 

In Section 3.5, we shall return to this relation, for the case of polling models 
that satisfy Property 3.1.1. 

3.4 THE JOINT QUEUE LENGTH DISTRIBUTION AT 

POLLING EPOCHS 

In the previous section, we have seen that Eisenberg's results [84) yield sim­
ple relations between the pgf Mi(z) of the joint queue length vector at service 
completion epochs (or Li(z), at service beginning epochs) and the pgf's Fi(z) 
and Gi(z) of the joint queue length vector at visit beginning and visit comple­
tion epochs. We now restrict ourselves to polling models for which the service 
discipline at each queue satisfies Property 3.1.1. Property 3.1.1 prescribes how 
each of the customers present at Qi at the visit beginning is replaced by in­
dependent families of customers at its visit completion. This enables one to 
express G i ( ·) nicely into Fi ( ·), and to finally determine each of the functions 
Fi(·) (after which the pgf's Gi(·), Mi(·) and L;(·) follow). In our analysis we 
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follow Resing [159). 
First some words on the ergodicity conditions. In the sequel, we assume that 
p < 1 and Si < oo for all i. Resing [159) proves that for the subclass of so­
called Bernoulli-type service disciplines, including exhaustive and gated service, 
cf. Section 1.3, these conditions together constitute sufficient ergodicity condi­
tions. His proof is based on the observation that for these Bernoulli-type service 
disciplines the derivatives of hi(z1, ... , Zn) take the form 8~~~z) lz=l = AjO'.i 1~~;, 

i "# j, 8~1;z) lz=1= 1- O'.i, with O'.i some coefficient in {O, 1) determined by the 
parameters of Qi. It may be easily verified, however, that the latter form of 
the derivatives applies for any non-idling service discipline that satisfies Prop­
erty 3.1.1 with hi{z1 , ... ,zn) "# Zi. Since the proof in Resing [159) further does 
not rely on the specific form of O'.i, we may conclude that p < 1 and Si < oo 
for all i together constitute sufficient ergodicity conditions for any non-idling 
service discipline that satisfies Property 3.1.1 with hi(Z1, ... , Zn) "# Zi. 
Property 3.1.1 implies that 

Gi(z) = Fi(Z1, ... , Zi-1, hi(z), Zi+l, ... , Zn)- {3.11) 

In the case of gated service, hi(z) is simply the pgf of the joint distribution of 
the numbers of arrivals at all queues during one service time at Qi: hi(z) = 

n 
,Bi(I; Aj{l - Zj)). 

j=l 
In the case of exhaustive service, hi(z) = 'IJi(I; Aj{l - Zj)), with 'IJi(·) the LST 

j-1.i 

of the length of the busy period in a 'corresponding' isolated M/G/1 queue 
of Qi. 
Next we relate Fi(z) to Gi-1(z). 
In the case of non-zero switch-over times: 

n 

Fi(z) = Gi-1(z)ai-i{L Aj{l - Zj)). {3.12) 
j=l 

In the case of zero switch-over times {in the sequel we add a superscript 0 
for that case, to distinguish its quantities from those for non-zero switch-over 
times): 

Ffl(z) = G?-1 (z), {3.13) 

for i = 2, ... , n. The relation between Ff (z) and G~ (z) deserves special at­
tention, because of our convention, mentioned in Section 3.2, concerning the 
behavior of the server when the system is empty. When all queues in the 
model with zero switch-over times become empty, S makes a full cycle, and 
subsequently stops right before Q1 {all this requires zero time). When the first 
new customer arrives, S cycles along the queues to that customer. The conse­
quence of this is that when the system is empty at the start of a visit to Q1 , 

then the next visit to Q1 does not take place until a customer has arrived. We 
can write 

Ff (z) = G~(z) - Ff {O)[l - g°(z)], {3.14) 
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with 

The function g0 ( •) represents the 'immigration process' of the multi-type branch­
ing process: it is the pgf of the arrival process of customers during periods in 
which the system is empty. 

Remark 3.4.1 
Although we shall sometimes find it convenient to concentrate on Q1, it should 
be noted that our convention for the position of S in an empty system does 
not affect the waiting-time and queue length distributions. 
In fact, our convention slightly differs from that of Resing [159), who assumes 
that when the system is empty, S immediately stops right behind Q1 , and hence 

takes g° ( z) = t ~i Ji ( z). Our convention enables us to simultaneously apply 
i=l 

the theory of multi-type branching processes and Eisenberg's approach. 
D 

Substituting (3.11) into (3.12), respectively (3.13) and (3.14), we can relate 
Fi(·) to Fi-1(·). We distinguish between the two cases of zero and non-zero 
switch-over times. In both cases, the following branching functions play a 
crucial role, thus establishing the link between both cases. 
Define 

f(z) := (/1(z), ... , fn(z)), (3.15) 

with 

(3.16) 

for I Zj I ~ 1, j = 1, ... , n. This is the offspring pgf, the pgf of the joint 
distribution of the numbers of customers at the end of a cycle w.r.t. Q1 that 
are descendants of a type-i customer. In this branching process setting, a 
descendant of some customer K is a customer that has arrived during the 
service time of K or of one of its descendants. 
Define 

j<Ol(z) := z, 

j(k)(z) := f(f(k-l)(z)), 

for I Zj I~ 1, j = 1, ... ,n. 

Case I: Zero switch-over times 
Substituting (3.11) into (3.13), 

FP(z) = FR_1 (z1, ... , Zi-2, hi_i(z), Zi, .•. , Zn) (3.17) 
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for i = 2, ... , n. Starting from (3.14) and (3.11) for i = n, and subsequently 
using (3.17) for i = n, n - 1, ... , 2, one obtains 

Ff (z) = Ff (f(z)) - Ff(0)[l - g°(z)]. (3.18) 

Iterating (3.18) yields 

CX) 

Ff (z) = 1 - Ff (0) 1)1 - g°(f(k)(z))], (3.19) 
k=0 

with 

the infinite sum being convergent when the ergodicity conditions are fulfilled. 

Introducing, for I Zj I ::; 1, j = 1, ... , n, 

ex, n 

H(z) :=LL Ai(l - Jt)(z)), 
k=Oi=l 

we can write 

Ff(z) = l-Ff(o)I:I:~(1-Jtl(z)) 
k=0i=l 

= 1 - Ff (O)H(z)/ .\, 

with 

Ff (0) = [1 + H(0)/.\]-1 . 

Case II: Non-zero switch-over times 
Substituting (3.11) into (3.12), 

(3.20) 

(3.21) 

n 

Fi(z) = Fi-1 (z1, ... , Zi-2, hi-1 (z), Zi, ... , Zn)O"i-1 (L Aj(l - Zj)). (3.22) 
j=l 

Applying (3.22) n times (which corresponds to following the server during one 
full cycle w.r.t. Q1), 

(3.23) 

with 

n i n 

g(z) = IT ai(L Aj(l - Zj) + L Aj(l - !J(z))). 
i=l j=l 
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The function g(·) represents the 'immigration process' of this multi-type branch­
ing process: it is the pgf of the vector of all customers that either have arrived 
in the switch-over periods of the past cycle (measured w.r.t. Q1), or are de­
scendants of such customers. 
Iterating (3.23) yields 

00 

(3.24) 
k=O 

ex:> n i n 

= ITITui(LAi(l-J?>(z))+ L A3(1-J?+l)(z))), 
k=Oi=l j=l 

the infinite product being convergent when the ergodicity conditions are ful­
filled. 

From (3.21) and (3.24) we see that Fi(z) as well as Ff(z) is determined by 

I: A3(1 - t?>(z)). For constant switch-over times, the connection becomes 
j=l 

even closer, as (3.24) in that case reduces to a simpler expression: 

(3.25) 

oo n i n 

exp[- LLsi{LA3(1-J?>(z)) + L A3(1-/]k+1)(z))}]. 
k=O i=l j=l j=i+l 

Using (3.20), we can rewrite (3.25) into 

n j-1 

Fi (z) = exp[-sH(z) + L A3(1 - z3) L Bi]- (3.26) 
j=l i=l 

3.5 MARGINAL QUEUE LENGTHS AND WAITING TIMES 

In the previous section, the queue length pgf's Fi(z) and FP(z) at visit be­
ginning instants have been determined for the class of cyclic polling models in 
which Property 3.1.1 holds for all service disciplines. In Section 3.3, we already 
obtained a decomposition for the pgf of the marginal queue length distribution 
at Qi, and for the waiting-time LST at Qi, into a corresponding M/G/1 term 
and a term involving E(yx•) and E(y Y,) (via the pgf E(yN111 )). In particular, 
denoting 

hi(Y) := hi(l, ... , 1, Y, 1, ... , 1); 
F'i(y) :=Fi(l, ... ,1,y,1, ... ,1); 
Pp(y) := FP(l, ... , 1, Y, 1, ... , 1), 
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with y as i-th argument, it follows from (3.8) and (3.11) for the case of non-zero 
switch-over times that 

E( Nill) - Pi(hi(Y)) - Pi(Y) . 
y - (1 - y)P:(1)(1 - h~(l))' 

(3.27) 

the same result holds for the case of zero switch-over times, replacing Pi ( ·) by 
Pp(-) in (3.27). Similarly indicating queue lengths, and waiting times, by a 
superscript 0 in the case of zero times, we find from (3.9) and (3.10): 

E( N;) = E( N?) [~i(~i(y)) - ~(y)]Pi~'(l) 
y y [FP(hi(y)) - Fp(y)]FI (1)' 

(3.28) 

E(e-wW;) = E(e-wW?) [~i(~i(l -w/>.i)) - ~(1-w/>.i)]Pt(l). (3.29) 
[Fp(hi(l - w/ Ai)) - FP(l - w/ >.i)]FI (1) 

For exhaustive service, hi(·) = 1; for gated service, hi(Y) = /3i(>.i(l - y)). 
Differentiating (3.10) and (3.29) once, putting w = 0, 

(3.30) 

and 

EW· - EW~ = [ Pt(l) - PP"(l) ](1 + h'-(1)) 
• ' 2Ff(l)>.i 2PP,(1)>.i ' . 

(3.31) 

Let us now ( without loss of generality) concentrate on W 1 and W~. Denoting 

f-(k) ( ) ·- f(k) ( ) i Y .- i y,1, ... ,1 

(the k-th generation type-1 customer offspring of a type-i customer), it follows 
from (3.21) that 

Pf(y) = 1- Ff(o)H(y)/>., (3.32) 

with 

oo n 

iI(y) := LL>.i(1-J?>(y)). (3.33) 
k=Oi=l 

In particular, Pf'(l) = -Ff(O)H'(l)/>.. It follows from (3.24) and (3.33) that 
P{(l) = -sH'(l), and hence 

P{ (1) = Pf'(l)s>./ Ff (0). (3.34) 

From (3.29), (3.32), (3.34), 
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Corollary 3.5.1 

which for exhaustive service (h1(·) = 1) and gated service (h1(l - w/)..1) = 
/31 (w)), corresponds to Theorems 2 and 5 in Srinivasan et al. [169], respectively. 

For constant switch-over times, it follows from (3.26) that 

Fi(y) = exp[-s.H(y)], 

and hence we have from (3.35) 

Corollary 3.5.2 

E(e-... W?) exp[-sHSii~(l - w/ )..1))] - e~p[-s.H(l -w/ )..i)], 
s[H(h1(l -w/)..1))- H(l -w/)..1)] 

(3.36) 

(3.37) 

which for exhaustive service (h1(·) = 1) and gated service (h1(1 - w/)..1) = 
/31(w)), reduces to Theorems 3 and 6 in Srinivasan et al. [169], respectively. 

Remark 3.5.1 Substituting ai(w) = 1 - siw + o(si) for Si - 0, i = 1, ... , n, 
in (3.24) yields that 

1 - s.H(y) + o(s). 

Hence, for s - 0 in (3.35), W 1 approaches W? in distribution. Using (3.21) 
and (3.29), the same statement follows for other service disciplines satisfying 
Property 3.1.1. 

□ 
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3.6 COMPUTATIONAL ASPECTS 

In this last section, we describe how the waiting-time results obtained can be 
exploited for a very efficient numerical calculation of the various moments un­
der different switch-over time scenarios. For ease of presentation, we focus on 
the first moment, but similar observations hold for the higher moments. 
To determine EW 1 and EWJ accor_ding to _formulae (3.~0) and (3.31), we need 
to compute the quantities F{(l), F{'(l), Ff'(l), and Ff"(l). The quantities 
h~ (1) and hr(1) occurring in (3.30) and (3.31) may simply be determined from 
the service discipline at Q1. 
We first introduce some notation. · Denote ¢?) := lyf?\Y)ly=l, 'l/Jt) ·-

~ Rk) (Y)ly=l, i = 1, ... ,n, k = O, ... ,oo. Define <pi I: <Pik), 'Yi.-
k=O 

~ .1,(k) ,; - 1 n if.•- ~ \ .if.. ,T, ·- ~ \ .,T,. 
L-J o/i ' " - '• • •, , 'J.' .- L.J /\1,-..:l'i, 'J:' .- ~ Ai'£ i• 

k=O i=l i=l 
Differentiating (3.32), 

Ff'(l) = Ff;°) f: t Ai<P?) = Ff;O) ip; 

k=Oi=l 

Pf"(1) = Ff;°) f i:Ai'l/Jik) = Ff;°)w. 
k=Oi=l 

Taking z = (y, 1, ... , 1) in (3.24), differentiating w.r.t. toy, 
oo n 

F{(l) = s LL Ai<Pik) = s<p; 
k=Oi=l 

P{' (1) = 

+ ~t (,fl - ,J) (t,A;¢j'l + i~/';¢)'+1))' 

= (P{(1))2 +sw+ t(s?)-snxi, 
i=l 

with Xi = I: ( t Aj<Pt) + . t Ai<P}k+i)) 
2 

k=O 3=1 J=•+l 
From (3.30), (3.31), (3.38)-(3.41), we obtain 

(3.38) 

(3.39) 

(3.40) 

(3.41) 

EWO = A1t3?) 2W (1 + h' (1)) - h"(l) (3.42) 
1 2(1- A1/31) + <pA1 1 2(1- h~(l))A1' 

(s<p) 2 + E (s?) - sr)xi 
EW1 - EW~ = i=l (1 + h~(l)). (3.43) 

s<pA1 
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Note that the coefficients <I>, '1i, and Xi, i = 1, ... , n, are completely independent 
of the switch-over times. Apparently, the presence of switch-over times always 
increases the mean waiting times. That might not be very surprising, but it 
should be noted that the (perhaps also intuitively appealing) claim that the 
mean waiting times are increasing in the mean switch-over times is known to 
be false (cf. Sarkar & Zangwill [160]). We see from (3.43) that, for given s, 
the mean waiting times are increasing in the variance of each of the individual 
switch-over times, cf. Sarkar & Zangwill [160], in particular being minimal for 
constant switch-over times. In the latter case, (3.43) reduces to 

(3.44) 

which illustrates once more that the relationship between the models with and 
without switch-over times takes a remarkably simple form for constant switch­
over times, cf. (3.37). The mean waiting times then increase linearly with s, 
and for givens, they are insensitive to the individual s;'s, as observed earlier by 
Fuhrmann [101] and Cooper et al. [79] for exhaustive and gated service. In this 
respect, it is interesting to mention some results for a two-queue model with 
exhaustive service at Q1 and I-limited service at Q2 ; (cf. Groenendijk [114]; 
note that the branching property is now violated): for constant switch-over 
times, the waiting-time distributions are still insensitive to the individual s;'s, 
given s; but the linearity as displayed in (3.44) no longer holds. 
Finally, we observe from (3.43) that, once the coefficients <I>, IJi' and Xi, i = 
1, ... , n have been calculated, the mean waiting times may be determined for 
different switch-over time scenarios with very little additional effort, cf. also 
Srinivasan et al. [169). Those quantities <I>, IJi', and Xi, i = l, ... ,n, may be 
computed as follows. Taking z = (y, 1, ... , 1) in (3.16), 

(3.45) 

Define Ti as the visit time at Qi generated by an arbitrary type-i customer 
presentatthestartofavisittoQi, Then a~;hi(z)1z=l = AjETi, az~~z,hi(z)lz=l 
= AjA1E(Tt), j 'I i, l 'I i. Define Vi as the total visit time at Qi in a cy­
cle. From EVi = EXiETi, EXi = EYi + Ai(l - Pi)EC, EVi = PiEC, EYi = 
EXi 8~. hi(z)1z=l, it immediately follows that 8~. hi(z)1z=l = (Ai -1/ .Bi)ETi+ 1. 
Thus, differentiating (3.45), 

~ a ( ) {kl ,2-.. a (k+i) = L.Jaz•hi z lz=l<Pj + L.J 8z·hi(z)1z=l<Pj 
i=l J i=i+l J 

(3.46) 

= ETi [t Aj</>?) + </>~k) /ETi - </>~k) / .Bi + . t Aj</>;k+l)l ; 
J=l J=i+l 

(3.47) 
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with Tij := atz; hi(z)1z=l - AiAjE(Tn. 
Summing (3.46) and (3.47) over k = 0, ... , oo, we obtain 

and 

.T.. ,1..{0) n 
~ __ o/i_ + """ ). . ,1..(0) = <J? 
/3i ETi L.t 1 '(J1 ' 

j=i+l 

with ei = L </>i 2 L Tij</>j + Tii</>i + 2 L Tij</>j + . 
00 (k) [ i-l (k) (k) n (k 1)] 

k=O j=l j=i+l 
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(3.48) 

(3.49) 

Multiplying (3.48) and (3.49) by Pi, summing over i = 1, ... , n, using ¢>~0) = 1, 
,1..(o) - O · - 2 .,.(o) - 0 . - 1 b . o/i - , i - , ... , n, o/i - , i - , ... , n, we o ta1n 

(3.50) 

and 
n 

L Pi [E(Tt)Xi + ~i] /ETi 
Ip= _i=_l _______ _ 

l-p 
(3.51) 

For exhaustive service, i.e., ETi = /3i/(1 - Pi), E(Tf) = /3;2) /(1 - Pi)3, Tij = 
->.i.>.jE(Tf), the expressions for Xi and ei, i = l, ... ,n, reduce to those ob­
tained by Srinivasan et al. (169]. 
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For constant switch-over times, we find from (3.43) and (3.50) that EW1 -

EW~ = (1 + h~(l))EC,Bi/(2ET1), which shows that the difference then only 
depends on the parameters of the other queues through EC = s/(1 - p). In 
particular, for exhaustive and gated service, EW 1 - EW~ = (1 - p1 )EC /2 and 
EW1 - EW~ = (1 + Pi)EC/2, respectively, as obtained in (101] and (79] by 
using different techniques. 
Note that the bulk of the computational effort is involved with the calculation 
of the quantities Xi and (i, i = 1, ... , n. The coefficients </J~k), i = l, ... , n, 
k = 0, ... , oo, needed for these calculations, may be computed recursively 
from (3.46), supplemented with ¢i0) = 1, ¢i0 ) = 0, i = 2, ... , n. The number of 
elementary operations (additions, multiplications) involved is O(nlogp(E)) with 
f the level of accuracy desired. Once the quantities Xi and (i, i = 1, ... , n, 
have been calculated, EW 1 may be computed for any value of the switch-over 
times in O(n) elementary operations. 



CHAPTER 4 

A PSEUDO-CONSERVATION LAW FOR 

A POLLING SYSTEM WITH A 

DORMANT SERVER 

4.1 INTRODUCTION 

59 

In the present chapter, we consider a polling system with a dormant server, i.e., 
a polling system in which the server may be allowed to make a halt at a queue 
when there are no customers present in the system. In the polling literature, 
the server is usually assumed never to idle, in other words, to be switching 
when not working. In particular, the server is assumed to be switching when 
there are no customers present in the system. As a rare exception, Eisenberg 
[83] considers a two-queue model with either alternating priority (the exhaus­
tive service discipline at both queues) or strict priority, in which the server 
remains idling at a queue when there are no customers present in the system. 
Eisenberg [84] studies a model with an arbitrary number of queues and the 
exhaustive service discipline at all queues, in which the server does not idle. 
In a recent study [86], Eisenberg shows however how an adapted version of the 
solution method in [84] may be used to analyze a model in which the server 
makes a halt at some of the queues when the system is empty. The outline of 
the solution method in [86] may also be used to treat a similar model with the 
gated service discipline. Gersht & Marbukh [109] consider a two-queue model 
with two types of disciplines for switching from one queue to another. For both 
types of disciplines, they show that for some region of the system parameters 
the discipline that minimizes the mean waiting cost inserts forced idle periods. 
Liu, Nain, & Towsley [145] identify polling policies, allowing idling as a possible 
action, that stochastically minimize the total amount of work in the system at 
an arbitrary epoch, They show that optimal policies are exhaustive and greedy, 
i.e., the server should neither switch nor idle when at a non-empty queue. In 
addition, they prove that in symmetric polling systems patient policies are op-



60 Chapter 4 A pseudo-conservation law for a polling system with a dormant server 

timal, i.e., when the entire system is empty, the server should remain idling at 
the last visited queue. Gupta & Srinivasan [115] derive explicit expressions for 
the waiting-time distribution in a similar model as in (86] by using an approach 
based on the concept of "descendant sets". They show that, while a patient 
server policy is generally better in the sense of a reduction of the amount of 
work in the system, there do exist cases where a roving server strategy is bet­
ter. Blanc & Van der Mei (24] use the power-series algorithm to analyze the 
performance of a system in which the server may be allowed to make a halt 
at a queue when the entire system is empty. They find that the performance 
may improve considerably by allowing the server to make a halt at a queue, 
especially in light traffic. 
One reason why usually in the polling literature the server is nevertheless as­
sumed never to idle, may be that the option of idling in general slightly compli­
cates the operation of the system. If at all technically feasible, some mechanism 
is needed to control the server and to keep track of the customers present in the 
system. Consequently, the option of idling in general also slightly complicates 
the mathematical analysis of the system. Another reason may be that the op­
tion of idling will have the biggest impact in light traffic, when the performance 
will be satisfactory anyhow. 
However, quite often there are very sound reasons for letting the server stop 
switching when there are no customers present in the system. In many situa­
tions, some mechanism to control the server and to keep track of the customers 
present in the system is needed anyhow. The option of idling then arises quite 
naturally. In manufacturing and maintenance environments, e.g., one usually 
requires already some kind of supporting system to schedule the jobs. In such 
situations, it makes sense to let the server make a halt at a queue when the 
entire system is empty, rather than to let the server needlessly circle around. 
One option is then allowing the server to make a halt at all of the queues, i.e., 
to stop switching as soon as the entire system is empty. Another option is 
allowing the server only to make a halt at some of the queues (thus possibly 
forcing the server to keep switching for a while), e.g. at a queue which functions 
as home base, or at the queue where a new customer is most likely to arrive. 
The latter option may be recognized in the dynamic control of traffic lights. 
When there are no vehicles waiting, typically the main stream is given passage, 
until a waiting vehicle of a crossing stream is detected. 
In many situations, there are moreover significant cost involved in switching. 
In manufacturing and maintenance applications, the switch-over usually rep­
resents the change-over from one type of jobs to another, which may involve 
labor cost, material cost, or transportation cost. In such situations, a poten­
tial saving in switching cost is an additional reason for letting the server st9p 
switching when there are no customers present in the system. 
Apart from the practical relevance, it is theoretically interesting to gain some 
insight into the effect of idling. In the present chapter, we therefore derive 
a pseudo-conservation law for a general model, permitting a wide variety of 
service disciplines, in which the server may be allowed to make a halt at an 
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arbitrary subset of the queues. A pseudo-conservation law provides a rela­
tively simple expression for a specific weighted sum of the mean waiting times, 
cf. Section 2.3. By its comparative simplicity, a pseudo-conservation law is 
likely to provide some insight into the effect of idling, whereas the individual 
mean waiting times themselves involve expressions far too complicated to do 
so. Linked up with this, the determination of the individual mean waiting 
times, if at all possible, requires an intricate analysis, and relies substantially 
on the features of the model under consideration, whereas the derivation of a 
pseudo-conservation law in fact only demands the calculation of mean work­
ing/idling times, and only marginally leans on the characteristics of the model 
under consideration. 
The remainder of the chapter is organized as follows. In Section 4.2, we present 
a detailed model description. In Section 4.3, we derive a pseudo-conservation 
law for the model under consideration. We use the pseudo-conservation law 
in Section 4.4 to compare the dormant and the non-dormant server case. Fur­
thermore, we address the question at which queues the server should make a 
halt to minimize the mean total amount of work in the system. 

4.2 MODEL DESCRIPTION 

The model under consideration consists of n queues, Q1, ... , Qn, each of infinite 
capacity, attended by a single server S. For the specification of the arrival, ser­
vice, and switch-over processes, we refer to the description of the 'basic model' 
in Section 1.3. 
The server visits the queues in strictly cyclic order, Q1 , ... , Qn. As soon as 
the server arrives at Qi, it starts serving type-i customers (possibly none), as 
prescribed by the service discipline. For now, we do not specify the service 
disciplines at the various queues. We only demand the service disciplines at 
the various queues to be non-preemptive and work-conserving, i.e., no work is 
created or destroyed, cf. Boxma [38]. As soon as the server has finished serving 
type-i customers (possibly none), as prescribed by the service discipline, it de­
parts from Qi. However, we put in the proviso that the server may be allowed 
to make a halt at Qi when there are no customers present in the system. The 
server then remains idling at Qi, awaiting a new customer to arrive at one of 
the queues. For now, we do not specify the additional criteria for deciding 
when to make a halt. In case of the I-limited service discipline e.g., it seems to 
make sense only to make a halt at a queue when the server has not served any 
customer yet. As soon as a new customer arrives, the server resumes its activ­
ities. If the new customer arrives at Qi, and if the service discipline permits to 
do so, then the server immediately starts serving the newly arrived customer. 
Otherwise, the server immediately starts switching to Qi+l. The newly arrived 
customer then does not need to be served first, as, on its way to the newly 
arrived customer, the server may encounter other customers at other queues. 
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The case in which the server makes a halt at none of the queues when there are 
no customers present in the system, will also be referred to as the non-dormant 
server case. The case in which the server makes a halt at all of the queues 
when there are no customers present in the system, will also be referred to as 
the purely dormant server case. 
As a particular variant of a polling system with a dormant server, we focus in 
the next chapter on a globally gated polling system, in which the server only 
makes a halt at its home base. In Eisenberg (86], the latter stopping conven­
tion is referred to as the "Continue-Cycle-To-Home-Base" rule, as opposed to 
the "Jump-Directly-To-Home-Base" rule, where the server, on emptying the 
system, executes a single change-over that takes it directly to the home base. 
In the purely dormant server case, Eisenberg [86] speaks of the "Stop Imme­
diately" rule. Analogously, the starting convention that we adopted here is 
referred to as the "Resume-Cycle" rule, as opposed to the "Jump-Directly-To­
New-Arrival" rule, where the server executes a single change-over that takes it 
directly to the queue receiving the new arrival. 
Finally some words on the stability conditions. We claim - without formal 
proof - that the opportunity to idle when the system is empty does not affect 
the stability conditions as discussed for the ordinary non-dormant server case 
in Section 1.3. The reason is that if the stability conditions were violated, then 
the system would be empty with probability 0, so that also the opportunity to 
idle would arise only with probability 0. Throughout the chapter, the stability 
conditions are assumed to hold. 

4.3 A PSEUDO-CONSERVATION LAW 

In this section, we derive a pseudo-conservation law for the model under con­
sideration. In the next section, we will use the pseudo-conservation law to 
compare the dormant and the non-dormant server case. 
We first introduce some notation. Denote by 71'i the probability that at an arbi­
trary epoch the server is idling at Qi, i = 1, ... , n. If the server is not allowed 
to make a halt at Qi, then of course 11'i = 0. In general, the probabilities 71'i are 
not simply known. For the exhaustive and gated service discipline, they can 
be determined along the lines of (86]. For the Bernoulli service discipline (com­
prising the exhaustive and 1-limited service discipline as extreme cases), they 
can be determined numerically using the power-series algorithm, cf. (24]. The 

n 
total probability that at an arbitrary epoch the server is idling is 1r := ~ 'lf'i. 

i=l 
Denote by C, the cycle time with respect to Qi, i.e., the time between two 
successive polling epochs at Qi, i = 1, ... , n. Although the distribution of Ci 
in general depends on i, ECi obviously does not. Noting that the server is 
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working a fraction p of the time and idling a fraction 1r of the time, 

s 
ECi = 1 , 

-p-1r 
i = 1, .. . ,n. (4.1) 

Denote by Vi the total time that the server is working at Qi during a cycle, 
i = 1, ... , n. As Pi is the fraction of time that the server is working at Qi, 
using (4.1), 

EV·_ PiS 
·-1-p-1r' i = 1, . .. ,n. (4.2) 

Denote by Ii the total time that the server is idling at Qi during a cycle, 
i = 1, ... , n. As 'Tri is the fraction of time that the server is idling at Qi, 
using (4.1), 

El· - 1riS 
·-1-p-1r' i = 1, .. . ,n. (4.3) 

We now derive the pseudo-conservation law for the model under consideration. 
The approach is similar to the approach in Boxma & Groenendijk [42] for the 
ordinary non-dormant server case. It is easily verified that the model under 
consideration satisfies the assumptions mentioned in Boxma [38]. Hence, as de­
scribed in Section 2.3, the mean waiting times in the model under consideration 
satisfy the following relationship: 

(4.4) 

with Y denoting the amount of work in the system at an arbitrary epoch in 
a non-serving interval, i.e., a switching interval or an idling interval. We now 
determine EY, by distinguishing whether the server is switching or idling and 
conditioning on the type of switching interval. Denote by Yi the total amount 
of work in the system at an arbitrary epoch in a switching interval from Qi 
to Qi+l, i = 1, ... , n. By definition, there are no customers present in the 
system when the server is idling, in other words, the total amount of work in 
the system at an arbitrary epoch in an idling interval is zero. Hence, with 

n 
EI:= :E Eli, 

i=l 

Yi is composed of two terms, viz.: 

(4.5) 

i. Zi, the total amount of work in the system at the beginning of the switch­
over from Qi to Qi+li 
ii. the total amount of work that arrives in the system between the beginning 
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of the switch-over from Qi to Qi+i and the epoch under consideration; 
so 

(2) 
S· 

EYi = EZi + p-2•, Si 
i = 1, ... ,n. (4.6) 

We now fragment Zi further into work that accumulated at different queues 
during different periods. Denote by Zij the amount of work at Q j at the 
beginning of a switch-over from Qi to Qi+i, i = 1, ... , n, j = 1, ... , n. Then 

n 

EZi = LEZij, i = 1, .. . ,n. (4.7) 
j=l 

Zij is composed of two terms, viz.: 
i. Zjj, the amount of work at Qj at the beginning of the switch-over from Qj 
to Qj+i; 
ii. the amount of work that arrives at Q j between the beginning of the switch­
over from Qj to Qj+i and the beginning of the switch-over from Qi to Qi+i; 
so, using (4.2) and (4.3), 

~ ( (Pk + 7rk)S) EZij = EZjj + Pj L.t Sk-1 + l _ _ 7r , 
k=j+l p 

(4.8) 

where the summation is to be interpreted cyclically. 

Substituting (4.6), (4.7), and (4.8) into (4.5), noting that sEI = 1 - p - 1r, 
s+ 1-p 

EY = l ~pt. ~/><Pi+ p(:1-_"p)t) [t.~•.s; + ~ t.•l'll 
1 ~" ~ 1-p-7r~ 
~ L.t L.t L.t SiPj1rk + l _ L...t EZii 

p i=l j-:f,i k=j+l p i=l 
+ 

= s [ 2 ~ 2] 1 - P - 1T s(2) 
2(1-p) p - {;;:_Pi + 1-p p 2s (4.9) 

1 ~" ~ 1-p-7r~ + ~ L.t L.t L.t SiPj1rk + l _ L...t EZii• 
p i=l j-:f,i k=j+l p i=l 

Substituting (4.9) into (4.4), we obtain the following relationship: 
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Theorem 4.3.1 
The mean waiting times in the model under consideration satisfy the following 
relationship: 

(4.10) 

{2} n i n 
1-p-1T s 1 '°''°' '°' 1-p-1T'°' 

l _ P2 + ~ L.,; L.,; L.,; SiPj1Tk + l _ L.,; EZii, 
p S p i=l #i k=j+l p i=l 

with EZii the mean amount of work that is left behind by the server at Qi. 

We may interpret the terms in (4.10) as follows. The term in the left-hand side 
is the mean amount of waiting work in the system at an arbitrary epoch. The 
first term in the right-hand side is the mean amount of waiting work in the 
corresponding system without switch-over times at an arbitrary epoch. The 
remaining terms in the right-hand side reflect the influence of the switch-over 
times. Together these terms constitute the mean total amount of work in the 
system at an arbitrary epoch in a non-serving interval, i.e., a switching interval 
or an idling interval. The last term in the right-hand side represents the mean 
amount of work at an arbitrary epoch in a non-serving interval that is left 
behind by the server at the various queues. Together the second, third, and 
fourth term in the right-hand side constitute the mean total amount of work at 
an arbitrary epoch in a non-serving interval that arrived at the various queues 
since the server left those queues. Separately, the second, third, and fourth 
term represent the mean amount of work at an arbitrary epoch in a non-serving 
interval that arrived at the various queues during the working, switching, and 
idling intervals since the server left those queues, respectively. These terms 
do not depend on the service disciplines at the various queues, at least as far 
as their global structure is concerned; the probabilities 1Ti that occur in these 
terms probably do depend on the service disciplines at the various queues. 
Apparently, at least as far as the global structure of (4.10) is concerned, the 
last term in the right-hand side completely captures the influence of the service 
disciplines at the various queues. 
Remember that we determined the terms in the right-hand side of (4.10), except 
the first term, by distinguishing whether the server is switching or idling and 
conditioning on the type of switching interval. The second, third, and fifth term 
may in fact also be determined without conditioning on the type of switching 
interval, the fourth term does not allow such an alternative determination. 
The last term in the right-hand side of (4.10); representing the mean amount 
of work that is left behind by the server at the various queues, still remains 
to be specified. Obviously, EZii is influenced by the service discipline at Qi. 
However, as a pleasing circumstance, EZii is in fact influenced by the service 



66 Chapter 4 A pseudo-conservation law for a polling system with a dormant server 

discipline at Qi only, i.e., not by the service discipline at Qj, j 'I- i. On the basis 
of the service discipline at Qi only, we can split EZii into work that arrived 
during working, switching, and idling intervals, whose means do not depend on 
the service disciplines at the various queues, cf. (4.2) and (4.3). 
We now determine EZii for the exhaustive (I), gated (II), 1-limited (III), and 
globally gated (IV) service discipline. We need to distinguish whether the 
server, when idling at Qi, has already served a customer during its visit to Qi 
or not. Denote by 1r~ the probability that at an arbitrary epoch the server is 
idling at Qi and has not served any customer yet, i = 1, ... , n. Denote by 1r? 
the probability that at an arbitrary epoch the server is idling at Qi and has 
already served a customer, i = 1, ... , n. Neither 1r~ nor 1r? are simply known, 
but of course 7ri = 1r~ + 1r/. Let E, G, L, and GG represent the index set of 
the queues where the exhaustive, gated, 1-limited, and globally gated service 
discipline is used, respectively. 
I. Exhaustive: S serves type-i customers until Qi is empty. So, 

EZii = 0, i EE. (4.11) 

II. Gated: S serves exactly those type-i customers present at its arrival at Qi. 
A customer that arrives when Sis idling at Qi and has not served any customer 
yet, is also served. So, using (4.2) and (4.3), 

Ez .. _ Pi(Pi + 1rns G 
ii - --'---~, i E . 

1-p-7r 
(4.12) 

III. 1-Limited: S serves one type-i customer, provided there is a customer 
present at its arrival at Qi, A customer that arrives when S is idling at Qi 
and has not served any customer yet, is also served. Thus, S leaves behind the 
amount of work that arrives during the waiting time of the customer that is 
possibly served and during its visit to Qi, but not during the possible idling pe-

riod before S serves a customer. It follows from (4.1) that on average 1 AiS 
-p-1r 

customers are served during a visit to Qi- In particular, under the 1-limited 

service discipline, with probability Ais a customer is served during a visit 
1-p-7r 

to Qi. So, using (4.2) and (4.3), 

EZii = Pi ( Ais EWi + (Pi+ 1rns) , i EL. 
1-p-7r 1-p-7r 

(4.13) 

IV. Globally gated: S serves exactly those type-i customers present at its most 
recent arrival at Q1. A customer that arrives when S is idling at Q1 and has 
not served any customer yet, is also served. So, using (4.2) and (4.3), 

i EGG. (4.14) 
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We now assume that at each queue either the exhaustive, gated, 1-limited, or 
globally gated service discipline is used, i.e., EUGULUGG = {1, ... , n }. Sub­
stituting (4.11), (4.12), (4.13), and (4.14) into (4.10), we obtain the following 
pseudo-conservation law: 

Theorem 4.3.2 
The mean waiting times in the model under consideration satisfy the following 
relationship: 

·L p,EW, + LP• (1- 1>.~s ) EW, = 
iEE,G,GG iEL · p 

(4.15) 

f: >..,812
) [ i-1 l 

i=l S 2 2 2 
P 2(1 _ ) + 2(1 _ ) P - L Pi + L Pi + 2 L L PiPi + 

p p iEE iEG,L,GG iEGG j=l 

1 _ p _ 11" [ s<2) """' ~ l p-+ ~ ~PiSj + 
l - p 28 iEGGj=l 

Elaborating on the explanation of the terms in (4.10), we may interpret the 
terms in (4.15) as follows. The terms in the left-hand side, excluding the term 

"""'p, >.is EWi, together constitute the mean amount of waiting work in the 
~ 1-p 
iEL 
system at an arbitrary epoch. The first term in the right-hand side is the mean 
amount of waiting work in the corresponding system without switch-over times 
at an arbitrary epoch. The remaining terms in the right-hand side, and the 

term L Pi 1 >.~s EWi, together constitute the mean total amount of work in the 
iEL p 

system at an arbitrary epoch in a non-serving interval, i.e., a switching interval 
or an idling interval. Separately, the second, third, and fourth term represent 
the mean amount of work at an arbitrary epoch in a non-serving interval that 
arrived at the various queues during working, switching, and idling intervals, 
respectively, excluding the work that arrived at !-limited queues before the 
server polled those queues for the last time. 

Remark 4.3.1 
It is easily verified that the mean waiting times in the model of Eisenberg [83] 
with the exhaustive service discipline at both queues indeed satisfy (4.15) with 
n = 2, E = {1, 2}. 
For 11"i = 0, i = 1, ... , n, ( 4.15) reduces to the pseudo-conservation law for the 



68 Chapter 4 A pseudo-conservation law for a polling system with a dormant server 

ordinary non-dormant server case, cf. Boxma & Groenendijk [42]. 
For E = {l, ... ,n}, (4.15) reduces to the pseudo-conservation law obtained 
by Gupta & Srinivasan [115] for a similar model with the exhaustive service 
discipline at all queues. In the latter study, the pseudo-conservation law is 
obtained as a by-product from the determination of the individual mean waiting 
times rather than by using a work decomposition approach. 

D 

Remark 4.3.2 
Notice that the pseudo-conservation law is not as explicit in the dormant server 
case as in the ordinary non-dormant server case. In the dormant server case, to 
obtain the pseudo-conservation law explicitly, we are committed to an intricate 
analysis to determine the probabilities 1fi, if at all possible. For the exhaustive 
and gated service discipline, they can be determined along the lines of [86]. For 
the globally gated service discipline, mathematically a most tractable service 
discipline, there is no obstacle to determining the probabilities 1fi either. For 
the I-limited service discipline, there is no method available for determining 
the probabilities 1fi analytically. However, they can be determined numerically 
using the power-series algorithm, cf. [24]. 

D 

Remark 4.3.3 
Like in the ordinary non-dormant server case, cf. Groenendijk [113], a pseudo­
conservation law is useful for supporting approximations for the mean waiting 
times and for finding the exact mean waiting times in a symmetric system 
in a simple manner. Various approximations for the mean waiting times are 
conceivable, but we do not pursue this matter here any further. 

D 

Remark 4.3.4 
In this section, we obtained a pseudo-conservation law for a model with cyclic 
polling and single Poisson arrivals. Without seriously complicating the above 
analysis, cyclic polling may be generalized to polling guided by a table, cf. [45], 
or Markovian polling, i.e., the visit order is governed by a Markov chain with 
state space {1, ... , n }, cf. [53], and single Poisson arrivals may be generalized 
to batch Poisson arrivals, cf. Boxma [38]. 

D 
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4.4 A COMPARISON BETWEEN THE DORMANT AND 

THE NON-DORMANT SERVER CASE 

In the previous section we obtained a pseudo-conservation law for the model 
under consideration. In this section, we use the pseudo-conservation law to 
compare the dormant and the non-dormant server case. Specifically, we com­
pare the mean waiting times in a symmetric system in the purely dormant and 
the non-dormant server case. Furthermore, we address the question at which 
queues the server should make a halt to minimize the mean total amount of 
work in the system. 
Let us label the waiting times in the dormant and the non-dormant server case 
with a hat and a tilde respectively. From (4.15), 

L Pi(EWi - EWi) + LPi ( 1 - /~s ) (EWi - EWi) = (4.16) 
iEE,G,GG iEL p 

[ 
(2) i-1 l 

-1 : /2s + L L PiSj + 
p iEGGj=l 

where 1r of course refers to the dormant server case. The interpretation of the 
terms in the left-hand side and in the first form of the right-hand side of (4.16) 
follows immediately from the interpretation of the terms in (4.15). The terms 

in the left-hand side, excluding the term """'Pi AiS (EWi - EWi), together 
~ l-p 
iEL 

constitute the difference in the mean total amount of work in the system at an 
arbitrary epoch between the dormant and the non-dormant server case. 
The first term in the first form of the right-hand side represents the difference 
in the mean amount of work at an arbitrary epoch in a non-serving interval 
that arrived during switching intervals (excluding the work that arrived at 1-
limited queues during switching intervals before the server polled those queues 
for the last time). The first term itself is the product of two terms. The term 
inside the square brackets represents the mean amount of work at an arbitrary 
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epoch in a switching interval that arrived during switching intervals ( excluding 
the work that arrived at !-limited queues during switching intervals before the 
server polled those queues for the last time). Notice that these quantities are 
the same in the dormant and the non-dormant server case. The term in front 
is the probability that in the dormant server case an arbitrary epoch in a non­
serving interval concerns an idling epoch rather than a switching epoch. The 
first term is the product of these two terms, since the amount of work at an 
arbitrary idling epoch in the dormant server case is by definition zero. 
The second term in the first form of the right-hand side represents the difference 
in the mean amount of work at an arbitrary epoch in a non-serving interval 
that arrived during idling intervals. The second term is of course just the mean 
amount of work at an arbitrary epoch in a non-serving interval that arrived 
during idling intervals in the dormant server case, since in the non-dormant 
server case there are by definition no idling intervals. 
The interpretation of the terms in the second form of the right-hand side of 
(4.16) requires a somewhat different point of view. Define f(i,j, k), g(i,j, k), 
and h(i,j, k) as the number of times the server needs to switch from Qi to Qi+l 
when currently in an empty system switching from Qk to Qk+1, idling at Qk 
not having served any customer yet, and idling at Qk having already served 
a customer, respectively, before it can perform work currently arriving at Qi, 
taking iri.to account the service discipline at Qi. Then the first and the second 
term in the first form of the right~hand side may be written as 

'll'p L Si L Pi ~ + LSkf(k,j,i) ' 
n n ( (2) n ) 

1 - p i""l s j==l p 2si k=1 

and 

respectively. As the amount of work arriving at Qi constitutes a fraction Pi 
p 

of the total amount of work arriving to the system, we may interpret 
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and 
n I n n n II n n 

L 7ri L Pi Lskg(k,j,i) + L 7ri L Pi Lskh(k,j,i) 
i=l 7r i=l p k=l i=l 7r i=l p k=l 

as the mean total switch-over time to be incurred by the server when currently 
in an empty system switching and idling, respectively, before it can perform 
work currently arriving to the the system (at an arbitrary place), taking into ac­
count the various service disciplines. For brevity, let us refer to these quantities 
as the mean access time of a switching and an idling server, respectively. Con­
cluding, the difference in the mean total amount of work between the dormant 
and the non-dormant server case is just the difference in the mean access time 
between a switching and an idling server, preceded by the multiplier 17rp . 

-p 

We now compare the mean waiting times in a symmetric system in the purely 
dormant and the non-dormant server case for the exhaustive (I), gated (II), 
and I-limited (III) service discipline. To do so, we take in (4.16) Pi = p/n, 
Si= s/n, 7ri = 1r/n, EWi = EW, EWi = EW, and for the I-limited service 
discipline in addition Ai = >./n, 1ri1 = 1r" /n. 
We cannot compare the mean waiting times in a symmetric system for the 
globally gated service discipline. Even when the Qi are all identical, the asym­
metric nature of the globally gated service discipline will preclude that the 
mean waiting times EWi and the probabilities 7ri are all identical. 
I. Exhaustive: 

EW-EW = 1rs [n - 1 s<2)] 

2(1 -p) n s2 
(4.17) 

< 7rS < 0. 
2n(l - p) -

IL Gated: 

EW-EW = _s_ [1r (n -1 _ s<2)) + 21r"] 
2(1- p) n s2 n 

(4.18) 

~ 
7rS < .!...__ 

2n(l - p) - 2n 

III. I-Limited: 

EW-EW = (4.19) 

~ 

For the exhaustive service discipline, always EW ~ EW, which agrees with 
the result of Liu, Nain, & Towsley [145) that in a symmetric system, the server 
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should remain idling at a queue when the entire system is empty to minimize 
the total amount of work. Also EW :'.S: EW for the gated service discipline when 
the server is only allowed to make a halt at a queue when it has not served 
any customer yet, i.e., when 1r" = 0. When the server is also allowed to make 
a halt at a queue when it has already served a customer, i.e., when 1r" = 1r, 

EW :'.S: EW (EW ~ EW) for the gated service discipline, iff the coefficient 
of variation of the total switch•over time is larger (smaller) than 1 + 1/n. In 
particular, EW = EW when the total switch-over time is Erlang-n distributed, 
so when the individual switch-over times are exponentially distributed. Because 
of the memoryless property of the exponential distribution, customers then 
indeed do not observe any difference between the dormant and the non-dormant 
server case. Similar remarks hold for the I-limited service discipline. 

We finally address the question at which queues the server should make a 
halt to minimize the mean total amount of work in the system. Liu, Nain, & 
Towsley [145] identify polling policies, allowing idling as a possible action, that 
stochastically minimize the total amount of work in the system at an arbitrary 
epoch. They show that optimal policies are exhaustive and greedy, i.e., the 
server should neither switch nor idle when at a non-empty queue. In addition, 
they prove that in symmetric polling systems, patient policies are optimal, 
i.e., when the entire system is empty the server should remain idling at the last 
visited queue. Since a non•exhaustive policy cannot minimize the total amount 
of work, we assume in the sequel the service discipline to be exhaustive. 
In asymmetric systems, the total amount of work is not always minimal in the 
purely dormant server case. In some asymmetric systems the total amount of 
work is smaller even in the non-dormant server case. Consider e.g. a system 
with n = 2, ..\1 = oo, /31 = O, si2) = s~, s2 = 0. As far as the amount of 
work is concerned, such a system corresponds in the purely dormant and the 
non-dormant server case to an ordinary M/G/1 queue with set•up times and 
multiple vacations of length s1, respectively. In the latter case, the amount of 
work is of course smaller. However, in not a single system the total amount of 
work is minimal in the non~dormant server case, as we will prove now. If the 
server makes a halt only at Qh, then (4.16) reduces to 

h-1 

So it suffices to show that there is at least one Qh such that L L SiPj :'.S: 
i,;!:h-lj=i+l 

(2) n h-1 l n h-1 

p'!.__, Now"°' ~ '°' s·p· = -nps - '°" s·p· implies min '°" '°' s·p· 28 £-I £-I £-I • 3 2 L...J • • l<h<n L.J £-I • J 
hoo:l i¢h-1 j=i+l i=l - - i;,.!h-1 j=i+l 

1 s(2) 
S 2ps ~ p 28 . So there is indeed at least one such Qh, 
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h-1 

We now know that making a halt only at Qh is beneficial, iff L L SiPi 
i#h-1 j=i+l 

s<2) 
~ p 28 . In addition, we now assume that Qh belongs to the set of queues 

at which the server should make a halt, when making a halt only at Qh is 
beneficial. In other words, we propose to let the server make a halt at Qh, iff 

h-1 {2) L L SiPi ~ p-8 -. In accordance with the interpretation of the second 
. . 2s 

i#h-1 j=i+l 

form of {4.16), the criterion is seen to select queues Qh, such that the mean 
access time of the server is smaller when idling at Qh than when switching. 

h-1 {2) 

Written as L L Si Pi ~ 8
2 2 , the criterion is seen to suggest idling at 

. . s p s 
i#h-lJ=•+l 

queues Qh preceded by queues with relatively light traffic and large switch-over 
times and followed by queues with relatively heavy traffic and small switch-over 
times, and is also seen to suggest idling more strongly accordingly as the vari­
ability of the total switch-over time is larger. Notice that in a symmetric system 

s(2) 
the inequality reduces to 1 - 1 / n ~ - 2 , which always holds, cf. ( 4.17). 

s 
Blanc & Van der Mei (24] obtain a similar rule from light-traffic considerations. 
Numerical experiments in (24] suggest that the rule performs very well. 

Remark 4.4.1 
The problem at which queues the server should make a halt to minimize the 
mean total amount of work in the system, may be formulated as a semi-Markov 
decision problem, cf. Tijms (184] p. 200. The decision epochs are the epochs of 
a visit completion; the possible decisions (actions) are either switching or idling 
when the visit completion leaves the entire system empty and only switching 
otherwise. The states are (i,l1, ... ,l ... ), where i is the queue at which the visit 
completion occurs and lj is the number of waiting customers at Qi, j = 1, ... , n. 
The crucial observation is that the system under consideration satisfies the fol­
lowing Markovian property: given the state at some decision epoch and the 
decision (action) chosen, the evolution after that decision epoch does not de­
pend on the evolution before that decision epoch..· 
A semi-Markov decision problem formulates the problem of finding a strategy 
that minimizes the mean total cost per unit of time. A strategy prescribes here 
at which queues the server should make a halt. The mean total cost per unit 
of time may be related here to the mean total amount of work in the system, 
when we define the cost appropriately. If Ci represents the waiting cost per 
unit of time of an arbitrary type-i customer, i = 1, ... , n, then the mean total 

11, 

cost per unit of time equal I: CiAiEWi. When we take Ci = /3i, i = 1, ... , n, 
i=l 

11, 

the mean total cost per unit of time equal I: PiEWi, the mean amount of 
i=l 

waiting work in the system. Minimizing the mean amount of waiting work and 
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minimizing the mean total amount bf work are equivalent, since the difference, 

the mean amount of work in service, always equals ½ E Ai/3?). 
i=l 

It is straightforward, when action a is chosen in the current state h, to calculate 
p(a, h, k), the probability that at the next decision epoch the state will be k, 
t(a, h), the expected time until the next decision epoch, and c(a, h), the ex­
pected cost incurred until the next decision epoch. The resulting semi-Markov 
decision problem may be solved numerically by truncating the state space. 

□ 

Remark 4.4.2 
In the present chapter, we allowed the server only to make a halt at a queue 
when there are no customers present in the system. In fact, we may allow the 
server also to make a halt at a queue in other cases when there are customers 
present in the system. A first oi:,tion might be to maintain the service dis­
ciplines at the various queues, but tb decide at the completion of each visit 
whether to switch or to idle, and not only at the completion of a visit that 
leaves the entire system empty. A second option might be also to drop the 
service disciplines at the various queues, and to decide at the completion of 
each seroice whether to serve another customer if present, to switch, or to idle, 
like Liu, Nain, & Towsley [145]. 
Once having enlarged the freedom of decisions in the operation of the system, 
it is quite natural to consider the problem of finding a strategy that opti­
mizes the performance of the system. As thti enlarged freedom of decisions will 
complicate the analysis even further, there is little hope to solve the problem 
analytically. Remember that the pseudo~conservation law did not even hold 
enough information to solve the more specific problem at which queues the 
server should make a halt to minimize the :mean total amount of work in the 
system. However, like the latter more specific problem, the problem of finding 

n 
a strategy that minimizes E c,.\iEWi may still be handled as a semi-Markov 

ic:1 
decision problem. 



CHAPTER 5 

A GLOBALLY GATED POLLING 

SYSTEM WITH A DORMANT SERVER 

5 .1 INTRODUCTION 

75 

In the previous chapter we considered a polling system with a dormant server. 
We obtained a pseudo-conservation law for a general model, permitting a wide 
variety of service disciplines, in which the server may be allowed to make a 
halt at an arbitrary subset of the queues. In the present chapter, we focus on 
a particular model from that broad class, in which the option of idling arises 
quite naturally: a system with the globally gated service discipline, in which 
the server only makes a halt at its home base. The globally gated service disci­
pline, introduced in Boxma, Levy, & Yechiali [50], operates as follows. Suppose 
the server arrives at its home base. Then all the customers in the system are 
marked instantaneously, and the server immediately starts a tour along the 
queues. During this tour only the marked customers are served. The service of 
customers that meanwhile arrive to the system is deferred until the next tour 
along the queues. Boxma, Weststrate, & Yechiali [41] propose the globally 
gated service discipline to be used by a repair crew, in charge of the mainte­
nance activities at several installations. As indicated in [41], under the globally 
gated service discipline it does not make sense to start a tour along the queues 
when there are no customers present in the system. In the present chapter, we 
therefore consider a globally gated polling system in which the server makes a 
halt at its home base when there are no customers present in the system. The 
globally gated service discipline then operates as follows. Suppose again the 
server arrives at its home base. If there are customers present in the system, 
they are all marked instantaneously, and the server starts a tour along the 
queues, acting as described earlier. If there are no customers present in the 
system, the server remains idling at its home base, awaiting a new customer to 
arrive at one of the queues. As soon as a new customer arrives, it is marked 
instantaneously, and the server starts a tour along the queues. During this 
tour only the newly arrived customer is served. The service of customers that 
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m.eanwhile arrive to the system is again deferred until the next tour along the 
queues. 
The remainder of the chapter is organized as follows. In Section 5.2, we present 
a detailed model description. In Section 5.3, we derive an explicit expression 
for the Laplace-Stieltjes Transform (LST) of the cycle time distribution. We 
obtain the LST of the waiting time-distribution at each of the queues in Sec­
tion 5.4. As a justification of the dormant server policy, we show the waiting 
time at each of the queues to be smaller (in the increasing-convex-ordering 
sense) than in the ordinary non-dormant server case. In Section 5.5, we derive 
the probability generating function (pgf) of the joint queue length distribution 
at polling epochs. 

5.2 MODEL DESCRIPTION 

The model under consideration consists of n queues, Q1 , ... , Qn, each ofinfinite 
capacity, attended by a single server S. For the specification of the arrival, 
service, and switch-over processes, we refer to the description of the 'basic 
model' in Section 1.3. 
The server visits the queues in strictly cyclic order, Qi, ... , Qn, Suppose the 
server is just about to visit Q1. If there are customers present in the system, 
they are all marked instantaneously, and the server immediately starts visiting 
Q1 , ... , Qn, During the coming cycle only the marked customers are served. At 
each queue, customers are served in order of arrival. The service of customers 
that meanwhile arrive to the system is deferred until the next cycle. If there are 
no customers present in the system, the server remains idling at Q1 , awaiting 
a new customer to arrive at one of the queues. As soon as a new customer 
arrives, it is marked instantaneously, and the server starts visiting Q1, ... , Qn, 
During the coming cycle only the newly arrived customer is served. Again, 
customers that meanwhile arrive to the system are served during the next 
cycle. During the cycle the server is not allowed to make a halt at a queue 
when the completion of a service leaves the system empty. In other words, the 
server is only allowed to make a halt when the system is empty at the beginning 
of a visit to Q1. 

Remark 5.2.1 
For n = 1 the model under consideration reduces to a gated vacation model with 
single vacations, while in the non-dormant server case the model corresponds 
to a gated vacation model with multiple vacations, cf. Takagi (174] pp. 205-213. 
The latter model is analyzed in detail in Takine & Hasegawa (177]. 

□ 
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5. 3 THE CYCLE TIME 

In this section, we relate the cycle time distribution to the joint queue length 
distribution at the beginning of a cycle and at the beginning of a subsequent 
cycle. The approach is similar to the approach in Boxma, Levy, & Yechiali 
[50] for the ordinary non-dormant server case. Assuming an equilibrium dis­
tribution, we obtain a functional equation for the pgf of the joint queue length 
distribution at the beginning of a cycle and for the LST of the cycle time dis­
tribution. The latter functional equation is solved explicitly. The cycle time 
distribution will play a crucial role in the analysis of the waiting-time distribu­
tion and the joint queue length distribution at polling epochs in Sections 5.4 
and 5.5, respectively. 
We first introduce some notation. Denote by c(m) the length of them-th cycle, 
i.e., the time between the start of the m-th visit to Q1 and the start of the 
(m+l)-th visit to Q1, m = 1, 2, .... Denote by 1(m) the length of them-th idling 
period, i.e., them-th idling time at Q1 (possibly zero), m = 1, 2, .... Denote 
by c(m) the length of the m-th restricted cycle, i.e., the m-th cycle time mi­
nus them-th idling time, m = 1,2, .... Let O:m((,w) := E(e-(1(m)_wc(m)) 

£ ( ) ( -wc(m)) £ or Re ( 2: 0, Rew 2: 0, m = 1, 2,... . Let 'Ym w := E e or 
Rew 2: 0, m = 1, 2, .... Denote by Y;m) the number of customers present 
at queue i at the beginning of the m-th cycle, i = 1, ... , n, m = l, 2, .... Let 

y(m) y(m) . 

~m(Z1,.,,,zn):=E(z1 1 .,.Znn )forlzil:Sl,i=l, ... ,n,m=l,2, .... 
By the nature of the globally gated service discipline, 1(m), c(m), Y;ml, and 

Y}m+l), i = 1, ... , n, m = l, 2, ... , are related as follows. On the one hand, 

Y}m) equals the number of customers that are served at Qi during them-th 

restricted cycle, unless (Yim), ... , Y~m)) = (0, ... , 0), i.e., there are no cus­
tomers present at the beginning of the m-th cycle. In that case, the server 
remains idling at Q1 for a period which is negative exponentially distributed 
with parameter A, until a customer arrives at one of the queues; such an arrival 
occurs at Qi with probability Ai/ A. So 

E( -o<m>-wc(m) I y(ml y(ml) _ 
e 1 , ... , n - (5.1) 

with I{Y("'l=O} denoting the indicator function of the event (Yim), ... , Y~m)) = 
{0, ... ,0). 
Unconditioning (5.1), 
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On the other hand, Yim+l) equals the number of customers that arrive at Qi 
during the m-th restricted cycle. So 

n 

y(,n+l) y(,n+l) _ - I: A;(l-z;)t 
E(z1 1 ••• Zn n I c(m) = t) = e i=l 

n 
Define t::(z1, ... ,zn) := I: Ai(l - Zi) for I Zi IS 1, i = 1, ... ,n. 

i=l 
Unconditioning (5.3), 

~m+1(z1, .. , ,Zn)= 1'm(t::(z1, ... ,zn)). 

(5.3) 

(5.4) 

Denote by C, I, C, and Yi stochastic variables with the limiting distribution 
for m ---t oo of c(m), 1(m), {:(m), and Yim), i = 1, ... , n, respectively. Let 
a((,w) := E(e-(I-wC) for Re ( 2: 0, Rew 2: 0. Let 'Y(w) := E(e-wc) for 
Rew 2: 0. Let ~(z1, ... ,zn) := E(z{\ ... ,zJn) for I Zi IS 1, i = 1, ... ,n. 
From (5.2) and (5.4), 

a((,w) = (5.5) 

and 

~(z1,.,,, Zn)= ')'(t::(z1, ... , Zn)). 

Combining (5.5) and (5.6), 

a((,w) = 

and 

(5.6) 

(5.7) 

~(z1, ... , Zn) = (5.8) 

a(t::(z)) [~(,81(t::(z)), ... ,,Bn(t::(z)))-(1-t:i,Bi(t::(z)))~(O, ... ,O)]. 

Remark 5.3.1 
As mentioned in Section 1.4, strictly speaking the globally gated service disci­
pline does not satisfy Property 1.4.1, which provides a global characterization 
of the class of service disciplines that allow an exact analysis in a multi-type 
branching process framework. Still, the joint queue length process at the be­
ginning of a cycle, {(Yim), ... , Y~ml), m = 1, 2, ... }, constitutes a multi-type 
branching process with state-dependent immigration. The crucial observation 
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is that the globally gated service discipline satisfies the following property: if 
there are ki customers present at Qi at the beginning of a cycle, then each of 
these ki customers will be 'effectively replaced' in an i.i.d. manner by a ran­
dom population having pgf ,Bi(E(z)). Adopting the terminology of the theory 
of multi-type branching processes, the offspring generating functions are given 
by fi(z) = ,Bi(E(z)), i = 1, ... ,n, the immigration generating function for the 
non-zero states is given by g(z) = cr(t:(z)), and the immigration generating 

function for the zero state is given by g(z)h(z) with h(z) = t ~ fi(z). From 
i=l 

the theory of multi-type branching processes we have 

t(z1, ... ,zn) = g(z)[t(fi(z), ... ,fn(z)) - (1- h(z))t(0, ... ,0)], 

which is identical to (5.8). 

□ 

Below we solve the functional equation (5.7). We first derive some preliminary 
results from (5.7). Noting that E(e-0) = a((, 0) for Re ( 2 0 and E(e-w6 ) = 
a(0,w) for Rew 2 0, 

,,(,~) 
s+--

EC = ,\ (5.9) 
1-p 

EI= 1'(>.); (5.10) 
,\ 

s + P "Y(>.) 
EC= >. 

1-p 
(5.11) 

s<2l + (2ps + I: ,\i,B?l )EC 
EC2 = i=l 

1- p2 (5.12) 

Remark 5.3.2 
We may also obtain (5.10) directly by observing 

1 
E(I I I> 0) = :X' 

while 
00 

Pr{I > 0} = Pr{(Y1, ... , Y n) = (0, ... , 0)} = J e->.tdPr{C < t} = 1'(>.). 

t=O 

We may also obtain (5.9) directly from (4.1) and (5.10) by observing that 
EI 

1r= EC' 
□ 
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We now solve the functional equation (5.7). Obviously, it suffices to find an 
expression for 1 (w), as substituting such an expression into (5.7) yields an 

n 
expression for a((,w). Define 8(w) := I: Ai(l -/3i(w)) for Rew 2: 0. Putting 

i=l 
( = 0 in (5.7), 

1 (w) = o-(w) [1 (8(w)) - 1 ~>-.) 8(w)] , 

Define recursively 

i5(o)(w) := w, Rew 2: O; 

Rew 2: 0. 

i5(k)(w) := 8(8(k-l)(w)), Rew 2: O,k = 1,2, .... 

Iterating (5.13) K times, 

K 

1'(w) = IT o-(8(k)(w))"Y(8(K+l)(w))-
k=O 

K k 
1 f) I:o(k+l)(w) IT o-(o(ll(w)), Rew 2: o, K = 1,2, .... 

k=O l=O 

Lemma 5.3.1 
i. lim <5(Kl(w) = 0 for all w with Rew 2: 0. 

K-HX> 
00 

ii. TI o-(o(kl(w)) converges for all w with Rew 2: 0. 
k=O 
oo k 

iii. I: <5(k+l)(w) TI a(8(1l(w)) converges for all w with Rew 2: 0. 
k=O l=O 

Proof 
See Appendix 5.A. 

Lemma 5.3.1 implies, letting K - oo in (5.14), 

(5.13) 

(5.14) 

0 

oo ()oo k 

1'(w) = IT a(o(k)(w)) - 1 AA I:o(k+l)(w) IT o-(o(ll(w)). (5.15) 
k=O k=O l=O 

Putting w =).. in (5.15), 

00 

IT o-(o(kl(>-.)) 

')'(A) = k=O 
oo k 

1 + ½ I:O(k+l) (A) IT o-( i5(l) (A)) 
k=O l=O 

(5.16) 
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Substituting (5.16) back into (5.15), 

00 

-y(w) = II cr(o(k>(w))- (5.17) 
k=0 

00 

oo k 

00 k=O k z:=o(k+l)(w) II cr(o(ll(w)). 

>. + L t5(k+l) (>.) II cr(o(l) (>.)) k=O l=O 
k=0 l=0 

Substituting (5.17) into (5.7) yields an expression for a((,w). 
Finally some words on the joint past and residual lifetime distribution of a 
restricted cycle. This distribution will play a crucial role in the analysis of the 
waiting-time distribution in the next section. Denote by Cp and CR stochastic 
variables with the distribution of the past and residual lifetime of a restricted 
cycle, respectively. From Cohen [73] p. 113 we have 

E(e-wpCp-wRCR) = ~ -y(wR) - -y(wp), Rewp;?: O,RewR;?: 0. (5.18) 
EC Wp-WR 

In particular, 

E(e-wCp) = E(e-wcR) = 1 - -y(w)' 
wEC 

From (5.19), 

- - EC2 
EC p = EC R = ---. 

2EC 

5 .4 THE WAITING TIME 

Rew 2: 0. (5.19) 

(5.20) 

In formula (5.18) in the previous section, we expressed the LST of the joint 
past and residual lifetime distribution of a restricted cycle into the LST of the 
restricted cycle time distribution. In this section, we relate the waiting-time 
distribution to the joint past and residual lifetime distribution of a restricted 
cycle. Thus, we obtain an expression for the LST of the waiting-time distribu­
tion in terms of the LST of the restricted cycle time distribution. 
We first introduce some notation. Denote by Vi (N) the total service time of N 
type-i customers, i = 1, ... , n, for any non-negative integer-valued stochastic 
variable N. So E(e-wV,(N)) = E(.Bi(w)N), Rew;?: 0, i = l, ... ,n. Denote 
by Ai(T) the number of type-i customers arriving during a period of length 
T, i = 1, ... , n, for any non-negative real-valued stochastic variable T. So 
E(zt"•(T)) = E(e->-,(l-zi}T), I Zi I:::; 1, i = l, ... ,n. Denote by Bi and Si 
stochastic variables having distribution Bi(·) and Si(·), i = 1, ... , n, respec­
tively. 
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We now analyze the waiting-time distribution of an arbitrary type-i customer, 
by distinguishing whether the customer arrives during a restricted cycle or 
during an idling period (thus terminating the idling period immediately by ini­
tiating a new restricted cycle), in other words, whether the customer sees the 
server working/switching or idling upon arrival. The waiting time wiB) of an 
arbitrary type-i customer that arrives during a restricted cycle, is composed of 
i. the residual lifetime of the restricted cycle in which it arrives; 
ii. the total service time of all customers that arrive at Q1, ... , Qi-l during 
the same restricted cycle; 
iii. the total service time of all customers that arrive at Qi during the past 
lifetime of the restricted cycle in which it arrives; 
iv. the total switch-over time incurred by the server when moving from Q1 to 
Qi; 
i.e., 

i-1 i-1 
wis) 4 cR + L vj(Aj(Cp +CR))+ vi(Ai(Cp)) + I: sj. 

j=l j=l 

So, using (5.18), 

i-1 
(B) II E(e-ww, ) = o"j(w) x 

j=l 

00 00 ·1 J J e-WtR IT { e-,\;(1-,B;(w))(tp+tR)} e-,\;(1-,B;(w))tp X 

tp=O tR=O J=l 

(5.21) 

The waiting time w?l of an arbitrary type-i customer that arrives during an 
idling period, is composed solely of the total switch-over time incurred by the 
server when moving from Q1 to Qi, i.e., 

So, 

i-1 
w?l 4 I::sj. 

j=l 

i-1 
(I) II E(e-ww, ) = aj(w). 

j=l 
(5.22) 
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Combining (5.21) and (5.22), noting that an arbitrary customer, irrespective 
of which type, arrives during a restricted cycle and an idling period with prob­
ability EC/EC and EI/EC, respectively, 

E(e-wW;) = (5.23) 

i-.l 1 [ -y(it ,\i(l - /3i(w))) - -y(:~ ,\i(l - /3i(w)) + w)l 

]1 ai(w) EC EI+ w - ,\i(l - /3i(w)) . 

Remark 5.4.1 
For n = 1, using (5.9), (5.10) and (5.13), (5.23) reduces to 

E(e-ww)_ (1-p)w [~+-s_l-a(w)-y(w)] 
- w - ,\(1 - f3(w)) s + EI s + EI sw a(w) ' 

in which we recognize the well-known waiting-time decomposition property of 
M/G/1 vacation models. 

D 

From {5.23), using {5.9) and (5.12), 

[ 
i-l l EC2 i-1 

EWi = 1 + 2 ~Pi+ Pi 2EC + ~ 8i = (5.24) 

[ 

n (2) l i-1 1 ~ ,\i/3i c2) i-1 
3=l ps S 

[1+2~Pi+Pil 1+ 2(1- ) +T=-+ -y(,\) + ~Si. 
3=l p p p 2(s + --) 3=l 

,\ 

Remark 5.4.2 
For n = 1 (5.24) reduces to 

EC:2 ,\/3(2) ps s<2) 
EW = [l + p] 2EC = 2(1 - p) + 1 - p + 2(s + -y(,\))' 

,\ 

which agrees with formula (5.40b) in Takagi [174] p. 213. 

Remark 5.4.3 
n i-l 

D 

Noting that E Pi[l + 2 E Pi+ Pi]= p(l + p), we may obtain from (5.24) the 
i=l i=l 

pseudo-conservation law for the model under consideration, 

n EC:2 n i-l 
LPiEWi = p(l + p)2EC + LPi LSi = 
i=l i=l i=l 
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n (2) 
I; >..i/3i 2 (2) n i-1 
j=l p S S "' "' 

P 2(l _ ) + r::- + P -y(>..) + LJ Pi LJ Sj, 
p p 2(s + --) i=l j=l 

>.. 

We may also obtain the pseudo-conservation law, without knowledge of the 
individual mean waiting times, using (5.9) and (5.10), from (4.15) with GG = 
{ } , EI -y(>..) 1 - p ,, . ..J. 

1, ... , n , 71'1 = EC = T (>..), 71'1 = 0, 11'i = 0, i.,... 1. 
s+L 

>.. 

Remark 5.4.4 

□ 

As seen from (5.24), the ordering of the queues involves an ordering of the 
mean waiting times, 

EC2 
EW· - EW·+1 = -[p· + p·+1l- - s· < 0 

' ' ' ' 2EC ' - ' 
i=l, ... ,n-1. 

The ordering of the queues even involves a stochastic ordering of the waiting 
times, as seen from the derivation of (5.23). 
On the one hand, the ordering of the waiting times may be argued to be 
unfair. Elevator polling (or scan polling) to some extent meets this objection 
to the globally gated service discipline. In a globally gated system with elevator 
polling, the server alternatingly passes through 'up' cycles, visiting the queues 
in the order Q1, ... , Qn, and 'down' cycles, visiting the queues in the order 
Qn, ... ,Qi, cf. Section 1.3. Thus, as an immediate advantage, elevator polling 
saves the switch-over time from Qn to Q1 . At the start of each cycle, up or 
down, a similar centralized gating procedure is executed as described earlier. 
So alternatingly Q1 and Qn function as home base. Assuming the switch­
over time from Qi+l to Qi to have the same mean as the switch-over time 
from Qi to Qi+i, Altman, Khamisy, & Yechiali [7] show that in a globally 
gated system with elevator polling, the mean waiting times at all queues are 
equal, irrespective of the traffic characteristics! It is not too surprising that a 
similar observation holds in the dormant server case. Obviously, the waiting­
time distributions at all queues are not equal. E.g., the variance of the waiting 
times is likely to be larger at the queues visited in the beginning or the end of 
a cycle than at the queues visited in the middle of a cycle. 
On the other hand, the ordering of the waiting times may be exploited to 
effectuate some kind of priorization. Following the line of this idea, similarly to 
Boxma, Levy, & Yechiali [50], simple index rules may be established for both 
static and dynamic optimization of the system performance, measured in terms 
of the mean waiting times. 

□ 
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As a justification of the dormant server policy, we now show the waiting time at 
each of the queues to be smaller (in the increasing-convex-ordering sense) than 
in the ordinary non-dormant server case. Let us label the stochastic variables 
and the associated LST's and pgf's in the dormant and non-dormant server 
case with a hat and a tilde, respectively. From [50] we have 

_ [ i-1 l EC2 i-1 
EWi = 1 + 2 L Pj + Pi --- + L Sj = 

j=l 2EC j=l 

1 
l+p 

Subtracting (5.25) from (5.24), 

[ 

n (2) l I: >..1 (31 (2) 
1_·=_1 ___ + _p_s_ + _s _ 
2(1 - p) 1 - p 2s 

[ 
i-1 l 1 -y(>..) (2) 

A - >.. s 
EWi-EWi=- l+2Lpj+Pi -1- A(>..) 2 

j=l + p S + l.._ S 

>.. 

(5.25) 

Proceeding by differentiating the LST of the waiting-time distribution not just 
once but several times, we may prove that in fact not only the mean waiting 
times are smaller, but also each of the higher-order moments, i.e., E(Wf) :S 
E(Wf) for any k 2: 1. By using coupling techniques, we may however prove 
that the waiting times are in fact even smaller in the increasing-convex-ordering 
sense, i.e., E/(Wi) :S E/(Wi) for any non-decreasing convex function/(·). 

Lemma 5.4.1 
wi :Sicx wi, i = 1, .. . ,n, 

i.e., Ef(Wi) < Ef (Wi), i = 1, ... , n, for any non-decreasing convex func­
tion/(·). 

Proof 
See Appendix 5.B. 

D 

The ordering relation stated in the above lemma adds to the modest collec­
tion of stochastic ordering results that are known for polling systems so far. 
The scarce results that are known exclusively refer to stochastic monotonicity 
properties of global performance measures, like the total amount of work in the 
system or the cycle time, or refer to monotonicity of quantities like the joint 
queue length at polling epochs with regard to the parameters of the service 
discipline, or with regard to the underlying stochastic processes. Levy et al. 
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[142] showed that the total amount of work in the system is decreasing in the 
degree of exhaustiveness of the service discipline. Altman et al. [8] proved that 
the cycle time and the joint queue length at polling epochs are stochastically 
increasing in the arrival rates, service times, and switch-over times. To the best 
of the author's knowledge, there are however no ordering results known at all 
for the individual waiting times of the nature of the ordering relation stated in 
the above lemma. One might be inclined to conjecture that also the individ­
ual waiting times are stochastically decreasing in the degree of exhaustiveness 
of the service discipline or increasing in the arrival rates, service times, and 
switch-over times, but such statements have either been disproved by simple 
counterexamples or have lacked proof so far. 

5.5 THE QUEUE LENGTH 

In Section 5.3, we expressed the pgf of the joint queue length distribution at the 
beginning of a cycle into the LST of the restricted cycle time distribution. In 
this section, we relate the joint queue length distribution at polling epochs to 
the joint queue length distribution at the beginning of a cycle. Thus, we obtain 
an expression for the pgf of the joint queue length distribution at polling epochs 
in terms of the LST of the restricted cycle time distribution. We analyze both 
the queue lengths at Q1 , ... , Qn at a polling epoch at Qi, and the queue lengths 
at Q1, ... , Qn seen by the server at successive polling epochs at Q1, ... , Qn. 
As described in Section 2.2, the marginal queue length distribution at Qi at 
an arbitrary epoch may be derived from the waiting-time distribution at Qi as 
obtained in (5.23). 
We first introduce some notation. Denote by Xij the number of customers 
at Qi at a polling epoch at Qi, i.e., at the start of a visit to Qi, i = 1, ... , n, 
j = l, ... , n. Denote by Di the indicator function of the event that an arbitrary 
customer (that arrives to an empty system) arrives at Qi, i.e., a stochastic 
variable which is 1 with probability >-.i/ >-. and O with probability 1 - >-.i/ >-., 
i = 1, ... ,n. 
By the nature of the globally gated service discipline, Xij and Y j, i = 1, ... , n, 
j = l, ... , n, are related as follows. 

i-1 

Xij ~ Yj(i S j) +Ai(~)V(Yh) + Sh))+ (5.26) 
h=l 

with I{Y=O} denoting the indicator function of the event (Y1 , ... , Y n) = (0, ... , 0), 
and ( i S j) is equal to 1 if i S j, and O if i > j. The notation was further 
introduced in Section 5.4. 
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We first study the joint distribution of Xii, ... , Xin, the queue lengths at 
Q1 , ... , Qn at a polling epoch at Qi, i = 1, ... , n. 
From (5.26), 

E( Xn zXin I y y ) _ Z1 •.. n 1, •.. , n -

n 
with €(z1, ... ,zn) = I; Aj(l - Zj), I Zj I::::; 1, j = l, ... ,n. 

j=l 

Unconditioning (5.27), using (5.6), 

E(ZXn zXin) _ 
1 ... n -

(5.27) 

(5.28) 

For i = n + l, using (5.6) and interpreting Xn+l,j as Yj, j = l, ... ,n, (5.28) 
reduces to (5.8). 
From (5.28), 

Cov(Xik,Xil) = AkAl X [var(~Sh)+ EC~>.h.Bk2)+ (5.29) 

(EC2 - (EC)2)(~ Ph+ (i::::; k))(~ Ph+ (i::::; l))l · 

For i = n + l, using (5.12) and interpreting Xn+l,j as Yj, j = l, ... , n, (5.29) 
reduces to 

Cov(Yk, Y1) = >.k>.1(EC2 - (EC)2), 

which may also be obtained from (5.6). 

We finally study the joint distribution of X11, ... , Xnn, the queue lengths at 
Qi, ... , Qn seen by the server at successive polling epochs at Q1 , ... , Qn, 
From (5.26), 

(5.30) 
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Unconditioning (5.30), using (5.6), 

E(zxll zXnn) = '1 .. , n 

From (5.31), 

where q(k,l) is equal to f3k if k < l, /31 if k > l, and O if k = l. 

Remark 5.5.1 

(5.31) 

(5.32) 

Unlike in the ordinary non-dormant server case, cf. Boxma, Weststrate, & 
Yechiali [41], neither the queue lengths at a polling epoch, nor the queue lengths 
seen by the server at successive polling epochs need to be positively correlated. 
E.g., if all service times and switch-'over times are zero, then (5.2.9) and (5.32) 
reduce to 

Cov(Xik,Xi!) = - .X;;1(i :S k)(i :S l), 

and 

AkAt 
Cov(Xkk, Xu) = -v, 

respectively. This may also be seen immediately, as during every cycle exactly 
one customer is served, which occurs at Qi with probability Ai/>., i = 1, ... , n. 

□ 
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APPENDICES 

5.A PROOF OF LEMMA 5.3.l 

Lemma 5.3.1 
i. lim 8(K)(w) = 0 for all w with Rew 2: 0. 

K-+oo 
00 

ii. TI a(8(k)(w)) converges for all w with Rew 2: 0. 
k=O 
oo k 

iii. Z: 8(k+l)(w) TI a(8(ll(w)) converges for all w with Rew 2: 0. 
k=O l=O 

Proof 
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For any non-negative valued stochastic variable H, having distribution H(·) 
with LST 77( ·), holds 

00 

11 - 11(w) I = I J (1 - e-wt)dH(t) I 
t=O 
00 

< J 11 - e-wt I dH(t) 

t=O 
00 

< j I wt I dH(t) 
t=O 

= EHlwl, 

for all w with Rew 2: 0, since 11 - e-z I ~ I z I for all z with Re z 2: 0. 
Proof of i. 

for all w with Rew 2: 0. 
Further, using (5.33), 

n 

k = 0,1, ... , 

I 8(w) I = IL Ai(l - f3i(w)) I 
i=l 
n 

< L Ai I 1 - f3i ( w) I 
i=l 

i=l 

PI w I, 

(5.33) 

(5.34) 
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for all w with Rew 2: 0. 
Hence, by induction, using (5.34), 

I 8(kl(w) J:::; l I w I, k = 0,1, ... , (5.35) 

for all w with Rew > 0. 
Asp< 1 is assumed-to hold, we conclude that lim 8(K)(w) = 0 for all w with 

K->oo 
Rew 2: 0. 
Proof of ii. 
From the theory of infinite products, cf. Titchmarsh (185] p. 18, we have that 

00 00 

TI a(8(k)(w)) converges iff I; [1-lT(8(k)(w))] converges. 
k=O k=O 
Using (5.33), (5.35), (5.34), and the assumption that p < 1, 

00 00 

I I)1 - a(8(k)(w))] I < L J 1 - a(8(k) (w)) I 
k=O k=O 

00 

< Ls 'I 8(kl(w) I 
k=O 

00 

< sI:llwl 
k=O 
s 

= -. ·-lwl 
1-p 

< oo, 
00 

for allw with Rew 2: 0. So TT a(ofk}(w)) converges for all w with Rew 2: 0. 
k=O 

Proof of iii. 
Because of (5.34), 

I o-(8(k)(w)) I:::; 1, k =0,1, ... , (5.36) 

for all w with Rew 2: 0. Using (5.35), (5.36), and the assumption that p < 1, 

oo k oo k 

I L8(k+l){w) IT a(8(1)(w)) I :::; LI 8(k+l)(w) I IT I a(8(l)(w)) I 
k=O l=O k=O l=O 

00 

:::; I:l+i I w I 
k=O 

p 
= ~Jwl 

1-p 
< oo, 

oo k 
for all w with Rew 2: 0. So I; 8(k+l) (w) IT o-(8(1) (w)) converges for all w with 

k=O l=O 
Rew 2: 0. 

□ 
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5.B PROOF OF LEMMA 5.4.1 

Lemma 5.4.1 
wi ::;icx wi, i = 1, ... ,n, 
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i.e., Ef (Wi) ::; EJ(Wi), i = 1, ... , n, for any non-decreasing convex function 
J(· ). 

Proof 
We sketch the intuitive idea of the proof. For a detailed technical proof, we refer 
to appendix B of Borst [26]. We assume the arrival, service, and switch-over 
processes in the dormant and non-dormant server case to be coupled as follows. 
In both cases, the server experiences exactly the same switch-over times, but 
- since the dormant and non-dormant server case evolve according to different 
operational rules - the same switch-over time is not necessarily experienced 
at the same point in time, i.e., the switch-over times may be shifted in time. 
Moreover, in the dormant server case, when the server is actually idling, we 
assume that the server is experiencing a switch-over time, which is however 
immediately interrupted as soon as a new customer arrives, just as if the server 
would have been idling, awaiting a new customer to arrive. The remainder of 
the switch-over time is then resumed as soon as the server starts idling again. 
During one and the same switch-over time, the arrival processes in both cases 
proceed synchronously, i.e., the same customer arrives at the same relative time 
(with regard to the switch-over time in question), requiring the same service 
time. Thus, the server also provides exactly the same service times in both 
cases, but - since the dormant and non-dormant server case evolve according 
to different operational rules - the same service time is not necessarily provided 
at the same point in time. Also, during one and the same service time, the 
arrival processes in both cases proceed synchronously. So the arrivals in both 
cases may be shifted in time, however, congruently to the service or switch-over 
times in which they fall, so that the same customer arrives at the same relative 
time with regard to the service time or switch-over time in question. By the 
memoryless property of the Poisson process, the coupling does not affect the 
stochastic properties of the arrival process. Neither does the coupling affect 
the stochastic properties of the service and switch-over processes. Thus, we 
obtain coupled but still marginally unbiased induced stochastic processes (like 
waiting times and queue lengths) in the dormant and non-dormant server case. 
Suppose that at time t = To in both cases the system is empty, and the 
server is at its home base Q1, just back from switching. The server then starts 
switching for a time of length So. So, S1 , S2 , ... are independent stochastic 
variables with common distribution S(·). During the switch-over time S0 , a 
number of K customers arrive, let us say C1 , ... , CK, at (relative) time t = A 1 , 

t = A1 + A2, ... , t = A1 + ... +AK, requiring service times of length B 1 , 

B2, ... , BK, A1, A2, ... are independent exponentially distributed stochastic 
variables with mean 1 / >.. B1, B2, ... are independent stochastic variables with 
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n 

common distribution I: ~ Bi ( ·). 
i=l 

In the dormant server case, at time t = To+A1, the server interrupts switching, 
suspending the remainder So -A1 of the switch-over time So, and starts a cycle 
along the queues to serve the newly arrived customer C1 , just as if the server 
would have remained idling at Q1 from time t = To on, awaiting the new 
customer to arrive. At time t = T 1 , after L1 cycles, the system is empty 
again, and the server is back again at its home base Q1 (these events occurring 
simultaneously for the first time). The server then starts switching, resuming 
the switch-over time So, 
At time t = T 1 + A 2 , the server again interrupts switching, suspending the 
remainder So --A1 -A2 of the switch-over time So, and starts a cycle along the 
queues to serve the newly arrived customer C2, again just as if the server would 
have remained idling at Q1 from time t = T 1 on, awaiting the new customer 
to arrive. 
In the non-dormant server case, at time t =To+ A 1 the server just continues 
switching, disregarding the newly arrived customer C1. At time t =To+ So, 
the server finishes switching, and starts a cycle along the queues to serve the 
newly arrived customers C1, ... , CK, 
In the dormant server case, at time t = TK, after L1 + ... + LK cycles, the 
system is empty, and the server is back at its home base Q1 (these events 
occurring simultaneously for the K-th time). The server then starts switching, 
resuming the switch-over time S0 . At time t = V 0 , the server finishes switching, 
Vo= TK+D, D = So-A1 - .. . -AK, At time t = Vo, also in the non-dormant 
server case the system is empty, and the server just finishes switching. In both 
cases, the server has then experienced exactly the same switch-over times, viz., 
So, S1, ... , SL1 + ... +LK, and has provided exactly the same service times, viz., 
the service times of the customers arriving during So, S1, ... , SL1 + ... +LK, and 
of their descendants. Let us say the total number of type-i customers among 
them is Mi, (Here the descendants of a customer are recursively defined as 
the customers arriving during its service time or during the service time of one 
of its descendants.) Concluding, at time t = Vo, in both cases, the system is 
empty, and the server is at its home base Q1, just back from switching. 
Let Rt) be the h-th type-i customer served from time t = To on in the dormant 
server case, h = 1, 2, .... Denote by wih} and wih} the waiting time of Rt) 
in the dormant and non-dormant server case, respectively, h = 1, 2, .... As 

• • (h} - (h) the stochastic processes {Wi , h = 1, 2, ... } and {Wi , h = 1, 2, ... } are 
regenerative with regard to h = 1 and h = Mi + 1, 

• 1 ~ • (h) 
Ef(Wi) = EM·E(L....f(Wi )), 

' h=l 

(5.37) 

and 



5.8 Proof of Lemma 5.4.1 93 
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FIGURE 5.1. A dormant server. FIGURE 5.2. A non-dormant server. 

Consider now Figure 5.1 and Figure 5.2, representing the customer offspring 
process in the dormant and non-dormant server case, respectively. In both 
cases, dots at the same (horizontal) level correspond to customers served in the 
same cycle. An arc indicates that the customer at the head arrives during the 
service time of the customer at the tail. A dot without any incoming arc rep­
resents a customer which arrives during a switch-over time, or, in the dormant 
server case, during an idling period. A dot without any outgoing arc represents 
a customer requiring a service time during which no single customer arrives. 
To prove that (5.38) majorizes (5.37), we need to introduce some additional 
terminology. In the dormant server case, the interval from time t = Tk-1 to 
time t = Tk, comprising the cycles L1 + ... + Lk-1 + 1 to L1 + ... + Lk, is 
referred to as the k-th busy interval, k = 1, ... , K. Customers arriving during 
So (thus interrupting So in the dormant server case), together with their de­
scendants, are called primary customers ( corresponding to the light-grey dots 
in Figure 5.1 and Figure 5.2). The remaining customers, i.e., customers arriv­
ing during S1 , ... , SLK, together with their descendants, are called secondary 
customers ( the dark-grey dots). 
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With the busy intervals as background, the dormant and non-dormant server 
case differ in the service of primary customers, but not in the service of sec­
ondary customers. In the dormant server case, the service of primary customers 
is balanced over the K busy intervals. In the non-dormant server case, the ser­
vice of primary customers is concentrated in the first busy interval. The service 
of secondary customers occurs in both cases in corresponding cycles. So, in the 
non-dormant server case, the primary customers all bother one another, and 
all bother the same secondary customers. To make the latter intuitive idea 
precise, observe that the waiting time of every customer is composed of switch­
over time, service time of primary customers, and service time of secondary 
customers. For any waiting time w?), denote by vih2 the share constituted 
by service time of primary customers that are descendants of ck, k = l, ... , K. 
Denote by v?) the remaining share in w?), i.e., the share constituted by 
switch-over time and service time of secondary customers. 
For a primary customer R?) we have 

y(h) + z(h) .1= y(h) 
'l, 1, 1, ' 

Assuming that R?l is a descendant of Ck, 

' (h) _ - (h) v.k - v.k, 
i, i, 

y(h) = 0 
i,m , mf k. 

For a secondary customer Rih) we have 

(5.39) 

(5.41) 

Let Hi,l be the index set of the secondary type-i customers served in the l-th 
cycle in the dormant server case, l = l, ... , L 1 + ... + LK, Let Hi,kl be the 
index set of the secondary type-i customers served in the (L1 + ... + Lk-l + l-th 
cycle in the dormant server case if l::; Lk, k = l, ... , K. If l > Lk, let Hi,kl be 
the empty set. We then have 

"""' y(h) .!!:._ """' y(h) 
L.., i,k - L.., i,k , """' y(h) = 0, L.., i,m m =/ k. (5.42) 

hEH;,k1 hEH,,1 hEHi,kl 

The relations (5.39), (5.40), (5.41), and (5.42) constitute the key elements in 
proving that (5.38) majorizes (5.37). For a detailed comparison, we refer to 
appendix B of Borst [26]. 

□ 
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OPTIMIZATION OF k-LIMITED 

SERVICE STRATEGIES 

6.1 INTRODUCTION 
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In the present chapter, we consider a polling system with a k-limited service 
strategy. Under k-limited service, when visiting a queue, the server works until 
either a prespecified number of k customers have been served, or the queue 
becomes empty, whichever occurs first. We are interested in the problem of 
determining appropriate values for the service limits that contribute to an ef­
ficient operation of the system. 
As described in Section 1.2, polling systems may be used to model commu­
nication systems with a conflict-free medium access protocol. The standard 
control mechanism to regulate the operation of those systems, is either to limit 
the number of transmissions, or to limit the transmission time granted to the 
queues. As a major benefit, by setting such service limits, one may accomplish 
a bound on the cycle time, i.e., the time until a queue acquires the right of 
transmission again. Moreover, one may effectuate some kind of priorization, 
by assigning different service limits to different queues, according to their rel­
ative importance. 
Although the use of service limits is very standard, it is still not very well 
understood how the limits should be set so as to optimize the performance of 
such communication systems. Driven by these considerations, we address in the 
present chapter the problem how in a polling system with ki-limited service at 
Qi, the limits should be set so as to minimize the waiting cost as performance 
measure. It appears that if we do not impose any constraint on the ki 's, then 
at least one of the optimal ki 's is always infinite. To accomplish a bound on the 
cycle time, we therefore also study a version of the problem with a constraint 

n 
of the form I: "fiki :S K. 

i=l 
Although similar in their operation, limits on the visit time are analytically even 
harder to handle than limits on the number of services during a visit. Therefore, 
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ki-limited service is frequently used as an approximation of Ti-limited service, 
with ki ~ Ti//3i, the exact value depending on whether or not service is pre­
empted when the timer expires. Consequently, the optimal ki 's are likely to 
provide a reasonable indication for the optimal Ti's. Note that for deterministic 
service times, corresponding to the practically relevant case of transmission of 
packets of fixed length, ki-limited service and Ti-limited service even coincide. 
Blanc & Van der Mei [23] consider a similar optimization problem in a polling 
system with Bernoulli service. Under Bernoulli service with parameter qi, when 
visiting Qi, S serves at least one customer, and at every service completion S 
serves yet another customer with probability qi, and leaves Qi with probabil­
ity 1 - qi; S also leaves Qi when it becomes empty. The number of potential 
services being geometrically distributed with mean 1/(1- qi), Bernoulli service 
may be used as an emulation of ki-limited service, with qi = 1 - 1/ki. Note 
that Bernoulli service and ki-limited service even coincide for qi = 0 as well as 
qi= 1. 
Polling systems with limited-type service strategies are extremely hard to an­
alyze, not to mention optimize. As noted in Section 1.4, limited-type service 
policies do not satisfy Property 1.4.1, which provides a global characteriza­
tion of the class of service disciplines that are amenable to an exact analysis. 
Indeed, polling systems with limited-type service strategies have not allowed 
an exact analysis, apart from some special cases, like two-queue cases and 
completely symmetric cases. Eisenberg [85] studies a two-queue model with 
zero switch-over times and I-limited service at both queues, transforming the 
problem of finding the joint queue length distribution into the problem of solv­
ing a singular Fredholm integral equation. Cohen & Boxma [7 4] analyze the 
same model, translating the problem into a Riemann-Hilbert boundary value 
problem. Using similar techniques, Boxma [37] studies a symmetric two-queue 
model with non-zero switch-over times and 1-limited service at both queues. 
Boxma & Groenendijk [43] analyze an asymmetric two-queue model with non­
zero switch-over times and 1-limited service at both queues by formulating a 
Riemann boundary value problem. Fuhrmann [100] derives the mean waiting 
time in a completely symmetric system with 1-limited service and an arbitrary 
number of queues. The two-queue model with 1-limited service at one queue 
and exhaustive service at the other has turned out to be relatively simple to 
analyze, cf. Groenendijk [114] Section 6.3. The two-queue model with 1-limited 
service at one queue and gated service at the other, however, appears to defy 
an exact analysis. Polling systems with time-limited service have not yielded 
to an exact analysis either. See Coffman et al. [71] for an interesting analysis 
of a two-queue model with exponentially distributed time limits. 
The fact that limited-type service policies are extremely hard to analyze, has 
considerably added to the importance of pseudo-conservation laws, which pro­
vide relatively simple exact expressions for a specific weighted sum of the mean 
waiting times, cf. Section 2.3. Thus, pseudo-conservation laws are an impor­
tant instrument in constructing and validating waiting-time approximations. 
For the case of 1-limited service at each of the queues, the pseudo-conservation 
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law was originally derived in Watson [187]. As described in Section 2.3, Boxma 
& Groenendijk [42] developed an approach to obtain a pseudo-conservation 
law in a considerably more general framework, covering 1-limited service at 
each of the queues. Boxma & Meister [52] use the pseudo-conservation law 
to derive waiting-time approximations for 1-limited service. Groenendijk [114] 
presents a more refined procedure to compute such approximations. For the 
general case of k-limited service, the pseudo-conservation law still contains an 
unknown term. Fuhrmann & Wang [104] obtain waiting-time approximations 
for k-limited service by bounding that term. Everitt [87], [89] derives such 
approximations by approximating that term. Chang & Sandhu [66] present a 
more refined procedure to calculate waiting-time approximations for k-limited 
service. 
The remainder of the chapter is organized as follows. In Section 6.2, we present 
a detailed model description, and formulate a pseudo-conservation law for the 
mean waiting times. In Section 6.3, we propose four different approximative 
approaches to the constrained optimization problem, based on four different 
approximations for the mean waiting times. These approaches are numerically 
investigated in Section 6.4. In Section 6.5, we discuss some properties of polling 
systems with k-limited service, and establish a (partially conjectured) cµ-like 
rule for the unconstrained optimization problem. We then also propose an ap­
proximative approach to this problem. This approach is numerically examined 
in Section 6.6. In Section 6.7, we conclude with some remarks and suggestions 
for further research. 

6.2 MODEL DESCRIPTION AND PRELIMINARIES 

The model under consideration consists of n queues, Q1, ... , Qn, each of infinite 
capacity, attended by a single server S. For the specification of the arrival, ser­
vice, and switch-over processes, we refer to the description of the 'basic model' 
in Section 1.3. 
The server visits the queues in strictly cyclic order, Q1, ... , Qn, When visiting 
Qi, S works until either ki customers have been served or the queue becomes 
empty, whichever occurs first. Note that the case ki = oo amounts to ordinary 
exhaustive service. Fuhrmann & Wang [104] call this discipline exhaustive­
limited service, as opposed to gated-limited service in case of which S, when 
meeting li customers at Qi upon arrival, only serves min{li, ki} of them. In 
case of G-limited service, ki = oo amounts to ordinary gated service. 
As mentioned in Section 1.3, a necessary and sufficient condition for stability is 
>..is/(l - p) < ki, i = 1, ... , n. Throughout the chapter, the stability condition 
is assumed to hold. 
Denote by Wi the waiting time of an arbitrary type-i customer, i = 1, ... , n. 
Let Ci represent the waiting cost per unit of time of a type-i customer, i = 
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n 
1, ... , n. The mean total waiting cost per unit of time amounts to E CiAiEW i· 

i=l 
In this chapter, we are interested in the problem of finding the values for 
k1, ... , kn that minimize that quantity, both for the constrained case with 

n 
E "fiki ~ K, and for the unconstrained case. Note that taking 'Yi = 1 puts a 
i=l 
limit on the number of services in a cycle. Choosing 'Yi = /3i yields, for deter-
ministic service and switch-over times, a bound on the cycle time. 
Everitt [87] has derived the following pseudo-conservation law for the mean 
waiting times: 

with 

{6.2) 

and g~2) = EMi{Mi - 1), with Mi denoting the number of customers served 
during a visit to Qi. So for ki = I, g}2) = 0, but for ki =/. I, g}2> is not known 
exactly. 

6.3 THE CONSTRAINED OPTIMIZATION PROBLEM 

In this section, we study the problem of finding the service limits k1, ... , kn, 
n 

constrained to E "fiki ~ K, that minimize the mean total waiting cost 
i=l 

n 
E ci.AiEWi. We successively consider the following four waiting-time approx­
i=l 
imations: 

I. an approximation based on a I-limited polling table; 
II. a simple k-limited approximation; 
III. a Fuhrmann & Wang-like k-limited approximation; 
IV. the original Fuhrmann & Wang k-limited approximation. 

In fact, the approximations ignore the integrality of k1, ... , kn. The numbers 
k1, ... , kn, not necessarily integers, that minimize the resulting approximations 

n 
for E CiAiEWi, are denoted by ki, ... , k~. The integers k1, ... , kn that mini­

i=l 
n 

mize the resulting approximations for E CiAiEWi, are denoted by ki, ... , k~. 
i=l 

As the approximations are rather smooth, ki, ... , k~ are likely to provide an 
accurate indication for ki, ... , k~. 
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I. An approximation based on a 1-limited polling table. 
A generalization of the cyclic visit order considered so far is a fixed, gener­
ally non-cyclic, visit order. Such a visit order may be described in a polling 
table, which may contain mi ~ 1 visits to Qi. Our approximation idea is the 
following. There is some resemblance between adopting the ki-limited service 
discipline at Qi, visiting Qi once, and adopting the I-limited service discipline 
at Qi, visiting Qi ki times; in either case, the server is allowed to serve at most 
ki customers in one 'cycle'. So the optimal visit numbers m1 , ... , mn for the 
I-limited service discipline may provide an indication for ki, ... , k~. 
Boxma, Levy, & Weststrate [48] study the problem of finding those polling 

n 
table visit numbers m1, ... , mn, that minimize :E CiAiEWi. They propose the 

i=l 
following waiting-time approximation, under the assumption that the mi visits 
to Qi are spaced as evenly as possible: 

EWi ~ A 1 - P "i=i EC i = 1, ... , n, (6.3) 
1 , mjSj mi 
-p-Ai 

mi 
n 

with EC= :E misi/(1- p) the mean cycle time, and A some unknown con-
i=l 

stant. The constant A could be determined using the pseudo-conservation law 
for polling tables, cf. [45], but its value is not relevant for the determination of 
the optimal values of mi, which follow easily from (6.3): 

mi =AiR+(l-p-tAjSj)R n Jci.Xi(l-p+pi)/si (6.4) 

i=l :EsiJcjAj(l-p+pi)/si 
j=l 

Here R represents an arbitrary scaling factor, reflecting the homogeneity of the 
objective function in m1, ... , mn. 
As remarked earlier, the optimal visit numbers m1 , .•• , mn for the I-limited 
service discipline may provide an indication for ki, ... , k~. However, visiting 
Qi ki times in a cycle differs from visiting Qi only once, in the respect of 
the switch-over time incurred. In the former (latter) case, the switch-over 
time corresponding to Qi is incurred ki times (once) per cycle. So the optimal 
visit numbers m1, ... , mn may be better candidates to provide an indication for 
ki, ... , k~, when the mean switch-over times in (6.3) are scaled by a factor 1/mi; 
this gives 

Ew. ~ A 1-p+pi EC 
i ......, s ' 

1 - p - Ai - mi 
mi 

with EC= s/(1 - p). This leads to 

i = 1, . .. ,n, 

* _ AiS (K Ln AjS ) JciAi(l - p + Pi)hi m- ---+ - -y---
• 1-p 3 1-p n 

j=l :E "/j ✓CjAj(l - p + Pi)hj 
j=l 

(6.5) 

(6.6) 
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One may interpret (6.6) as follows. The server should be allowed to serve at 

least AiS customers during a visit to Qi, to satisfy the stability condition. The 
1-p 

remaining service capacity, K - ~ "/j AjS , should be assigned proportionally 
L....., 1 - p 
j=l 

to JciAi(l - p + Pi)hi• Some reflection indicates that a queue with relatively 
high Ci, Ai, Pi, or lhi should indeed be assigned a relatively high capacity. 

Rule (6.6) is just as simple as (6.4) but yields better results. Still, the numerical 
results in Section 6.4 reveal that it does not always perform well. Below we 
investigate a quite different idea. 

II. A simple k-limited approximation. 
We now imitate the derivation of the waiting-time approximation for cyclic 
polling systems with I-limited service (52] and for polling tables with I-limited 
service ([48], leading to (6.3)). The waiting time of a (tagged) type-i customer 
is composed of: 
i. the time from its arrival to the start of the subsequent visit of the server to 
Qi, i.e., a residual cycle time RCi with regard to Qi; 
ii. the time from the start of the latter visit to its service, i.e., approximately 
Xi/ki cycle times ct with regard to Qi (atypical cycles, as each contains ki 
services at Qi), when the (tagged) customer finds Xi waiting type-i customers 
upon arrival. 
Applying a traffic balance argument, ECt ~ kd3i + s + (p - Pi)ECt. Noting 
that EXi = AiEWi, we thus obtain 

EW · ~ l - p + Pi ERC · ,~ ,x. " 
1 - p - -2.s 

ki 

i = 1, ... ,n. (6.7) 

1- p+ p· 
For ki = 1, (6.7) reduces to EWi ~ ,\' ERC;, the known approxima-

1 - p - iS 
tion (52] for the I-limited service discipline. However, for ki = oo, (6. 7) reduces 

l - p + p· 
to EWi ~ l 'ERCi, rather than EWi = (1- Pi)ERCi, the known ex-

- p 
act result for the exhaustive service discipline ( defining a cycle with regard to 
Qi as the interval between two successive departures of S from Qi)- The reason 
for this discrepancy is that the derivation of (6.7) ignores the possibility that 
an arriving type-i customer finds S visiting Qi, and can still be served during 
that visit. 
Starting from (6.7), assuming ERCi ~ ERC = B EC= Bs/(l - p), with B 
some unknown constant, 

(6.8) 
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One may interpret (6.8) similarly to (6.6). 
Note that (6.8) slightly differs from (6.6) in the proportional assignment of 

the remaining service capacity, I< - ~ "/j Ajs , which may be explained as 
~ l-p 
j=l 

follows. Visiting Qi ki times differs from visiting Qi only once, not only in the 
respect of the switch-over time incurred, as remarked earlier, but also differs in 
the respect·ofthe residual time until visiting Qi- In the former case, the residual 
subcycle time is assumed to behave inversely proportional to ki, whereas in the 
latter case the residual cycle time is assumed to behave constantly. 

III. A Fuhrmann e3 Wang-like k-limited approximation. 
To remedy the weakness of ( 6. 7) indicated above, a natural heuristic approach 
is to take a weighted sum of the 1-limited waiting-time approximation EWi ~ 
1 - p + t ERCi and the exhaustive mean waiting-time result EWi = (1 -

1 - p - iS 
pi)ERCi, with weight factors ui(ki) and 1 - ui(ki), respectively. The choice 

1 - p- >..-s 
ui(ki) = k ( ) '>.. has the desirable properties that ui(l) = 1, ui(oo) = 0, 

i 1 - p - iS 
>..·s 

and EWi -+ oo for ki -+ -' -. 
l-p 

This in facts yields the approximation (30) of Fuhrmann & Wang (104]: 

p· 
(1 - Pi)(l - p) + k: (2 - p) 

EWi ~ >.. ERCi, 
iS 

l-p--
ki 

i = 1, ... ,n. (6.9) 

Starting from (6.9), assuming ERCi ~ ERC = B EC, with B some unknown 
constant, 

(6.10) 

with 8i = Pi(2 - p) + >..is(l - Pi), One may interpret (6.10) similarly to (6.6). 

IV. The original Fuhrmann e3 Wang k-limited approximation. 
Fuhrmann & Wang (104] also assume ERCi ~ ERC, but they do not assume 
ERC = B EC. Instead, they approximate ERC by substituting (6.9) into 
(6.1), taking g?) = 0, 

(6.11) 
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Remember that g?) = EMi(Mi - 1) 2'.: (EMi) 2 - EMi = ( Ais ) 
2 

- Ais 
1-p 1-p 

Taking gi2) = max{0, ( AiS ) 
2 

- ~} in (6.1) would probably improve the 
1-p 1-p 

accuracy of (6.11). We did however not consider this option, as the numerical 
results in Section 6.4 show that the rule based on (6.11) performs already very 
well. 
Substituting (6.11) back into (6.9), 

8 n p2 
p, D+-L2 

(l-pi)(l-p)+k/2-p) 1-pj=lkj 
EWi ~ AiS 2 · 

n P· 2 - p 
1-p- T; I:[Pj(l -pj) + 2--] 

j=l kj 1 - p 

(6.12) 

The optimal service limits based on (6.12) cannot be solved analytically, but 
can easily be determined numerically. 

In the next section, we test the simple rules (6.6), (6.8), (6.10), and the rule 
based on (6.12). 

Remark 6.3.1 
Fuhrmann & Wang [104] concentrate on k-limited service under a gated regime 
at all queues. They use the reasoning leading to our approximation II, observe 
the discrepancy for ki = oo (the reason for which is explained above (6.8)), 
and then modify their approximation in a way that amounts to our taking a 
weighted sum. Tedijanto [181] considers cyclic polling systems with a Bernoulli 
service policy. He proposes a waiting-time approximation which coincides with 
(6.9) when one replaces the Bernoulli parameters qi by 1 - 1/ki. His approxi­
mation is used by Blanc & Van der Mei [23] to find those qi that minimize a 
weighted sum of the mean waiting times, cf. Section 6.1. 

D 

Remark 6.3.2 
Setting 'Yi = /3i, K = L - s, i.e., imposing a limit L on the mean cycle time at 
periods of overload (namely, when all queues are loaded), (6.10) reduces to 

k":/3·= PiS +(L--8-) ~ 
• i 1-p 1- p n ~, 

I: V CjpjDj 

(6.13) 

j=l 

with Di = Pi(2 - p) + Ais(l - Pi)- One may interpret (6.13) as follows. The 
server should be allowed to visit Qi at least for a time PiS , to satisfy the 

l-p 
s 

stability condition. The remaining non-switch-over time, L - -- should 
1- p' 
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be assigned proportionally to ✓cipJ)i. This suggests a rule for the optimal 
setting of time-limits in polling models with a time-limited service discipline. 
Note that in the case of constant service times, the k-limited and time-limited 
service disciplines coincide. 

□ 

6.4 NUMERICAL RESULTS FOR THE CONSTRAINED 

PROBLEM 

In this section, we give an overview of the numerical results that we gathered 
to test the rules (6.6), (6.8), (6.10), and the rule based on (6.12) proposed in 
the previous section. For a wide variety of cases, we compared the optimal 
values of the service limits and the waiting cost with the values achieved by 
the proposed rules. 
To evaluate the mean waiting times, we used the power-series algorithm (PSA). 
The PSA allows an accurate numerical determination of the mean waiting times 
in polling models for which the joint queue length process has the structure of 
a multi-dimensional quasi birth-death process, cf. (21], (22]. 
The main drawback from which the PSA suffers, is that the time and memory 
requirements grow exponentially with the number of queues. We therefore con­
fined ourselves to cases with only a few queues. We have confidence, however, 
that the various approaches will perform at least as good for a larger number 
of queues. In Section 6.5, we shall discuss the case of large n in more detail. 
A further drawback from which the PSA suffers is that the time and mem­
ory requirements grow rapidly with the number of stages of the service and 
switch-over time distributions. For this reason, most of the numerical tests 
are conducted for cases with exponential service and switch-over times. The 
following arguments support our belief that the results for other service and 
switch-over time distributions will be similar in general. It should be noted 
that the ki-values prescribed by the rules (6.6), (6.8), and (6.10) are insensitive 
to the form of the service time and switch-over time distributions. Indeed, the 
form of the pseudo-conservation law, and of the waiting-time approximations 
based upon it, suggests that the optimal policy and optimal cost will depend 

on higher service time moments mainly through f= >.i.8;2), the influence of in-
i=l 

dividual service time distributions being marginal, and that the influence of 
the switch-over time distributions on the optimal policy will be very minor. 
Numerical experiments of Blanc & Van der Mei (23] for cyclic polling with a 
Bernoulli service policy (cf. Section 6.1) support this view completely. Our 
tests with an Erlang-2 service time distribution (cf. Table 6.6 of Section 6.6) 
also point in the direction of a robustness of the optimal policy w.r.t. service 
time distributions; a robustness that was also observed in designing optimal 
polling tables, cf. (48] pp. 152, 153, and 161. Finally, it should be observed 
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that Fuhrmann & Wang [104) p. 50 test their approximation only for expo­
nentially distributed service times, but state that 'limited experience indicates 
that the accuracy for other service time distributions seems to be similar in 
general'. 

The numerical results are presented in Tables 6.1-6.3. Table 6.1 contains 13 
two-queue cases, Table 6.2 contains 2 three-queue cases, and Table 6.3 presents 
a five-queue case. Most of the parameter combinations are taken from [48). In 
the two-queue cases we imposed the constraint k1 + k2 :S 12, in the three-queue 
cases k1 + k2 + k3 :S 12, and in the five-queue case k1 + k2 + ... +ks :S 20. The 
constraint may be interpreted as a limit on the maximum number of services in 
a cycle. The displayed cost figures are the 'exact' waiting-cost figures obtained 
from the PSA. 

>-1 = >-2 = 0.75; /31 = /32 = 0.1; s1 = s2 = 0.1; p = 0.15. 
optimum (6.8) (6.10) (6.12) 

(ci,c2) (k1, k2) cost (k1, k2) cost (k1,k2) cost (k1, k2) cost 
(1, 0.lJ (10, 2) 0.145 (9, 3) 0.146 (9, 3 J 0.146 (10, 2J 0.145 
(1, 0.2) (8, 4) 0.159 (8, 4) 0.159 (8, 4) 0.159 (9, 3) 0.159 
(1, 0.5) (6, 6) 0.199 (7, 5) 0.199 (7, 5) 0.199 (7, 5) 0.199 
(1, 1) (6, 6) 0.265 (6, 6) 0.265 (6, 6) 0.265 (6, 6) 0.265 
(1, 2) (6, 6) 0.397 (5, 7) 0.397 (5, 7) 0.397 (5, 7) 0.397 
(1, 5) ( 4, 8) 0.794 ( 4, 8) 0.794 ( 4, 8) 0.794 (3, 9) 0.794 

(1, 10) (2, 10) 1.455 (3, 9) 1.455 (3, 9) 1.455 (2, 10) 1.455 

>-1 = >-2 = 0.75; /31 = 0.9; /32 = 0.1; s1 = s2 = 0.1; p = 0.75. 
optimum (6.8) (6.10) (6.12) 

(c1,c2) (k1,k2) cost (k1,k2) cost ll<t,k2) cost (k1, k2) cost 
(0.9, 0.1) (8, 4) 2.169 (10, 2) 2.307 (9, 3) 2.209 (8, 4) 2.169 
(1, 0.1) (8, 4) 2.355 (10, 2) 2.476 (9, 3) 2.386 (9, 3) 2.386 
(1, 0.2) (6, 6) 2.676 (9, 3) 3.006 (8, 4) 2.842 (7, 5) 2.738 
(1, 0.5) ( 4, 8) 3.176 (8, 4) 4.301 (7, 5) 3.819 ( 4, 8) 3.176 
(1, 2) (3, 9) 4.972 (6, 6) 6.996 (6, 6) 6.996 (2, 10) 5.033 
(1, 5) (2, 10) 7.693 (5, 7) 10.99 ( 4, 8) 9.391 (2, 10) 7.693 

(1, 10) (2, 10) 12.13 (4, 8) 16.30 ( 4, 8) 16.30 (1, 11) 12.80 

>-1 = >-2 = 0.5; /31 = 0.9; /32 = 0.1; s1 = s2 = 0.1; p = 0.5. 
optimum (6.81 (6.10) (6.12) 

(c1,c2) ll<1, 1<2 J cost lk1, k2 J cost (k1,k2J cost (k1,k2) cost 
(0.9, 0.1) (8, 4) 0.502 (9, 3) 0.502 (9, 3) 0.502 (9, 3) 0.502 
(1, 0.1) (9, 3) 0.548 (10, 2) 0.550 (10, 2) 0.550 (9, 3) 0.548 
(1, 0.2) (6, 6) 0.620 (9, 3) 0.632 (9, 3) 0.632 (7, 5) 0.623 
(1, 0.5) (3, 9) 0.780 (8, 4) 0.861 (8, 4) 0.861 (3, 9) 0.780 
(1, 2) (1, 11) 1.370 (6, 6) 1.804 (6, 6) 1.804 (1, 11) 1.370 
(1, 5) (1, 11) 2.292 (4, 8) 3.229 ( 4, 8) 3.229 (1, 11) 2.292 

(1, 10) (1, 11) 3.827 (4, 8) 5.942 (4, 8) 5.942 (1, 11) 3.827 

At = A2 = 0.4; /31 = 0.9; /32 = 0.1; St = S2 = 1.5; p = 0.4. 
optimum (6.8) (6.10) (6.12) 

(Ct, c2) (1<1, 1<2) cost (1<1, le2) cost (let, le2J cost (let, le2) cost 
(1, 50) (3, 9) 68.77 (4, 8) 71.78 (4, 8) 71.78 (3, 9) 68.77 
(1, 10) ( 4, 8) 15.92 (5, 7) 16.74 (5, 7) 16.74 ( 4, 8) 15.92 
(1, 3) (5, 7) 6.126 (6, 6) 6.305 (6, 6) 6.305 (5, 7) 6.126 
(1, 1) (6, 6) 3.037 (7, 5) 3.156 (7, 5) 3.156 (6, 6) 3.037 
(3, 1) (7, 5) 5.770 (8, 4) 5.968 (8, 4) 5.968 (7, 5) 5.770 
(10, 1) (8, 4) 14.66 (9, 3) 15.54 (9, 3) 15.54 (8, 4) 14.66 
(50, 1) (9, 3) 63.64 (9, 3) 63.64 (9, 3) 63.64 (9, 3) 63.64 
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>-1 = >-2 = 0.8; /31 = 0.9; /32 = 0.1; s1 = s2 = 0.4; p = 0.8. 
optimum (6.8) (6.10) (6.12) 

(c1,c2) (k1,k2J cost \k1,k2) cost \k1,k2) cost tk1, 1<2 J cost 
(1, 50) ( 4, 8) 120.9 (5, 7) 132.5 ( 4, 8) 120.9 (4, 8) 120.9 
(1, 10) (5, 7) 34.19 (6, 6) 76.59 (5, 7) 34.19 ( 4, 8) 38.96 
(1, 3) (5, 7) 16.98 (7, 5) 41.70 (6, 6) 27.90 (5, 7) 16.98 
(1, 1) (5, 7) 12.06 (7, 5) 17.69 (7, 5) 17.69 (6, 6) 13.99 
(3, 1) (6, 6) 28.04 (8, 4) 39.79 (7, 5) 29.04 (7, 5) 29.04 

(10, 1) (7, 5) 68.78 (8, 4) 70.43 (8, 4) 70.43 (7, 5) 68.78 
(50, 1) (8, 4) 245.6 (8, 4) 245.6 (8, 4) 245.6 (8, 4) 245.6 

>-1 = 0.765; >-2 = 0.085; /31 = /32 = 0.1; s1 = s2 = 0.1; p = 0.085. 
optimum (6.8 (6.10) (6.12) 

(ci,c2) (k1, k2) cost (k1,k2J cost (k1,k2J cost (k1,k2J cost 
(1, 0.1) (10, 2) 0.124 (11, 1) 0 . .124 (11, 1) 0.124 (11, 1) 0.124 
(1, 0.2) (9, 3) 0.125 (10, 2) 0.125 (11, 1) 0.125 (11, 1) 0.125 
(1, 0.5) (9, 3) 0.130 (10, 2) 0.130 (11, 1) 0.130 (11, 1) 0.130 
(1, 1) (9, 3) 0.137 (9, 3) 0.137 (11, 1) 0.137 (11, 1) 0.137 
(1, 2) (8, 4) 0.151 (8, 4) 0.151 {10, 2) 0.151 (10, 2) 0.151 
(1, 5) (8, 4) 0.194 (7, 5) 0.194 (10, 2) 0.194 (9, 3) 0.194 

(1, 10) (8, 4) 0.266 (6, 6) 0.266 (9, 3) 0.266 (8, 4) 0.266 

>-1 = 0.765; >-2 = 0.085; /31 = /32 = 0.5; s1 = s2 = 0.1; p = 0.425. 
optimum (6.8) (6.10) (6.12) 

(c1,c2) (k1,k2) cost (k1,k2J cost (k1,k2J cost (k1, k2) cost 
(1, 0.1) (11, 1) 0.393 (11, 1) 0.393 (11, 1) 0.393 (11, 1) 0.393 
(1, 0.2) (11, 1) 0.400 (11, 1) 0.400 (11, 1) 0.400 (11, 1) 0.400 
(1, 0.5) (11, 1) 0.422 (11, 1) 0.422 (11, 1) 0.422 (11, 1) 0.422 
(1, 1) (10, 2) 0.456 (9, 3) 0.456 (11, 1) 0.458 (11, 1) 0.458 
(1, 2) (8, 4) 0.519 (9, 3) 0.519 (10, 2) 0.520 (9, 3) 0.519 
(1, 5) (4, 8) 0.684 (8, 4) 0.701 (9, 3) 0.706 (6, 6) 0.692 

(1, 10) (2, 10) 0.918 (8, 4) 1.006 (9, 3) 1.018 (2, 10) 0.918 

>-1 = 0.765; >-2 = 0.085; /31 = /32 = l; s1 = s2 = 0.1; p = 0.85. 
optimum (6.8) (6.10) (6.12) 

(ci,c2) (k1, k2) cost (k1, k2) cost (k1, k2) cost (k1, k2) cost 
(1, 0.1) {11, 1) 4.333 (11, 1) 4.333 (11, 1) 4.333 (11, 1) 4.333 
(1, 0.2) (11, 1) 4.466 (11, 1) 4.466 (11, 1) 4.466 (11, 1) 4.466 
(1, 0.5) (11, 1) 4.865 (11, 1) 4.865 (11, 1) 4.865 (11, 1) 4.865 
(1, 1) (11, 1) 5.529 (10, 2) 5.565 (11, 1) 5.529 (10, 2) 5.565 
(1, 2) (9, 3) 6.013 (10, 2) 6.090 (10, 2) 6.090 (9, 3) 6.013 
(1, 5) (7, 5) 7.047 (9, 3) 7.154 (9, 3) 7.154 (6, 6) 7.114 

(1, 10) (6, 6) 8.428 (8, 4) 8.692 (9, 3) 9.055 ( 4, 8) 8.630 

>-1 = 0.765; >-2 = 0.085; /31 = /32 = 0.5; s1 = s2 = 0.4; p = 0.425. 
optimum (6.8) (6.10) (6.12) 

(ci,c2) (k1, 1<2J cost tk1, k2J cost (k1,k2J cost \k1,k2) cost 
(1, 50) (3, 9) 5.899 (5, 7) 6.174 (7, 5 J 6.441 (3, 9) 5.899 
(1, 10) (6, 6) 1.932 (7, 5) 1.934 (9, 3) 1.950 (8, 4) 1.941 
(1, 3) (9, 3) 1.127 (9, 3) 1.127 (10, 2) 1.133 (10, 2) 1.133 
(1, 1) (10, 2) 0.888 (10, 2) 0.888 (11, 1) 0.905 (11, 1) 0.905 
(3, 1) (11, 1) 2.413 (11, 1) 2.413 (11, 1) 2.413 (11, 1) 2.413 

(10, 1) (11, 1) 7.690 (11, 1) 7.690 (11, 1) 7.690 (11, 1) 7.690 
(50, 1) (11, 1) 37.85 (11, 1) 37.85 (11, 1) 37.85 (11, 1) 37.85 

>-1 = 0. 765; >-2 = 0.085; /31 = /32 = l; s1 = s2 = 0.4; p = 0.85. 
optimum (6.8) (6.10) (6.12) 

(ci, c2\ {k1, k2) cost (k1, k2) cost (k1, k2) cost \k1,k2) cost 
(1, 50) (8, 4) 28.52 (8, 4) 28.52 (8, 4) 28.52 (7, 5) 30.33 
(1, 10) (10, 2) 12.65 (9, 3) 12.81 (10, 2) 12.65 (9, 3) 12.81 
(1, 3) (10, 2) 9.20 (10, 2) 9.20 (11, 1) 9.61 (10, 2) 9.20 
(1, 1) (11, 1) 4.92 (11, 1) 4.92 (11, 1) 4.92 (11, 1) 4.92 
(3, 1) (11, 1) 10.08 (11, 1) 10.08 (11, 1) 10.08 (11, 1) 10.08 

(10, 1) (11, 1) 28.11 (11, 1) 28.11 (11, 1) 28.11 (11, 1) 28.11 
(50, 1) (11, 1) 131.2 (11, 1) 131.2 (11, 1) 131.2 (11, 1) 131.2 
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A1 = 0.765; A2 = 0.085; /3i = /32 = l; s1 = 0.1; s2 = 0.7; p = 0.85. 
optimum (6.8) (6.10) (6.12) 

(ci,c2) l/C1, k2) cost (k1, k2) cost (k1, k2) cost (k1, k2) cost 
(1, 50) (8, 4) 29.60 (8, 4) 29.60 (8, 4) 29.60 (7, 5) 30.33 
(1, 10) (10, 2) 13.00 (9, 3) 13.14 (10, 2) 13.00 (9, 3) 13.14 
(1, 3) (10, 2) 9.413 (10, 2) 9.413 (11, 1) 9.857 (11, 1) 9.857 
(1, 1) (11, 1) 5.060 (11, 1) 5.060 (11, 1) 5.060 (11, 1) 5.060 
(3, 1) (11, 1) 10.38 (11, 1) 10.38 (11, 1) 10.38 (11, 1) 10.38 

(10, 1) (11, 1) 29.01 (11, 1) 29.01 (11, 1) 29.01 (11, 1) 29.01 
(50, 1) (11, 1) 135.5 (11, 1) 135.5 (11, 1) 135.5 (11, 1) 135.5 

At = 0.5; A2 = 0.25; /31 = /32 = l; s1 = 0.1; s2 = 0.2; p = 0.75. 
optimum (6.8) (6.10) (6.12) 

(c1,c2) l1C1, 1C2 I cost l1C1, 1<2) cost l1C1, k2) cost (k1, k2) cost 
(1, 18.4) (2, 10) 10.66 \ 4, 8) 12.54 \ 4, 8) 12.54 \1, 11) 12.30 
(1, 7.6) (3, 9) 6.278 (5, 7) 6.885 (6, 6) 7.434 (2, 10) 6.293 
(1, 6) (3, 9) 5.515 (6, 6) 6.286 (6, 6) 6.286 (2, 10) 5.646 

(1, 3.95) (3, 9) 4.537 (6, 6) 4.813 (6, 6) 4.813 (3, 9) 4.537 
(1, 2.75) (5, 7) 3.863 (7, 5) 4.198 (7, 5) 4.198 ( 4, 8) 3.882 
(1, 1.5) (6, 6) 3.036 (8, 4) 3.280 (8, 4) 3.280 (6, 6) 3.036 
(1, 0.7) (10, 2) 2.265 (9, 3) 2.294 (9, 3) 2.294 (9, 3) 2.294 

At = 0.5; A2 = l; /31 = l; /32 = 0.3; s1 = 0.2; s2 = 0.6; p = 0.8. 
optimum (6.8) (6.10) (6.12) 

(c1,c2) l 1<1, 1<2 I cost (k1, 1<2J cost l 1<1, 1<2 I cost l1C1, 1<2/ cost 
(1, 50) (3, 9/ 129.7 (3, 9) 129.7 (3, 9) 129.7 (3, 9) 129.7 
(1, 10) (3, 9) 32.09 ( 4, 8) 69.06 ( 4, 8) 69.06 (3, 9) 32.09 
(1, 3) (3, 9) 15.01 ( 4, 8) 23.77 ( 4, 8) 23.77 (3, 9) 15.01 
(1, 1) (3, 9) 10.13 (5, 7) 12.18 (5, 7) 12.18 ( 4, 8) 10.83 
(3, 1) (5, 7) 17.53 (6, 6) 19.61 (6, 6) 19.61 (5, 7) 17.53 

(10, 1) (6, 6) 32.79 (7, 5) 41.42 (7, 5) 41.42 (6, 6) 32.79 
(50, 1) (7, 5) 99.50 (7, 5) 99.50 (7, 5) 99.50 (7, 5) 99.50 

TABLE 6.1. The constrained case; two-queue models. 

A1 = A2 = A3 = 0.7; /31 = 0.8; /32 = {33 = 0.1; s1 = s2 = s3 = 0.05; p = 0.7. 
optimum (6.8 (6.10) (6.12 

(ci, c2,3) (k1 ,2,3) cost (k1,2,3) cost (k1,2,3) cost (k1,2,3) cost 
(3.5, lJ (3, 4, 5) 7.00 (7, 2, 3) 8.55 (6, 3, 3) 7.72 (4, 4, 4) 7.20 

(14.4, 1) (9, 2, 1) 18.09 (8, 2, 2) 18.20 (8, 2, 2) 18.20 (8, 2, 2) 18.20 
(51.8, 1) (9, 2, 1) 50.50 (10, 1, 1) 51.80 (9, 1, 2) 52.07 (10, 1, 1) 51.80 

At = 0.531; A2 = 0.212; A3 = 0.106; /31 = /32 = {33 = 0.9; s1 = s2 = s3 = 0.3; p = 0.7641. 
optimum (6.8) (6.10) (6.12) 

(c1,c2,c3) (k1,2,3) cost (k1,2,3) cost ll<1,2,3 I cost l 1<1,2,3) cost 
(1, 0.1, 1) (9, 1, 2J 2.660 (8, 2, 2J 2.668 (8, 2, 2) 2.668 (8, 2, 2) 2.668 
(1, 5, 1) (5, 5, 2) 7.796 (6, 5, 1) 8.541 (6, 5, 1) 8.541 (5, 6, 1) 8.055 
(1, 1, 5) (6, 3, 3) 6.252 (6, 3, 3) 6.252 (6, 3, 3) 6.252 (6, 3, 3) 6.252 

TABLE 6.2. The constrained case; three-queue models. 

A1 = 0.35; A2 = ... = A5 = 0.1; /31 = 1; /32 = ... = {35 = 1; s1 = 0.1; s2 = ... = s 5 = 0.05; 
p = 0.75. 

optimum {6.8 (6.10 (6.12 
(c1, c2-s) (IC1,IC2-5) cost (k1,k2-5) cost (k1, k2-s) cost (k1, 1<2_5) cost 

(1, 0.1) (16, 1) 0.883 (16, 1) 0.883 (16, lJ 0.883 (16, lJ 0.883 
(1, 0.5) (16, 1) 1.804 (8, 3) 1.987 (12, 2) 1.807 (16, 1) 1.804 
(1, 1) (4, 4) 2.420 (8, 3) 2.934 (8, 3) 2.934 (8, 3) 2.934 
(1, 2) (4, 4) 3.631 (4, 4) 3.631 (8, 3) 4.827 ( 4, 4) 3.631 

TABLE 6.3. The constrained case; a five-queue model. 



6.5 The unconstrained optimization problem 107 

Discussion of the numerical results. 
The various rules perform reasonably well; in the majority of the examples, 
the waiting cost achieved is less than 10% larger than the minimum waiting 
cost. It is however interesting to compare how the various rules perform. For 
compactness, we did not display the results for the rule (6.6), but on average 
the rules (6.6) and (6.8) perform similarly. Sometimes (6.6) performs better, 
sometimes (6.8). The rule (6.10) performs slightly better than the rule (6.8). 
The underlying approximation of (6.10) is theoretically indeed better than the 
underlying approximation of (6.8). The former shows the correct exact behav­
ior when ki -) oo, the latter does not. As the imposed constraint prevents that 
ki -) oo, the difference in performarice is however minor. 
The rule based on the approximation (6.12) performs by far the best; only 8 
out of the 101 times the relative error exceeds 5%. The approximation (6.12) is 
indeed theoretically better than the underlying approximation of (6.10). The 
former catches the influence of ki on EWj, the latter does not. Thus, the dif­
ference in performance will especially be dramatic in cases where that influence 
plays a crucial role, as is illustrated by the numerical results. When we take 
a closer look at those two-queue cases where the rules (6.6), (6.8), and (6.10) 
perform poorly, we notice that simultaneously /31 is larger than /32, and c1 is 
smaller than c2. These rules, which completely ignore the influence of k1 on 
EW2 , then choose k1 too large and k2 too small. These two-queue cases are 
typically cases where the influence of k1 on EW 2 plays a crucial role: for large 
/31, the influence of k1 on EW 2 is large, and for large c2 this influence is heavily 
weighted in the waiting cost. 

6.5 THE UNCONSTRAINED OPTIMIZATION PROBLEM 

In this section, we study the problem of finding the (unconstrained) service 
n 

limits k1, ... , kn that minimize the waiting cost I: CiAiEWi, We first derive 
i=l 

several monotonicity properties of polling systems with k-limited service and 
switch-over periods. The main result is a (partially conjectured) rule, stating 
that for minimizing the waiting cost in such systems, the queues with the 
highest value of ci/ f3i should be assigned ki = oo, i.e., receive exhaustive service. 
This property is very similar to the well-known cµ-rule derived for systems 
with no switch-over periods. We subsequently propose to use the Fuhrmann 
& Wang approximation for the unconstrained waiting-cost minimization. We 
specifically investigate to what extent the Fuhrmann & Wang approximation 
satisfies the above-mentioned properties. 

Proposition 6.5.1 
In a stable polling system with cyclic visit order and k-limited service, the sum 

n 
I: PiEWj is non-increasing in each of the service limits ki, i = 1, ... , n. 
j=l 
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Proof 
Let Vt be the total amount of work in the system at time t. Let V be a 
stochastic variable with distribution the steady-state distribution of the total 
amount of work in the system. As shown in [142], Vt is non-increasing in ki 
(the proof in [142] is a path-wise proof). Hence, EV is non-increasing in ki, 
Now, it is known that 

n 
and thus E PiEWj is non-increasing in ki, 

j=l 

Conjecture 6.5.1 

D 

In a stable polling system with cyclic visit order and k-limited service, the mean 
waiting time at Qi, EWi, is decreasing in its service limit ki, and increasing in 
kj for every j =p i. 

While the claim made in Conjecture 6.5.1 is very appealing and intuitive, it 
seems difficult to prove it. A reasonable line of argument can nonetheless be 
provided as follows. To see the effect of ki on EWi, one can view the services 
given at Qi as switch-over periods (whose durations are distributed as the 
sum of several independent random variables, whose number is the number of 
customers being served at Qj), It is easy to see that, as long as the system is 

stable, the mean number of services given at Qi per visit is constant ( 1>-.is , 
-p 

which does not depend on kj), On the other hand, the second moment of the 
number of services does depend on kj. Increasing kj will increase the number of 
services given at Qi when that queue is loaded (has more than kj customers), 
and thus is likely to decrease the number of services given at Q1 when it has 
less than kj customers. This implies that the variance of the number of services 
given at Qi increases with kj, Going back to the viewpoint of Qi, we see that 
when kj increases, the customers at Qi observe switch-over periods of the same 
mean but of higher variance. Viewing Qi as an M/G/1 queue with vacations 
(where the services of the other queues and the switch-over periods together 
constitute one large vacation), it is likely that increasing the vacation second 
moment, while keeping its mean the same, increases the mean waiting time 
at Qi, The latter property is indeed known to hold for exhaustive and gated 
M/G/1 vacation queues, cf. Takagi [174]. We thus conclude that the mean 
waiting time at Qi is increasing in k1 for any j =pi. Combining this fact with 
Proposition 6.5.1 implies that the mean waiting time at Qi must be decreasing 
in ki, 



6.5 The unconstrained optimization problem 109 

Remark 6.5.1 
The assumption that the system is stable plays an essential role in Conjec­
ture 6.5.1. If Qi is unstable, then increasing ki will not only increase the 
variance of the intervisit time of Qi, but also the mean. If the increment of 
the first moment is larger than the increment of the second moment, then the 
residual intervisit time of Qi will decrease. The mean waiting time at Qi will 
then also decrease. 

□ 

Proposition 6.5.1 and Conjecture 6.5.1 lead to the main result of this section, 
namely, that for optimality at least one of the queues, viz., the one whose ci/ /3i 
attains the maximum value, must be served without limits. 

Conjecture 6.5.2 
If Ci/ /3i = . max Cj //3i, then the optimal service limit kt = oo. 

3=1, ... ,n 

Proof 
n 

We need to show that for all {k1 , ..• , kn), the sum I: CjAjEWi is decreasing 
j=l 

n 

in ki, i.e., .a.'t I: .>.iciEWj $ 0 (with .o.1- denoting partial difference): 
'j=l • 

The inequality in the second line follows from the facts that .o.t EW i is non­
negative {due to Conjecture 6.5.1), and that ci/f3i ~ ci//3i (condition of the 
theorem). The inequality in the third line follows from Proposition 6.5.1. 

□ 

Remark 6.5.2 
Conjecture 6.5.2 implies that if the service limit policies are of the limited­
gated type {namely, serve up to ki customers, but only of those present at 
the queue at the polling instant), then the queues with the maximum value 
of ci//3i should be served according to the gated policy with kt = oo. If the 
service limit policies are of the exhaustive-limited type {namely, serve up to ki 
customers, but allow to include in these services customers that arrived during 
the service of the queue), then the queues with the maximum value of cd /3i 
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should be served according to the exhaustive policy with kl = oo. This reminds 
of the cµ-rule derived for systems with no switch-over periods, and in which 
the server is free to move from queue to queue. According to the cµ-rule, the 
queues with the highest value of ci/ /3i should receive the highest priority in the 
system, which implies, in particular, exhaustive service at those queues. 

D 

Keeping in mind the properties discussed above, we now study the problem of 
n 

finding the service limits k1 , ... , kn that minimize the waiting cost I: CiAiEWi. 
i=l 

We propose to use the Fuhrmann & Wang approximation (6.12). As observed 
in the previous section, for the constrained waiting-cost minimization, the 
Fuhrmann & Wang approximation outperforms the simpler approximations. 
For the unconstrained waiting-cost minimization, the simpler approximations 
would be useless anyhow, as they completely ignore the influence of kj on EWi, 
which would always lead to ki = oo, ... , k~ = oo. 
We now specifically investigate to what extent the Fuhrmann & Wang approx­
imation (6.12) satisfies the properties discussed above. 

Proposition 6.5.2 
The approximation (6.12) of EWi is: i) decreasing in ki, and ii) increasing in 
kj,j=fai. 

Proof 
A straightforward computation shows that EWi lk,=r2: EWi lk;=r+l, and 
that EWi lk;=r :::; EWi lk;=r+l, j =/ i. (The latter inequality holds provided 

n 

D 2: 2 ~ :L:>j(l - pj), which may be shown to hold by substitution of the 
p j=l 

definition of D.) 
D 

Proposition 6.5.2 supports the use of (6.12) in trying to obtain the optimal 
service limit values for the actual polling system. Moreover, in the numerical 
experiments that will be presented in the next section, we will find that the 

n 
minimum value of I: CiAiEWi, where (6.12) is used to evaluate EWi, is always 

i=l 
attained when the service limit of the queue with the maximum value of c;/ /3i 
is set to ki = oo (exhaustive service). 

In the numerical experiments for both the constrained case (Section 6.4) and 
the unconstrained case (Section 6.6), time and memory requirements of the 
PSA have forced us to confine ourselves to models with only a few queues. 
Let us now discuss what happens when the number of queues, n, approaches 
infinity, distinguishing four cases: for all j: 
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I. Sj fixed, /3i = 0(1/n), Aj fixed; 
II. Sj = 0(1/n), /3j fixed, Aj = 0(1/n); 
III. Sj = 0(1/n), /3i = 0(1/n), Aj fixed; 
IV. si fixed, /3i fixed, Aj = 0(1/n). 

In case I, Ais/(1 - p) --+ oo and hence necessarily ki --+ oo; this is not an 
interesting case. Case II reduces to continuous polling on a circle; cf. Fuhrmann 
& Cooper (102]. Each customer will be served in the cycle in which it arrives, 
even if the ki values equal one; the actual choice of the ki is irrelevant. Cases 
III and IV are equivalent up to a scaling of time by a factor n. Let us discuss 
case III in more detail. For the constrained situation, (6.7), (6.9) and (6.12) 
all reduce to 

1-p 
EWiR:iB >.. , 

iS 1-p--
ki 

with B some constant, leading to 

(6.14) 

(6.15) 

Note that the weakness of approximation (6.7), indicated above (6.8), disap­
pears when n--+ oo. Approximation (6.14) may be expected to perform very 
well. For the unconstrained situation, (6.12) also reduces to (6.14). Hence, the 
waiting cost is minimized by taking ki = oo for all i = 1, ... , n. Indeed, for 
large finite n, an increment of ki by one reduces ci>..iEWi much stronger than 
it increases E CjAjEWj, as is indicated by the following rough reasoning. 

#i 
To make things simple, let us assume that k2 = ... =kn= oo; now increase k1 
by one. Cusfomers in Q1 only notice this increment at a server visit when at 
least k1 + 1 customers are present. Suppose such an event occurs in the m-th 
cycle. This saves one Q1 customer one cycle time C1,m+1, which is 0(1). Here 
Cj,m denotes the m-th cycle time for Qj, What is the effect on some other 
queue Qi? First the bad effect. S reaches Qi D.j later; this delay consists of 
a service time at Q1 (of 0(1/n)), and of extended visit times at Q2 , ••• , Qj-li 
Ai = 0(1/n). Each of the customers at Qi experiences this additional delay 
as an addition to its waiting time. There are on the average AjECj,m such 
customers. The total mean 'loss' for Qi is D.jAjECj,m• Here we ignore an 
O(n-2 ) contribution: compared to an ordinary cycle, this one lasted already 
D.j longer, during which additional period also on the average AjD.j customers 
have arrived, who each experience an extra delay Aj. There is also a benefit 
for Qi. During the extra delay also customers arrive at Qi, who are just in 
time to be served in this cycle; without the extra delay they would have arrived 
just after the departure of S from Qi, and would have had to wait a full cycle. 
The total mean 'gain' for Qi is D.jAjECj,m+l + O(n-2). The result on Qi 
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of these two counteracting effects is Aj~j(ECj,m - ECj,m+1 ) + O(n-2 ) (the 
propagation of an extra service in Q1 in later cycles should also have an O(n-2 ) 

effect). Obviously, ECj,m - ECj,m+l = 0(1), but it seems in fact likely that 
ECj,m - ECj,m+l = 0(1/n). In the latter case, increasing k1 by one has an 
O(n-2 ) effect on Qj, which agrees with (6.14). 

6.6 NUMERICAL RESULTS FOR THE UNCONSTRAINED 

PROBLEM 

In this section, we give an overview of the numerical results that we gathered 
to test the approach proposed in the previous section. For a wide variety of 
cases, we compared the optimal values of the service limits and the waiting 
cost with the values achieved by the proposed approximative approach. 
We confined ourselves to cases with only a few queues, and focused on cases 
with an exponential service and switch-over time distribution, although we did 
investigate some cases with an Erlang-2 service time distribution as well. The 
results for an Erlang-2 service time distribution appear to be similar to the 
results for an exponential service time distribution. 

The numerical results are presented in Tables 6.4-6.7. Table 6.4 contains the 
same 13 two-queue cases as Table 6.1 of Section 6.4, Table 6.5 contains 4 three­
queue cases with exponential service time distributions, Table 6.6 contains the 
same cases but with Erlang-2 service time distributions with the same mean, 
and Table 6.7 contains the same five-queue case as Table 6.3 of Section 6.4. 
The displayed cost figures are the 'exact' waiting cost figures obtained from 
the PSA. 

At = A2 = 0.75; /31 = /32 = 0.1; s1 = s2 = 0.1; 
p = 0.15. 

optimum approximation 
(c1,c2) 1/<1, /c2) cost (let, 1<2) cost 'Yo 
\1, 0,1) \co, 2) 0.145 (co, 3) 0.145 o.o 
(1, 0.2) (co, 5) 0.159 (co, co) 0.159 o.o 
(1, 0.5) (co, 13) 0.199 (co, oo) 0.199 o.o 
(1, 1) (co, co) 0.265 (co, oo) 0.265 0.0 
(1, 2) (13, co) 0.397 (co, oo) 0.397 0.0 
(1, 5) (5, co) 0.794 (co, oo) 0.794 o.o 

(1, 10) (2, co) 1.455 (3, co) 1.455 0.0 

At = A2 = 0.75; /31 = 0.9; /32 = 0.1; 
St = 82 = 0.1; p = 0.75, 

optimum approximation 
(c1, c2) {k1,k2) cost {k1,k2) cost 'l'o 

{l, 0.lJ {co, 17J 2.158 (co, coJ 2.162 0.2 
(1, 0.2) (12, co) 2.535 (20, co) 2.558 0.9 
(1, 0.5) (5, co) 3.119 (5, oo) 3.119 o.o 
(1, 1) (4, co) 3.817 (3, co) 3.836 0.5 
(1, 2) (3, co) 4.949 (2, oo) 5.030 1.6 
(1, 5) (2, co) 7.685 (2, oo) 7.685 o.o 

(1, 10) (2, co) 12.11 (1, co) 12.80 5.7 
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.>.1 = .>.2 = 0.5; /31 = 0.9; /32 = 0.1; 
s1 = s2 = 0.1; p = 0.5. 

optimum approximation 
{c1, c2) (1<1, 1<2) cost (/<1, 1<2) cost o/o 
(1, 0.1) (oo, oo} 0.540 ~oo, oo} 0.540 o.o 
{1, 0.2) (7, oo) 0.617 (oo, oo) 0.623 1.0 
(1, 0.5) (3, oo} 0.780 {3, oo) 0.780 0.0 
{1, 1} (2, oo) 0.992 {2, oo) 0.992 o.o 
{1, 2} (1, oo) 1.370 (1, oo) 1.370 0.0 
{1, 5} (1, oo) 2.292 {1, oo) 2.292 o.o 
(1, 10} (1, oo} 3.827 (1, oo} 3.827 o.o 

.>.1 = ><2 = 0.4; /31 = 0.9; /32 = 0.1; s1 = s2 = 1.5; 
p = 0.4. 

optimum approximation 
(c1,c2) (k1,k2) cost (k1,k2) cost '7o 
(1, 0.1) (oo, ooJ 1.305 (oo, oo} 1.305 0.0 
(1, 0.2} (oo, oo) 1.469 (oo, oo) 1.469 0.0 
(1, 0.5) (20, oo) 1.963 (oo, oo) 1.963 0.0 
(1, 1} (12, oo) 2.775 (oo, oo) 2.787 0.4 
(1, 2} (8, oo) 4.336 (oo, oo) 4.434 2.3 
{1, 5} (5, oo) 8.734 {10, oo) 9.092 4.1 
(1, 10) (4, oo) 15.70 (5, oo) 15.89 1.2 

>-1 = .>.2 = 0.8; /31 = 0.9; /32 = 0.1; s1 = s2 = 0.4; 
p =0.8. 

optimum approximation 
(c1,c2) (1<1, 1<2) cost (/<1, 1<2) cost 
(1, 0.1) (oo, oo} 3.600 (oo, oo) 3.600 
(1, 0.2) (oo, oo) 4.549 (oo, oo} 4.549 
(1, 0.5) (17, oo) 6.104 (20, oo} 6.145 
(1, 1} (11, oo) 8.174 (13, oo} 8.207 
(1, 2} (9, oo) 11.58 (9, oo) 11.58 
(1, 5} (6, oo) 20.17 (6, oo) 20.17 

(1, 10) (5, oo) 32.83 (5, oo) 32.83 

.>.1 = 0.765; .>.2 = 0.085; /31 = /32 = 0.1; 
s1 = s2 = 0.1; p = 0.085. 

optimum approximation 
{c1,c2) (k1,k2) cost (k1, k2) 
(1, 0.lJ (oo, 2) 0.124 (oo, 1) 
(1, 0.2) (oo, oo) 0.125 (oo, oo} 
(1, 0.5) (oo, oo) 0.130 (oo, oo) 
(1, 1} (oo, oo) 0.137 (oo, oo) 
(1, 2} (oo, oo) 0.151 (oo, oo) 
(1, 5) (oo, oo} 0.194 (oo, oo) 

(1, 10} {oo, oo} 0.266 {oo, oo) 

.>.1 = 0.765; .>.2 = 0.085; /31 =./32 = 0.5; 
s1 = s2 = 0.1; p = 0.425. 

cost 
0.124 
0.125 
0.130 
0.137 
0.151 
0.194 
0.266 

cost 
0.390 
0.397 
0.419 
0.453 
0.519 
0.697 
0.918 

o/o 
o.o 
0.0 
0.7 
0.4 
0.0 
0.0 
o.o 

%, 

o.o 
o.o 
0.0 
o.o 
0.0 
o.o 
0.0 

o.o 
o.o 
o.o 
0.0 
0.2 
1.9 
o.o 
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>..1 = 0.765; >..2 = 0.085; !3i = /32 = l; 
s1 = s2 = 0.1; p = 0.85. 

optimum approximation 
(c1,c2) {k1, k2) cost {k1, k2 J cost % 
(1, 0.1) (oo, 1) 3.139 (oo, 1) 3.139 0.0 
(1, 0.2) (oo, 1) 3.381 ( oo, 1) 3.381 0.0 
(1, 0.5) ( oo, 2) 4.069 ( oo, 1) 4.106 0.9 
(1, 1) (oo, oo) 5.031 (oo, oo) 5.031 0.0 
(1, 2) (19, oo) 5.745 (17, oo) 5.840 1.7 
(1, 5) (8, oo) 7.023 (7, oo) 7.042 0.3 

(1, 10) (6, oo) 8.426 ( 4, 00) 8.630 2.4 

>..1 = 0.765; >..2 = 0.085; /31 = /32 = 0.5; 
s1 = s2 = 0.4; p = 0.425. 

optimum approximation 
( c1, c2) {k1,k2) cost {k1,k2) cost o/o 
(1, 0.1) (oo, 1) 0.753 ( oo, 1) 0.753 0.0 
(1, 0.2) (oo, 1) 0.769 ( oo, 1) 0.769 0.0 
(1, 0.5) ( oo, 4) 0.807 (oo, oo) 0.807 0.0 
(1, 1) (oo, oo) 0.869 (oo, oo) 0.869 0.0 
(1, 2) (oo, oo) 0.994 (oo, oo) 0.994 0.0 
(1, 5) (10, oo) 1.361 (oo, oo) 1.367 0.4 

(1, 10) (6, oo) 1.933 (oo, oo) 1.990 2.9 

>..1 = 0. 765; >..2 = 0.085; /31 = /32 = l; 
s1 = s2 = 0.4; p = 0.85. 

optimum approximation 
(c1,c2) \k1, k2) cost {k1,k2/ cost '/'o 
(1, 0.1) ( oo, 2) 3.685 ( oo, 1) 3.730 1.2 
(1, 0.2) (oo, 2) 3.971 ( oo, 2) 3.971 o.o 
(1, 0.5) ( oo, 8) 4.698 (oo, oo) 4.778 1.7 
(1, 1) (oo, oo) 5.673 (oo, oo) 5.673 0.0 
(1, 2) (19, oo) 7.313 (oo, oo) 7.464 2.0 
(1, 5) (19, oo) 9.370 (20, oo) 9.592 2.4 

(1, 10) (14, oo) 12.59 (14, 00) 12.59 0.0 

>..1 = 0.765; >..2 = 0.085; /31 = /32 = l; 
s1 = 0.1; s2 = 0.7; p = 0.85. 

optimum approximation 
(ci, c2) (k1,k2) cost (k1, k2) cost % 
(1, 0.1) (oo, 2) 3.740 ( oo, 1) 3.789 1.3 
(1, 0.2) ( oo, 2) 4.032 ( oo, 2) 4.032 0.0 
(1, 0.5) ( oo, 8) 4.776 (oo, oo) 4.855 1.7 
(1, 1) (oo, oo) 5.769 (oo, oo) 5.769 0.0 
(1, 2) (19, oo) 7.543 (oo, oo) 7.597 0.7 
(1, 5) (19, oo) 9.646 (20, oo) 9.786 1.5 

(1, 10) (14, oo) 12.86 (14, oo) 12.86 0.0 

>..1 = 0.5; A2 = 0.25; /31 = /32 = l; 
s1 = 0.1; s2 = 0.2; p = 0.75. 

optimum approximation 
( c1, c2) {k1, k2J cost {k1,k2J cost o/o 
tl, 0.1) (oo, 1) 1.137 (oo, 1) 1.137 0.0 
(1, 0.2) ( oo, 2) 1.362 ( oo, 1) 1.389 2.0 
(1, 0.5) ( oo, 3) 1.895 ( oo, 3) 1.895 0.0 
(1, 1) (oo, oo) 2.575 (oo, oo) 2.575 0.0 
(1, 2) (6, 00) 3.409 (8, oo) 3.427 0.5 
(1, 5) (3, oo) 5.035 (3, oo) 5.035 0.0 

(1, 10) (2, oo) 7.262 (2, 00) 7.262 0.0 
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.>.1 = 0.5; .>.2 = 1; /31 = 1; /32 = 0.3; 
s1 ,; 0.2; s2 = 0.6; p = 0.8. 

optimum approximation 
(c1, c2) !!•1, 1C2) cost (k1,k2) cost '?'o 
(1, 0.1) (co, 20) 2.188 {co, co) 2.342 7.0 
(1, 0.2) (co, 20) 2.820 (co, co) 2.911 3.2 
(1, 0.5) (19, co) 4.475 (co, co) 4.618 3.1 
(1, 1) (8, co) 6.611 (15, co) 6.928 4.8 
(1, 2) (6, co) 9.981 (7, co) 10.11 1.3 
(1, 5) (4, co) 18.49 (4, co) 18.49 o.o 

(1, 10) (3, co) 31.66 (3, co) 31.66 0.0 

TABLE 6.4. The unconstrained case; two-queue models . 

.>.1 = .>.2 = .>.a = 0.25; /31 = 0.2; /32 = 0.6; /33 = 2.2; 
s1 = s2 = s3 = 0.1; p = 0.75. 

optimum approximation 
(c1, c2, ca) (k1, k2, k3) cost (k1, k2, k3) cost o/o 

(10, 10, 10) (co, co, 2) 34.26 (co, co, 2) 34.26 0.0 
(10, 3, 10) (co, 4, 2) 29.40 (co, co, 2) 29.43 0.1 
(10, 10, 3) (co, co, 1) 18.22 (co, co, 1) 18.22 0.0 
(10, 3, 3) (co, 8, 1) 14.71 (co, co, 1) 14.72 o.o 
(10, 3, 1) (co, 8, 1) 9.28 (co, co, 1) 9.28 o.o 
(10, 1, 3) (co, 2, 1) 13.64 (co, 3, 1) 13.65 0.1 
(10, 1, 1) (co, 3, 1) 8.26 (co, co, 1) 8.28 0.3 

.>.1 = 0.6; .>.2 = 0.2; .>.a = 0.05; /31 = 0.2; /32 = 0.6; /33 = 2.2; 
s1 = s2 = sa = 0.5; p = 0.35. 

optimum approximation 
(ci,c2,ca) {1C1, 1C2, /C3) cost {1C1, 1C2, /C3) cost ro 

(10, 10, 10) {co, co, 1) 14.78 {co, co, 1) 14.78 o.o 
(10, 3, 10) (co, 3, 1) 12.35 (co, co, 1) 12.38 0.3 
(10, 10, 3) (co, co, 1) 13.89 (co, co, 1) 13.89 0.0 
(10, 3, 3) (co, 3, 1) 11.47 (co, co, 1) 11.49 0.2 
(10, 3, 1) (co, 3, 1) 11.22 (co, co, 1) 11.24 0.2 
(10, 1, 3) (co, 2, 1) 10.66 (co, 1, 1) 10.78 1.1 
(10, 1, 1) (co, 2, 1) 10.41 (co, 1, 1) 10.54 1.2 

.>.1 = 0.6; .>.2 = 0.2; .>.a = 0.05; /31 = /32 = /3a = 1; 
s1 = s2 = sa = 0.1; p = 0.85. 

optimum approximation 
(c1, c2, ca) (k1,k2,k3) cost (k1, k2, k3) cost '?'o 

(10, 10, 10) (co, co, co) 53.05 (co, co, co) 53.05 o.o 
(10, 3, 10) (co, 2, co) 32.78 (co, 2, co) 32.78 o.o 
(10, 10, 3) (co, co, 1) 45.06 (co, co, 1) 45.06 o.o 
(10, 3, 3) (co, 3, 1) 30.04 (co, 2, 1) 30.13 0.3 
(10, 3, 1) (co, 3, 1) 28.53 (co, 2, 1) 28.97 1.5 
(10, 1, 3) (co, 1, 2) 22.19 (co, 1, 2) 22.19 0.0 
(10, 1, 1) (co, 2, 1) 21.26 (co, 1, 1) 21.35 0.4 

.>.1 = 0.3; .>.2 = 0.8; .>.a = 0.1; /31 = 0.2; /32 = 0.5; /3a = 2; 
Sl = 2; 82 = 0.1; SJ = 0.5; p = 0.66. 

optimum approximation 
(c1,c2,ca) {1C1, 1e2, /C3) cost {k1,tc2,k3) cost o/o 

(10, 10, 10) (co, co, 2) 63.47 (co, co, 4) 65.59 3.3 
(10, 3, 10) (co, 18, 4) 37.30 (co, co, co) 37.76 1.2 
(10, 10, 3) (co, co, 2) 55.48 (co, co, 2) 55.48 0.0 
(10, 3, 3) (co, co, 2) 31.60 (co, co, 2) 31.60 o.o 
(10, 3, 1) (co, co, 2) 29.32 (co, co, 2) 29.32 o.o 
(10, 1, 3) (co, 14, 2) 24.55 (co, co, 3) 25.27 2.9 
(10, 1, 1) (co, 16, 2) 22.46 (co, co, 2) 22.50 0.2 

TABLE 6.5. The unconstrained case; three-queue models; exponential service 
times. 
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>-1 = >-2 = >.3 = 0.25; /3i = 0.2; (h = 0.6; (h = 2.2; 
s1 = s2 = s3 = 0.1; p = 0.75. 

optimum approximation 
(c1, c2, c3) (k1, k2, k3) cost (k1,k2,k3) cost 'Yo 

(10, 10, 10) ( oo, oo, 2) 27.23 (oo, oo, 2) 27.23 0.0 
(10, 3, 10) (oo, 4, 2) 23.21 (oo, oo, 2) 23.23 0.1 
(10, 10, 3) (oo, oo, 1) 14.46 (oo, oo, 1) 14.46 0.0 
(10, 3, 3) (oo, 8, 1) 11.70 (oo, oo, 1) 11.70 o.o 
(10, 3, 1) (oo, 14, 1) 7.440 ( oo, oo, 1) 7.440 0.0 
(10, 1, 3) (oo, 2, 1) 10.86 (oo, 3, 1) 10.88 0.2 
(10, 1, 1) (oo, 3, 1) 6.635 (oo, oo, 1) 6.652 0.3 

>-1 = 0.6; >-2 = 0.2; A3 = 0.05; /3i = 0.2; fJ2 = 0.6; fJ3 = 2.2; 
s1 = s2 = s3 = 0.5; p = 0.35. 

optimum approximation 
(c1, c2, c3) (k1, k2, k3) cost · (k1, k2, k3) cost o/o 

(10, 10, 10) (oo, oo, 1) 13.79 (oo, oo, 1) 13.79 o.o 
(10, 3, 10) (oo, 3, 1) 11.54 (oo, oo, 1) 11.56 0.2 
(10, 10, 3) (oo, oo, 1) 12.97 (oo, oo, 1) 12.97 o.o 
(10, 3, 3) (oo, 3, 1) 10.72 (oo, oo, 1) 10.74 0.1 
(10, 3, 1) (oo, 4, 1) 10.49 (oo, oo, 1) 10.50 0.1 
(10, 1, 3} (oo, 2, 1) 9.979 (oo, 1, 1) 10.09 1.1 
(10, 1, 1) ioo, 2, 1) 9.751 (oo, 1, 1) 9.875 1.3 

>-1 = 0.6; >-2 = 0.2; A3 = 0.05; fJ1 = fJ2 = fJ3 = 1; 
s1 = s2 = s3 = 0.1; p = 0.85. 

optimum approximation 
( c1, c2, c3) l/<1, k2, k3) cost {k1, k2, k3) cost o/o 

(10, 10, 10) (oo, oo, oo) 41.03 (oo, oo, oo) 41.03 0.0 
(10, 3, 10) (oo, 2, oo) 25.72 (oo, 2, oo) 25.72 0.0 
(10, 10, 3) (oo, oo, 1) 35.32 (oo, oo, 1} 35.32 0.0 
(10, 3, 3} (oo, 2, 1) 23.57 (oo, 2, 1) 23.57 0.0 
(10, 3, 1} (oo, 3, 1) 22.44 (oo, 2, 1} 22.65 0.9 
(10, 1, 3) (oo, 1, 2} 17.34 (oo, 1, 2) 17.34 0.0 
(10, 1, 1) (oo, 1, 1) 16.67 (oo, 1, 1) 16.67 0.0 

>-1 = 0.3; >-2 = 0.8; A3 = 0.1; fJ1 = 0.2; fJ2 = 0.5; fJ3 = 2; 
s1 = 2; s2 = 0.1; s3 = 0.5; p = 0.66. 

optimum approximation 
(ci,c2,c3} (k1, k2, k3) cost (k1,k2,k3) cost 'Yo 

(10, 10, 10) (oo, oo, 3} 55.40 (oo, oo, 4) 55.94 1.0 
(10, 3, 10) (oo, 18, oo) 33.93 (oo, oo, oo} 34.36 1.2 
(10, 10, 3} (oo, oo, 2} 48.62 (oo, oo, 2} 48.62 0.0 
(10, 3, 3) (oo, oo, 2} 28.69 ( oo, oo, 2} 28.69 0.0 
(10, 3, 1) ( oo, oo, 2} 26.67 (oo, oo, 2) 26.67 0.0 
(10, 1, 3) ( oo, 14, 2} 22.39 (oo, oo, 3) 23.27 3.9 
(10, 1, 1) ( oo, 16, 2) 20.48 ( oo, oo, 2) 20.98 2.4 

TABLE 6.6. The unconstrained case; three-queue models; Erlang-2 service 
times. 

>-1 = 0.35; >-2 = ... = >-s = 0.1; fJ1 = 1; fJ2 = ... = fJs = 1; 
s1 = 0.1; s2 = ... = s5 = 0.05; p = 0.75. 

optimum approximation 
(c1, c2-s) {k1,k2-5J cost {k1, k2-5J cost 'Yo 

(1, 0.1) ( oo, 1) 0.882 { oo, 1) 0.882 0.0 
(1, 0.5) (oo, 3} 1.776 ( oo, 4) 1.776 0.0 
(1, 1) (oo, oo} 2.623 (oo, oo) 2.623 0.0 
(1, 2) (3, oo} 3.898 (4, oo) 3.898 0.0 

TABLE 6.7. The unconstrained case; a five-queue model. 
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Discussion of the numerical results. 
The proposed approach performs extremely well; in the majority of the 151 
examples, the achieved waiting cost is less than 1 % larger than the minimum 
waiting cost. Only twice the achieved waiting cost is more than 5% larger than 
the minimum waiting cost, not once more than 10% larger. 
The optimal service limits, as well as the service limits obtained from the 
Fuhrmann & Wang approximation, always satisfied the property stated in Con­
jecture 6.5.2, i.e., if ci/f3i = . max c1//31 , then kl= oo. 

J=l, ... ,n 
The results for an Erlang-2 service time distribution are similar to the results 
for an exponential service time distribution. The waiting cost for an Erlang-2 
service time distribution is always smaller than the waiting cost for an expo­
nential service time distribution with the same mean. Intuitively, the waiting 
times are indeed likely to be smaller when the variance of the service time 
distribution is smaller. The optimal service limits for an Erlang-2 service time 
distribution, however, hardly differ from the optimal service limits for an ex­
ponential service time distribution with the same mean. 

6. 7 CONCLUDING REMARKS AND SUGGESTIONS FOR 

FURTHER RESEARCH 

We have studied the problem of finding the optimal service limits in a cyclic 
polling system with the k-limited service discipline. The use of the Fuhrmann 
& Wang approximation is shown to be very effective in finding the optimal 
service limits. In the numerical experiments, we have observed that the wait­
ing cost according to the Fuhrmann & Wang approximation sometimes differs 
dramatically from the 'true' waiting cost obtained from the PSA, but that 
still the optimal service limits according to the Fuhrmann & Wang approx­
imation agree with the 'true' optimal service limits obtained from the PSA. 
Even when completely misjudging the mean waiting time, the Fuhrmann & 
Wang approximation apparently does capture the major factors important for 
efficient operation of the system. 
The waiting-time approximation for the Bernoulli service discipline that Blanc 
& Van der Mei [23] use to find the optimal Bernoulli parameters qi, and the 
Fuhrmann & Wang approximation that we use, coincide when qi = l- l/ki, cf. 
Remark 6.3.1. The effectiveness of both approximations suggests that, as far 
as optimization is concerned, the Bernoulli service discipline is a very good em­
ulation of the k-limited service discipline. Yet, as far as evaluation of the mean 
waiting time is concerned, the Bernoulli service discipline is often not a very 
good approximation of the k-limited service discipline. Due to the stochastic 
nature of the Bernoulli service discipline, the mean waiting times tend to be 
larger than for the k-limited service discipline, cf. Tedijanto [181] Chapter 5, 
[182], [183]. 
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In the present chapter, we have been concerned with optimization of the ser­
vice discipline, ranging from 1-limited to exhaustive, for a given cyclic server 
routing. Earlier studies mostly were concerned with optimization of the server 
routing for a given service discipline, like 1-limited, gated, or exhaustive, cf. 
Section 1.5. We feel that it would also be worthwhile to consider simultane­
ous optimization of the server routing and the service discipline. Simultaneous 
optimization of the number of visits and the amount of service per visit would 
enable more flexible priorization of the various queues. 
At a few instances, we faced difficult monotonicity questions: monotonicity of 
EWi in kj, monotonicity of the mean waiting time for an M/G/1 queue with 
vacations in the vacation time variance. Relatively few monotonicity results 
for polling and vacation models have been obtained; this seems an interesting 
area for further research. 



CHAPTER 7 

OPTIMIZATION OF FIXED TIME 

POLLING SCHEMES 

7 .1 INTRODUCTION 
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In the present chapter, we consider a polling system operated with a fixed time 
polling (ftp) scheme. An ftp scheme specifies which queue should be visited 
at what time, i.e., it specifies not only the order of the visits, but also the 
starting times of the visits. We are interested in the problem of constructing 
ftp schemes that contribute to an efficient operation of the system. 
As a major benefit, ftp schemes provide by definition a guarantee on the server 
return time, i.e., the time until a queue receives service again. The visit times 
being specified beforehand, ftp schemes are also very attractive from a schedul­
ing point of view, especially when the polling processes in question interact 
with other communication or production processes. Moreover, ftp schemes are 
very appropriate to effectuate some kind of priorization, by scheduling more 
visits, longer visits, or both, to high-priority queues. The consequence, how­
ever, is that ftp schemes may force the server to idle at an empty queue, while 
there are customers waiting at other queues. 
The similarity between ftp schemes and k-limited service, as considered in the 
previous chapter, lies in the limitation of the amount of service provided during 
a visit. The difference is that in ftp schemes, the limitation refers to the visit 
time rather than the number of services during a visit, as in k-limited service, 
and that the visit is not completed until the service limit is reached, even when 
the queue becomes empty. 
The present chapter originates from consultancy work done by order of PTT 
Research, Groningen. In the course of 1992, PTT Telecom started to gradually 
introduce itemized telephone billing in the Netherlands. To transfer the call 
data involved from the telephone switches to the billing center, PTT Telecom 
applies a polling technique similar to the polling data link control scheme de­
scribed in Section 1.1. According to a fixed time schedule, a so-called mediation 
system polls the telephone switches. When polled by the mediation system, the 
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telephone switches may start to transmit files with call records to the billing 
center. For efficiency reasons, the delays occurring in collecting the call data 
should be kept within bounds. 
To the best of the author's knowledge, ftp schemes have not been studied 
before in a strict polling context. However, in other multi-class queueing set­
tings, various similar disciplines have been considered under a variety of names. 
Very similar to ftp schemes are e.g. so-called clocked schedules, studied in [1], 
[82], [96]. However, in these studies the multi-class queueing structure corre­
sponds to a priority discipline in accordance with the timing requirements of 
tasks in real-time systems, rather than a distinction between separate queues 
like in a polling context. Therefore, these studies are primarily concerned with 
the short-term delay of high-priority tasks with extremely stringent timing re­
quirements, or with the probability of urgent tasks not getting served in the 
scheduled interval, or with the long-term delay of low-priority tasks with more 
liberal timing requirements, rather than with achieving a minimal overall time 
delay. Also related to ftp schemes are so-called Time Division Multiplexing 
(TDM) protocols, considered e.g. in [118], [120), [156). 
It is most unlikely that ftp schemes allow an exact analysis, except for deter­
ministic arrival, service, and switch-over processes. Note that ftp schemes do 
not satisfy Property 1.4.1, which provides a global characterization of the class 
of service disciplines that are amenable to an exact analysis. We therefore feel 
justified in resorting to approximations for the mean waiting times. Since we 
are primarily concerned with minimizing a weighted sum of the mean waiting 
times, rather than evaluating the mean waiting times themselves, we deliber­
ately seek very simple approximations, which do not necessarily need to be 
very accurate, as long as they rightly capture the behavior of the mean waiting 
times. 
The remainder of the chapter is organized as follows. In Section 7.2, we present 
a detailed model description. In Section 7.3, we formulate the problem of con­
structing an efficient ftp scheme as a mathematical program. In view of its 
NP-hardness, we develop in Section 7.4 a heuristic method for solving the 
mathematical program. In Section 7.5, we give an overview of the numerical 
results that we gathered to validate the method. 

7.2 MODEL DESCRIPTION 

The model under consideration consists of n queues, Q1 , ... , Qn, each of infi­
nite capacity, attended by a single server S. For the specification of the arrival, 
service, and switch-over processes, we refer to the description of the 'basic' 
model in Section 1.3, but in the present chapter we do not assume that the 
customers arrive according to Poisson processes. 
The server operates according to an ftp scheme, which specifies not only the 
order of the visits, but also the starting times of the visits. We represent an 
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ftp scheme by a vector pair (P, T), Pk E {1, ... , n }, Tk ~ 0, k = l, ... , m. The 
vector P contains the polling table associated with the ftp scheme, i.e., the k-th 
visit is to queue Pk, k = 1, ... , m. The vector T contains the extended visit 
times associated with the ftp scheme, i.e., Tk is the time between the start of 
the k-th visit and the start of the (k + 1)-th visit, k = l, ... , m, where m + 1 
is to be understood as 1. 
To supplement an ftp scheme, it should be specified which customers qualify 
for service during a visit. In addition, it should be specified what is to be done 
in case the available visit time expires before all entitled customers have been 
served. In this chapter, we assume that service is gated, i.e., only customers 
that were present at the start of a visit, qualify for service during the visit. 
In case the available visit time expires before all entitled customers have been 
served, we assume that the next visit is postponed. To still fulfil the guarantee 
on the starting times, we demand however that the available visit times are 
most rarely exceeded, i.e., we demand that the available visit times are suffi­
ciently long to meet the gated service discipline (with high probability). These 
assumptions were made in the light of the actual telecommunication applica­
tion that motivated the present study, cf. Section 7.1. 
In this chapter, we are interested in the problem of finding an ftp scheme that 
minimizes the mean total waiting cost per unit of time. Denote by Wi the 
waiting time of an arbitrary type-i customer, i = 1, ... , n. Let Ci represent the 
waiting cost per unit of time of a type-i customer. The mean total waiting cost 

n 
per unit of time amounts to E CiAiEWi. 

i=l 

7. 3 CONSTRUCTING AN EFFICIENT FTP SCHEME l 

As stated in the previous section, we are interested in the problem of con­
structing an ftp scheme that minimizes the mean total waiting cost per unit 
of time, under the side-constraint of most rarely exceeding the available visit 
times. Starting from rather simple approximations, we formulate in this sec­
tion the problem under consideration as a mathematical program. In view of 
its NP-hardness, we describe in the next section a heuristic method for solving 
the mathematical program. The approach bears resemblance to the approach 
in Kruskal [134] to the problem of determining efficient visit orders for polling 
systems with deterministic arrival, service, and switch-over processes, and the 
approach in Boxma, Levy, & Weststrate [48] to a similar problem for polling 
systems with a Poisson arrival process and general service and switch-over pro­
cesses. 
We first introduce some notation. Denote by Uk the k-th available visit time, 
i.e., the k-th extended visit time minus the switch-over time into queue Pk, 
by V k the k-th required visit time, i.e., the time the server needs to do the 
work during the k-th visit, and by SCk the k-th subcycle time, i.e., the time 
between the start of the k-th visit and the start of the previous visit to queue 
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f'k, k = 1, ... , m. Denote by C the cycle time, i.e., the time the server needs 
to pass through the ftp scheme once. By the nature of the ftp scheme, Tk, 
SCk, and Care deterministic, but Uk and Vk are not (unless, respectively, the 
switch-over process and the arrival and service processes are strictly determin­
istic, the interarrival time in addition being a divisor of the cycle time). 
Of course, Tk, Uk, vk, sck, and Care closely related. Firstly, the k-th avail­
able visit time Uk is what remains of the k-th extended visit time Tk, after the 
switch-over time into queue Pk, 

k=1, ... ,m, (7.1) 

so that in fact Uk may even take a negative value, when Sp,. happens to take 
a value bigger than Tk. Secondly, by the nature of the gated service discipline, 
the k-th required visit time V k equals the amount of work that arrives at queue 
A during the k-th subcycle time SCk, k = 1, ... , m. 
The k-th subcycle time is composed of the extended visit times between the 
start of the k-th visit and the start of the previous visit to queue Pk, 

m 

sck = LhkiTi, k= 1, ... ,m. (7.2) 
1=1 

Here the matrix H = (hkt) is defined by 

h ·- { 1 if Pz+1,,.,, Pk-1 #- pk 
kt .- 0 otherwise k,l = 1, ... ,m, 

i.e., hkl indicates whether the l-th extended visit time belongs to the k-th 
subcycle time: hkt = 0 iff the k•th subcycle time begins after the start of the 
l~th visit. 
The cycle time is composed of all the extended visit times, 

(7.3) 
1=1 

The cycle time may as well be viewed as consisting of all the subcycle times 
corresponding to any Q,, 

C== L sck, 
{k:P,.=i} 

i = 1, .. . ,n. (7.4) 

Note that substituting (7.2) into (7.4) indeed yields (7.3), as I: hkl = 1, 
{k:P1,=i} 

i == 1, ... , n, l = 1, ... , m. 

To be able to formulate the problem as a mathematical program, we now ex­
press the mean total waiting cost per unit of time, as well as the side-constraint 
of most rarely exceeding the available visit times, in terms of the ftp scheme. 
To start with the latter, we may represent the side-constraint by 

Pr{Uk < Vk} :S: 1rp,., k = 1, .. . ,m, (7.5) 
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with 7ri, i = 1, ... , n, prespecified bounds for the probabilities of exceeding the 
available visit times. Since (7.5) does not really fit into the framework of a 
mathematical program, we replace (7.5) by a constraint of the type 

k= l, ... ,m. 

Here Yk and Zk are measures for the variability of respectively Uk and Vk 
such that Pr{Uk < EUk - Yk} $ -ypk1rp,. and Pr{Vk > EVk + Zk} $ (1 -
-yp,.)1rpk, with O $'Yi$ 1, i = 1, ... ,n. Thus, we slightly strengthen (7.5), 
since Pr{Uk ~ Vk} ~ Pr{Uk ~ EUk - Yk, Vk $ EVk + Zk} = Pr{Uk ~ 
EUk - Yk} Pr{Vk $ EVk + Zk} = 1 - 7rpk + 'YPk(l - -yp,.)1r~,.- From (7.1), 
we have EU k = Tk - s p,. , k = 1, ... , m. Since V k equals the amount of work 
that arrives at Qp,. during sck, we have EVk = pp,.SCk, k = l, ... ,m. We 
further take Yk = bp,.sp,., k = 1, ... ,m, and Zk = ep,.pp,.SCk, k = 1, ... ,m. 
Here bi and fi are measures for the variability of respectively the switch-over 
times into Qi and the interarrival and service times at Qi, such that 

f: ( Af*(SC'i) -At+l>*(SC;)) ( 1- B!h+l)*(p;(l +€;)SC;)) :5 (1 - 7;)1r;, 
h=O 

with Fi*(,) denoting the j-fold convolution of F(·). Here SCi is a rough esti­
mate for the subcycle times corresponding to Qi, preferably as pessimistic as 
possible from the viewpoint of determining fi, Thus, we slightly strengthen 
(7.5) further, since 

Pr{Uk < EUk -Yk} = Pr{Sp,. > (1 +bp,.)sp,.}, 

Pr{Vk > EVk + Zk} = Pr{Vk > pp,.(l + ep,.)SCk}, 

00 

Pr{Vk > t} :5 L ( A~:(sCk)-A~~+1>*(SCk)) (1 -B~+l)*(t)), t ~ 0, 
h=O 

in particular for t = pp,.(l + ep,.)SCk, The latter inequality holds, since 
Ai,: (SCk) - A~+l)*(SCk) is the probability that (h + 1) type-Pk customers 
arrive during SCk, under the pessimistic assumption that the first customer 
arrives at the beginning of SCk, and 1 - B~~H)* ( t) is the probability that the 
service of (h + 1) type-Pk customers is not finished within time t, t ~ 0. 
Instead of Zk = ep,.pp,.SCk, one might take e.g. Zk = ep,.pP,,SCk+(l+(p,.),8p,.. 
Here (i is a measure for the variability of the service times at Qi, such that 
1 - Bi((l + (i),Bi) $ (1 - 'Yi)11"i, i = 1, ... , n. The factor (1 + (i).Bi would 
avoid that ei --+ oo in the hypothetic situation that SCi ! 0. If one takes 
zk = ep,.pp,.SCk + (1 + (p,.),8p,. instead of zk = f.pkpp,.SCk, then everywhere 
(1 + bi)Si is to be replaced by (1 + bi)si + (1 + (i),Bi, 
When the distributions of the interarrival, service, and switch-over times are 
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specified, there are no serious complications in expressing Di and Ei in terms 
of 'lri, Nevertheless, in real life one may rather determine Di and fi empirically 
than make a questionable assumption about the distributions of the interar­
rival, service, and switch-over times, needed in expressing Di and fi in terms 
of 'lri, 

Concluding, we represent the side-constraint of most rarely exceeding the avail­
able visit times by 

k=l, ... ,m. (7.6) 

Note that summing (7.6) with respect to k = 1, ... , m, using (7.3) and (7.4), 

( 
n ) n n 

yields C ~ p+ i~ EiPi C+ i~ mi(l+Di)si, Apparently, p+ i~ EiPi < 1 is a 

necessary condition for the extended visit times to be all non-negative. In the 
proof of Lemma 7.4.1, it will also appear to be a sufficient condition. In the 

n 
sequel, the condition p + E EiPi < 1 is always assumed to hold. 

i=l 
We now express the mean total waiting cost per unit of time in terms of the 
ftp scheme. To approximate the waiting time of an arbitrary type-i customer, 
we condition on the event that the type-i customer in question arrives during 
the k-th subcycle time SCk with Pk = i. The latter event occurs with proba­
bility SCk/C, as the probability that a customer arrives in a specific subcycle 
is proportional to the length of the subcycle, irrespective of the nature of the 
arrival process (unless the arrival process is strictly deterministic, the interar­
rival time in addition being a divisor of the cycle time). We further act as if 
the available visit times are never exceeded. The waiting time of an arbitrary 
type-i customer that arrives during the k-th subcycle time SCk, with Pk = i, 
is then composed of: 
i. the time from its arrival to the start of the next visit to Qi, i.e., the residual 
lifetime RSCk of SCk at the arrival epoch of the customer; 
ii. the time from the start of the next visit to Qi to the start of its service, i.e., 
the time the server needs to do the work PV k that arrived at Qi during the 
past lifetime PSCk of SCk at the arrival epoch of the customer. 
Since SCk is deterministic, ERSCk = ½SCk, EPSCk = ½SCk, We further 
use the approximation EPV k ~ PiEPSCk, which in fact is exact for a Poisson 
arrival process, cf. Boxma et al. [48]. For less variable arrival processes, the 
approximation will probably result in a slight overestimation, which however 
will tend to zero for SCk sufficiently large compared to 1/')..i, cf. Kruskal [134]. 
Concluding, we approximate the mean waiting time of an arbitrary type-i cus­
tomer by 

i = 1, ... ,n, (7.7) 
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which yields for the mean total waiting cost per unit of time 

n 

Lci,\iEWi 
i=l 

1 n 

~ 2c :~::>i,\i(1 + Pi) I:: sci 
i=l {k:P1c=i} 

(7.8) 

1 m 

= 2C L cp,.,\p,. (1 + pp,.)SCf 
k=l 

Having expressed the mean total waiting cost per unit of time, as well as the 
side-constraint of most rarely exceeding the available visit times, in terms of 
the ftp scheme, we are now able to formulate the problem as a mathematical 
program. 

Problem (I). 

min 

sub 

1 n 

2c I:: ci,\i(1 + Pi) I:: sci = 
i=l {k:P1c=i} 

1 m 

2c L cp,.Ap,. (1 + PP,.)sci 
k=l 

Tk ~ pp,. (1 + ep,.)SCk + (1 + 8p,.)sp,., 
m 

sck = Lhk1Ti, k= 1, ... ,m; 
l=l 

m 

C = LT1; 
l=l 

mi= l{k: Pk== i}I ~ 1, i = 1, .. . ,n; 

h _ { 1 if Pi+i, , , . , Pk-1 'F pk 
kl - 0 otherwise 

Pk E {1, ... ,n}, k = 1, ... ,m; 
Tk ~ 0, k = 1, ... ,m. 

(7.9) 

k = 1, ... ,m; (7.10) 

(7.11) 

(7.12) 

(7.13) 

k, l = 1, ... , m; (7.14) 

(7.15) 

(7.16) 

Note that the determination of m, the length of the polling table, is part of the 
optimization problem. 
For a specific parameter choice, problem (I) amounts to the problem of parti­
tioning m - 2 numbers into 2 sets, such that the sums of the numbers in both 
sets are as equal as possible, which is known to be NP-hard; cf. Lemma 7.3.1. 

Lemma 7.3.1 
Problem (I) is NP-hard. 

Proof 
See Appendix 7.A. 

□ 
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Lemma 7.3.1 suggests that there is little hope of solving problem (I) exactly 
in a reasonable amount of time. In the next section, we therefore describe a 
method for solving problem (I) approximately. 

7.4 CONSTRUCTING AN EFFICIENT FTP SCHEME II 

In the previous section, we formulated the problem under consideration as a 
mathematical program. In view of its NP-hardness, we describe in this section 
a heuristic method for solving the mathematical program. The idea is to divide 
problem (I) into three subproblems, which are somewhat easier to handle, viz.: 
1. Determination of the visit numbers m1, ... , mn, 
2. Determination of the visit order. 
3. Determination of the extended visit times T1, ... , Tm· 

Ad 1. Determination of the visit numbers. 
To simplify the determination of the visit numbers, we forget about the visit 
order for now. So we ignore of which extended visit times the k-th subcycle 
time is composed, but of course we do not ignore that the subcycle times cor­
responding to any Qi together make up the cycle time, cf. (7.4). Translated to 
problem (I), we replace the constraints (7.11), (7.14), and (7.15) by the con­
straint (7.4). It is easily verified that in the resulting problem the optimal sub­
cycle times corresponding to Qi are all equal, i = 1, ... , n, i.e., SCk = C /mpk, 

H H 
k = 1, ... , m. Observe that I; x~, under the constraint I; xh = X, is min-

h=l h=l 
imal for Xh = X/H, h = 1, ... ,H. Note that sck = C/mpk, k = 1, ... ,m, 
suggests spacing the visits to the various queues as evenly as possible, as intu­
itively is indeed expected to be optimal, cf. Kruskal [134], Boxma et al. [48]. 
As seen from (7.10) and (7.12), all the optimal extended visit times at Qi are 
then equal too, i = 1, ... ,n, i.e., Tk = ppk(l + Epk)C/mpk + (1 + Dpk)spk, 
k = 1, ... , m. Denote by Di the common value of all these optimal extended 
visit times at Qi, i = 1, ... , n. As we forget about the visit order for now, the 
ultimate extended visit times at Qi will probably deviate from Di. Remember 
that because of the constraint (7.10), the extended visit times cannot be deter­
mined before the visit order is determined. Nevertheless, Di will probably be a 
good indication for the ultimate extended visit times at Qi, which will be useful 
in determining a good visit order later on. To simplify the determination of the 
visit numbers even further, we relax the integrality constraint (7.13) for now 
too. Concluding, we formulate the problem of determining the visit numbers 
as follows. 
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Problem (II). 

min 

sub 

~ Ci.Ai(l + Pi)C 
~ 2m· 
i=l ' 

D . _ Pi(l + Ei)C (l $;_) . 
i - ----+ +u, s,, 

mi 
n 

C = LmiDi; 
i=l 

mi> 0, i = 1, .. .-,n. 

i = 1, ... ,n; 
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(7.17) 

(7.18) 

(7.19) 

(7.20) 

Note that the objective function as well as the constraints are homogeneous 
with regard to (m1 , ... , mn, C), as is to be expected, since concatenating an 
ftp scheme several times does not make any difference. So we know before­
hand that the optimal solution contains a positive scaling factor with regard 
to (m1 , ... ,mn,C). Using the Lagrangean multiplier technique, we find that 
the optimal solution is 

D~ Pi(l+Ei)C* (1 $:_). 
i = * + + u, s,, 

mi 
i = 1, ... ,n; (7.21) 

n 

R L J Ci.Ai (1 + Pi)(l + {Ji)Si 

C* = i=l 
n (7.22) 

l - p- L EiPi 
i=l 

i = 1, .. . ,n. (7.23) 

Here R is the positive scaling factor mentioned above, due to which some free­
dom remains in determining the total number of visits m. One may e.g. choose 

R such that I mi - }mi] I ~ r]i, i = 1, ... , n, with [x] denoting the nearest 
mi 

integer to x, and 'T/i prespecified bounds for the relative deviation of the true, 
integer visit numbers from the desirable, generally non-integer visit numbers. 
Alternatively, one may choose R such that the cycle time has some desirable 
value, which matches e.g. a daily or hourly pattern in a specific application. 
For (7.21), (7.22), and (7.23), the objective function (7.17) takes the value c~ Jci,\(1 + Pi)(l + fJi)si) 

2 

2 (1 - p - t EiPi) 
i=l 

(7.24) 

As seen from the argumentation preceding the formulation of problem (II), 
formula (7.24) provides a lower bound for the value of (7.9) for the optimal 
solution of problem (I). As far as the determination of the visit numbers is 
concerned, problem (II) may thus be conceived as a relaxation of problem (I). 
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Remark 7.4.1 
Apart from the slack coefficient 8i, formula (7.23) agrees with results in Kruskal 
[134] for polling systems with deterministic arrival, service, and switch-over 
processes, and in Boxma, Levy, & Weststrate [48] for polling systems with a 
Poisson arrival process and general service and switch-over processes. Kruskal 
[134] as well as Boxma et al. [48] are mainly interested in determining the 
optimal visit numbers, just like we are here. In fact, the determination of 
the visit times does not play an essential role in [134] and [48], as they are 
completely governed by the service discipline that is used ( either exhaustive 
or gated). Here, however, the determination of the visit times adds an extra 
dimension to the problem, as they should be fixed, but still should be sufficiently 
long (with high probability) to not interfere with the gated service discipline, 
leading to the side-constraint Tk 2: ppk(l + fpk)SCk + (1 + Opk)spk. Simply 
taking Tk = ppkSCk+spk, we find ourself in the setting of Kruskal's paper [134], 
where the side-constraint is automatically fulfilled by the lack of any statistical 
fluctuation in the arrival, service, and switch-over processes. The fact that, 
in spite of the differences, formula (7.23) agrees with the results in [134] and 
[48], suggests that the optimal visit numbers are quite robust with regard to 
the actual length of the visit times, as well as the statistical properties of the 
arrival, service, and switch-over processes, which has already been argued in 
the study of Boxma et al. [48]. 

□ 

In the special case that we confine ourself beforehand to strictly cyclic polling, 
i.e., mi = 1, i = 1, ... , n, problem (II) reduces to 

min 

sub i = 1, ... ,n; 
n 

The only feasible and hence optimal solution is 

i = 1, ... ,n; 
n 

I: (1 + 8i)si 
C* = i=l 

n 

1 - p - I: EiPi 
i=l 

(7.25) 

(7.26) 

(7.27) 

(7.28) 

(7.29) 
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For (7.28) and (7.29), the objective function (7.25) takes the value 

(tic.,\(l+pi)) Ct(l+8i)Si) 
2 (1 - p - t EiPi) 

i=l 

(7.30) 

Because of the Holder inequality, (7.30) cannot be smaller than (7.24), as is 
to be expected, when we confine ourself to strictly cyclic polling. In fact, the 
difference between (7.30) and (7.24) gives a rough estimate of the increase in 
the mean total waiting cost per unit of time, when we confine ourself to strictly 
cyclic polling. 

Ad 2. Determination of the visit order. 
To facilitate the determination of the visit order, we assume that the extended 
visit times at Qi are all equal to Dl, the indication for the extended visit times 
at Qi obtained in (7.21). Translated to problem (I), we replace the constraint 
(7.10) by the constraint Tk = Dj,k. As seen from the proof of Lemma 7.3.1 
however, the determination of the optimal visit order for fixed mi and fixed 
Tk = Dj,k is still NP-hard. Nevertheless, we rather solve problem (I) for fixed 
m; and fixed Tk = Dh approximately than an even further garbled version of 
problem (I) exactly. 
In Appendix 7.B, we describe the Golden Ratio procedure, which is an approved 
method for spacing the visits to the various queues as evenly as possible, cf. 

m 

[118], [120], and [156]. To be specific, define Xk := E hk1, i.e., Xk is the num-
l=l 

her of visits between the start of the k-th visit and the start of the previous 
visit to queue Pk, k = 1, ... ,m. The Golden Ratio procedure aims at making 
the numbers Xk with Pk = i as equal as possible. In fact, the numbers Xk with 
Pk = i are guaranteed to take at most three different values. However, these 
three different values are not guaranteed to be all nearly equal. Moreover, the 
Golden Ratio procedure aims at making the numbers of visits Xk with Pk = i 
as equal as possible, instead of the periods between visits SCk with Pk = i, 
as we should, cf. ,the argumentation preceding the formulation of problem (II). 
In other words, the Golden Ratio procedure aims at solving problem (I) for 
Tk = 1, k = 1, ... , m, instead of Tk = Dj,k, k = 1, ... , m. Lastly, the Golden 
Ratio procedure does not take into account the coefficients CiA;(l + p;) in the 
objective function (7.9) to weigh the improvement in the spacing of the visits 
to one queue against the deterioration in the spacing of the visits to another 
queue. In Appendix 7.C, we describe a procedure based on extremal splittings, 
which to some extent meets these objections. Whichever of these procedures 
is used, it is always worthwhile to make sure that the visit order is optimal 
with respect to some neighborhood. One may e.g. attempt to improve the visit 
order by interchanging pairs of consecutive visits. 
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Ad 3. Determination of the extended visit times. 
At first sight, it does not seem to make sense to protract a visit any longer than 
needed to satisfy the side-constraint of most rarely exceeding the available visit 
times. Remember that the server will most rarely be busy during the extra 
time. Still, for extreme parameter choices, it may make sense to protract a 
visit. Take e.g. n = 101, /3i = 0, 8i = 0, i = l, ... , n. The side-constraint 
(7.5) then reduces to Tk 2:: spk, k = 1, ... , m. Take c1A1 = 10000, ci>.i = 1, 
i = 2, ... , 100, C101A101 = 100, S1 = 1, Si = 1, i = 2, ... , 100, S101 = 100. 
From (7.23) we then obtain m1 = lO0R, mi = R, i = 2, ... , 100, m101 = R, 
which for R = l yields the polling table P2,-1 = 1, i = 1, ... , 100, P2i-2 = i, 
i = 2, ... , 100, P200 = 101. It is easily verified that (7.9) is larger for Tk = spk, 
k = l, ... , 200, than for T2i-2 = 2 > sp2,_ 2 (protracted visit), Tk = spk, 
k f. 2i - 2 for any i = 2, ... , 100. Nevertheless, for realistic parameter choices, 
it will seldom really pay off to protract a visit. To facilitate the determination 
of the extended visit times, we therefore assume that the side-constraint of 
most rarely exceeding the available visit times is satisfied without any slack. 
Translated to problem (I), we assume that the constraint (7.10) is satisfied 
without any slack. Thus, determining the extended visit times amounts to 
solving a set of linear equations; cf. Lemma 7.4.1. 

Lemma 7.4.1 
The set of linear equations 

m 

Tk = ppk (l + Epk) L hk1T1 + (l + bpk)spk, k= l, ... ,m, (7.31) 
l=l 

has a unique solution; this solution is non-negative. 

Proof 
See Appendix 7.D. 

□ 

Remark 7.4.2 
Note that summing (7.31) with respect to {k: A = i} yields for the mean total 
available visit time at Qi during a cycle I: Tk-mis, = Pi(l+Ei)e+mi8isi, 

{k:Pk=i} 
as I: hk1 = l, i = 1, ... , n, l = l, ... , m. The mean total available visit 

{k:Pk=i} 
time may be viewed as consisting of (i) Pie, the time needed to satisfy the 
stability condition and (ii) EiPie + mi8isi, the extra time above Pie needed to 
satisfy the side-constraint of most rarely exceeding the available visit times. 

□ 
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We finally summarize the method for constructing an ftp scheme as follows. 

1. Determination of the visit numbers. 
Calculate the desirable visit frequencies 

e;>.i (1 + Pi) 
(1 + bi)Si 

ft = --'---;===== 
CjAj(l + Pj) 
(l+bj)Sj 

n 

~ 
j=l 

i = 1, ... ,n. 

Determine the total number of visits m *. 
n 

One may choose m* with m* = ~ [m* ft], [m* ft] ~ 1, e.g. such that 
i=l 

Ir- [m*ftl I 
' m* ---~--~'l'li, ft '/ i = 1, ... ,n, 

(7.32) 

(7.33) 

with [ x] denoting the nearest integer to x, and 'T/i prespecified bounds for the 
relative deviation of the true visit frequencies from the desirable visit frequen-
cies. 
Alternatively, one may choose m* such that 

Ci Ai (1 + Pi) 
(1 + bi)Si 

with 0 0 some desirable value for the cycle time. 
Take mt= (m* ft], i = 1, ... ,n. 

2. Determination of the visit order. 
Construct a polling table P*, using e.g. one of the methods described in the 
appendices. 
Calculate 

as indication for the extended visit times at Qi, 

3. Determination of the extended visit times. 
Solve the set of linear equations 

m• 

k = 1, ... ,m*. (7.34) 
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7.5 NUMERICAL RESULTS 

In the previous section, we developed a method for constructing an efficient ftp 
scheme. In this section, we give an overview of the numerical results that we 
gathered to validate the method. The numerical results were obtained from a 
simulation tool developed at PTT Research, Groningen, cf. Harink, Cramer, 
& Huitema [117]. Due to the complexity of the problem, it seems not possible 
to identify the true optimal ftp scheme, neither in an analytic manner nor by 
an exhaustive search. Instead, we therefore compare the proposed ftp scheme 
with some other natural, but less sophisticated, ftp schemes. In addition, we 
compare the proposed ftp scheme with some 'neighboring' ftp schemes, partly 
to test the method, partly as a possible first step in improving the method 
itself. 
Throughout the section, the service times and the switch-over times are as­
sumed to be constant, but possibly varying from queue to queue. The interar­
rival times are assumed to be almost constant, but also possibly varying from 
queue to queue; at Qi the interarrival times are distributed as 1/ Ai+ Ni, with 
Ni normally distributed with mean 0 and standard deviation 1/(lOAi). These 
assumptions were made in the light of the actual telecommunication application 
that motivated the present study, cf. Section 7.1. The cost coefficients are as­
sumed to be Ci = 1/ A, i.e., the goal is minimizing the overall mean waiting time. 
For the reason mentioned above formula (7.6), we replace the side-constraint 
(7.6) by Tk ~ ppk (l + epk)SCk + (1 + 8pk)spk + {3pk. Consequently, in compar­
ison with Sections 7.3 and 7.4, Si is everywhere replaced by Si+ f3i, 
We consider the following eight models. 

I. n = 4; Ai = 0.75; f3i = 0.25; Pi = 0.1875; Si = 0.25; i = 1, ... , n. 
II. n = 4; Ai = 0.375; f3i = 0.5; Pi = 0.1875; Si = 0.25; i = 1, ... , n. 
III. n = 2; Al = A2 = 0.75; f31 = f32 = 0.5; Pl = P2 = 0.375; 

S1 = 0.05; S2 = 0.45. 
IV. n = 2; A1 = A2 = 0.75; f31 = 0.1; f32 = 0.9; Pl = 0.075; P2 = 0.675; 

81 = S2 = 0.25. 
V. n = 2;' A1 = 0.15; A2 = 1.35; !31 = !32 = 0.5; P1 = 0.075; P2 = 0.675; 

S1 = S2 = 0.25. 
VI. n = 4; A1 = A2 = Aa = A4 = 0.375; !31 = !32 = 0.1; f3a = {34 = 0.9; 

Pi = P2 = 0.0375; Pa = p4 = 0.3375; s1 = sa = 0.05; s2 = s4 = 0.45. 
VII. n = 4; A1 = A2 = 0.075; Aa = A4 = 0.675; !31 = !32 = f3a = {34 = 0.5; 

Pi = P2 = 0.0375; Pa = p4 = 0.3375; s1 = sa = 0.05; s2 = s4 = 0.45. 
VIII. n = 4; A1 = A2 = 0.075; Aa = A4 = 0.675; !31 = f3a = 0.1; !32 = {34 = 0.9; 

P1 = 0.0075; P2 = Pa = 0.0675; p4 = 0.6075; s1 = s2 = sa = S4 = 0.25. 

Note that for each model p = 0. 75. We have further taken for each model 
8i = 0, 1/i = 0.05, €i = 0.01, i = 1, ... ,n. 

The first two models are completely symmetric, so that the optimal ftp scheme 
should be of the form mi= 1, i = 1, ... ,n, Tk = T, k = l, ... ,m, for some 
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unknown constant T. Table 7.1 contains the mean waiting time for T = 2.062 
in model I, and for T = 3.092 in model II, as obtained from the developed 
method, as well as for various larger values of T. Smaller values of T cannot be 
chosen in view of the side-constraint Tk 2:: p pk ( 1 + E pk) SC k + ( 1 + 8 pk) s pk + /3 pk . 

The 95% confidence interval for the mean waiting time approximately equals 
the value listed in the table +/- 0.5%. Note that the mean waiting time is 
indeed minimal for T = 2.062 in model I, and for T = 3.092 in model II. 

I II 
T = 2.062 4.777 T = 3.092 7.111 
T = 2.100 4.866 T = 3.200 7.362 
T = 2.400 5.577 T = 3.500 8.070 
T = 2.700 6.294 T = 4.000 9.262 
T = 3.000 7.003 T = 4.500 10.45 

TABLE 7 .1. The mean waiting times for models I and II. 

The remaining six models are asymmetric, so that the influence of the various 
system parameters on the optimal ftp scheme can be investigated. By means 
of the models III, IV, and V, we can examine the effect of variations in the 
arrival rate, the service times, and the switch-over times. On the basis of the 
models VI, VII, and VIII, we can investigate the effect of pairwise variations. 
For these six models, we consider the following ftp schemes. The first ftp scheme 
(FTP 1) is the original ftp scheme, constructed by the method described in 
Section 7.4. In the second ftp scheme (FTP 2), the visit numbers are equal for 
all queues, i.e., mi = 1, i = 1, ... , n (strictly cyclic polling, which is treated 
as a special case in Section 7.4). The visit times are determined according 
to the third step of the method described in Section 7.4. In the third ftp 
scheme (FTP 3), the available visit times are equal for all visits, i.e., Uk = U, 
k = 1, ... , m, while the visit numbers are equal to mi = M Pi(l + Ei). The 
extended visit times, however, may still differ, due to the switch-dependent 
switch-over times: Tk = U + spk. The constant U should be chosen such that 
Di 2:: Pi(l +Ei)C /mi +si + ,Bi, Some straightforward calculations show that this 

implies U 2:: (t Pj (1 + Ej )sj + ,Bi) / (1 -p - t Ej Pj) . The constant U 
J=l 3=1 

is chosen equal to the maximum over i = 1, ... , n of the right-hand side of this 
expression. The visit order is determined according to the second step of the 
method described in Section 7.4. The fourth ftp scheme (FTP 4) is similar to 
FTP 1, except that the polling table is constructed by the procedure based on 
extremal splittings instead of the Golden Ratio procedure. 
In addition, we consider some 'neighboring' ftp schemes of FTP 1, in which 
the number of visits to one of the queues is either incremented or decremented 
by l; in the ftp scheme indicated by FTP 'mi', the number of visits to Qi is 
decremented by l; in the ftp scheme denoted by FTP 'pi', the number of visits 
to Qi is incremented by 1. 
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To be able to judge the numerical results correctly, we first compare in Table 7.2 
the desired visit frequencies Ji for FTP 1, cf. (7.32), with the realized visit 
frequencies ri = mi/m for the models III through VIII. 

III IV V III IV V 

Ji 0.5679 0.5922 0.2108 r1 0.5625 0.5938 0.2188 

h 0.4321 0.4078 0.7892 r2 0.4375 0.4063 0.7813 

VI VII VIII VI VII VIII 

Ji 0.4252 0.1289 0.1482 r1 0.4375 0.1250 0.1515 

h 0.2221 0.0981 0.0842 r2 0.2188 0.0938 0.0808 

h 0.1918 0.4390 0.4578 r3 0.1875 0.4375 0.4545 

14 0.1609 0.3340 0.3098 r4 0.1563 0.3438 0.3131 

TABLE 7.2. The desired and realized visit frequencies for models III-VIII. 

Table 7.3 contains the mean overall waiting time for the models III through VIII. 
The lines indicated by (7.9) 1 and (7.9) 4 in Table 7.3, give the value of the mean 
waiting time approximation (7.9) for FTP 1 and FTP 4, respectively. Com­
parison of these lines with the preceding lines suggests that the approximation 
(7.9) tends to yield a slight structural overestimation of the mean waiting time, 
as indeed expected for almost constant interarrival times (in view of the as­
sumption EPVk ~ PiEPSCk in Section 7.3). The first line in Table 7.3 gives 
the value of (7.24) for the various models. As remarked earlier, (7.24) provides 
a lower bound for the waiting-time approximation (7.9). In other words, the 
difference between the first line and the lines indicated by (7.9) 1 and (7.9) 4, 
provides an upper bound on how far FTP 1 and FTP 4 can be off in minimizing 
the waiting-time approximation. The difference also gives an indication how 
far FTP 1 and FTP 4 can at most be off in minimizing the true waiting time. 

III IV V 
(7.24) 4.1756 4.1290 3.7425 
FTP 1 4.1604 4.3018 3.6521 
(7.9) 1 4.3997 4.5379 3.8912 
FTP 2 4.0140 4.0301 4.7513 
FTP 3 4.2301 19.152 4.7315 
FTP 4 4.0719 4.2988 3.5831 
(7.9) 4 4.3101 4.5366 3.8221 
FTP pl 4.1863 4.3428 3.6295 
FTP ml 4.0435 4.2536 3.6778 
FTP p2 4.0405 4.4105 3.6490 
FTP m2 4.2148 4.3880 3.6566 
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VI VII VIII 
(7.24) 6.7580 6.1170 5.9773 
FTP 1 7.0327 6.2255 6.4314 
(7.9) 1 7.2695 6.4654 6.6707 
FTP 2 7.1341 7.8523 7.8761 
FTP 3 41.244 9.1655 32.874 
FTP 4 7.2130 6.0879 6.2917 
(7.9) 4 7.4495 6.3243 6.5301 
FTP pl 7.0837 6.2007 6.4459 
FTP ml 6.9831 6.2815 6.4414 
FTP p2 7.0140 6.3226 6.4499 
FTP m2 7.1309 6.4903 6.5360 
FTP p3 7.1098 6.2950 6.4560 
FTPm3 7.0469 6.1906 6.4529 
FTP p4 7.1538 6.1994 6.3943 
FTPm4 7.4608 6.2802 6.4893 

TABLE 7.3. The mean waiting times for models III-VIII. 

The number printed in boldface represents the optimum. For all models, FTP 1, 
FTP 4, and the neighboring schemes of FTP 1 give very similar results; FTP 4 
tends to perform slightly better than FTP 1. Apparently, the procedure based 
on extremal splittings indeed tends to yield a slightly better polling table than 
the Golden Ratio procedure. FTP 2 is on the average slightly worse, while 
FTP 3 is generally bad. The low variability of the arrival, service, and switch­
over processes appears to result in a relative insensitivity to the right choice of 
the visit numbers in the neighborhood of the desired visit numbers. Remember 
that a wrong choice for the visit numbers may still be compensated for in the 
determination of the visit times. 
The fact that in the models III and IV, FTP 2 performs slightly better than 
FTP 1 and FTP 4, may be explained as follows. As observed in Section 7.4, 
the visits to the various queues should be spaced as evenly as possible. For 
FTP 2, the very nature of cyclic polling allows the visits to the various queues 
to be perfectly evenly spaced, whereas for FTP 1 and FTP 4, the desired visit 
frequencies in the models III and IV, cf. Table 7.2, do not even allow the visits to 
be reasonably evenly spaced. In the derivation of the desired visit frequencies, 
the visits to the queues were however assumed to be perfectly evenly spaced. 
The fact that nevertheless FTP 2 performs only slightly better than FTP 1 and 
FTP 4, actually supports the approach used. As Table 7.3 confirms, FTP 2 
is likely to outperform FTP 1 and FTP 4 only when the number of queues is 
small, and the difference in the desired visit numbers not too large. 
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APPENDICES 

Chapter 7 Optimization of fixed time polling schemes 

7.A PROOF OF LEMMA 7.3.l 

Lemma 7.3.1 
Problem (I) is NP-hard. 

Proof 
To prove that problem (I) is NP-hard, we need to show that the decision variant 
of problem (I) is NP-complete. A decision problem is said to be NP-complete, 
if (i) it belongs to the class NP, and (ii) every problem in the class NP is 
(polynomially) reducible to it, cf. Garey & Johnson [105). For brevity, let us 
refer to the decision variant of problem (I) as the decision problem TABLE. 

TABLE reads as follows: given parameters Ai, /3i, si, e;,, Di, Ei, i = 1, ... , n, and 
an arbitrary number r, does problem (I) have a solution which is feasible and 
for which the value of the objective function is not larger than r? 
Obviously, TABLE belongs to the class NP. As the notion of reducibility is 
transitive, it in fact remains to be shown that some known NP-hard problem 
is (polynomially) reducible to TABLE. Here the problem PARTITION turns out 
to be an appropriate choice as known NP-hard problem. PARTITION reads as 
follows: given a set A = { a1 , ... , ap} of p integers, does A include a subset B, 

1 p 
such that E ai = E ai = 2 E ai? 

a;EB a;EA\B i=l 

We now prove that PARTITION is (polynomially) reducible to TABLE. Given an 
instance a1, •.• , ap for PARTITION, construct an instance Ai, /3i, Si, Ci, Di, Ei, 

i = 1, ... , n, and r for TABLE in the following manner. 

n :=p+ 1; 

i=l, ... ,p+l; 

i = 1, ... ,p; (7.35) 

r := ½ (t ai + 2) 2 

•=l 

We now need to prove that a1, ... , ap constitute a 'yes' instance for PARTITION, 

iff Ai, /3i, Si, ci, Di, Ei, i = 1, ... , n, and r as defined in (7.35), constitute a 'yes' 
instance for TABLE. We first show that a1, •.. , ap constitute a 'yes' instance for 
PARTITION, iff there exists a feasible polling scheme (P, T), such that mi = 1, 

p 

i = 1, ... ,p, mp+l = 2, sck = ½ E ai + 1 for both k with pk = p + 1. 
i=l 



7.A Proof of Lemma 7.3.1 137 

{⇒}·The set A = {a1, ... ,av} includes a subset B, such that I:: a; = 
a,EB 

p 

L a;=½ I:: a;. Let us say B = {a;,, ... ,a;.}, A\B = {a;.+,, ... ,a;p}. 
a;EA\B i=l 

Take Pi = p + 1, Pk+1 = ik for k = 1, ... , q, Pq+2 = p + 1, Pk+2 = ik 
p+2 

fork= q+l, ... ,p, Tk = spk, k = l, ... ,p+2. Then SC1 = I:: Tk 
k=q+2 

1 P q+l 1 p 
L ai + 1 = 2 I:: ai + 1, SCq+2 = L Tk = L ai + 1 = 2 Lai+ l. 

a;EA\B i=l k=l a,EB i=l 

1 p 
{ ~} Let us say Pk1 = p + 1, Pk2 = p + 1, k1 < k2. So sck1 = 2 Lai + 1, 

i=l 
p p v+2 

sck2 = ½ L ai+l. Now, using (7.4), C = sck1 +sck2 = L a;+2 = L Spk, 
i=l i=l k=l 

v+2 
while, using (7.3), C = L Tk. Hence, Tk 2: spk, k = 1, ... ,p + 2, im­

k=l 

plies Tk = spk, k = l, ... ,P + 2. Take B = {apk : k1 < k < k2}- Then 
k2-l p p+2 k1-l 

L a; = L Tk = sck2 -Tk1 = ½ L a;, L a; = L Tk + L Tk = 
a;EB k=k1+l i=l a;EA\B k=k2+l k=l 

p 

sck1 - Tk2 = ½ La;. 
i=l 

We now show that there exists a feasible polling scheme (P, T), such that 
p 

m; = 1, i = 1, ... ,P, mp+l = 2, sck = ½La;+ 1 for both k with pk = p + l, 
i=l 

iff A;, /3;, s;, c;, 8;, E;, i = 1, ... , n, and r as defined in (7.35), constitute a 'yes' 
instance for problem TABLE. 

p 

{ ⇒} As before, C = L a;+ 2. So the value of the objective function for (P, T) 
i=l 

is 

½(ta;+ 2)
2 

= r. 
•=l 

{~}Problem (I) with .X;, /3;, s;, c;, 8;, E;, i = 1, ... , n, and r as defined in (7.35) 
has a solution which is feasible, and for which the value of the objective function 
is not larger than r. Using the Lagrangean multiplier technique and the argu­
mentation preceding the formulation of problem (II), it is easily verified that the 
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value of the objective function is not larger than ½ Ct ai + 2) 2 
only for (P, T) 

p 

with mi= R, i = 1, ... ,P, mp+l = 2R, sck = C/mpk, C = E miai + mp+l, 
i=l 

which for R = l yields the result that we have in view. 
□ 

7.B THE GOLDEN RATIO PROCEDURE 

Calculate the numbers g(k) = k<f>- 1 mod 1 with ¢-1 = ½( Js - 1) ~ 0.618034, 
the so-called Golden Ratio, k = 1, ... , m. 

i-1 i 
Let the numbers g(k) with E mj + 1 ::; k::; E mj correspond to the visits to 

j=l j=l 

Qi, i = 1, ... , n. 
Put the numbers g(k), k =I, ... ,m, in increasing order. 
Let the l-th smallest number correspond to the l-th position in P, l = 1, ... , m. 

i-1 i 
Formally, P1r(k) := i for k with E mj + 1 ::; k ::; E mj, 1r representing the 

j=l j=l 

permutation such that g(k) ::; g(l) ~ 1r(k) ::; 1r(l), k, l = 1, ... , m. 

7. C A PROCEDURE BASED ON EXTREMAL SPLITTINGS 

Before we give a detailed description, we first sketch the main motivation be­
hind the procedure. Recall that we want to construct a polling table P that 
approximately minimizes (7.9) for fixed mi and fixed Tk = Dj,k. 
On the one hand, as seen from the argumentation preceding the formulation 
of problem (II), if the visits to the various queues are perfectly evenly spaced, 

n 
then the polling table is optimal. In fact, substituting SCk = E miDt /mpk 

i=l 
into (7.9) yields a lower bound for the value of (7.9) for the optimal table. On 
the other hand, if the visits to the various queues are perfectly evenly spaced, 
then the polling table obviously satisfies the following property: between any 
two consecutive visits to Qi there is exactly one visit to every Qj with mi= mj, 
i =I= j. For brevity, let us refer to this property as property (E). The reverse 
statement does not hold. Even if the polling table satisfies property (E), then 
for arbitrary parameter choices, the subcycle times may still be arbitrarily far 
from equal, and the value of (7.9) may still be arbitrarily far from minimal. 
Nevertheless, if the polling table satisfies property (E), then for reasonable pa­
rameter choices the visits are likely to be reasonably evenly spaced, and the 
polling table is likely to be reasonably good. We therefore use property (E) as 
the main guideline in constructing a polling table. 
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Let M = { mi : i E { 1, ... , n}} be the set of visit numbers that occur. Let 
J(r) = { i E {1, ... , n} : mi = r} be the set of the queues with common visit 
number r for r EM. 
Suppose that one has already constructed a subtable P of size IP I for all the vis­
its to the queues i E Jh), ... , J(r.) with common visit numbers r 1 , ... , rq EM. 
Initially, IPl=O, {r1, .. ,,rq} =0. 
If M\{r1, ... ,rq} f 0, then select a visit number r from M\{r1, ... ,rq}- Con­
struct a subtable Q(r) of size I Q(r) I = r x I J(r) I for all the visits to the 
queues i E J(r), by just concatenating r times an arbitrary sequence of the 
queues i E J(r). Formally, with i1 , ... , iii<r> 1 an arbitrary sequence of the queues 
· J(r) Q(r) · £ · 1 I J(r) I k l Ob · 1 i E , j+(k-1) X IJ(r)I := ij 101' J = , ... , , = , ... , r. VlOUS Y, 
Q ( r) satisfies property (E) . 
Construct subsequently a subtable p(r) of size I p(r) I = I P I + I Q(r) I, by 
inserting the visits from the subtable Q(r) in the subtable P in the following 
manner. Put the visits from Q(r) at positions in p(r) as evenly spaced as pos­
sible, i.e., put the visit at the k-th position in Q(r) at the (k+d(k))-th position 

in p(r), k = l, ... , IQ(r) I- Here d(k) = [(k-1) X l~r~ 
1
], k = l, .. ,, IQ(r) I, 

with [x] denoting the nearest integer to x. Put the visits from P at the re­
maining positions in p(r), i.e., put the visit at the x(l + lo)-th position in P 
at the l-th position in p(r) that is not yet occupied by a visit from Q(r), 

l = l, ... , I P I- Here x(k) = ((k - 1) mod I P I) + 1. Choose lo from 
{1, ... , IP I} such that the objective function (7.9) properly applied to p(r) 

. . . 1 B 11 p(r) Q(r) k l I Q(r) I p(r) p 1s m1mma. orma y, k+d(k) := k , = , ... , , k+l := x(l+lo), 

k = l, ... , I Q(r) I, l = d(k) + 1, ... , d(k + 1). Thus, in p(r) the num­
ber of visits from P between the k-th and (k + 1)-th visit from Q(r) equals 

d(k+l)-d(k)= [k x l~r~
1
]-[(k-1) x l~r~

1
],k=l, ... ,IQ(r)I. This 

distancing is closely related to extremal splittings of point processes, cf. Ha­
jek [116]. Note that the internal visit order from P and Q(r) is maintained. 
Hence, by induction, p(r) satisfies property (E). 
Repeat with P replaced by p(r)_ Finally IPI = m, {r1 , ... ,rq} = M. 

Remark 7.C.1 The above-described method appears to be similar to an al­
gorithm presented in Arian & Levy [12]. Simulation results in [12] suggest that 
the visit numbers r can best be selected from M\ { r 1 , ... , r q} in descending 
order. 

D 
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7.D PROOF OF LEMMA 7.4.l 

Lemma 7.4.1 
The set of linear equations 

m 

Tk = pp,.(l + ep,.) LhktTi + (1 + Dp,.)sp,., k= l, ... ,m, (7.36) 
l=l 

has a unique solution; this solution is non-negative. 

Proof 
Define the matrix A by Aki:= pp,.(l + ep,.)hk1, k,l = 1, ... ,m, and the vector 
b by bk:= (1 + Dp,.)sP,,, k = 1, ... ,m. Then the set of linear equations (7.36) 
may be rewritten as (I - A)T = b. 
Since A is a non-negative irreducible matrix, A has a real eigenvalue µ, which 
is strictly maximal in absolute value, cf. Seneta [163] pp. 3-4. For µ holds 

m m m n 
min E Aki~µ~ max E Aki, cf. [163] p. 8. E Aki= E E pp,. 

1::,l:$m k=l 1::,l:$m k=l k=l i=l {k:P1,=i} 
n n 

(l+ep,.)hk1=P+EeiPi,as E hk1=l,l=l, ... ,m,soµ=p+Eei 
i=l {k:P1,=i} i=l 

n 
Pi• Since bis a non-negative vector, p + E €iPi < 1 implies that (I - A)T = b 

i=l 
has a unique solution T = (I - A)-1b ~ 0, cf. [163] p. 30. 

□ 



CHAPTER 8 

OPTIMAL ALLOCATION OF 

CUSTOMER TYPES TO SERVERS 

8.1 INTRODUCTION 

141 

In the present chapter, we consider a model consisting of several parallel servers, 
which process jobs generated at several distinct sources. Such a model may 
arise quite naturally in a situation where a pool of resources is available for 
performing various kinds of activities. Examples may be found in distributed 

"computer systems, flexible manufacturing systems, and telecommunication net-
works. Another example may be found in a situation where a pool of repair 
crews is available to perform maintenance activities at various installations. 
In such a situation, there is usually some freedom of decision as to which server 
is to process which job at what time. So there is typically a need for a schedul­
ing strategy, i.e., a collection of decision instructions for scheduling the jobs. 
At a global level, decisions need to be made about which server is to process 
which job. Subsequently, at a local level, decisions need to be made about 
the order of service. In this chapter, we mainly focus on the global scheduling 
problem; we hardly touch on the local scheduling problem. Locally, the order 
of service is assumed not to discriminate between the sources from which the 
jobs originated. 
The main function of a global scheduling strategy is load sharing; a strategy 
should make the servers cooperate in sharing the load of the system so as to 
optimize the system performance. Load sharing is also frequently referred to as 
load balancing. The term load balancing arises from the intuition that to opti­
mize the system performance, the load should be balanced among the servers. 
In this chapter, however, we find that the load, in the sense of traffic intensity, 
should not be completely balanced in general. 
Wang & Morris [186] give a comprehensive survey of the overwhelming variety 
of approaches to load sharing in the literature. They identify some fundamen­
tally distinguishing features of load sharing strategies. A first distinction refers 
to the side that takes the initiative in scheduling the jobs. In source-initiative 
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policies, the sources decide to which server to route a job. In server-initiative 
policies, the servers decide from which source to get a job. Consequently in 
source-initiative policies decisions are typically made at arrival epochs, whereas 
in server-initiative policies decisions are usually made at service completion 
epochs (possibly at arrival epochs when servers are idle). Moreover, in source­
initiative policies queues tend to form at the servers, whereas in server-initiative 
policies queues tend to form at the sources. Of course, there are also policies 
conceivable in which both the sources and the servers participate in allocating 
the jobs. 
A second distinction refers to the amount of information that is used in allocat­
ing the jobs. In purely static policies, only information is used about the basic 
characteristics of the system, like the traffic intensities. In dynamic policies, 
also information is used about the actual state of the system, like the queue 
lengths. Evidently, the performance of the system may, in principle, improve 
substantially by using such information in allocating the jobs. However, gath­
ering such information and implementing a sophisticated dynamic allocation 
strategy may involve a considerable communication overhead and complicate 
the operation of the system significantly. Therefore, dynamic policies are not 
necessarily preferable to static policies. 
In this chapter, we assume that customers are allocated to the servers in a 
probabilistic manner; upon arrival customers are sent to one of the servers ac­
cording to a matrix of routing probabilities. Such a load sharing strategy is 
commonly referred to as random splitting. In the taxonomy of Wang & Morris 
[186], random splitting belongs to the class of static source-initiative load shar­
ing strategies. We are interested in the problem of finding a random splitting 
that minimizes a weighted sum of the mean waiting times. 
The novelty of the model lies in the combination of heterogeneous servers (i.e. 
different service rates), heterogeneous sources (i.e. different service times), and 
a fairly general cost function. Buzacott & Shanthikumar [64] consider a version 
of the problem with homogeneous servers and the overall mean waiting time 
as performance measure, which we will discuss later on in greater technical 
detail. Buzen & Chen [65] consider a variant of the problem with a single 
source and the overall mean sojourn time as performance criterion. A nat­
ural approach to deal with heterogeneous servers and heterogeneous sources 
might be to aggregate the different sources into a single source, and then use 
the results of Buzen & Chen. Each server would thus handle a traffic mix of 
the same, heterogeneous, composition, but of possibly different intensity, de­
pending on the processing rate of the servers. In this chapter, however, we 
find that each server should handle a traffic mix as homogeneous as possible. 
For homogeneous sources, Boxma & Combe [41] show that 'pattern' allocation 
outperforms probabilistic allocation, but that the optimal routing probabilities 
of Buzen & Chen provide a reasonable indication for the optimal occurrence 
fractions in 'pattern' allocation. It is likely that similar observations hold for 
heterogeneous sources. 
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Tantawi & Towsley [178], [179] and De Souza e Silva & Gerla [81] consider opti­
mal load balancing models of distributed computer systems consisting of a num­
ber of heterogeneous host computers connected by a communication network. 
A job may be either processed at the host to which it arrives or transferred 
to another host. In the latter case, a transferred job incurs a communication 
delay in addition to the queueing delay at the host on which it is processed. 
The assumptions in [178], [179], and [81] on the service requirements of jobs 
are however somewhat restrictive. 
In some situations, it may be desirable that job classes are not split among 
different servers. In flexible manufacturing systems e.g., such a splitting may 
be undesirable because handling a particular job class usually requires special 
expensive tools. In case job classes are not split among different servers, a 
load sharing strategy is commonly referred to as source partitioning. In view 
of the practical relevance, we are specifically interested in finding an optimal 
source partitioning. For general partitioning problems, Anily & Federgruen [10] 
identify analytical properties of the cost function under which an optimal solu­
tion has a simple structure, thus allowing for a simple solution method. They 
mention the problem of finding an optimal source partitioning as an example 
for which the mean number of waiting customers as cost function (which by 
Little's law is nothing but a specific weighted sum of the mean waiting times) 
does not have such analytical properties. 
The remainder of the chapter is organized as follows. In Section 8.2, we present 
a detailed model description. We then consider the problem of finding an op­
timal random splitting. In Section 8.3, we expose the structure of an optimal 
allocation, and in Section 8.4 we describe for some special cases in detail how 
the structure may be exploited in actually determining an optimal allocation. 
In Section 8.5, we consider the problem of finding an optimal source partition­
ing. We show the problem to be NP-hard, and indicate how the structure of 
an optimal non-deterministic allocation may be used as a heuristic guideline in 
searching for an optimal deterministic allocation. In Section 8.6, we conclude 
with some remarks and suggestions for further research. 

8.2 MODEL DESCRIPTION 

The model under consideration consists of n customer types, attended by m 
parallel non-identical servers. Customers arrive according to Poisson processes. 
The arrival rate of type-i customers is Ai, i = 1, ... , n. The total arrival rate 

n 

is A := I: Ai, Upon arrival customers are routed to one of the servers. Type-i 
i=l 

customers are routed to server j with probability Xij, i = 1, ... , n, j = 1, ... , m. 
The matrix x = (xij) of routing probabilities will be referred to as the (prob­
abilistic) allocation of the customer types to the servers. In case the matrix 
of routing probabilities is 0-1, the (probabilistic) allocation will be referred to 
as deterministic. When processed at server j, type-i customers require ser-
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vice times having distribution Fij(t) = Fi(µjt), i.e., type-i customers require 
amounts of service having distribution Fi(t), while server j has processing rate 
µi. In other words, the servers may have different characteristics, the cus­
tomer types may have different characteristics, but servers cannot 'specialize' 
in some of the customer types. Denote by /3i and .ai2> the first and second 

moment of Fi(t), i = 1, ... , n. We assume Fi(0) < 1, so /3i > 0, f3i2> > 0, 
i = 1, ... , n. Define the traffic intensity associated with type-i customers as 

n 
Pi := Ai/3i, i = 1, ... , n. The total traffic intensity is p := I: Pi• The order 

i=l 
of service is assumed not to discriminate between the various customer types. 
Furthermore, all arrival, service, and routing processes are assumed to be mu­
tually independent. 
The queues that form at the servers are ordinary M/G/1 queues. The arrival 

n 
rate at server j is I: XijAi, Customers that are routed to server j require 

i=l 
n n 

service times having distribution I: XijAiFi(µjt)/ I: XijAi with first moment 
i=l i=l 

[t Xii >.i/3i] / [µi 't, Xii >.i] and second moment [t x;i >.;13;2>] / [µJ 't, Xi; Ai] , 
•=l •=l •=l •=l 

n 
j = 1, ... , m. Define the traffic intensity at server j as I: XijAi/3i, j = 1, ... , m. 

i=l 
Necessary and sufficient ergodicity conditions are 

n 

L Xij Ai/3i < µj' 
i=l 

m 

j = 1, ... ,m. (8.1) 

Denote by µ := I: µi the total processing rate of the servers. Summing 
j=l 

m 
(8.1) with respect to j = 1, ... , m yields p < µ, as I: Xij = 1, i = 1, ... , n. 

j=l 
Throughout the chapter, p < µ is assumed to hold. 
We are interested in the problem of finding an allocation that minimizes a 
weighted sum of the mean waiting times. Therefore, we first derive a formula 
that describes the mean waiting times as function of the allocation matrix 
x = (xij), Denote by Wi the waiting time of an arbitrary type-i customer, 
i = 1, ... , n, i.e., the time from its arrival to the start of its service. Denote 
by V j the waiting time of an arbitrary customer that is routed to server j, 
j=l, ... ,m. 
As the order of service is assumed not to discriminate between the various 
customer types, 

m 

EWi = LXijEVj, 
j=l 

i = 1, .. . ,n. (8.2) 
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As the queues that form at the servers are ordinary M/G/1 queues, 

n (2) L Ai{Ji xij 
i=l j = 1, ... ,m. (8.3) 

Let Ci represent the waiting cost per unit of time of a type-i customer, i 
1, ... , n. We assume Ci > 0, i = 1, ... , n. The mean total waiting cost per unit 

n 
of time amounts to I:; ci>..iEW;. Using (8.2) and (8.3), 

i=l 

(8.4) 

8.3 FINDING AN OPTIMAL RANDOM SPLITTING 

In this section, we consider the problem of finding an optimal random split­
ting, i.e., a probabilistic allocation of the customer types to the servers that 
minimizes the mean total waiting cost per unit of time. Using (8.1) and (8.4), 
we formulate the problem as follows. 

Problem (I). 

minimize 

subject to 
n 

I: >..;{J;xij < µj, 
i=l 
m 

j = 1, ... ,m; 

I:xij = 1, i = l, ... ,n; 
j=l 

Xij 2:: 0, i = 1, ... , n, j = 1, ... , m. 

(8.5) 

Problem (I) is a non-linear programming problem. It is easily verified that the 
objective function /(·) is not convex, so that it is not guaranteed that there 
exists a unique Kuhn-Tucker point. Moreover, finding a Kuhn-Tucker point is 
not quite straightforward. 
All in all there is not an obvious way of solving problem (I). Nevertheless, 
if one were merely interested in computing an optimal allocation for some 
given parameters, then one could in principle proceed to solving problem (I) 
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by standard non-convex programming techniques. That is however not what 
we are interested in here. What we are primarily interested in, is obtaining 
some insight into the structural properties of an optimal allocation. We will 
show that an optimal solution of problem (I) indeed has a very characteristic 
structure. As secondary motivation, the structural properties not only provide 
some insight, but are also very useful in computing an optimal allocation. In 
Section 8.4, we will describe how in cases with identical servers where all the 
customer types are in a sense ordered, the structure may be exploited in a very 
simple manner in actually computing an optimal solution of problem (I). In 
these cases, there exists a unique Kuhn-Tucker point that has the structure of 
an optimal solution. So it is guaranteed that this Kuhn-Tucker point is the 
optimal solution. Moreover, finding this Kuhn-Tucker point is comparatively 
straightforward in these cases. In cases where not all the customer types are 
ordered, the structure may still be exploited in determining an optimal solution 
of problem (I), but not in such a simple manner. In Section 8.5, we indicate 
how the knowledge of the structure of an optimal solution of problem (I) may 
also be used as a guideline in heuristically solving the NP-hard integer version 
of problem (I) (integer Xij 's). 

We now expose the structure of an optimal allocation x*. We first introduce 
some notation. For a given allocation x, define Ki(x) := {i I Xij > O} to 
be the index set of the customer types (partially) allocated to server j. De-

{ ( ci 1i2> ) } ( e; rP> ) fine Ai(x) := /3i, hi I i E Kj(x) to be the set of /3i, hi -values 

corresponding to the customer types allocated to server j. Denote Pj(x) := 
int(conv(Aj(x))), with int(conv(·)) denoting the interior of the convex hull. 

The set Pj(x) may be interpreted as the global range of ; , /3~i -values ( (2)) 

corresponding to the customer types allocated to server j. Denote 

Bj(X) := [t Ai/3}2>xii] / [µi (µi - t Ai/3ixii)] , 

Cj(X) := [t AiCiXij l / [µj (µj - t Ai/3iXij) l · 
The numbers Bj(x) and Cj(x) may be interpreted as measures for the '/3~2) //3i­
weight' and the 'ci//3i-weight' associated with the customer types allocated to 
server j. 

We now expose the structure of an optimal allocation x* in terms of the corre­
sponding sets Pi(x*). Intuitively, it is to be expected that an optimal allocation 
will satisfy one of the following two (in general mutually exclusive) 'extremal' 
properties. 
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(i). Each server handles a traffic mix of the same composition ( e.g. xii = µi / µ, 
i = 1, ... , n, j = 1, ... , m), so that the traffic mix at each server is completely 
heterogeneous; 
(ii). Each server handles a traffic mix as homogeneous as possible, so that 
different servers deal with traffic mixes of a completely different composition. 
The next Lemma says that an optimal allocation in fact satisfies the second 
property (so the first one is not satisfied in general). 

Lemma 8.3.1 
Pi'(x*) n Pj"(x*) = 0 for j' =f. j". 

In other words, if (;:,,Bf)) E Pj(x*), then xtj = l. 

Proof 
See Appendix 8.A. 

D 

~=:::::n:::(t;f )-::::•:::::::.:::.:';;::,::::~: 
deal with different traffic mixes. The next Lemma says that different traffic 
mixes may however not involve an arbitrarily different ',Bi2) / ,Bi-weight' and 
'ci/ ,Bi-weight'. 

Lemma 8.3.2 
If Bj,(x*) :2: Bj11(x*), Cj,(x*) :2: Cj11(x*), 
then µi'Bi'(x*)Ci'(x*) ~ µj"Bj"(x*)Cj"(x*). 

Proof 
See Appendix 8.B. 

D 

Lemma 8.3.2 states that if one server carries both larger Bj(x*) and Cj(x*) 
than another, then it cannot carry larger µjBj(x*)Cj(x*) as well. 

In the remainder of this section, as well as in the next section, we consider 
the case of identical servers, i.e., µj = µ/m, j = 1, ... , m. Lemma 8.3.2 then 
states that it is no longer possible that one server carries both larger Bj(x*) 
and Cj(x*) than another. 

Corollary 8.3.1 
Bj,(x*) :2: Bj11(x*)-¢=> Ci'(x*) ~ Cj11(x*). 

We now assume that the servers are indexed such that Bi' (x*) > Bj" (x*), 
Ci'(x*) ~ Cj11(x*) for j' < j". 
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Lemma 8.3.3 
Assume xi'j' > 0, xi"j" > 0. 

If Ci' < Ci" f3t2) > f3t~) ( Ci' f3t2)) -/:- ( Ci" f3;,~)) then j' < j". 
,Bi, - /3i 11 ' /3i' - /3i 11 ' /3i' ' /3i 1 /3i11 ' /3i" ' -

Proof 
See Appendix 8.C. 

□ 

Lemma 8.3.3 states that expensive, calm (cheap, wild) customer types with 
large (small) e;/f3i and small (large) f3; 2) /(Ji should be sent to servers with 
small (large) Bj(x*) and large (small) Cj(x*), thus experiencing a small (large) 
waiting time. (Note that Bj(x) is in fact twice the mean waiting time at server 
j for allocation x.) Lemma 8.3.3 does however not indicate what should be done 
with expensive but wild (cheap but calm) customer types with large (small) 
ci/ f3i and large (small) f3;2) / f3i- Indeed, it depends not only on their own 
individual ci/ f3i and (3;2) / f3i, but also on some other less easily quantifiable 
factors, whether they should be sent to servers with small Bj(x*) and large 
Cj(x*), or with large Bj(x*) and small Cj(x*). 
Lemma 8.3.3 allows us to strengthen the statements on the clustering of the 
customer types in Lemma 8.3.1. We first introduce some additional notation. 
Define 

{ 
Ci (3(2) ( Ci i 2) ) } 

Qj(x):= LJ (y,z):y~(3-'z2: (3•- ,(y,z)-f:. (3-'-(3'- , 
iEK;(x) i i i i 

{ 
Ci i 2) ( Ci (3(2)) } 

Rj(x):= LJ (y,z):y2:(3_,z~ (3•- ,(y,z)-/:- (3-' (3•- . 
iEK;(x) i i i i 

Denote Sj(x) := Qj(x) n Rj(x), Tj(x) := Pj(x) U Sj(x). See Figure 8.1, where 
the bold dots constitute the set Aj(x). The area inside the dotted lines corre­
sponds to the set Pj(x). The rectangular area represents the set Sj(x). 

Lemma 8.3.4 
Tj, (x*) n Tj" (x*) = 0 for j' -/:- j". 

In other words, if (;:,(Ji:)) E Sj(x*), then xij = 1. 

Proof 
See Appendix 8.D. 

□ 
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Lemma 8.3.4 suggests that in the case of identical serv(ers, t~~) c)ustomer types 

should be clustered according to the corresponding ;: , /Jhi -values in an 

even stronger sense than stated earlier in Lemma 8.3.1. 

13(2) 
'--'---­

/3; 

E.i.. 
/3; 

FIGURE 8.1. The sets Pi(x) and Si(x). 

The optimality of clustering as exposed in the previous Lemma's suggests that 
the optimal routing probabilities are almost all equal to either O or 1. Although 
the settings are quite different, the latter observation strongly reminds of the 
vertex-allocation theorem for the optimal routing of single customer chains in 
closed product-form networks, saying that each customer should consistently 
select the same server for each request type, rather than choose probabilistically, 
cf. Cheng & Muntz [67], Tripathi & Woodside [180], Woodside & Tripathi [189]. 

8.4 THE CASE OF ORDERED CUSTOMER TYPES 

In this section, we show how the structure, as characterized in the Lemma's 
of the previous section, may be exploited in computing an optimal allocation. 
We make the following assumption. 

Assumption 8.4.1 
The customer types are ordered such that 

(2) . (2) ( (2)) ( (2)) Ci' Ci11 /3i, /3i,, Ci' /Ji, Ci" /3i" -<-->- --- f --
/3i1 - /3i 11 ' /3i1 - /3i 11 ' /3i1 ' /3i 1 /3i" ' /3i" 

for i' < i". 
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£i. 
/3; 

FIGURE 8.2. The case of ordered customer types. 

Note that if Assumption 8.4.1 is satisfied, then Pj(x) ~ Si(x), so that Tj(x) = 
Sj(x). Lemma 8.3.4 then provides a very strong characterization of an optimal 
allocation, see Figure 8.2, where the rectangles represent the sets Tj(x) for an 
instance with m = 3 servers and n = 16 customer types. The fact that the sets 
Tj ( x) do not intersect, completely determines their 'position', so that only the 
problem remains to determine their 'size'. In cases where the customer types 
are not ordered, the structure may still be exploited in actually determining 
an optimal allocation, but not in such a simple manner. 

Theoretically speaking, Assumption 8.4.1 is somewhat restrictive. However, 
there are several cases of practical interest that satisfy Assumption 8.4.1. 

Case i. e;,/ f3i = 'Y, i = 1, ... , n. 
In other words, the waiting costs per unit of time are proportional to the mean 
service times. This is the case when the goal is minimizing the mean amount 

n 
of waiting work, I: PiEWi, Minimizing the mean amount of waiting work is 

i=l 
equivalent to minimizing the mean total amount of work, since the difference, 

the mean amount of work in service always equals ½}: Ai/3?), irrespective of 
i=l 

the allocation x. When the customer types have the same mean service time, 
minimizing the mean amount of waiting work is also equivalent to minimizing 
the overall mean waiting time. 
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For cd f3i = 'Y, i = 1, ... , n, Corollary 8.3.1 reduces to 

In particular, 
n n n n 

L >-.if3ixij' = L >-.if3ixij" ¢::::::> L Ai/3;2) xij' = L Ai/3? xij". (8.6) 
i=l i=l i=l i=l 

For ci/ f3i = 'Y, i = 1, ... , n, the set Tj(x) reduces to the line-segment 

{ 13\2) l2)} 
('Y, z) I min -• - < z < max -• - . 

iEK;(x) /3i iEK;(x) /3i 

Thus, Lemma 8.3.4 says that the customer types should be clustered according 
to the corresponding 13;2) / /3i-values. This means that 

j = 1, ... , m, can only hold when all the customer types not only have the same 
ci/ /3i = 'Y, but also happen to have the same /3?) //3i, which is not the case in 

n n 

general. In view of (8.6), we may thus conclude that I: Ai/3ixij' =/:- I: Ai/3ixij", 
i=l i=l 

i.e., the total load should not be completely balanced in general. 

C .. 13(2)//3· - {: . - 1 ase zz. i , - u, z - , ... , n. 
In other words, the mean residual service times are constant. This is the 
case when the customer types have the same service time characteristics, but 
different priorities, reflected in different waiting costs per unit of time. 
For /3i2) //3i = o, i = 1, ... , n, Corollary 8.3.1 reduces to 

n 

L AiCiXij" < __ i=_l ____ _ 
n 

µ/m - L Ai/3ixij" 
i=l 

In particular, 
n n n n 

L Ai/3iXij' = L Ai/3iXij" ¢::::::> L AiCiXij' = L AiCiXij". (8. 7) 
i=l i=l i=l i=l 

For /3?) / /3i = o, i = 1, ... , n, the set Tj(x) reduces to the line-segment 

{( ) I . Ci Ci} y, o mm -13 < y < max -13 . 
iEK;(x) i iEK;{x) i 
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Thus, Lemma 8.3.4 says that the customer types should be clustered according 
to the corresponding ci/ /3i-values (which strongly reminds of the cµ-rule, cf. 
(151], although the cµ-rule in fact refers to the order of service of customer 
types, rather than the clustering of customer types). This implies that 

j = 1, ... , m, can only hold when all the customer types not only have the 
same f3i 2) / /3i = 8, but also happen to have the same ci/ f3i, which is not the 

n 
case in general. In view of (8.7), we may thus again conclude that ~ >.if3ixTi' 'I 

i=l 
n 

~ >.if3ixfi", i.e., the total load should not be completely balanced in general. 
i=l 

Case iii. Ci = c, i = 1, ... , n, f3i 1 S f3i 11 <:===> f3i,2) / f3i 1 S f3i,~) / f3i 11 • 

In other words, the waiting costs per unit of time are constant. This is the 
case when the goal is minimizing the overall mean waiting time. Moreover, a 
larger mean service time corresponds to a larger mean residual service time. 
For the majority of meaningful service time distributions this is indeed the case. 
Lemma 8.3.4 then says that the customer types should be clustered according 
to the corresponding /3j-values. Again, it may verified that the total load should 

not be completely balanced, unless the values of >.i, f3i, f3;2) happen to satisfy 
some very specific relationships. 

Remark 8.4.l 
Buzacott & Shanthikumar (64] consider the problem of finding an optimal 
allocation in the case Ci = c = 1, i = 1, ... , n, i.e., the goal is minimizing 
the mean overall waiting time. In addition, they require that the total load be 

n 
balanced, i.e., ~ PiXij = p/m, j = 1, ... , m. They show that if the agreeability 

i=l 
condition f3i, S /3i" <:===> f3i,2) / /3i' S f3i,~) / /3i" is satisfied, then the customer 
types should be clustered according to the corresponding /3i-values, as we also 
concluded in Case iii. above, without requiring that the total load be balanced. 
In fact, we concluded in Case iii. that the total load should not be completely 
balanced in general. 

D 

We now describe a method for determining an optimal allocation in cases that 
satisfy Assumption 8.4.1. Here we sketch the main idea of the method. In 
Appendix 8.E, we describe the method in greater detail. 
Denote by Xj = (x1j, ... ,Xnj) the allocation to server j. From Lemma 8.3.4 
we know that the structure of an optimal allocation is such that (i) x; = 
(O, ... ,O,xt,.j,l, ... ,1,xf,.,i'O, ... ,O) with i'j = max{i I xti > O}, i'j = ii+I· 

J J 
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This knowledge, together with (ii) { :~~:~} = { a:.:(x_~1 } , allows 
'; 3 l:i:=:i:• ';+i3 l:i:=:i:• 

us to essentially reduce the search for an optimal allocation in n x m dimensions 
n 

to a binary search with regard to s1 = E Xi1. 
i=l 

Step 1. Determine a lower and an upper bound for si. 
Step 2. Make an estimate s1 for si, somewhere in between lower and upper 
bound, which directly determines x1 . 

Step 3. Given Xj, determine Xj+i; for j = 1,2, ... ,m -1, from (i), (ii). In 
Appendix 8.E, we show that through (i), (ii) Xj uniquely determines Xj+i, 
j = 1,2, ... ,m-1. 
Step 4. Sooner or later one either runs out of servers or out of customer types. 
If one runs out of servers, then apparently s1 < si, so then replace the old 
lower bound by s1. If one runs out of customer types, then apparently s1 > si, 
so then replace the old upper bound by s1 . Repeat the procedure until lower 
and upper bound are considered to be sufficiently close. 

We now consider some examples illustrating that the load should indeed not be 
completely balanced in general. We assume that there are m = 4 servers and 
n = 4 customer types. We take (µ1,µ2,µ3,µ4) = (1,1,1,1), (>.1,>.2,>.3,,\4) = 
a(8,8,1,1), (/31,/32,/33,/34) = (1,2,4,8), so (p1,P2,p3,p4) = 4a(2,4,1,2). We 
take successively a = 0.01, a = 0.05, a = 0.10, a = 0.11, so successively 
p = 0.36, p = 1.80, p = 3.6, p = 3.96. We assume that /3?) = K-/3f, i = 1, ... , n, 
so that the agreeability condition is trivially satisfied. Note that K- influences 
the value of the objective function f(,) linearly, so that an optimal allocation 
is independent of K-. We compare the value of the objective function f(,) with 
K- = 1 for each of the following three allocations: 
(i). xs, the completely symmetric allocation, i.e., xi = 1/m, i = 1, ... , n, 
j = 1, ... ,m; 

n 
(ii). x 8 , the optimal allocation with rj(x8 ) = E PiXZ = p/m, j = 1, ... ,m; 

i=l 
(iii). x*, the true optimal allocation computed by the method of Appendix 8.E; 

n 
as well as the rj(x*) = E PiXij for the latter allocation. Table 8.1 contains the 

i=l 
results for the case Ci = c = 1, i = 1, ... , n, like in Buzacott & Shanthikumar 
[64], i.e., f(x) measures (twice) the overall mean waiting time for allocation x. 

Q /(a:") /(:z:D) /(a:*) r; r; r; r! 
0.01 0.05934 0.03747 0.03728 0.0876 0.0916 0.0986 0.0822 
0.05 2.4545 1.5500 1.5468 0.4463 0.4502 0.4673 0.4362 
0.10 54.100 34.100 34.086 0.8999 0.8980 0.9030 0.8992 
0.11 653.40 412.61 412.46 0.9900 0.9897 0.9903 0.9900 

TABLE 8.1. Value of objective function for x 8 , xs, and x* with Cj = c = 1. 
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Table 8.1 supports the conclusion that in general the load should not be com­
pletely balanced, but suggests that for Ci = c, i = 1, ... , n, the quality of x 8 

tends to match that of x*. 
Table 8.2 contains the results for the case Ci = /3i, i = 1, ... , n, i.e., J(x) mea­
sures (twice) the mean amount of waiting work for allocation x. 

Cl< /{:z:") /{:z:"') /{:z:*) r; r; r; r! 
0.01 0.11868 0.11868 0.10477 0.0553 0.0647 0.1140 0.1260 
0.05 4.9091 4.9091 4.3542 0.3366 0.4105 0.5000 0.5528 
0.10 108.00 108.00 94.941 0.8464 0.9024 0.9162 0.9351 
0.11 1306.8 1306.8 1149.7 0.9840 0.9904 0.9917 0.9938 

TABLE 8.2. Value of objective function for x 8 , x 8 , and x* with Cj = /3i· 

Table 8.2 suggests that for Ci =I c, i = 1, ... , n, the quality of x8 in comparison 
with x* tends to deteriorate. 

8.5 FINDING AN OPTIMAL SOURCE PARTITIONING 

In this section, we consider the problem of finding an optimal source partition­
ing, i.e., a deterministic allocation of the customer types to the servers that 
minimizes the mean total waiting cost per unit of time. Using (8.1) and (8.4), 
we formulate the problem as follows. 

Problem (II). 

minimize 

subject to 
n 

L Ai/3iXij < µj' 
i=l 
m 

LXij = 1, 
j=l 

Xij E {0, l}, 

(8.8) 

j = 1, ... ,m; 

i = 1, ... ,n; 

i = 1, ... ,n, j = l, ... ,m. 

Problem (II) is a non-linear integer programming problem. Finding a feasible 
solution of problem (II) is equivalent to packing n elements of size P1, ... , Pn in 
m bins of capacity µ1, ... , µm, which is known to be NP-hard for m 2: 2, even 
in the case µi = µ/m, cf. Garey & Johnson [105]. Finding an optimal solution 
is of course at least as hard as finding a feasible solution of problem (II). 
Thus, even in the case of identical servers, there is not likely to be an effi­
cient way of solving problem (II), which motivates a heuristic approach. Since 
even finding a feasible solution of problem (II) is NP-hard, we have to take for 
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granted however that heuristic methods cannot be guaranteed to yield even a 
feasible solution. Globally speaking, the larger n and the larger µ - p, the more 
feasible solutions there are and the more likely heuristic methods are to yield a 
feasible solution of problem (II). From a practical point of view, neither small 
n nor very small µ - p are of great concern with respect to solving problem 
(II). For small n, the NP-hardness of problem (II) does not really matter, so 
that it may be wiser to decide solving problem (II) by an enumerative method. 
For very small µ - p, the system will be critically loaded anyway, so that it 
may be. wiser in the design of the system to decide employing an extra server. 

Below we indicate how the structure of an optimal solution of problem (I), the 
non-integer version of problem (II) (xi;'s non-integer), may be used as a guide­
line in heuristically solving problem {II). To illustrate the specific complexity 
of problem {II), in comparison with problem (I), we first consider the special 
case of identical servers, i.e., µj = µ/m, j = 1, ... , m, and 'almost' identical 

. ( Ci ,8}2) ) . customer types, 1.e., ,Bi, ,Bi = (-y, 8), i = 1, ... , n. 

Minimizing f(x) then reduces to minimizing g(x) defined as 

m ( f: PiXij r 
g(x) := L i=l n 

j=l µ/m - E PiXi • 
i=l J 

n 
In a sense, minimizing g(x) amounts to making E PiXij for all j = 1, ... , m 

i=l 
n 

as equal as possible. In particular, if E PiXij = p/m for all j = 1, ... , m, then 
i=l 

g(x) is certainly minimal, cf. Lemma 8.3.2. So an optimal solution of problem 
{I) is simply x;j = 1/m, i = 1, ... , n, j = 1, ... , m. Due to the integrality 
conditions, an optimal solution of problem (II) is however not so simple to 
obtain. 
Minimizing g(x) is strongly related to minimizing h(x) defined as 

n 

h(x) := . max LPiXij• 
J=l, ... ,m i=l 

Just like minimizing g(x), minimizing h(x) in a sense amounts to making 
n n 
E PiXij for all j = 1, ... ,mas equal as possible. In particular, if E PiXi; = 
i=l i=l 
p/m for all i = 1, ... , n, then h(x) is certainly minimal, again just like g(x). 
Form ~ 2, minimizing h(x) is completely equivalent to minimizing g(x). In 
machine scheduling, minimizing h{ x) is known as minimizing the makespan of n 
jobs of length Pl, ... , Pn on m parallel identical machines, which is known to be 
NP-hard form~ 2, cf. Garey & Johnson [105). {Of course this is not very sur­
prising, knowing that packing is already NP-hard; minimizing the makespan is 
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equivalent to packing the jobs in m bins of capacity as small as possible, which 
is of course at least as hard as packing the jobs in m bins of given capacity.) 
A prominent family of heuristics for minimizing the makespan is the class of list 
scheduling rules. Characteristically of list scheduling rules, jobs are successively 
selected in order of appearance on some prespecified list, to be assigned to the 
machine with the least total processing time already assigned. The worst-case 
ratio for a list scheduling rule is 2 - 1/m, cf. [110]. Evidently, the list ordering 
is the critical factor for the performance of a list scheduling rule. There is e.g. 
always a list ordering for which the list scheduling rule yields an optimal sched­
ule. The worst-case instances suggest that the performance of a list scheduling 
rule may be better when jobs are selected in order of non-increasing Pi, which 
features the LPT {Longest Processing Time) rule. Indeed, the worst-case ratio 
for the LPT rule is 4/3-1/(3m), cf. [111). Of course, a worst-case ratio renders 
an inherently sombre picture, which not necessarily reflects the average perfor­
mance. Probabilistic analysis reveals that the average performance of the LPT 
rule is indeed considerably better than the worst-case ratio may suggest, cf. 
[70]. 
Although minimizing h{x) is closely related to minimizing g(x), measures of 
the good performance with regard to h(x) do not immediately carry over to 
measures of a good performance with regard to g(x). The crux is that g(x) 
is substantially more sensitive to suboptimality than h(x); the larger the total 
traffic intensity, the more sensitive. 

So far, we considered the special case of identical servers and 'almost' identical 
customer types, in which it was easy to conclude that the total traffic stream 
should be balanced among the servers. Due to the integrality conditions, it 
was however not so easy to accomplish an exactly balanced division. Return­
ing now to the general case, we cannot expect the picture to be brighter. On 
the contrary, in the general case it is not even known how exactly the total 
traffic stream should be divided among the servers, not to mention the prob­
lem of accomplishing a desirable division. 
We now indicate how the structure of an optimal solution of problem (I) may be 
used as a guideline in heuristically solving problem (II). Since the cost structure 
of problem (II) and problem (I) do not differ, there is no reason to believe that 
the structure of an optimal solution of problem (II) and problem (I) will dra­
matically differ. Globally speaking, the larger n and the larger µ - p, the more 
feasible integer allocations there are and the more the structure of an optimal 
integer allocation is likely to resemble the structure of an optimal non-integer 
allocation. As mentioned earlier, from a practical point of view, neither small 
n nor very small µ - p are of great concern with respect to solving problem 
(II). There are several options as to how the knowledge of an optimal solution 
of problem (I), the non-integer version of problem (II), may be used in heuris­
tically solving problem (II). 
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Option 1. 
A first option is to construct an integer allocation, starting from an optimal 
non-integer allocation. One may e.g. somehow round an optimal non-integer 
allocation x* to an integer allocation x**, taking into account the condition 
m 

L xtJ = 1, i = 1, ... , n, i.e., xtJ = 1 for j = ji, x't1* = 0 for j =I- ji, for some 
j==l 

ji with xt1, > 0, j = 1, ... , m. As mentioned earlier, the optimality of cluster­
ing suggests that an optimal non-integer allocation is in fact 'almost' integer. 
Thus, rounding may be expected to yield quite acceptable results. The main 
drawback is that an optimal non-integer allocation is needed, which is not so 
simple to obtain in cases with non-identical servers or where the customer types 
are not ordered. 

Option 2. 
A second option, which to some extent meets the drawback of the first option, 
is to construct an integer allocation, not starting from an optimal allocation 
itself, but from the structure. One may e.g. select the best from all integer al­
locations that satisfy Lemma 8.3.1, i.e., P1, (x*) n PJ'' (x*) = 0 for j' =I- j". It is 
easily verified that the best of all integer allocations that satisfy Lemma 8.3.1 
is at least as good as the best integer allocation obtained from rounding an 
optimal non-integer allocation. The main drawback is that such a procedure, 
although polynomial in n for fixed m, may prove to be rather time-consuming. 

Option 3. 
A third option, which to some extent meets the drawback of the second op­
tion, is to construct an integer allocation, again starting from the structure 
of an optimal integer allocation, but not so rigorously. One may e.g. select 
the best from not all but some proper subclass of integer allocations that sat­
isfy Lemma 8.3.1, i.e., integer allocations that satisfy Uj'(x) n U111(x) = 0 
for j' =/:- j" for some U1(x) 2 P1(x), j = l, ... ,m. One may define e.g. 

U1(x) := [ min Ci//3i, max c;//3i] x [ min /3;2) //3i, max /3;2) //3i], thus 
iEK;(x) iEK;(x) iEK;(x) iEK;(x) 

blowing up the sets P1(x) to rectangles, so that indeed P1(x) ~ U1(x), j = 
l, ... ,m. 

8.6 CONCLUDING REMARKS AND SUGGESTIONS FOR 

FURTHER RESEARCH 

We have considered the problem of finding an allocation that minimizes the 
mean total waiting cost per unit of time. We have shown (that t?{i )customer 

types should be clustered according to the corresponding ;: , /3~i -values, 

and we described for some special cases in detail how that property may be 
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exploited in computing an optimal allocation. In other cases ( e.g. when the 
customer types are not ordered in the sense of Assumption 8.4.1), that prop­
erty may still be exploited in calculating an optimal allocation, but not in such 
a simple manner. An interesting topic for further research might be to de­
velop efficient (heuristic) methods for this. Furthermore, we have considered 
the problem of finding an optimal deterministic allocation. We have shown the 
problem to be NP-hard, and indicated how the structure of an optimal non­
deterministic allocation may be used as a heuristic guideline in searching for 
an optimal deterministic allocation. An interesting topic for further research 
might be to investigate the quality of the proposed heuristics, either in a the­
oretical framework or by numerical experiments. In either way, the quality of 
the heuristics may be judged by comparison with the optimal non-deterministic 
allocation, which provides a lower bound for the optimal deterministic alloca­
tion. 
In this chapter, we have focused on the global scheduling problem; we have 
hardly touched on the local scheduling problem. We assumed the order of ser­
vice not to discriminate between the various customer types. When the order of 
service does discriminate between the various customer types, the expressions 
for the mean waiting times are more complicated. However, for cd /Ji = "I, 
i = 1, ... , n, for some "/, the results of this chapter still hold. Minimizing the 

n 

mean total waiting cost per unit of time I: CiAiEWi then amounts to min­
i=l 

n 

imizing the mean amount of waiting work I: PiEWi. Minimizing the mean 
i=l 

amount of waiting work is equivalent to minimizing the mean total amount of 
work, since the difference, the mean amount of work in service, always equals 

½ I: Ai/3}2), irrespective of the allocation x. A sample path comparison shows 
i=l 

however that the total amount of work is not influenced by the local schedul-
ing strategy, which property is frequently referred to as work conservation. 

n 
As a consequence, minimizing I: PiEWi is completely insensitive to the local 

i=l 
scheduling strategy. 
In this chapter, we implicitly assumed the various customer types to be served 
without any interruptions. In some situations changing over from one cus­
tomer type to another may however require a non-negligible switch-over time 
(e.g., tool changing in a flexible manufacturing system, traveling in the case of 
a repair crew visiting various installations). When the switch-over times are 
non-negligible, the expressions for the mean waiting times are more compli­
cated. For some local scheduling strategies, so-called pseudo-conservation laws 

n 
provide comparatively simple expressions for I: PiEWi, but these expressions 

i=l 
appear to be less amenable to optimization procedures than the objective func-
tion (8.4). 
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In this chapter, we assumed that any customer type could, in principle, be 
allocated to any server. In some situations, it may however occur that some 
customer types cannot be allocated to some servers, or that some customer 
types cannot be combined. Such restrictions may be translated into additional 
constraints on the routing probabilities, the Xii 's. It would be interesting to 
investigate how those restrictions on the Xii 's affect the structure of an optimal 
allocation. 
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APPENDICES 

8.A PROOF OF LEMMA 8.3.l 

Lemma 8.3.1 
Pi' (x*) n Pj" (x*) = 0 for j' =/. j". 

In other words, if (;, /3x)) E Pj(x*), then xtj = 1. 

Proof 
Suppose not. So, by definition of Pj(x*), there exist ko, j', j", j' =/. j", such 
that 

(8.9) 

with xkoi' > 0, xkj" > 0, Ok ~ 0, k E Kj1 1 (x*), E Ok = 1. Moreover, 
kEK;11 (a:•) 

not all the points ;: , 13;k with Ok > 0 lie on a line, i.e., there is no linear ( (2)) 

equality that is satisfied by all the points ;: , f3Jk with Ok > 0. ( (2)) 

Now consider f { Bf(x) - Bf(x)} and f {Bf(x) - Bf(x)} , which 
8xkoj" 8Xkoj' la:=a:• 8Xkj' 8Xkj" ia:=a:• 

measure the first-order effect on f(x) around x* of transferring a fraction f of 
customer type k0 from server j' to server j" and transferring a fraction f of 
customer type k from server j" to server j', respectively, k E Kj" (x*). Since x* 
is an optimal solution of problem (I), the first-order effect on f (x) around x* 
of transferring a customer type from one server to another cannot be negative, 

i.e., { 8/(x) _ 8/(x)} ~ O, { 8/(x) _ 8/(x)} ~ O, k E Ki',(x*), 
8Xkoj" 8xkoj' ia:=a:• 8Xkj' 8Xkj" la:=a:• 

as may also be formally verified from the Kuhn-Tucker conditions. 
From (8.9), 

So 



8.8 Proof of Lemma 8.3.2 161 

As { 8f(x) - 8f(x)} ~ 0, ak {. 8f(x) - 8f(x)} ~ 0, k E Kj" (x*), 
8Xkoj" 8Xkoj' 1:c=:c• 8Xkj' 8Xkj" 1:c=:c• 

we conclude that O'.k { aaJ(x) - aaf(x)} = 0, k E Kj',(x*). 
Xkj' Xkj" 1:c=:c• 

Differentiating f ( ·) once, 

aJ(x) (2) 
axii = AiCiBi(x) + >,.if3i Cj(x) + Ai/3iµ1Bj(x)Cj(x). (8.10) 

13(2) 
So, Ck (BJ'(x*) - Bj"(x*)) + _k_ (CJ'(x*) - Ci"(x*)) = µ111BJ',(x*)Cj"(x*) 

f3k f3k 

- µ1,Bi,(x*)Cj,(x*) for all the points (;:, 13):)) with ak > 0, i.e., there is 

a linear equality that is satisfied by all the points ( Ck 13i2)) with ak > 0. 
f3k, f3k 

Contradiction. 

8.B PROOF OF LEMMA 8.3.2 

Lemma 8.3.2 
If BJ'(x*) ~ Bju(x*), Ci,(x*) ~ Cj"(x*), 
then µj'Bj'(x*)Cj,(x*) ~ µi"Bi11(x*)Cj11(x*). 

Proof 
Suppose not, i.e., 

Bj,(x*) ~ Bi"(x*),Cj,(x*) ~ Ciu(x*), 

µi,Bi,(x*)Cj,(x*) > µi"Bi"(x*)CJ',(x*). 

Take ko such that xkoi' > 0. 

□ 

(8.11) 

Now consider f { 8
8 J(x) - 8

8 f (x) } , which measures the first-order effect 
Xkoj" Xkoj' l:c=:c• 

on f(x) around x* of transferring a fraction f of customer type ko from server 
j' to server j". Since x* is an optimal solution of problem (I), the first-order 
effect on f(x) around x* of transferring a customer type from one server to 

another cannot be negative, i.e., { 8
8f(x) - 8

8f(x)} ~ 0, as may also be 
Xkoi" Xkoj' l:c=:c• 

formally verified from the Kuhn-Tucker conditions. 
From (8.10), if (8.11) were to hold, 

{ 8f(x) _ 8f(x)} = 
8Xkoj" 8Xkoj' 1:c=:c• 
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Contradiction. 
□ 

8.C PROOF OF LEMMA 8.3.3 

Lemma 8.3.3 
Assume xt,3, > 0, x:;,,3,, > 0. 

If Ci' < Ci" f3t2) > (3~,~) ( Ci' (3~,2)) # ( Ci" f3t~)) then j' < j". 
f3i, - /31 11 ' /3i1 - /3i 11 ' /3i1 ' /3i1 /3i11 ' /3i 11 ' -

Proof 
S t . * > 0 * > 0 ., ..J. .,, uppose no , 1.e., xi' 3, , xi" j" , J .,.. J , 

(8.12) 

Now consider e: { aJ(x) - aJ(x)} and e: { aJ(x) - aJ(x) } , which 
8xi'j" 8xi'j' l:i:=:i:• 8xi"j' 8xi"j" l:i:=:i:• 

measure the first-order effect on f ( x) around x* of transferring a fraction e: 
of customer type i' from server j' to server j" and a fraction e: of customer 
type i" from ·server j" to server j', respectively. Since x* is an optimal 
solution of problem (I), the first-order effects on f (x) around x* of trans­
ferring customer types from one server to another cannot be negative, i.e., 

{ !!i~;:. -:~~::} i:i:=:i:• ~ O, { !!i~~;, -::i~::, } i:i:=:i:• ~ O. 

From (8.10), 

A·,,(3·,, { 8/(x) _ 8/(x)} + A·,(3·, { 8/(x) _ 8/(x) }-
' i axi, j" 8Xi1 j' i i 8Xi11 j' 8Xi11 j" -
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So, if {8.12) were to hold, then 

).i,,f3i"{8f(x) _ 8/(x)} +>.i,f3i,{8f(x) _ 8/(x)} ~O. 
8xi'i" 8xi'i' lx=x• 8xi"i' 8xi"i" lx=x• 

Contradiction, unless 

• 2 " " { a2 
/ (x) } Now consider f ~ ~ . . . . o:idi O:i2i2 for o:i'i' = . . - ., .,, . . - ., .,, . ax.lJl ax.232 lx=x• 

t1 ,1.2-t. ,i Jl ,32-J ,3 

->.i" /3i", O:i'i" = >.i" f3i11 , O:i"i' = >.i, f3i, +a:, O:i"i" = ->.i, f3i,-a:, which measures 
the second-order effect on / ( x) around x* of transferring a fraction 1:>.i" f3i" of 
customer type i' from server j' to server j" and a fraction 1:{>.i, f3i, + o:) of 
customer type i" from server j" to server j'. Since x* is an optimal solution 
of problem (I), while the first-order effects on f(x) around x* of transferring 
customer types from one server to another are zero, the second-order effect 

b . . " " { a2J(x) } 0 cannot e negative, i.e., ~ ~ a .. a .. O:id1 O:i2 i2 ~ · 
i1,i2=i',i" ii,h=i',j" x,131 Xi2J2 lx=x• 

Differentiating / ( ·) twice, 

a2J(x) {>-i1>-i2 (Ci1f3!:> +Ci2f3!~>) +2>.i2f3i2S!}1~~ 
a a =~1i2 n + 

Xiii1 Xi2h I _ "' \ ·/3· µ m ~ "'• ,xiii 
i=l 

with Oj1i2 the Kronecker delta. So, as aJ(x) - aJ(x) = O, aJ(x) _ aJ(x) = o, 
axi, j" axi, j' axi" j' 8Xi11 j" 

j' =I- j"' 
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. { a2J(x) } 
So, if (8.12) were to hold, then _ -~, .,, _ -~, .,, OXiiii OXi212 O'.iii1 O'.i212 lx=x• 

i1,i2-i ,i J1,J2-J ,J 

< 0 for some a. Contradiction. 
D 

8.D PROOF OF LEMMA 8.3.4 

Lemma 8.3.4 
T1,(x*) n T111(x*) = 0 for j' =I j". 

( 
Ci /3~2)) 

In other words, if /3i, ~i E T1(x*), then xii = l. 

Proof 
Suppose not. From Lemma 8.3.1, Pi'(x*) n P111(x*) = 0. So, by definition of 
T ( *) h . ., .,, ., --1- .,, ., .,, K ( *) ., •JI K ( *) ( 'bl 

1 x , t ere exist J , J , J , J , i1,, ii' E 1, x , ii',, ij,, E i" x possi y 
. h ., •JI ., .,, ) h h eit er i 1, = i1, or i 1,, = ij,, , sue t at 

(2) (2) ( (2) ) ( (2) ) c·, c-11 /3-, f3.,, c-, f3., c·11 f3.,, 
i<ii>i ii ...J_ ii 

- ' - ' ' I ' . 'I 'II 'I ·11 •J 'I 'II •If /31, •II /3,,, •II /31, •If /31, ·II /31, •II /31, •If /31, ·II /31, •II 
3 J J J J J 3 J 

According to Lemma 8.3.3, on the one hand, j' ~ j", as x:,_, 1, > 0, x;,_,111,, > 0, 
J J 

c-, C·11 /3(,2) /3(,:) ( c-, /3(,2)) ( C·11 /3(,:)) 
i., i.,, i., i.,, i., i., i.,, i.,, _,_ ~ -'-, _,_ 2 -'-, _,' _,_ =I -'-, _,_ ; 
., .,, ., .,, ., ., .,, .,, /31, .1 /31, •II {31, ·I /31, •II /31, ·I /31, •I /31, •JI /31, •II 
J 1 3 3 J J J J 

on the other hand, i' 2 i", as x;,,, 1, > 0, x:,_,, 1,, > 0, 
J J 

(2) (2) ( (2)) C·11 c·, /3-11 /3., C·11 /3.,, i., i.,, i., i.,, i., i., 
-'->-'- --'-<-'- __ , _,_ 

- ' - ' ' .,, ., .,, ., .,, .,, A., A.,, A~ A.,, A~ A., 
1 J 3 3 J J 

So j' = j". Contradiction. 
D 
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8.E A METHOD FOR DETERMINING AN OPTIMAL AL­

LOCATION 

In this appendix, we describe a method for determining an optimal allocation 
in cases that satisfy Assumption 8.4. 1. In Section 8.4, we sketched the main 
idea of the method. Here we describe the method in greater detail. 

Lemma 8.E.1 
~ (2) * 1 ~ (2) ~ (2) * 

a. ~ Ai(3i xil 2: m ~ Aif3i 2: ~ Aif3i xim· 
i=l i=l i=l 

n l n n 

b. L AiCiXil :'.S - L Ai Ci :'.S L AiCiXim • 
m 

~1 ~1 ~1 

Proof 
Proof of a. The servers are indexed such that 

So 

On the one hand 

n (2) * 
i~ >.if3i xii (3(2) 
----- 2: min -'-; 

n iEK;(x•) f3i I:: >.if3ixii 
i=l 

on the other hand 

(3(2) (3~2) 
According to Lemma 8.3.3, min -•- > max -•-. 

iEK;(x•) f3i - iEK;+1(x•) ,Bi 
So 

(8.13) 

(8.14) 
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n n 

Combining {8.13), {8.14), LAi,a?>xt; ~ LAi.B!2>xt;+1· 
i=l i=l 

m n n m 

Furthermore, L L Ai,8!2> xt; = L Ai,8!2>, as L xt; = 1, i = 1, ... , n. 
j=l i=l i=l j=l 

So t Ai,a?> xt1 ~ ..!:_ :t Ai,a?> ~ t Ai.B!2>x:m. 
i=l m i=l i=l 

Proof of b. Follows immediately from symmetry considerations. 
□ 

Step 1. Start with the allocation to server 1, which is to carry the largest 
B;(x*) and the smallest C;(x*). 

n n 1 n 

Determine a lower bound s{ = ~ x~1 for si from (i) L Ai,a?> xi1 = - L Ai,a?>, 
•=l i=l m i=l 

n 

('') 'f 1 0 th 1 1 r ·II ·I H 'f '°' \ ,0<2) 1 
11 1 xi'l > , en xi"l = 1or i < i . owever, 1 L....J "'i i xi1 = 

i=l 

..!:_ :t Ai,8;2> implies :t Ai,Bixi1 ~ µ/m, then replace {i) by {iii) :t Ai,Bix~1 

m i=l i=l i=l 
= µ/m - e, with e sufficiently small. 

n n 1 n 

Determine an upper bound si = µ xf1 for si from {i) L AiCiXf1 = - L AiCi, 
•=l i=l m i=l 

n n 

{ii) if xf, 1 > O, then xf,, 1 = 1 for i" < i1. However, if LAiCiXf1 = ..!:_ LAiCi 
i=l m i=l 

n n 

implies L Ai,Bixf1 ~ p - (m - 1)µ/m, then replace (i) by (iii) L Ai,Bixf1 = 
i=l i=l 

p - (m - 1)µ/m + e, withe sufficiently small. 
n 

Step 2. Make an estimate s1 = I: Xi1 for si, somewhere in between Si and 
i=l 

sf, e.g., s1 = (si + si)/2, which determines x1 as Xi1 = 1 for i = 1, ... , LsiJ, 
Xit = s1 - L siJ for i = l siJ + 1, Xit = 0 for i = l siJ + 2, ... , n, with l siJ 
denoting the largest integer smaller than or equal to s1 . 

Step 3. Given x;, determine Xj+i for j = 1,2, ... ,m-1, from (i) Xij+l = 0 for 
i = 1, ... ,i; -1, with i; = max{i I Xi;}, {ii) Xi;+l = 1 for i; < i < i;+1, 

( ... ) 0 r . . 1 (' ) 8/(x) 8/(x) N h 
111 Xij+l = 10r i = i;+1 + , ... , n, lV -8-- = a . ote t at 

Xi;j Xi;j+l 
8/(x) . . n 8/(x) -a--> 0 and constant lil S;+1 = I: Xij+l, and a = 0 for Sj+t = 0 

Xi;j i=l Xi;i+l 
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and increasing in Sj+l· So through (i)-(iv), Xj uniquely determines Xj+i, un­

less 8
8f(x) > :J(x) even for Xnj+l = 1, to which we return in the next step. 

Xi;j Xi;j+l 

Step 4. Sooner or later one either runs out of servers, i.e., ax~:~~~-i - a:~(~!m, 
. 8f(x) 8f(x) 

but Xnm < 1, or out of customer types, 1.e., Xnj+l = 1, but -a-- > a . 
Xi;j Xi;j+l 

If one runs out of servers, then apparently s1 < si, so then replace Si by s1. 
If one runs out of customer types, then apparently s1 > si, so then replace s1 
by s1 . One may, of course, make a more sophisticated estimate for si than the 
estimate suggested above. One may e.g. use information about how soon one 
either ran out of servers or out of customer types. Repeat the procedure until 
lower and upper bound are considered to be sufficiently close. 
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CHAPTER 9 

POLLING SYSTEMS WITH MULTIPLE 

COUPLED SERVERS 

9 .1 INTRODUCTION 

169 

In the present chapter, we consider polling systems with multiple coupled 
servers. So far, there are hardly any exact results known for multiple-server 
polling systems, apart from some mean value results for global performance 
measures, like cycle times. In this chapter, we explore the class of systems that 
allow an exact analysis. 
Polling systems with multiple servers have received remarkably little attention 
in the vast literature on polling systems. One of the first studies is Morris 
& Wang (153] in which the servers are assumed to be independent, i.e., the 
servers visit the queues independently of each other, each server according to 
some cyclic schedule. A very interesting phenomenon observed by Morris & 
Wang is the tendency for the servers to cluster if they follow identical routes, 
especially in heavy traffic. The phenomenon may be visualized as follows. A 
trailing server will tend to move fast, as it only encounters recently served 
queues, whereas a leading server will tend to be slowed down by queues that 
have not been served for a while, so that the servers tend to form bunches while 
constantly leapfrogging over one another. 
Browne & Weiss (58] is one of the few studies in which the servers are assumed 
to be coupled, i.e., the servers always visit the queues together. They obtain 
index-type rules for determining the visit order that minimizes the mean length 
of individual cycles for both the exhaustive and the gated service discipline. 
Browne et al. (56] derive the mean waiting time for a completely symmetric 
two-queue system with an infinite number of coupled servers and deterministic 
service times. Browne & Kella [57] obtain the busy-period distribution for a 
two-queue system with an infinite number of coupled servers, exhaustive ser­
vice, and deterministic service times at one queue and general service times at 
the other queue. 
Levy & Yechiali [143] and Kao & Narayanan [122] study the joint distribution 
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of the queue length and the number of busy servers for a Markovian multiple­
server queue, where the servers individually go on vacation when there are no 
waiting customers left. Mitrany & Avi-Itzhak [152] and Neuts & Lucantoni 
[155] analyze the joint distribution of the queue length and the number of busy 
servers for a Markovian multiple-server queue, where servers break down at ex­
ponential intervals and then get repaired. For references on an approximative 
analysis of models with multiple queues and models with independent servers, 
we refer to the introduction of the next chapter. 
All these studies unanimously point out that multiple-server polling systems, 
combining the complexity of single-server polling systems and multiple-server 
systems, are extraordinarily hard to analyze. In fact, none of the studies ( ex­
cept [56], [57] for very specific two-queue infinite-server cases) presents any 
exact results for systems with multiple queues, apart from some mean-value 
results for global performance measures, like cycle times. 
In this chapter, we consider the case of coupled servers. We are mainly inter­
ested in exploring the class of systems that allow an exact analysis. For these 
systems, we present distributional results for the waiting time, the marginal 
queue length, and the joint queue length at polling epochs. The motivation for 
considering the case of coupled servers is threefold. First, the dependence in 
the position of the servers does not play any complicating role then. Second, in 
some situations the servers may in fact happen to be physically coupled. Third, 
the coupled server case may also be relevant for the study of the independent 
server case. The tendency for the servers to cluster provides e.g. an indication 
that they tend to behave as if they were coupled. 
The remainder of the chapter is organized as follows. In Section 9.2, we con­
sider a single-queue multiple-server system with service interruptions, which is 
not only interesting in its own right, but also useful for the study of a multiple­
server polling system. As described in Section 2.1, in isolation a specific queue 
in a polling system may be viewed as a single-queue system with service inter­
ruptions, the intervisit periods constituting the service interruptions. Results 
for single-queue systems with service interruptions may thus be used to obtain 
results for the marginal distributions in polling systems. We then return to 
the multiple-server polling system. In Section 9.3, we present a detailed model 
description. In Section 9.4, we relate the probability generating function (pgf) 
of the joint queue length at the beginning of a visit to the pgf of the joint 
queue length at the end of the previous visit. Next, we relate the pgf of the 
joint queue length distribution at the end of a visit to the pgf of the joint 
queue length at the beginning of a visit. Thus, we obtain 2n equations involv­
ing 2n pgf's, with n the number of queues. In Section 9.5, we identify some 
cases for which these pgf's can actually be solved from these equations. These 
cases include several single-queue systems with a varying number of servers, 
two-queue two-server systems with exhaustive service and exponential service 
times, as well as infinite-server systems with an arbitrary number of queues, 
exhaustive or gated service, and deterministic service times. In Section 9.6, we 
conclude with some remarks and suggestions for further research. 
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9.2 · AN M/M/m QUEUE WITH COUPLED SERVERS 

AND SERVICE INTERRUPTIONS 

In this section, we consider an M/M/m queue with coupled servers and ser­
vice interruptions. The service interruptions are assumed to result from some 
interfering process that from time to time may keep the servers from working, 
even when there are customers present. Service preemption due to service in­
terruptions is allowed. The service interruptions may be interwoven with the 
arrival and service processes in an arbitrarily complex manner, but may not 
anticipate on the arrival and service times of future customers. In particular, 
the durations of successive service interruptions are allowed to be dependent. 
We abstract here from what kind of interfering process causes the service in­
terruptions. In the context of polling models, a service interruption typically 
models the intervisit period. In the setting of performability models, a service 
interruption usually represents a down-period of the system. A period during 
which none of the servers is busy, because of a service interruption or because 
there are no customers present, will be called a non-serving interval. A period 
during which at least one of the servers is busy, will be called a serving inter­
val. 
Fuhrmann & Cooper [102] consider an M/G/1 queue with service interrup­
tions. Under rather mild assumptions, they prove a decomposition property 
of the queue length distribution. Using concepts from the theory of branching 
processes, they show that the queue length distribution can be expressed as 
the convolution of the distribution of the following two quantities: 
(i). the queue length at an arbitrary epoch in the 'corresponding' M /G fl queue 
without service interruptions; 
(ii). the queue length at an arbitrary epoch in a non-serving interval. 
The 'corresponding' M/G/1 queue without service interruptions is an ordinary 
M / G /1 queue with similar traffic characteristics, of which the queue length 
distribution is simply known from the Pollaczek-Khintchine formula. To find 
the queue length distribution at an arbitrary epoch, it thus suffices to find 
the queue length distribution in a non-serving interval, which is quite often 
relatively simple. By the distributional form of Little's law, the queue length 
decomposition also translates into a decomposition of the waiting time. Under 
somewhat milder assumptions than Fuhrmann & Cooper, Boxma [38] proves a 
similar decomposition of the amount of work in the system. Browne & Kella 
[57] analyze the queue length distribution in an M/G/oo queue with vacations. 
They observe that for deterministic service times a Fuhrmann & Cooper-like 
decomposition property holds, but not for exponential service times. 
We now analyze the queue length distribution in the M/M/m queue under 
consideration. Although for m = 1 the amount of work is somewhat easier to 
study than the queue length, for m > 1 we need to focus on the queue length, 
as the amount of work then no longer completely determines the number of 
busy servers. We make the following assumptions. 
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(i). During a serving interval, there are no servers idling while there are cus­
tomers waiting, i.e., if there are l customers present during a serving interval, 
then there are min{l,m) servers working, just like in an ordinary M/M/m 
queue. 
(ii). The order in which customers enter service is independent of their service 
times. 
Under the above assumptions, we will show that the queue length distribution 
can be expressed into the distribution of (conceptually) the same two quan­
tities as in the M/G/1 queue with service interruptions, but not in the same 
simple convolution form. However, to find the queue length distribution at an 
arbitrary epoch, it still suffices to find the queue length distribution in a non­
serving interval. Under some additional assumptions, we will also show how 
the queue length decomposition translates into a decomposition of the waiting 
time. 
We first introduce some notation. Let >. be the arrival rate and let µ be the 
service rate. Define p := >./ µ. Denote by N and N 1 the total number of cus­
tomers present {including customers in service) at, respectively, an arbitrary 

epoch and an arbitrary epoch in a non-serving interval. Denote by N<j/M/m 
the number of customers at an arbitrary epoch in the 'corresponding' M/M/m 
queue, given that the number of customers is at least l, l ;?: 0. The 'corre­
sponding' M/M/m queue is an ordinary M/M/m queue with arrival rate >. 
and service rate µ. 
For l ::5 m -1, 

N(I) 
E(z M/Mfm) = 

P Pm m kP mPm m [m-1 k i-l [m-1 k l -+--- z -+z -~ k! m! m - p ~ k! m! m - pz · 

For l;?: m-1, 

N(I) m-p 
E(z M/M/m) = z'---. 

m-pz 

{9.1) 

{9.2) 

Lemma 9.2.1 expresses the distribution of N into the distribution of N 1 and 

N<j/M/m' 

Lemma 9.2.1 

{9.3) 

~ E(zNM/M/m )Pr{N1 = l} m ~ Ip {N _ l} 
[ 

(I) l 
"I L...J (l) + L...J Z r J - , 

l=O Pr{N M/M/m = l} m - pz l=m-1 
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with· 

_ ~ Pr{N1=l} ~ ~ P{N =l} [ l-1 

'Y - L.J (l) + m - L.J r I 
l=O Pr{N M/M/m = l} p l=m-1 

(9.4) 

Proof 
See Appendix 9.A. 

□ 

Remark 9.2.1 
For Pr{N1 = O} = 1, i.e., in a non-serving interval there are never any cus­
tomers present, (9.3) and (9.4) reduce to 

N [m-1 µ' pm m i-1 [m-1 1P' mPm m l 
E(z ) = L l' + - 1 -_- L z l' + z - 1 _ , 

l=O . m. m p l=O • m. m pz 

which is of course just the queue length distribution at an arbitrary epoch in 
the corresponding M/M/m queue without service interruptions. 

□ 

Remark 9.2.2 
For m = 1, (9.3) and (9.4) reduce to 

E(zN) = 1 - p E(zN1), 
1-pz 

which is the Fuhrmann-Cooper decomposition for an M/M/1 queue with ser­
vice interruptions. 
For m = oo, (9.3) and (9.4) reduce to 

[ 
00 l' OO k i-l [ 00 l' OO kl 

E(zN) = 1::Pr{N1 = l}--y L ~! 1::Pr{N1 = l}--y 1:zk~! . 
~ p~ ~ p~ 

z 
. . l! 00 k J Recogmzmg that pl 1:zk~! = z1 + p u1e<z-11,)pdu, 

k=l 11,=0 

(9.5) 

[1+p l E(uNA)e<1-•>•dur
1 

[E(zN') +p 1 E(uN')e<•-•l•du]' 

which will be useful later on. 
□ 
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Lemma 9.2.1 implies that to find the distribution of N, it suffices to find the 
distribution ofN1, as the distribution ofN{j/M/m is known from (9.1). From a 
methodological point of view, however, it is more natural to analyze the queue 
length at either the beginning or the end of non-serving intervals than to study 
N 1 , the queue length at an arbitrary epoch in a non-serving interval. There­
fore, we now relate the distribution of N1 to the queue length distribution at 
such embedded epochs. Denote by N~~gin and N~:~ the queue length at, re­
spectively, the beginning and the end of the k-th non-serving interval. Denote 
by Nbegin, Nend a pair of stochastic variables with as joint distribution the 
t t . · · t d. t ·b t· f N<kJ N<kJ S a 10nary JOlll lS fl U IOn O . begin' end· 

Lemma 9.2.2 relates the distribution of N 1 to the distribution of Nbegin and Nend· 

Lemma 9.2.2 

Pr{NJ = l} = Pr{Nbegin ~ l} - Pr{Nend ~ l}. 
EN end - EN begin 

(9.6) 

Written in terms of pgf's, 

E(zNbegin) - E(zNend) E(zN1) = _ _.;_ __ ;....__;....__'--
(1 - z)(ENend - ENbegin) 

(9.7) 

Proof 
The proof is completely similar to the proof of Lemma 2.2.l. Note that the 
proof of Lemma 2.2.1 does not rely on the assumption of a single server as 
implicitly made in Chapter 2. 

To illustrate Lemma 9.2.2, we now give two simple examples. 

Example 9.2.1 

□ 

Consider an exhaustive vacation system, where the servers together go on va­
cation when the system is empty. Then E(zNbeg,n) = l. Let V be the length of 
an arbitrary vacation. Let v(w) = E( e-wv) for Rew 2: 0. If the system is still 
empty when the servers return from vacation, then in the multiple-vacation case 

the servers again go on vacation i e E(zNend ) = v(>.(l - z)) - v(>.) whereas 
' · ·, 1 - v(>.) ' 

in the single-vacation case the servers just remain idling, awaiting a customer 
to arrive, i.e., E(zNend ) = v(>.(l - z)) - v(>.)(1 - z). Summarizing, in the 
multiple-vacation case 

E( Nr) = 1 - v(>.(1 - z)) 
z (l - z)>.EV ' 

(9.8) 

whereas in the single-vacation case 

E(zNr) = 1- v(>.(l - z)) + v(>.)(l - z) 
(1 - z)(>.EV + v(,\)) · (9.9) 
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Browne & Keila [57] analyze an exhaustive M / M / oo system with multiple 
vacations. By a direct method, they find E(zN) = Hv(z)/Hv(l), with 

z 
H ( ) _ 1 - v(,\(1 - z)) J l - v(,\(1 - u)) (z-u)pd 

v z - (l - z),\EV + p (l - u),\EV e u, 
u=O 

which agrees with (9.5), (9.8). 
D 

Example 9.2.2 
Consider an exhaustive system with a stochastic K-policy, cf. Bisdikian [19), 
where service is interrupted when the system is empty, while service is resumed 
as soon as a stochastic number of K customers have accumulated again. Then 

E(zN1) = 1 - E(zK). 
(1 - z)EK 

(9.10) 

Browne & Keila [57] also study an exhaustive M/M/oo system with a deter­
ministic K-policy. By a direct method, they find E(zN) = HK(z)/ HK(l), 
with 

which agrees with (9.5), (9.10). 
D 

We now show how the queue length decomposition translates into a decompo­
sition of the waiting time. In addition to (i) and (ii), we make the following 
assumptions. 
(iii). Customers enter service in order of arrival. 
(iv). The waiting time of customers is independent of arrivals after their own 
arrival. 
Denote by W and R the waiting and the sojourn time, respectively, of an arbi­
trary customer. Denote by L the number of waiting customers at an arbitrary 
epoch. The familiar relationship E(zN) = E(e->-(l-z)R) does not hold here, as 
customers do not necessarily leave in order of arrival. However, what does hold 
under the assumptions (iii) and (iv), is the relationship E(zL) = E(e->-(l-z)W). 
What thus remains to be done, is to relate the distribution of L to the distri­
bution of N. 

Lemma 9.2.3 

(9.11) 
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with 

(9.12) 

PI= 
~ Pr{Nr = l} [ l-1 

L...,; (!) 
l=O Pr{N M/M/m = l} 

Proof 
Denote by NE the number of customers present at an arbitrary epoch in a 
serving interval. Denote by pr the fraction of time occupied by non-serving 
intervals. Then 

E(zN) = E(zN1)pr + E(zNE)(l - Pr), 

E(zL) = E(zN1)Pr + E(z[Ne-m]+)(l - Pr), 

with [x]+ = max(O,x). 
Comparing (9.13), (9.14), using that 

m-1 

E(z[Ne-m]+) = z-mE(zNe) + L [1 - zk-m]Pr{N E = k} 
k=O 

yields (9.11). 

(9.13) 

(9.14) 

(9.15) 

Because of the PASTA property, PI equals the probability that an arbitrary 
customer arrives in a non-serving interval. In the proof of Lemma 9.2.1, we 
introduced the notion of a fundamental period. We showed that in a fundamen­
tal period exactly 1 customer is served that arrived in a non-serving interval. 
Denote by M the number of customers served in a fundamental period. Then 

1 
PI= EM' 

From the proof of Lemma 9.2.1, 

EM =~ Pr{Nr =l} 
L...,; (l) . 
l=O Pr{N M/M/m = l} 

Substituting (9.17) into (9.16) completes the proof. 

(9.16) 

(9.17) 

D 



9.3 Model description 177 

9.3 MODEL DESCRIPTION 

We now return to the polling system with multiple coupled servers. We first 
present a detailed model description. The model under consideration consists of 
n queues, Q1 , ... , Qn, each of infinite capacity, attended by m coupled servers. 
For the specification of the arrival, service, and switch-over processes, we refer 
to the description of the 'basic model' in Section 1.3. 
The server pool visits the queues in a strictly cyclic order, Q 1 , ... , Q n. As soon 
as the servers arrive at Qi, they start serving type-i customers, as prescribed 
by the service discipline. For now, we do not specify the service discipline any 
further. In fact, what we are mainly interested in, is exploring the class of 
service disciplines that allow an exact analysis. As soon as the servers have 
finished serving type-i customers, as prescribed by the service discipline, they 
move to Q i+l. 

9.4 THE JOINT QUEUE LENGTH DISTRIBUTION I 

In this section, we relate the pgf of the joint queue length distribution at the 
beginning of a visit to Qi to the pgf of the joint queue length distribution at the 
end of a visit to Qi-l • Next, we also relate the pgf of the joint queue length 
distribution at the end of a visit to Qi to the pgf of the joint queue length 
distribution at the beginning of a visit to Qi. Thus, we obtain 2n equations 
involving 2n pgf's. In the next section, we identify some cases in which these 
pgf's can actually be solved from these equations. 
We first introduce some notation. Denote by Xih and Yih stochastic variables 
with distribution the stationary queue length distribution at Q h at, respec­
tively, the beginning and the end of a visit to Qi, h = l, ... , n, i = 1, ... , n. 
Define 

Fi(z) := E(ztil ... z";;n) 

Gi(z) := E(z[n ... z;;n) 

for z = (z1, .. . ,zn), I Zh I :S 1, h = l, ... ,n, i = l, ... ,n. 
We first relate Fi(·) to Gi-1(·), and subsequently Gi(·) to Fi(·). Thus, we 
obtain an expression for Gi(·) in terms of Gi-i(·), which recursively yields a 
functional equation for G i ( ·) . 

Define 
n 

di(z) := a;(L Ah(l - Zh)) 
h=l 

for z = (z1, ... ,zn), I Zh I :S 1, h= l, ... ,n, i = l, ... ,n. 
Then 

(9.18) 

(9.19) 
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where do(·) and Go(·) are to be understood as dn(·) and Gn(·), respectively. 

Remark 9.4.1 
In accordance with the model description, we assume here that the switch­
over times are non-zero, and that the servers keep switching when the system 
is empty. In case the switch-over times are zero, or in case the servers stop 
switching when the system is empty, (9.19) should be modified into 

Fi(z) = Gi-1 (z)di-1 (z) + Gi-1 (0)di-1 (z)[ei(z) - 1] 

with 

~ Ah Ai 
ei(z) = Lt Tzh + ~0i(z). 

h#-i 

The function 0i(z) depends on what happens when an arriving type-i customer 
sees the servers idling at Qi. 

□ 

00 00 

Gi(z) = L ... L E(z{' 1 ••• zJ•n I (Xil,··•,Xin) = (l1, ... ,ln)) (9.20) 
l1=O ln=O 

Evidently, it is the service discipline at Qi that decides whether or not the right­
hand side of (9.20) can be expressed into Fi(·). As discussed in Section 1.4, 
Fuhrmann (99] and Resing (159] consider the class of service disciplines (in 
single-server systems) that satisfy the following property: 

Property 9.4.1 
If there are ki customers present at Qi at the start of a visit, then during the 
course of the visit each of these ki customers will effectively be replaced in 
an i.i.d. manner by a random population having pgf hi(z), which may be any 
n-dimensional pgf. 
Formally, 

E(z{' 1 ••• zJin I (Xii, . .. , Xin) = (li, ... , ln)) = (9.21) 

l1 l,-1 ( ·( ))l• l;+1 l,. 
Z1 ... zi-1 'T/i z Zi+l ... Zn . 

Substituting (9.21) into (9.20), 

(9.22) 

Using the theory of multi-type branching processes, both Fuhrmann and Resing 
show that the class of service disciplines that satisfy Property 9.4.1, like ex­
haustive and gated, allows a relatively simple exact analysis, basically due to 
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the relatively simple form of (9.22). The results suggest that service disciplines 
that violate Property 9.4.1 defy an exact analysis, except for some special cases, 
like two-queue cases and completely symmetric cases. 

In multiple-server systems, there are no non-trivial service disciplines that sat­
isfy Property 9.4.1. However, some service disciplines do satisfy the following 
somewhat milder property than Property 9.4.1: 

Property 9.4.2 
If there are ki customers present at Qi at the start of a visit, then during 
the course of the visit one of these ki customers will effectively be replaced 
by a random population having pgf 11i1> (z), while each of the other customers 
will effectively be replaced in an i.i.d. manner by a random population having 
pgf 1Ji(z). 
Formally, 

with 

(9.23) 

(9.24) 

(9.25) 

Below we will describe some multiple-server systems with service disciplines 
that satisfy Property 9.4.2. We will then also briefly indicate some circum­
stances that may occur in single-server systems, under the influence of which 
in principle simple service disciplines violate Property 9.4.1, but still satisfy 
Property 9.4.2. 
Substituting (9.23), (9.24), (9.25) into (9.20), 

Define 

(9.26) 

(9.27) 

(9.28) 

(9.29) 
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for z = (z1, ... , Zn), I Zh I :S 1, h = 1, ... , n, i = 1, ... , n. 
Then (9.26) may be written as 

(9.30) 

In view of the results of Fuhrmann and Resing, one can in general not expect 
that the class of service disciplines that satisfy Property 9.4.2, but not Prop­
erty 9.4.1, i.e., with ci(z) -/:- 1, allows an exact analysis, except possibly for 
some special cases. In the next section, we will identify some of those cases. 

We now describe some multiple-server systems with service disciplines that sat­
isfy Property 9.4.2. Property 9.4.2 says that during the course of a visit to Qi, 
one of the customers initially present gets replaced by a different population 
than all the others. This suggests that either only one of the customers initially 
present at Qi actually gets served, or that all of them get served, but that one 
of them keeps the servers busy for a different time than all the others. Keeping 
this in mind, we consider a class of service disciplines that are parametrized by 
two vectors (p1 , ... ,p11 ) and (q1, ... ,qn) with the following interpretation. If 
there are any customers present at Qi at the start of a visit, then one of them 
is served anyway, while the others are served with probability qi. Customers 
arriving at Qi during the course of a visit are served with probability Pi• The 
case qi = 0 contains both the semi-exhaustive service discipline (Pi = 1) and 
the I-limited service discipline (Pi = 0). The case qi = 1 includes both the 
exhaustive service discipline (pi= 1) and the gated service discipline (Pi= 0). 
Denote K,i : = AiPi. 
Let Tik) be the length of a busy period starting with k customers present in an 
ordinary M /G /m queue with arrival rate K,i and service time distribution Bi(·). 

(k) (k) 
Let Ti (w) = E( e-wT; ) for Rew 2: 0. 
Define 

ai(Z) := I: Ah(l - Zh) + Ai(l - Pi)(l - Zi) 
h#i 

for z = (z1,••·,zn), I Zh I :S 1, h = l, ... ,n, i = l, ... ,n. 
For the above-defined class of service disciplines, 

(9.31) 

with the interpretation of 11il;) (z) as in (9.25). For qi = 0, (9.31) satisfies (9.24) 

and (9.25) in Property 9.4.2 with 1Ji (z) = Zi, 11?) (z) = Tp) ( ai (z)). If Ti(k;) ( ·) is 
of the form 

ki = 0, 

ki > 0, 

(9.32) 

(9.33) 
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for some LST Ti(·), then (9.31) satisfies (9.24) and (9.25) also for Qi > 0, with 

rJi(z) = QiTi(o:i(z)) + (1- Qi)Zi, 77?\z) = rP)(o:i(z)). 
We now give two examples where rt')(-) is of the form (9.32), (9.33). 

Example 9.4.1 
Assume that the service times at Qi are exponentially distributed with param­
eter µi = 1//3i- Let U~k,l) be the time needed in an M/M/m queue with arrival 
rate 1,,i and service rate µi to reduce the queue length from k to l, k ~ l. Let 

(kl) (k,I) 
<Pi ' (w) = E(e-wu, ) for Rew~ 0, k ~ l. 
So rt•\w) = <P~k,,O)(w). 
Let Ui be the length of a busy period in an M/M/1 queue with arrival rate 1,,i 
and service rate mµi. Let <Pi(w) = E(e-wu,) for Rew~ 0. 
Because of the properties of the exponential distribution, 

k 

<P~k,o)(w) = IT <Pfl-1\w), 
l=l 

,1.,(l,l-l)( ) _ ,1.,,( ) 
'+'i w - '+'• w' l ~m. 

The transforms <Pi(·), ¢?•0\-), ... , ¢~m-l,m-2) (·) may be determined by solving 
a set of linear equations, cf. Medhi [149] pp. 138-140. In particular, 

For the gated service discipline, i.e., Pi = 0, 

l~m. 

Summarizing, for m = 1, rt•\·) is of the form (9.32), (9.33) with Ti(w) = 
rP\w) = <Pi(w). Also, form = 2, Ti(k,\·) is of the form (9.32), (9.33) with 

Ti(w) = <Pi(w), rP)(w) = ¢~1•0)(w), ¢?•0)(w) = 2 ~itL). Form> 2, rlk,)(·) 

is no longer of the form (9.32), (9.33). 

□ 
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Example 9.4.2 
Assume that the service times at Qi are deterministic. 
Let Vi be the length of a busy period in an ordinary M / D / m queue with 
arrival rate Ki and service time f3i, Let 1/Ji(w) = E(e-wV;) for Rew~ 0. 
Form= oo, Ti(k;) (·) is of the form (9.32), (9.33) with Ti(w) = 1, rP> (w) = 1/Ji(w), 

(w + Ai)e-/3;(w+>.;) . 
1/Ji(w) = ). /3·( +>.·) , cf. StadJe [170]. w + ie- • w • 

□ 

Remark 9.4.2 
There are also some circumstances that may occur in single-server systems, 
under the influence of which in principle simple service disciplines violate Prop­
erty 9.4.1, but still satisfy Property 9.4.2. An obvious example arises when one 
of the customers served during a visit, e.g. the first one or the last one, requires 
an exceptional service time. Another example is provided by a set-up time or 
a shut-down time that is only incurred when at least one customer is served 
during a visit. 

□ 

9.5 THE JOINT QUEUE LENGTH DISTRIBUTION II 

In the previous section, we obtained under assumption of Property 9.4.2 a set 
of 2n equations (9.19), (9.30) involving the 2n pgf's Fi(z), Gi(z), i = 1, ... , n. 
In this section, we identify some cases in which these pgf's can actually be 
solved from these equations. Obviously, it suffices to find either Fi(z) or Gi(z) 
for an arbitrary i, as the remaining Fi(z), Gi(z), i = 1, ... , n, can then easily 
be found from (9.19), (9.30). 
Substituting (9.19) into (9.30), 

Gi(z) = Gi-1 (ai(z))di-1 (ai(z))ci(z) 

+ Gi-1(bi(z))di-1(bi(z))[l - ci(z)], 

(9.34) 

(9.35) 

where do(·) and Go(·) are to be understood as dn(·) and Gn(·), respectively. 
Applying (9.34) n times, we obtain a functional equation for Gi(·). 
For n = 1 we find, using the definitions (9.18), (9.27), (9.28), (9.29), 

G(z) 
(1) ( ) 

= G(11(z))a(>.(1 - 11(z))) \(z; 

G(0)a(.~)[1 - 11(1) (z) ]. 
+ 11(z) 

Here (as well as in the sequel) the redundant indices are omitted. 

(9.36) 
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For n· = 2 we find 

Gi(z) = 

Gi(ai-1 (ai(z)))di-1 (ai-1 (ai(z)) )ci-1 (ai(z) )di(ai(z) )ci(z) + 

Gi(bi-1 (ai(z)) )di-1 (bi-1 (ai(z)) )[l - Ci-1 (ai(z) )]di(ai(z))ci(z) + 

Gi(ai-1 (bi(z)) )di-1 (ai-1 (bi(z)))ci-1 (bi(z))di(bi(z) )[1 - Ci(z)] + 

Gi(bi-1(bi(z)))di-1(bi-1(bi(z)))[l - Ci-1(bi(z))]di(bi(z))[l - ci(z)]. 

Using the definitions (9.18), (9.27), (9.28), (9.29), 
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(9.37) 

G1 ( r11 (z), 'f/2 ('T/1 (z ), z2))cr2 {'Y('T/1 (z), 'T/2(1/1 (z), z2)) }cr1 {'Y( 'T/1 (z ), z2)} 

x 'f/~l) ('T/1 (z), z2) ,,,pl (z) + 
'T/2('T/1(z),z2) 'T/1(z) 

'f/~l) ("11 (z), z2) 'T/l1) (z) 
G1('T/1(z),O)cr2{'Y(rJ1(z),O)}cr1{'Y('T/1(z),z2)}[l- ( () ) ]-(-) + 

'T/2'f/1Z,Z2 'f/1Z 

(similarly with the indices interchanged) with -y(z1, z2) = A1 (l-z1)+-X2(l-z2). 
Remember that 'T/i(z) is an n-dimensional pgf so that I 'T/i(z) I ::; 1 for z = 
(z1, ... ,zn), I Zh I::; 1, h = l, ... ,n, i = 1, ... ,n. 
In general, we obtain a functional equation for Gi(·) containing 2n arguments 
in the right-hand side. So, in accordance with the results of Fuhrmann and 
Resing, in general the functional equation cannot be solved. In fact, solving 
the functional equation only stands a chance in cases where 'enough' of the 2n 
arguments in the right-hand side reduce either to z or to a constant. We will 
now indicate some of those cases. 

Case I. n = l queue, rJ(z) = z. 
This covers the case q = 0 described in the previous section, i.e., only one of 
the customers present at the start of a visit is served, while customers arriving 
during the course of a visit are served with probability p. 
Rewriting (9.36), 

G(z)[z - cr(.X(l - z))'T/(ll(z)] = G(O)cr(.X)(z - 'T/(ll(z)]. (9.38) 
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Letting z-+ l in (9.38), 

1 1 - (17(1))'(1) - AS 
G(O) = CT(A) 1 - (17(1)) 1(1) ' 

d17(1) (z) 
with (11(1l)'(l) = --'---'---'- . Apparently, the stability condition is AS + 

dz lz=l 
(11( 1))'(1) < 1. Note that AS+ (11(1))'(1) is the mean increase of the queue 
length between the start of two successive visits when the system is not empty, 
which should indeed be less than 1 to ensure stability. 

Case II. n = l queue, 11(z)-=/= z. 
This covers the case q > 0 described in the previous section, i.e., one of the 
customers present at the start of a visit is served anyway, the others are served 
with probability q > 0, while customers arriving during the course of a visit 
are served with probability p, moreover assuming that there are either two 
servers and exponential service times, cf. Example 9.4.1, or an infinite number 
of servers and deterministic service times, cf. Example 9.4.2. 
Writing e(z) = 11(z), f(z) = CT(A(l - 17(z)))11(1l(z)/17(z), g(z) = CT(A)[l -
11(1l(z)/11(z)] in (9.36), 

G(z) = G(e(z))f(z) + G(O)g(z). (9.39) 

Define 

e(0l(z) .- z; 

e(k)(z) .- e(e(k-l)(z)); k = 1,2, ... , 

for I z I :s 1. 
Iterating (9.39) K times, 

K 

G(z) = G(e(K+l)(z)) II f(e(k)(z)) (9.40) 
k=O 

K k-1 

+ G(O) L g(e(k)(z)) II f(eUl(z)). 
k=O l=O 

The next lemma establishes the convergence of (9.40) for K -+ oo under the 
condition 11' ( 1) < 1. 

Lemma 9.5.1 
If 17'(1) < 1, then 
i. lim e(K+l)(z) = 1 for all z with I z I :S 1; 

K--+oo 
00 

ii. II f(e(kl(z)) converges for all z with I z I :S 1; 
k=O 
oo k-1 

iii. Lg(e(k)(z)) II f(e(ll(z)) converges for all z with I z I :S 1. 
k=O l=O 
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Proof 
See Appendix 9.B. 

□ 

Apparently, the stability condition is 17'(1) < l. Note that 17'(1) is the mean 
number of customers by which each of the customers present at the start of a 
visit, except one, gets replaced in the course of the visit, which should indeed 

be less than 1 to ensure stability. In Example 9.4.1, 17'(1) = (~ - p)p < l iff 
-pp 

p < 2, irrespective of p. In Example 9.4.2, 17'(1} = 0, also irrespective of p. 
If 17'(1) < 1 then, letting K -f oo in (9.40), 

oo oo k-1 

G(z) = II f(e(k)(z)) + G(0) Lg(e(k)(z)) II f(e(ll(z)). (9.41) 
k==O k==O 

Putting z = 0 in (9.41), 

00 

IT f(e(k)(o)) 
( ) k==O 

G O = 00 k-1 

1 - I: g(e(k)(0)) IT f(eUl(0)) 
k==O l==O 

Case Ill. n = 2 queues, 1Ji(z) = Zi, i = 1, 2. 
This covers the case qi = 0 described in the previous section, i.e., only one of 
the customers present at Qi at the start of a visit is served, while customers 
arriving at Qi during the course of a visit are served with probability Pi, i = 1, 2. 
Equation (9.37) reduces to 

G1 (z1, z2)[z1z2 - cr1 (,(z))a2(,(z))11i1l (z)17~1) (z)] = 

G1 (z1, 0)a1 (,(z) )a2 (,(z1, 0) )11i1) (z) [z2 - r,~1\z )] + 

G1 (0, z2)a1 (,(0, z2) )a2 (,(0, z2) )[z1 - 11?) (z)]17~1) (0, z2) + 

G1 (0, 0)a1 (,(0, z2) )a2 (,(0) )[z1 - 11?) (z )][z2 - r,~1\0, z2)]. 

For Pi = 0, i.e., 11f\z) = /3i(,(z)), i = 1, 2, the problem of solving the above 
functional equation may be formulated as a boundary value problem, cf. Boxma 
& Groenendijk [42]. 

Case IV. n = 2 queues, 1Ji(z), 11fl (z) do not depend on Zi, i = 1, 2. 
This occurs in Example 9.4.1 for Pi = 1, i = 1, 2, i.e., two servers, exponential 
service times, exhaustive service. 
If 1Ji(z), 11i1)(z) do not depend on Zi, i = 1, 2, then the complete right-hand 
side of (9.37) does not depend on Zi- In other words, Gi(z) does not depend on 
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Zi, reflecting that Qi is empty at the completion of a visit to Qi when Pi = 1. 
So, equation (9.37) may be replaced by 

H1 (z2) = H1 (e1 (z2))fi (z2) + H1 (772(0) )g1 (z2) + H1 (0)h1 (z2), (9.42) 

with 

H1(z2) 

Define 

eio) (y) .- y; 

eik)(y) .- e1(e1k-l)(y)); k = l, 2, ... ' 

for IYI ~ 1. 
Iterating (9.42) K times, writing z2 = y, 

K 

H1(Y) = H1(e1K+l)(y)) II fi(elk)(y)) 
k=O 

K k-1 
+ H1 (772 (0)) L 91 (elk) (y)) II Ji (e{1) (y)) 

k=O l=O 

K k-1 
+ H1(0) L h1(e1k\y)) II fi(e{1\y)). 

k=O l=O 

(9.43) 

The next lemma establishes the convergence of (9.43) for K -+ oo under the 
condition e~ (1) < 1. 

Lemma 9.5.2 
If e~ (1) < 1, then 
i. lim eiK+l)(y) = 1 for ally with I y I~ 1; 

K-+oo 
00 

ii. II fi(eik\y)) converges for ally with I y I~ 1; 
k=O 
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oo k-1 

iii. L 91 ( eik\y)) II Ji ( eil) (y)) converges for all y with I y I S l; 
k=O l=O 
oo k-1 

iv. L h1 ( eik) (y)) II Ji ( ei1) (y)) converges for all y with I y I S l. 
k=O l=O 

Proof 
Similar to the proof of Lemma 9.5.1. 

□ 

Apparently the stability condition is e~(l) < 1. Note that e~(l) is the mean 
number of type-1 customers by which each of the type-1 customers present 
at the start of a cycle, except one, gets replaced during the course of the 

1 Pl P2 cycle. In Example 9.4.1, when Pi= 1, e~(l) = 77~(1) 772(1) = -2---2-- = 
-pi -p2 

P1P2 < 1 iff p < 2. 
4- 2p + P1P2 
If e~ (1) < 1 then, letting K -+ oo in (9.43), 

00 

H1(Y) = II fi(eik)(y)) (9.44) 

oo k-1 

+ H1(1J2(0)) L91(eik)(y)) II fi(ei1l(y)) 
k=O l=O 

oo k-1 

+ H1(0) Lh1(eik)(y)) II fi(ei1l(y)). 
k=O 

Putting y = 0 and y = 112(0) in (9.44), we obtain a pair of linear equations for 
the unknown constants H1(0) and H1(772(0)). 

Case V. n = 2 queues, 1Ji(z) = 1, i = 1, 2. 
This occurs in Example 9.4.2, i.e., an infinite number of servers, deterministic 
service times, all the customers present at the start of a visit are served, while 
customers arriving during the course of a visit are served with probability Pi, 
i = 1,2. 
Equation (9.37) reduces to 

G1(z1,z2) = 

0"1 (.>.2(1 - z2))77;1l (1, z2)11Pl (z) + 

G1 (1, 0)CT2(.>.2)CT1 (.>.2(1 - z2))[l - 11;1l (1, z2)]11Pl (z) + 

G1(0, l)CT2(>-1)CT1(.>.1 + >-2(1- z2))77~1)(0,z2)[l -77Pl(z)] + 

G1(0,0)CT2(>-1 + >-2)CTi(.>.1 + >-2(1- z2))(l -77;1\o,z2)][l - 11Pl(z)]. 

(9.45) 
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Putting z = (1, 0), z = (0, 1), and z = (0, 0) in (9.45), we obtain a set of three 
linear equations for the unknown constants G1 (1, 0), G1 (0, 1), and G1 (0, 0). 

Case VI. n = 2 queues, 1J1(z) = z1, 1J2(z) = 1. 
This covers the case q1 = 0, q2 = 1 described in the previous section, i.e., 
one of the customer present at Q1 at the start of a visit is served, customers 
arriving at Q1 during the course of a visit are served with probability P1, all the 
customers present at Q2 at the start of a visit are served, customers arriving 
at Q2 during the course of a visit are served with probability p2 , moreover 
assuming that there are an infinite number of servers and deterministic service 
times at Q2 , cf. Example 9.4.2. · 
Equation (9.37) reduces to 

G1 (z1, z2) = (9.46) 

,,c1)(z) 
G1 (z1, l)a2('y(z1, l))o-1 ('y(z))17~1\z)-1-- + 

Z1 

Setting z2 = 0 and z2 = 1 in (9.46), we find expressions for G1 (z1, 0) and 
G1(z1, 1) containing the unknown constants G1(0,0) and G1(0, 1). Putting 
z1 = 0 in those expressions, we obtain a pair of linear equations for these con­
stants. 

Case VII. general n, 1Ji(z) = 1, i = 1, ... , n. 
Similar to Case V. 

Case VIII. general n, 1J1(z) = z1, 1Ji(z) = 1, ii= 1. 
Similar to Case VI. 

9.6 CONCLUDING REMARKS AND SUGGESTIONS FOR 

FURTHER RESEARCH 

So far, we have focused on the joint queue length distribution at embedded 
epochs. In Section 9.4, we have obtained under assumption of Property 9.4.2 
a set of 2n equations (9.19), (9.30) for the associated pgf's Fi(z), Gi(z), 
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i = l, ... , n. In Section 9.5, we have identified some cases in which these pgf's 
can actually be solved from these equations. These cases include several single­
queue systems with a varying number of servers, two-queue two-server systems 
with exhaustive service and exponential service times, as well as infinite-server 
systems with an arbitrary number of queues, exhaustive or gated service, and 
deterministic service times. 
To conclude, we now briefly discuss the derivation of the marginal queue length 
distribution at an arbitrary epoch from the joint queue length distribution at 
embedded epochs. Denote by Ni the queue length at Qi at an arbitrary epoch. 
As stated in the introduction, in isolation a particular queue in a polling sys­
tem may be viewed as a single-queue system with service interruptions, the 
intervisit periods constituting the service interruptions. In Section 9.2, we 
have shown how in such a system with service interruptions and exponential 
service times, the queue length distribution at an arbitrary epoch may be ex­
pressed into the queue length distribution at the beginning and the end of 
a service interruption. In case the assumptions of Section 9.2 are satisfied, 
one may thus obtain the marginal queue length distribution at Qi from the 
queue length distribution at the beginning and the end of a visit to Qi, given 
by E(zX;;) = Fi(l, ... , 1,z, 1, ... , 1) and E(zY;;) = Gi(l, ... , 1, z, 1, ... , 1), re­
spectively, with z as i-th argument. Consider e.g. the two-queue two-server 
system with exhaustive service and exponential service times, for which we ob­
tained Fi(z) and Gi(z) in Case IV of the previous section. For such a system, 
using Lemma 9.2.1 and Lemma 9.2.2, 

E(zN;) = [-2- + ~Pr{NilI = o}]-l 
2 - Pi 2 - Pi 

x --E(zN•l 1 ) + -'-Pr{NilI = O} , [ 2 p·z ] 
2 - PiZ 2 - PiZ 

with 

E(zNi11) = 1 - E(zX,;). 
(1- z)EXii 

In Section 9.2, we have also shown how subsequently the waiting-time dis­
tribution may be related to the marginal queue length distribution by using 
Lemma 9.2.3. In case the assumptions of Section 9.2 are not satisfied, one may 
quite often still obtain the marginal queue length distribution from the joint 
queue length distribution at the beginning and the end of a visit by developing 
ad hoc methods. We do however not pursue the matter any further, leaving it 
as an interesting topic for further research. 
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9.A PROOF OF LEMMA 9.2.l 

Lemma 9.2.1 

with 

_ ~ Pr{N1 =l} ~ ~ p {N =l} [ l-1 

"I - L, (1) + m - L, r J 
l=O Pr{N M/M/m = l} P l=m-1 

Proof 
Define a vacation customer to be a customer arriving in a non-serving interval. 
Consider now a vacation customer C arriving at some time u. Suppose that 
C sees l customers upon arrival; so the queue length just after u equals l + 1, 
l ~ 0. Let T be the first epoch in a serving interval after u, at which the 
queue length reaches the level l + 1 again. Let Ube the first epoch after u, at 
which the queue length drops to the level l. Suppose that the interval [T, U] 
contains K distinct non-serving intervals starting at the consecutive epochs 
U 1 , ... , UK, K ~ 0. Let Nk be the queue length just after the epoch Uk, 
Let Tk be the first epoch in a serving interval after Uk, at which the queue 
length reaches the level N k again. The interval [T, U], exclusive of the intervals 
[U1 , T1], ... , [UK, TK], is called a fundamental period at level l. Note that we 
have thus established a 1-1 correspondence between fundamental periods at 
level l and vacation customers that see l customers upon arrival. (For m = 1, 
one can establish the 1-1 correspondence in an elegant way by choosing the 
order of service to be non-preemptive LCFS, cf. Fuhrmann & Cooper [102]; 
the vacation customer is then the 'ancestor' of the customers served in the 
fundamental period. Form > 1, one cannot establish the 1-1 correspondence 
in such an elegant way, as the customers then do not necessarily leave in order 
of service.) The notion of a fundamental period is illustrated in Figure 9.1, 
with N(t) denoting the queue length at time t. Parallel to the time axis, 
the non-serving intervals are indicated by dotted lines. The serving intervals 
constituting a fundamental period at level l = 1 are indicated by bold lines. 
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N(t) 
' ,----J ' ' ' ;~-.-I~-,---' ~II 

' ---' L......JL......J L......JL......J L......J~--

' ' '---' 

u 

FIGURE 9.1. A fundamental period at level l = 1. 

' ' '---' 
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Consider now an arbitrary tagged customer as it departs from the system. 
Denote by ND the number of customers that the tagged customer leaves behind. 
By virtue of the PASTA property and an up- & down crossing argument, Nv 
has the same distribution as N. Denote by Lv the level of the fundamental 
period in which the tagged customer is served. (Note here that the fundamental 
periods together constitute a partitioning of the serving intervals.) 

00 

E(zN) = E(zNv) = L E(zNv I Lv = l)Pr{Lv = l}. (9.47) 
l=O 

Define a fundamental period at level l in the corresponding M / M /m queue to 
be a period ranging from an epoch when the queue length jumps to the level 
l + 1 to an epoch when the queue length drops to the level l. Because of the 
memoryless property of the exponential service time distribution, a fundamen­
tal period at level l in the queue with service interruptions is stochastically 
indistinguishable from a fundamental period at level l in the corresponding 
M/M/m queue. So, given that Lv = l, Nv has the same distribution as the 
number of customers that an arbitrary customer leaves behind as it departs 
from the corresponding M/M/m queue in a fundamental period at level l. By 
virtue of the (conditional) PASTA property and an up- & down crossing ar­

gument, this number has again the same distribution as N{j/M/m' the queue 
length at an arbitrary epoch in the corresponding M / M /m queue, given that 
the queue length is at least l. 

N(IJ 
E(zND I Lv = l) = E(z M/M/m ). (9.48) 

Denote by L the level of an arbitrary fundamental period. Remember that we 
have established a 1-1 correspondence between fundamental periods at level 
l and vacation customers that see l customers upon arrival. So L has the 
same distribution as the number of customers seen by an arbitrary arriving 
vacation customer. Because of the PASTA property, this number has again the 
same distribution as N 1. Denote by Mt the number of customers served in a 
fundamental period at level l. Then 

Pr{Lv = l} = 
00

Pr{L = l}EM1 

I: Pr{L = k}EMk 
k=O 

Pr{N1 = l}EM1 
00 (9.49) 
I: Pr{N1 = k}EMk 
k=O 
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In a fundamental period at level l, exactly 1 customer is served that leaves 
behind l customers as it departs from the system. So EM1 equals the reciprocal 
of the probability that an arbitrary customer leaves behind l customers as it 
departs from the system in a fundamental period at level l: 

1 
EM1 = (I} 

Pr{N M/M/m = l} 

Summarizing, 

E( N) _ " E(z M/M/m )Pr{N1 = l} 
[ 

oo N(I) · i 
z - "Y LJ (I} ' 

l=O Pr{N M/M/m = l} 

with 

[
~ Pr{N1 = k} i-i 

"Y = LJ (k} 
k=O Pr{N M/M/m = k} 

Substituting (9.2) into (9.51) and (9.52) completes the proof. 

9.B PROOF OF LEMMA 9.5.1 

Lemma 9.5.1 
If 17'(1) < 1, then 
i. lim e(K+l)(z) = 1 for all z with I z I:=:; 1; 

K--+oo 
00 

ii. II f(e<k>(z)) converges for all z with I z I::; 1; 
k=O 
oo k-1 

iii. Lg(e(k}(z)) II /(e<l}(z)) converges for all z with I z I:=:; 1. 
k=O l=O 

Proof 
Proof of i. 
Since e(z) = 17(z) is a pgf, 

11 - e(z) I ::; 11' (1) I 1 - z I . 

By induction, 

ll-e(k>(z)l::;(17'(l)lll-zl, 

So lim e(K+l)(z) = 1. 
K--+oo 

(9.50) 

(9.51) 

(9.52) 

D 

(9.53) 

(9.54) 
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Proof of ii. 
According to the theory of infinite products, cf. Titchmarsh [185] p. 18, 

(X) (X) 

II f(e(k)(z)) converges iff I)1 - f(e(k)(z))] converges. 
k=O k=O 
Let r(z) be the straight contour in the complex plane from z to 1. 
According to the theory of complex functions, 

I1-f(z)l=lf(l)-f(z)l=I j df(u)l~M(z)ll-zl, (9.55) 

uEr(z) 

with 

M(z) = max I dfd(u) I< oo, 
uEr(z) U 

as f ( u) is continuously-differentiable on I u I ~ 1. 
Using (9.54), (9.55), 

~ ll-f(e(k)(z))I ~ ~M(z)(11'(l))k 11 - zl = 1 ~~~il) 11 -zl < oo. 

(X) 

So II f(e(k)(z)) converges. 
k=O 

Proof of iii. 
co k-1 ex, 

Note that L lg(e(k)(z)) II f(e(l)(z)) I~ LL lg(e(k)(z) I with L = 
k=O 

k-1 co k-1 

max I II f(e(t)(z)) 1- Since II f(e(k)(z)) converges, max I II f(e(l)(z)) I< oo. 
k>O k>O - l=O k=O - l=O 

co k-1 

So to prove that Lg(e(k)(z)) II f(e<1)(z)) converges, it suffices to prove that 
k=O l=O 

= 
Lg(e(k)(z)) converges. 
k=O 
Let r(z) be the straight contour in the complex plane from z to 1. 
Similarly to (9.55), noting that g(l) = 0, 

lg(z)l~N(z)ll-zl, (9.56) 

with 

N(z) = max I dgd(u) I< oo, 
uEr(z} U 

as g( u) is also continuously-differentiable on I u I ~ 1. 
Using (9.54), (9.56), 

= = N() 
~ lg(e(k)(z))I ~ ~N(z)(17'(l))k 11 -zl = l -1J~(l) 11 - zl < oo. 
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ex:, k-1 

So Lg(e(k\z)) IT f(e(l)(z)) converges. 
k=O l=O 

D 



CHAPTER 10 

WAITING-TIME APPROXIMATIONS 

FOR MULTIPLE-SERVER POLLING 

SYSTEMS 

10.1 INTRODUCTION 

195 

In the previous chapter, we analyzed multiple-server polling systems in which 
the servers are assumed to be coupled, i.e., the servers visit the queues always 
together. In the present chapter, we consider systems in which the servers are 
assumed to be independent, i.e., each of the servers visits the queues according 
to its own cyclic schedule. We derive waiting-time approximations for such 
systems with the exhaustive and gated service discipline. 
As mentioned in the previous chapter, polling systems with multiple servers 
have received remarkably little attention in the vast literature on polling sys­
tems. One of the first studies is Morris & Wang (153]. They obtain the mean 
cycle time of each server and the mean intervisit time to a queue, and derive 
approximate expressions for the mean sojourn time for both a gated-type and 
a limited-type service discipline. A very interesting phenomenon observed by 
Morris & Wang is the tendency for the servers to cluster if they follow identical 
routes, especially in heavy traffic. Numerical experiments indicate that the 
bunching of servers is likely to deteriorate the system performance. Obviously, 
the bunching of servers is alleviated if they follow different routes. Therefore, 
Morris & Wang advocate the use of 'dispersive' schedules to improve the sys­
tem performance. 
In references (18], (121], (123], [157], [190] mean response time approximations 
are developed to analyze the performance of LAN's with multiple token rings. 
Mean response time approximations oriented to LAN's with a multiple slotted 
ring are contained in references [11], [18], (144], [190], [192]. Ajmone Marsan 
et al. [3], (4], (5] derive the mean cycle time and bounds for the mean waiting 
times in symmetric systems for the exhaustive, gated, and I-limited service 
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discipline. In [2] they illustrate how Petri-net techniques may be used to study 
Markovian multiple-server polling systems. 
Gamse & Newell [107] obtain approximate expressions for the mean round-trip 
time for a multiple-elevator facility. They make a comparison of some control 
options of multiple parallel elevators and - although there are some distin­
guishing features in the model description - find a similar tendency to form 
bunches as observed by Morris & Wang. For references on an exact analysis 
of models with a single queue, or models with coupled servers, we refer to the 
introduction of the previous chapter. 
All these studies unanimously point out that multiple-server polling systems, 
combining the complexity of single-server polling systems and multiple-server 
systems, are extraordinarily hard to analyze. In fact, none of the studies (ex­
cept [56], [57] for very specific two-queue infinite-server cases) presents any 
exact results for systems with multiple queues, apart from some mean-value 
results for global performance measures, like cycle times. 
In this chapter, we consider the case of independent servers, each of which visits 
the queues according to its own cyclic schedule. In view of the mathematical 
intractability, we are interested in deriving waiting-time approximations for 
asymmetric systems with the exhaustive and gated service discipline. Most of 
the existing approximations are only developed for systems with the I-limited 
service discipline or are restricted to completely symmetric systems. Moreover, 
most of the approximations completely ignore the considerable influence of the 
visit order on the waiting times or simply assume the visit order to be disper­
sive. 
The remainder of the chapter is organized as follows. We present a detailed 
model description in Section 10.2. In Section 10.3, some preliminary results are 
obtained for the mean interarrival times of the various servers at the various 
queues, which will repeatedly be used throughout the subsequent sections. In 
Sections 10.4, 10.5, 10.6, we derive waiting-time approximations for asymmet­
ric systems with the exhaustive and gated service discipline. Considering the 
merits and drawbacks of existing approximations, we intend (i) to use pseudo­
conservation-like concepts, which have proven to be a very useful instrument 
in the single-server case, and (ii) to take into account the visit orders of the 
servers, which in the multiple-server case, through the clustering effects, appear 
to have a major impact on the waiting times. In Section 10.7, the approxima­
tions are tested for a wide range of parameter combinations. In Section 10.8, 
we conclude with some remarks and suggestions for further research. 

10.2 MODEL DESCRIPTION 

The model under consideration consists of n queues, Q1, ... , Qn, each of infi­
nite capacity, attended by m identical servers, S1 , ... , Sm, For the specification 
of the arrival, service, and switch-over processes, we refer to the description of 
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the 'basic model' in Section 1.3. 
The servers move from queue to queue in a cyclic manner. Server j visits the 
queues in the order Q71';(l), ... , Q71';(n), with (1rj(l), ... , 7rj(n)) a permutation 
of (1, ... , n), j = 1, ... , m. 
The servers visit the queues independently of each other, under the restriction 
that at most mi servers may visit Qi simultaneously. In view of the latter re­
striction, a server arrival will be called effective if there are less than mi other 
servers already busy at Qi. If an arrival at Qi is not effective, then the server 
starts switching to the next queue immediately. If an arrival at Qi is effective, 
then the server starts serving type-i customers (possibly none), as prescribed 
by the service discipline at Qi. At each queue, the service discipline may either 
be exhaustive or gated. Under the exhaustive service discipline, a server leaves 
the queue when there are no waiting customers left. Under the gated service 
discipline, a server leaves the queue when there are no waiting customers left 
whose arrival fell before the last server arrival. In other words, at each server 
arrival, an imaginary gate opens to let waiting customers pass through. At 
each queue, customers are taken into service in order of arrival. As soon as the 
server finishes serving type-i customers, as prescribed by the service discipline 
at Qi, it starts switching to the next queue as specified in its schedule. 
Finally some words on the stability conditions. Necessary conditions are of 
course that p < m, Pi < mi, i = 1, ... , n. We strongly conjecture that these 
conditions are in fact also sufficient for service disciplines, like exhaustive and 
gated, that do not impose any (probabilistic) parametric restriction on the 
number of customers served during a server visit. Throughout the chapter, the 
stability conditions are assumed to hold. 

10.3 THE SERVER INTERARRIVAL TIME 

In this section, we derive some preliminary results for the mean interarrival 
time of the various servers at the various queues, which will repeatedly be used 
throughout the subsequent sections in obtaining waiting-time approximations. 
We first introduce some notation. Define Tij as the load carried by Si at Qi, 
i.e., the fraction of time that Si is busy at Qi, i = 1, ... , n, j = 1, ... , rn. 

n 

The total load carried by Si is r1 = I: rij· In general, the fractions rij are 
i=l 

unknown. However, the balance between the carried and the offered load at Qi 
m 

implies I: rij = Pi, i = 1, ... , n. 
j=l 

Denote by Aij (A:1) the interarrival (effective interarrival) time of S1 at Qi, 
i.e., the time between two consecutive arrivals (effective arrivals) of S1 at Qi, 
i = 1, ... , n, j = 1, ... , m. Denote by Pij the probability that an arbitrary 
arrival of S1 at Qi is effective, i.e., the probability that at an arbitrary arrival 
of S1 there are less than mi other servers already busy at Qi, i = 1, ... , n, 
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j = 1, ... , m. Obviously, for mi = m, Pij = 1; for mi < m the probabilities Pij 
are however not known. 
Applying a traffic balance argument, 

s 
EAij =--, 

l - rj 

independent of i. 
As Pij = EAij /EA":,j, 

EA:- = s/pij . 
J 1 - Tj 

(10.1) 

(10.2) 

A question that arises here quite naturally, is whether or not all the servers will 
carry the same load. If two servers follow the same visit order, then by symme­
try considerations both will also carry the same load of course. In particular, if 
all the servers follow the same visit order, then Tij = Pi/m, j = 1, ... , m. Nu­
merical experiments indicate that, even when the servers follow different visit 
orders, at each individual queue the load carried by each of the servers tends to 
differ only slightly, although in case of highly asymmetric system configurations 
the differences may increase somewhat. However, as observed in [150], [153], 
even in case of highly asymmetric system configurations the total load carried 
by each of the servers does not appear to differ significantly. 
The above observation may be explained as follows. Suppose that the total load 
r 1 carried by S1 is larger than the total load r 2 carried by S2 . So by (10.1) 
also the mean interarrival time EAi1 of S1 is larger than the mean interarrival 
time EAi2 of S2. In other words, S2 visits the queues more frequently than 
S1 , so that S2 is also likely (but not absolutely sure) to meet more work at the 
queues than S1 • So the total load r 2 carried by S2 is likely to be larger than the 
total load r 1 carried by S1 , in contradiction with the initial supposition. The 
above explanation does not exclude that some minor differences may occur in 
the total load carried by each of the servers. However, the reasoning supports 
the observation that such differences cannot grow dramatically. 
Denote by Ai (A1') the server interarrival (effective server interarrival) time 
at Qi, i.e., the time between two consecutive server arrivals (effective server 
arrivals) at Qi, i = 1, ... , n. Denote by Pi the probability that an arbitrary 
server arrival at Qi is effective, i.e., the probability that at an arbitrary server 
arrival there are less than mi other servers busy at Qi, i = 1, ... , n. Obviously, 
for mi= m, Pi= l; for mi< m the probabilities Pi are however not known. 
The Ai (AI) process is the superposition of the Aij (Aij) processes. So 

So, from (10.1), 

s 
EAi=--, 

m-p 

i = 1, ... ,n. 

(10.3) 
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which is again like (10.1) independent of i. Moreover, the mean server interar­
rival time is completely insensitive to how the total load is divided among the 
individual servers. 
As Pi = EAi/EAf, 

EA*= s/pi 
i ) m-p 

i = 1, ... ,n. (10.4) 

Note that the mean-value results obtained here for the (effective) server interar­
rival time also hold for the (effective) server interdeparture time. (A departure 
is called effective if it corresponds to an effective arrival.) 

10.4 THE WAITING TIME 

In this section, we derive waiting-time approximations for systems with the 
exhaustive and gated service discipline. We first introduce some notation. De­
note by Withe waiting time of an arbitrary type-i customer, i = 1, ... , n. For 
any non-negative continuous stochastic variable T, denote by RT a stochas­
tic variable with as distribution the residual-lifetime distribution of T, i.e., 

t 

Pr{RT < t} = E~ J (l - Pr{T < u})du, t ~ 0. 
u=O 

For reference, we first briefly review the single-server case. The usual approach 
to obtain waiting-time approximations may be outlined as follows. To start 
with, one derives an (approximative) relationship of the form 

i = 1, ... ,n, (10.5) 

with Ci either the interarrival or the interdeparture time at Qi, depending on 
the service discipline at Qi. The symbol 'Yi represents some coefficient in terms 
of the system parameters, which reflects the influence of the service discipline 
at Qi. 
For the exhaustive service discipline, 

EWi = (1 - Pi)ERDi, i = 1, ... ,n, (10.6) 

with Di the server interdeparture time at Qi, cf. [88], [113]. (An alternative 
(2) 

relationship for the exhaustive service discipline is EWi = tf3i ) + ERii, 
2 1- Pi 

with Ii the intervisit time at Qi, cf. [62].) 
For the gated service discipline, 

EWi = (1 + Pi)ERAi, (10.7) 

with, as before, Ai the server interarrival time at Qi, cf. [88], [113]. 
To proceed, one turns to approximating ERCi (or ERii)- Since ERCi = 
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E(Ci)2 /2ECi (similarly for ERii), cf. [95), where ECi = s/(1 - p) (respec­
tively Eli= (1 - Pi)s/(1 - p)), it remains to approximate E(Ci}2 (or E(Ii}2 ) 

by using some 'additional' information. One approach, followed by Bux & 
'Iruong [62) in the case of exhaustive service and deterministic switch-over 
times, is to derive an exact formula for E(Ir) in the case of two queues, subse­
quently applying a 'heuristic extrapolation' to the case of an arbitrary number 
of queues. Another approach, proposed by Everitt [88), and further elaborated 
on by Groenendijk [113) is to approximate ERCi in a direct manner, by in­
voking a so-called pseudo-conservation law, which provides an exact explicit 

n 
expression for a weighted sum of the mean waiting times, typically I: PiEWi, 

i=l 
cf. also Chapter 2. Substituting (10.5} into a pseudo-conservation law, assum-
ing ERCi ~ ERC, yields an approximation for ERCi, Note that the latter 
method in particular yields an exact expression for the mean waiting time in 
completely symmetric systems. 

We now return to the multiple-server case. The usual approach to obtain 
waiting-time approximations in the multiple-server case may be sketched as 
follows, cf. [18), [121], [123], [153], [157], [190]. Like in the single-server case, 
one starts by deriving an (approximative) relationship of the form 

{10.8} 

with c; either the effective server interarrival or interdeparture time at Qi, At 
that stage, the complications already start, since for most service disciplines 
at best a very rough approximation for 'Yi can be found. Next, like in the 
single-server case, one proceeds by approximating ERCt. The complications 
then grow even worse, since there is very little 'additional' information avail­
able that can be used, neither in the form of exact results for special cases, nor 
in the global form of a pseudo-conservation law. Having little choice left, one 
typically considers the Ct-process as resulting from the Ci-process after a 'fil­
tering' with probability Pi (the probability of an arrival at Qi being effective), 
and then the Ci-process in its turn as the superposition of the Cwprocesses, 
with j indicating server j. Subsequently, one approximates Pi and fits some 
distribution to the Cwprocesses, assuming that the Cwprocesses are inde­
pendent and identically distributed. The motivation for fitting some particular 
distribution to the Cwprocesses is at best questionable, but is usually even 
completely lacking. What is worse however, is that the assumption that the 
Cwprocesses are independent and identically distributed, completely ignores 
the tendency for the servers to cluster, which immediately explains why the 
resulting approximations only appear to be reasonably accurate for dispersive 
schedules, or under conditions {like mi = 1, or I-limited service) with disper­
sive effects, cf. [18], [121], [123], [153], [157], [190). 
We now describe an alternative approach to derive waiting-time approxima­
tions. From now on, we focus on the case mi = m, which we consider to be 
the most interesting case; in the last section of the chapter, we briefly discuss 
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the case mi = 1. Considering the above-mentioned objections, we intend 

(i) to take into account the visit orders of the servers, which in the multiple­
server case, through the clustering effects, appear to have a major impact on 
the waiting times; 
(ii) to avoid considering cycle-time processes, instead using pseudo-conservation­
like concepts, which have proven to be a very useful instrument in the single­
server case. 

Denote by qi the steady-state probability that at least one of the servers is 
busy at Qi, In general, the probabilities qi are unknown. However, pif m ::S 
qi ::S min{pi, 1}. To derive an approximative relationship of the form EWi r:::i 

')'iERCi, we assume that the customers experience the presence of multiple 
servers as if there is a single server processing at speed ai = pi/ q;, the exact 
average processing speed at Q;. 
For the exhaustive service discipline we then obtain from (10.6), replacing Pi 
by Pi/a;, 

(10.9) 

with D; the server interdeparture time at Q;. 
Similarly, we obtain from (10.7) for the gated service discipline, 

(10.10) 

with A;, as before, the server interarrival time at Q;. 
In the multiple-server case, it is no longer reasonable to assume that the resid­
ual server interdeparture (interarrival) times are approximately equal, since 
the degree of clustering may differ significantly from queue to queue. Instead, 
we assume that the residual server interdeparture (interarrival) times are pro­
portional to the average processing speed a; = pi/qi, which may be seen as a 
measure for the degree of clustering at Qi, i.e., 

(10.11) 

and 

(10.12) 

with ERD and ERA some unknown constants. Note that in case m = 1, q; = 
p;, so that (10.11) and (10.12) reduce to ERD; r:::i ERD and ERA; r:::i ERA, 
respectively, the usual assumptions in the single-server case. 
To complete the derivation of the approximations, it suffices to (i) find an ex-

n 

pression for the weighted sum I: PiEW; and (ii) determine the probabilities 
i=l 

qi, which we will do in Sections 10.5 and 10.6, respectively. 
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n 
10.5 APPROXIMATING THE WEIGHTED SUM I: PiEWi 

i=l 

n 

In this section, we describe a method for approximating I: PiEWi- Denote by 
i=l 

V the steady-state total amount of work in the system. Applying Brumelle's 
formula [60], 

~ 1 ~ (2) 
~PiEWi = EV- 2 ~>.if3i . 
i=l i=l 

(10.13) 

n 

So to find an expression for I: PiEWi, it suffices to find an expression for 
i=l 

the mean amount of work EV. For reference, we first briefly review the single-
server case, where the crucial property that facilitates the determination of EV 
is work decomposition, which in its turn builds on the fundamental property 
of work conservation, cf. also Chapter 2. To illuminate these concepts, denote 
by v 0 the steady-state total amount of work in the 'corresponding M/G/1 
system'. The 'corresponding M / G / 1 system' is a single-server system with 
similar traffic characteristics but with zero switch-over times, i.e., without any 
interruptions by the switch-over process. Denote by Y the steady-state amount 
of work in the original system in a switching interval. Then the following work 
decomposition property holds: 

v4v0 +Y, (10.14) 

with 4 indicating equality in distribution. When the amount of work in a 
switching interval is always zero, we may recognize in (10.14) the underlying 
property of work conservation, which in fact holds even in sample-path sense. 
Note that EV0 is simply known from the Pollaczek-Khintchine formula. For a 
broad class of service disciplines, including gated and exhaustive, EY may be 
determined along the lines of [38], [42]. Taking expectations in (10.14), sub­
stituting into (10.13), then yields a so-called pseudo-conservation law for the 
mean waiting times. 
We now return to the multiple-server case, where deriving a pseudo-conservation 
law in an exact way involves serious complications. A simple interchange argu­
ment shows that in the multiple-server case, a strict work conservation property 
in sample-path sense only holds if all the customers have the same ( determin­
istic) service time. A weaker work conservation property in stochastic sense 
only holds if all the customers have the same service time distribution and the 
service discipline is regardless of the actual service times. Hence, since work 
conservation may be seen as the basis for work decomposition, it is not very 
likely that a property like (10.14) holds in the multiple-server case. Even if it 
were, we would face the problem that EV0 is not known in the multiple-server 
case, not to mention the problem of determining EY, so that the chances of 
deriving a pseudo-conservation law in an exact way appear to be negligible. 
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Instead, we therefore derive an approximative pseudo-conservation law. Al­
though a work decomposition property probably does not hold, we can always 
write 

EV= EVa +EY, 

with va denoting the steady-state total amount of work in the 'corresponding 
M / G / m system', and Y representing a stochastic variable whose mean satisfies 
the above equality, but which further remains unspecified. (The 'correspond­
ing M / G / m system' is defined analogously as in the single-server case.) To 
approximate EV, we consider two auxiliary single-server systems with similar 
characteristics, for which the work decomposition property does hold, viz: 
(i). the '>../m system', i.e., a single-server system with identical characteristics, 
but with the arrival rate decreased by a factor m; 
(ii). the '/3 /m system', i.e., a single-server system with identical characteristics, 
but with the service rate increased by a factor m. 
For these auxiliary systems, we adopt the notational convention introduced for 
the original system. 
Applying (10.14) to the two auxiliary systems, 

d a d Va 
V>..;m = V>../m + Y>..;m, V13;m = /3/m + Y/3/m· 

From the Pollaczek-Khintchine formula, 

I: Ai/3fl 
a a 1 i=l 

EV>../m = EV/3/m = m-2-(1---p-)' 

with p = p/m. 
From [38], [42], 

with Pi = Pi/m. The symbols E and G indicate the index sets of the queues 
with the exhaustive and gated service discipline, respectively. 
To approximate Eva, we assume that the ratio of the mean amount of work in 
a multiple-server system and a single-server system with similar characteristics 
and proportional load, is rather insensitive to the service time distribution, i.e., 

Eva Eva 
Eva - Eva ~ -y(p), 

>../m /3/m 

with -y(p) denoting the known value of the ratio in question in case of identically 
exponentially distributed service times. In other words, 
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with 
m-1 I p pm pm mp 

(m-p) ~ l-+-m2 +---
L.J l! m! m! m - p 

'Y(P) = l~-1 I 
p pm mp 

p L l!+ m!m-p 
l=O 

(10.15) 

To approximate EY, we assume 

EY ~ (1- o:)(,\jm(p)EY,\/m + a(13;m(p)EY13;m, 

with o: indicating whether the comparison with the '>../m system' or with the 
'/3 / m system' is most appropriate. The interpretation of the coefficients (.\f m (p) 
and (13;m(P) is similar to that of the factor "f(p) introduced above. 
If the server clustering is strong, which will occur especially in heavy traffic if 
the servers follow identical routes, then the system will tend to behave as the 
'/3/m system', i.e., a j 1 for a high degree of clustering. It also suggests choos­
ing (13;m(P) = 1 (note from (10.15) that also "f(p) ! 1 when p j m). On the 
other hand, if the server clustering is weak, which will occur in light traffic, or 
if a dispersive schedule is used, then the comparison with the '>../m system' is 
probably more appropriate, i.e., o: ! 0 for a low degree of clustering. Choosing 
(.\jm(P) in this case is however not so easy. In light traffic, the switch-over 
times will tend to dominate the behavior of the system. In fact, if the total 
switch-over time incurred during a cycle is deterministic, EWi ! s/(m + 1) 
for p ! 0. If the total switch-over time during a cycle is exponentially dis­
tributed, EWi ! s/m for p ! 0. Interpolating, we obtain EWi ! (m + 8'2) / s2 -

l)s/m(m + 1) for p ! 0, implying that EY = p(m + s(2) /s2 - l)s/m(m + 
1) + O(p2 ) for p ! 0. Note that EY .\/m = p8'2) /2ms + O(p2 ) for p ! 0. So 

EY /EY .\/m-+ (m + 8 (
2

) 1;;2~;~:m(m + l) = 2(1 + (m - l)s2 /s(2>)/(m + 1) 

for p ! 0. In other words, (.\fm(P) -+ 2(1 +(m- l)s2 / s(2))/(m+ 1) for p ! 0. On 
the other hand, in heavy traffic, the switch-over times occupy only a negligible 
fraction of time, implying that (.\jm(P) -+ 'Y(P) for p j m. Interpolating, we 
obtain (.\jm(P) ~ 2(p/m)(l + (m - l)s2 /s(2))/(m + 1) + "f(p)(l - p/m). 
To choose o:, we consider again O:i = pi/qi, the average processing speed at Qi, 
as a measure for the degree of clustering at Qi. We define 

a,_ ~ t O:i - Pi/ (1 - (1 - Pi/m)m) 
.- n i=l m - pi/ (1- (1- pifm)m) · 

(10.16) 

Note that for a high degree of clustering, i.e., Qi ! pifm, a j 1. On the other 
hand, for a low degree of clustering, i.e., Qi j 1 - (1 - Pi/m)m, a! 0. 
Concluding, 

EV ~ 

n (2) 
( ) E Ai/3i 

"/ p i=l ---
m 2(1 - p) 

(10.17) 
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+ 

X 

with ,(p) and a as in (10.15) and (10.16), respectively. Substituting (10.17) 
into (10.13) yields an approximative pseudo-conservation law. Subsequently 
substituting (10.9), (10.10), (10.11), (10.12) into (10.13) yields waiting-time 
approximations, still containing the probabilities q;, which we will determine in 
the next section. Note that the method in particular yields an exact expression 
for the mean waiting time in completely symmetric systems with exponential 
service times and zero switch-over times. 

10.6 APPROXIMATING THE PROBABILITIES qi 

In this section, we describe a method for approximating the probabilities q; 
that at least one of the servers is busy at Q;, i = 1, ... , n. We first in­
troduce some notation. Denote by Hj(t) the entry in the polling table of 
Sj at time t. Indicate by Zj(t) whether Sj is switching (Zj(t) = 0) or 
serving (Zj(t) = 1) at time t. So, if (Hj(t), Zj(t)) = (h, 0), then Sj is 
switching to Q1r;(h) at time t; if (Hj(t), Zj(t)) = (h, 1), then Sj is serv­
ing at Q1r;(h) at time t. Denote by (H, Z) a pair of stochastic variables 
with as joint distribution the joint stationary distribution of (H(t), Z(t)) with 
(H(t), Z(t)) = (H1 (t),.,,, Hm(t), Z1 (t),.,., Zm(t)). 
We now describe a method for approximating the distribution of (H, Z). Note 
that the probabilities q; follow immediately from the distribution of (H, Z) as 

(10.18) 

In fact, it is not difficult to approximate each of the marginal distributions of 
(Hj, Zj ), j = 1, ... , m. As observed in Section 10.3, at each individual queue 
the load carried by each of the servers tends to differ only rather slightly, i.e., 
r;j ~ p;f m, i = 1, ... , n, j = 1, ... , m. So 

{( ) ( )} P1r;(h) 
Pr H1, Zj = h, 1 = r 1r; (h)j ~ ---:;;;;:- . (10.19) 

Also, from (10.1), 

Pr{(Hj,Zj) = (h,0)} = S1r;(h) ~ (1- .!!_)s1r;(h), • 
ECi m s 

(10.20) 

with ECj denoting the mean cycle time of Sj, 
However, it is considerably harder to approximate the simultaneous distribution 
of (H,Z) = (H1, .. ,,Hm,Z1, ... ,Zm), which is actually needed in (10.18). 
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There are three types of transitions in (H, Z). 
First, 

Zj = 1, (10.21) 

representing a departure of Sj from Qrr;(h;), which does not result from an 
instantaneous passage; here ej represents the j-th m-dimensional unit vector; 
h1 + 1 is in fact to be understood as (hj mod n) + 1. 
Second, 

Zj = 0, (10.22) 

representing an arrival of Sj at Qrr;{h;), which does not lead to an instantaneous 
passage. 
Third, 

(h, z) --t (h + ej, z), Zj = 0, (10.23) 

representing an instantaneous passage of Sj at Qrr;{h;)· 

Note that {(H(t), Z(t)), t 2: 0} is not a Markov process, since the transitions 
are not independent of the past. To approximate the simultaneous distribution 
of (H, Z), we will however deal with the process as if it is Markov, i.e., as if the 
transitions in (H, Z) occur at a constant rate, independent of the past. The 
distribution of (H, Z) may then be determined, as soon as the transition rates 
µ(h,z)-+(h' ,z') are specified, which we might do as follows. 
First, 

Zj = 1, (10.24) 

i.e., a departure of S1 from Qrr;(h;) (which does not result from an instantaneous 
passage) occurs at a rate reciprocal to the approximate mean visit time of Sj 

at Qrr;(h;) (i.e. rrr;(h;),jEArr;(h;),j ~ Prr;(h;)s/(m - p)). 
Second, 

Zj = 0, (10.25) 

i.e., an arrival of Sj at Qrr;(h;) (which does not lead to an instantaneous passage) 
occurs at a rate reciprocal to the mean switch-over time into Qrr;(h;)· 

Third, 

Zj = 0, (10.26) 

i.e., an instantaneous passage of Sj at Qrr;(h;) (only occurring when there are no 
waiting customers at Qrr;(h;), which cannot be deduced from (H,Z)) does not 
occur. Note that in light traffic, instantaneous passages in fact do frequently 
occur, since a server arrival is likely to be followed by a concurrent server 
departure, which might suggest replacing (10.26) by 

Zj = 0, (10.27) 
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when pl 0. However, when pl O in light traffic, combining (10.25) with (10.24) 
has a similar effect as using (10.27) would have. 
Because of the homogeneity in the transition rates, we would obtain from 
(10.24), (10.25), (10.26) 

m 

Pr{(H,Z) = (h,z)} = IlPr{(Hj,Zj) = (hj,Zj)}, (10.28) 
j=l 

where Pr{(Hj, Zj) = (hj, Zj)} satisfies (10.19), (10.20). In other words, we 
would obtain complete independence in the server position distribution, while 
in fact we attempted to capture the tendency for the servers to cluster. 
The driving force behind the tendency for the servers to cluster is that the time 
that a server visits a queue, depends on the time that the queue has not been 
visited by one of the other servers, so that the servers, somewhat depending on 
the visit orders, tend to be driven together. Once driven together, the servers 
do not disperse, as long as the visit orders do not direct them to different 
queues. To capture these phenomena, we slightly modify the transitions for 
the states in which more than one server is busy at the same queue simulta­
neously. For these states, we replace the transitions where one server leaves 
the queue, by a single transition of the same rate where all the visiting servers 
leave the queue simultaneously, reflecting that actually all the servers will tend 
to leave relatively shortly after one another. 
The transition rates being specified, the distribution of (H, Z) may then be 
determined by solving the balance equations, supplemented with the normal­
ization condition. Because of the inhomogeneity introduced in the transition 
rates, it is no longer possible to give the simultaneous distribution as explic­
itly as in (10.28), but it is easily verified from the balance equations that the 
marginal distribution Pr{(Hj, Zj) = (hj, Zj)} still satisfies (10.19), (10.20). 

More detailed clustering measures 
Remember that we approximated the distribution of (H, Z) in the first place 
to determine the probabilities qi that at least one of the servers is busy at Qi, 
i = 1, ... , n. In their turn, we used the probabilities qi to determine ai = Pi/qi, 
the average processing speed at Qi, as a measure for the degree of clustering 
at Qi. Having approximated the simultaneous distribution of (H, Z), we may 
however refine the latter estimate for the degree of clustering, to deal with situ­
ations in which the average processing speed does not provide a good indication 
for the degree of clustering ( e.g. in case of a lightly-loaded queue preceded by 
a heavily-loaded queue). In the remainder of the present section, we briefly 
discuss the definition of those alternatives. In the next section, when testing 
the resulting waiting-time approximations, we will examine the impact of im­
plementing these alternatives. 
Denote by Pi~o) ( h, z) and Pi~l) ( h, z) the conditional probability that (H, Z) = 
(h, z) just after an arrival of Sj at Qi and after a departure of Sj from Qi, 
respectively. These conditional probabilities follow immediately from the dis-



208 Chapter 10 Waiting-time approximations for multiple-server polling systems 

tribution of (H,Z). Denote by TiJl(hj,Zj) and T;)l(hj,Zj) the entrance time 
into (Hj,Zj) = (hj,Zj) just after an arrival of Sj at Qi and after a departure 
of Sj from Qi, respectively. The mean values of these entrance times are given 
by 

h·-1 
TijS(l - b) ~ ( r1r;(k)js) = 1 - r. + ~ S1r;(k) + 1 - r. + 81r;(h;)Zj 

J k=1r~ 1 (i)+l J 
J 

b = 0, 1, with k = ?r-;1(i) such that ?rj(k) = i. 
For given (h, z) = (h1, ... , hm, z1, ... , Zm), let ET;~{ (hj11 Zj1 ), l = 1, ... , m, 

be the mean entrance times ETi~l(hj,Zj), j = 1, ... ,m, ordered in decreas­
. . (b)( ( (b) ) (b)( )) _ mg magnitude. Let Llil h, z) = ETij1_ 1 (hj1_ 1 , Zj1_ 1 - ETijz hj1 , Zj1 , l -

1, ... ,m, with ETi~l(hj0 ,Zj0 ) = EC, EC = s/(m - p). For given (h,z), 

6.i; l ( h, z) represents the mean of the l-th of the m most recent server inter­
arrival (b = 0) or interdeparture (b = 1) times at Qi, l = 1, ... , m. Denote 

(b) m ( (b) ) 2 • (b) Lli (h, z) := I: 6.il (h, z) . The ordmary sum of 6.il (h, z), l = 1, ... , m, 
l=l 

being always equal to EC, the sum of the squares provides a good indication 
for the spacing of the server arrivals at or departures from Q;. Having this in 
mind, we define 

m 

8ib) :=LL Pi~)(h,z)b..~b)(h,z)/(EC) 2 (10.29) 
j=l (h,z) 

for b = 1 and b = 0 as a measure for the local degree of clustering at Qi 
under the exhaustive and gated service discipline, respectively. If the degree of 
clustering at Qi is high, then for the states (h,z) with large pg)(h,z), one of 

the Ll~;)(h,z)'s is approximately equal to EC, while all the other 6.~;)(h,z)'s 
are approximately equal to 0, so that 8ib) ~ m. On the other hand, if the 

degree of clustering at Qi is low, i.e., the Ll~~\h, z)'s are the distances between 

approximately homogeneously distributed points on (0, EC], then 8?) ~ m"', 
m 

with "'= J L(Xt-1 - x1) 2dx1 ... dxm-1 · If the servers even tend 
l=l l=xo~---~x==O 

to repel each other, i.e., all the 6.~;l (h, z)'s are approximately equal to EC/m, 
then 8(b) ~ 1. 

i 

We may also-refine the measure (10.16) for the global degree of clustering. In 
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the spirit of {10.29), we define 

with Pi(h1, z1) = Pr{(H1, Z1) = (h1, z,)}. 
Note that for a high degree of clustering, i.e., for the states (h, z) with large 

Pr{(H, Z) = (h, z)}, .6.s:;(t/h, z) ~ 1, o j 1. On the other hand, for a low de-
m 

gree of clustering, i.e., Pr{(H, Z) = (h, z)} ~ TI Pr{(H1, Z1) = (h1, z1)}, o l 0. 
l=l 

10. 7 NUMERICAL RESULTS 

We have tested the waiting-time approximations for a wide range of parameter 
combinations, by comparison with either simulation results, or exact numerical 
results obtained from the power-series algorithm (PSA), as elaborated upon 
in [150]. The large class of models considered in this chapter has forced us to 
limit the examples that are used to demonstrate the accuracy of the approxima­
tions. Thus, we have restricted ourselves to four-queue models with two servers 
and with exponentially distributed service and switch-over times. Numerous 
numerical experiments have indicated that for these models the accuracy of the 
approximations is acceptable, even for rather asymmetric and heavily-loaded 
systems. In particular, the approximations rightly capture the clustering ef­
fects of the visit order, whereas most of the existing approximations completely 
ignore the considerable influence of the visit order on the waiting times. 
The results of the numerical experiments are summarized below. Limited nu­
merical experience ( which is however not reported in any further detail be­
low) suggests that the approximations perform similarly for non-exponentially 
distributed service and switch-over times). We reemphasize that the models 
considered here are very complex, containing single-server polling models and 
ordinary multiple-server models as special cases, while the visit order consti­
tutes an additional complicating factor. The accuracy of the approximations 
should be judged from this perspective. 

In order to test the accuracy of the approximations for a wide variety of mod­
els, we have considered various variants of a set of models, in which the ratios 
between the arrival rates (..\1: ..\2: ..\3: ..\4), and the mean service times (f31, f32, 
(33, (34), respectively, are given as follows: 
I. (1: 1: 1: 1); {1.0, 1.0, 1.0, 1.0); 
II. {1: 1: 3: 3); {1.0, 1.0, 1.0, 1.0); 
III. (2: 2: 5: 5); {1.0, 1.0, 0.4, 0.4); 
IV. {1: 1: 1: 1); {0.5, 0.5, 1.5, 1.5); 
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V. (1: 1: 3: 3); (0.5, 1.5, 0.5, 1.5); 
VI. (1: 1: 9: 1); (0.5, 0.5, 0.5, 2.5). 
By convention, the queues are numbered such that 1r1 , the visit order of S1 , is al­
ways (1, 2, 3, 4). The visit order of S2 is considered for the cases 1r2 = (1, 2, 3, 4), 
1r2 = (1, 2, 4, 3), and 1r2 = (1, 4, 3, 2). For each of the models, all switch-over 
times are assumed to have mean s/n = s/4, with either s = 0 or s = l. (In 
evaluating the approximations, we actually took s = 10-6 , since the formal def­
inition of (H, Z) is restricted to the case of non-zero switch-over times.) The 
value of the total load is either p = 0.8, p = 1.6, or p = 1.8. In all considered 
cases, we assume mi= m = 2. 

For the models listed above, Tables 10.1.A to 10.6.B show the results for ex­
haustive service at each of the queues. Tables 10. 7.A to 10.8.B show the results 
for the models II and V with gated service. The rows indicated by 'a' contain 
the approximations obtained with O'.i = pi/ qi as a measure for the local degree 
of clustering at Qi, and a as in (10.16) as a measure for the global degree of 
clustering. The rows marked with '8' give the approximations with ai replaced 
by 8~ 1) as in (10.29) for exhaustive service or 8~0 ) for gated service, and a re­
placed by 8 as in (10.30). The rows indicated by 'exact' contain the 'exact' 
mean waiting times obtained from either the PSA (for exhaustive service) or 
simulation (for gated service). (We implemented the PSA only for Bernoulli 
service, including exhaustive service as special case, but in principle the method 
may also be developed to compute the mean waiting times for gated service.) 

{->-1, ->-2, .>-3, .>-4) = p(0.25, 0.25, 0.25, 0.25); (/31, fh, /33, /34) = (l.O, 1.0, 1.0, 1.0); s = 0.0. 
EW1,EW2,EW3,EW4 

p 1r2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.19, 0.19, 0.19, 0.19) (0.19, 0.19, 0.19, 0.19) (0.19, 0.19, 0.19, 0.19) 

0.8 °' (0.19, 0.19, 0.19, 0.19) (0.19, 0.19, 0.19, 0.19) (0.19, 0.19, 0.19, 0.19) 
6 (0.19, 0.19, 0.19, 0.19) (0.19, 0.19, 0.19, 0.19) (0.19, 0.19, 0.19, 0.19) 

exact { 1. 78, 1. 78, 1. 78, 1. 78) (1.78, 1.85, 1.74, 1.74) (1.78, 1.78, 1.78, 1.78) 
1.6 °' (1. 78, 1. 78, 1. 78, 1. 78) (1.76, 1.93, 1.71, 1.71) (1.78, 1.78, 1.78, 1.78) 

6 (1.78, 1. 78, 1. 78, 1. 78) (1.78, 1.92, 1.71, 1.71) (1.78, 1.78, 1.78, 1.78) 
exact (4.26, 4.26, 4.26, 4.26) (4.41, 4.66, 3.98, 3.98) (4.26, 4.26, 4.26, 4.26) 

1.8 °' ( 4.26, 4.26, 4.26, 4.26) (4.19, 4.77, 4.04, 4.04) ( 4.26, 4.26, 4.26, 4.26) 
6 (4.26, 4.26, 4.26, 4.26) (4.25, 4.71, 4.04, 4.04) ( 4.26, 4.26, 4.26, 4.26) 

TABLE 10.1.A. The mean waiting times for Model I withs= 0.0; exhaustive 
service. 

(->-1,>-2,.>-3,.>-4) = p(0.25,0.25,0.25,0.25); (/31,/32,/33,/34) = {1.0,1.0,1.0,1.0); s = 1.0. 
EW1,EW2,EW3,EW4 

p 1r2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.77, 0.77, 0.77, 0.77) (0.77, 0.77, 0.77, 0.77) (0.76, 0.76, 0.76, 0.76) 

0.8 °' (0. 78, 0. 78, 0. 78, o. 78) (0.78, 0.78, 0.77, 0.77) (0.78, 0.78, 0.78, 0.78) 
6 (0. 78, 0. 78, 0. 78, 0. 78) (0.77, 0.78, 0.77, 0.77) (0.77, 0.77, 0.77, 0.77) 

exact (3.29, 3.29, 3.29, 3.29) (3.24, 3.39, 3.09, 3.09) (3.16, 3.16, 3.16, 3.161 
1.6 °' (3.36, 3.36, 3.36, 3.36) (3.14, 3.43, 3.05, 3.05) (3.12, 3.12, 3.12, 3.12) 

6 (3.52, 3.52, 3.52, 3.52) (3.24, 3.49, 3.11, 3.11) (3.14, 3.14, 3.14, 3.14) 
exact (7.55, 7.55, 7.55, 7.55) (7.52, 7.86, 6.38, 6.38) (6.87, 6.87, 6.87, 6.87) 

1.8 °' (7.58, 7.58, 7.58, 7.58) (6. 79, 7. 72, 6.54, 6.54) (6.75, 6.75, 6.75, 6.75) 
6 {7.87, 7.87, 7.87, 7.87) (7.09, 7.85, 6.74, 6.74) (6.83, 6.83, 6.83, 6.83) 

TABLE 10.1.B. The mean waiting times for Model I withs= 1.0; exhaustive 
service. 
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Tables 10.1.A and 10.1.B show that the approximations for Model I are very 
accurate. In particular, Table 10.1.A confirms that for completely symmetric 
systems (including 'symmetric' visit order combinations, i.e., 1r2 = (1, 2, 3, 4) 
or 1r2 = (1, 4, 3, 2)), the approximations are exact for exponentially distributed 
service times and zero switch-over times. 

(>-1, >-2, .X3, .X4J = p(0.125, 0.125, 0.375,0.375); (/31, /32, /33, /34) = (1.0, 1.0, 1.0, l.OJ; s = 0.0. 
(EW1, EW2, EWa, EW4) 

p 11"2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.21, 0.21, 0.18, 0.18) (0.21, 0.21, 0.18, 0.18) (0.21, 0.21, 0.18, 0.18) 

0.8 "' (0.20, 0.20, 0.19, 0.19) (0.20, 0.20, 0.19, 0.19) (0.20, 0.20, 0.19, 0.19) 
6 (0.21, 0.21, 0.18, 0.19) (0.21, 0.21, 0.18, 0.18) (0.21, 0.21, 0.18, 0.18) 

exact (2.24, 2.30, 1.63, 1.60) (2.09, 2.26, 1.65, 1.65) (2.17, 2.17, 1.65, 1.65) 
1.6 "' (2.03, 1.92, 1.67, 1. 76) (1.99, 2.06, 1.70, 1.70) (2.00, 2.00, 1.70, 1.70) 

6 (2.18, 2.13, 1.63, 1.68) (2.05, 2.19, 1.66, 1.66) (2.08, 2.08, 1.68, 1.68) 
exact (5.51, 5.92, 3.90, 3.75) (4.82, 5.36, 4.00, 4.00) (5.11, 5.11, 4.00, 4.00) 

1.8 "' (5.06, 4.83, 3.96, 4.12) ( 4.83, 5.14, 4.02, 4.02) ( 4.86, 4.86, 4.06, 4.06) 
6 (5.41, 5.37, 3.86, 3.92) (5.00, 5.43, 3.95, 3,95) (5.04, 5.04, 4.00, 4.00) 

TABLE 10.2.A. The mean waiting times for Model II withs= 0.0; exhaustive 
service. 

(.X1,>-2,.X3,.X4J = p(0.125,0.125,0.375,0.375); (/31,/32,/33,/34) = 1.0, 1.0, 1.0, 1.0J; s = 1.0. 
(EW1,EW2,EW3,EW4 

p 11"2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.83, 0.82, o. 74, o. 74/ (0.81, 0.81, 0.73, 0.73) (0.81, 0.81, 0. 74, o. 74) 

0.8 "' (0.82, 0.81, 0.75, 0.76) (0.81, 0.81, 0.74, 0.74) (0.81, 0.81, 0.75, 0.75) 
6 (0.86, 0.85, 0.74, 0.75) (0.83, 0.84, 0.73, 0.73) (0.83, 0.83, o. 73, o. 73) 

exact (3.98, 4.04, 2.92, 2.88) (3.58, 3.86, 2.88, 2.88) (3.69, 3.69, 2.89, 2.89) 
1.6 "' (3.72, 3.53, 3.56, 3.23) (3.42, 3.55, 2.92, 2.92) (3.43, 3.43, 2.93, 2.93) 

6 (4.23, 4.14, 3.16, 3.26) (3.63, 3.87, 2.94, 2.94) (3.65, 3.65, 2.95, 2.95) 
exact (9.04, 9.69, 6.53, 6.32) (7.27, 8.04, 6.44, 6.44) (7.73, 7.73, 6.45, 6.45) 

1.8 "' (8.69, 8.29, 6. 79, 7.07) (7.53, 8.01, 6.27, 6.27) (7.54, 7.54, 6.30, 6.30) 
6 (9.60, 9.43, 6.96, 7.12) (8.05, 8.74, 6.36, 6.36) (8.06, 8.06, 6.40, 6.40) 

TABLE 10.2.B. The mean waiting times for Model II withs= 1.0; exhaustive 
service. 

Tables 10.2.A and 10.2.B show that the results are still accurate when the 
arrival rates are fairly asymmetric, even for heavily-loaded systems. 

(>-1, >-2, >-a, A4) = p(0.25,0.25,0.625,0.625); (/31,/32,/33,/34) = (1.0, 1.0,0.4,0.4); s = 0.0. 

p 

0.8 

1.6 

1.8 

EW1,EW2,EW3,EW4 
n-2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 

exact (0.13, 0.12, 0.13, 0.13) (0.13, 0.12, 0.13, 0.13) (0.13, 0.13, 0.13, 0.13) 

"' (0.13, 0.13, 0.13, 0.13) (0.13, 0.14, 0.13, 0.13) (0.13, 0.13, 0.13, 0.13) 
6 (0.13, 0.13, 0.13, 0.13) (0.13, 0.14, 0.13, 0.13) (0.13, 0.13, 0.13, 0.13) 

exact (1.25, 1.14, 1.22, 1.34) (1.27, 1.20, 1.24, 1.24) (1.21, 1.21, 1.26, 1.26) 

"' (1.24, 1.24, 1.24, 1.24) (1.23, 1.35, 1.20, 1.20) (1.24, 1.24, 1.24, 1.24) 
6 (1.24, 1.24, 1.24, 1.24) (1.25, 1.34, 1.20, 1.20) (1.24, 1.24, 1.24, 1.24) 

exact (3.01, 2.75, 2.99, 3.22) (3.15, 3.14, 2.83, 2.83) (2.94, 2.94, 3.01, 3.01) 

"' (2.98, 2.98, 2.98, 2.98) (2.94, 3.34, 2.83, 2.83) (2.98, 2.98, 2.98, 2.98) 
6 (2.98, 2.98, 2.98, 2.98) (2.98, 3.30, 2.83, 2.83) (2.98, 2.98, 2.98, 2.98) 

TABLE 10.3.A. The mean waiting times for Model III with s = 0.0; 
exhaustive service. 
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(>'1,.X2,.X3,.X4) = p(0.25,0.25,0.625,0.625); (/31,/32,/33,/34) = (1.0,1.0,0.4,0.4); s = 1.0. 
I EW 1, EW2, EW 3, EW 4 

p 11"2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.72, 0.70, 0.70, 0.72) (0.71, 0.70, 0.70, 0.70) \0.70, 0.70, 0.70, 0.70) 

0.8 a (0.72, 0.72, 0.72, 0.72) (0.72, 0.73, 0.72, 0.72) (0.71, 0.71, 0.71, 0.71) 
r, (0.72, 0.72, 0.72, 0.72) (0.71, 0.72, 0.71, 0.71) (0.71, 0.71, 0.71, 0.71) 

exact (2.80, 2.60, 2.79, 2.99) (2.76, 2.72, 2.60, 2.60) (2.59, 2.59, 2.65, 2.65 J 
1.6 a (2.83, 2.83, 2.83, 2.83) (2.61, 2.85, 2.54, 2.54) (2.59, 2.59, 2.59, 2.59) 

r, (2.98, 2.98, 2.98, 2.98) (2.71, 2.92, 2.60, 2.60) (2.61, 2.61, 2.61, 2.61) 
exact \6.43, 5.97, 6.38, 6.70) \ 6.42, 6.60, 5.24, 5.24) (5.55, 5.55, 5.63, 5.63) 

1.8 a (6.30, 6.30, 6.30, 6.30) (5.53, 6.29, 5.33, 5.33) (5.47, 5.47, 5.47, 5.47) 
f, (6.59, 6.59, 6.59, 6.59) (5.81, 6.43, 5.52, 5.52) (5.55, 5.55, 5.55, 5.55) 

TABLE 10.3.B. The mean waiting times for Model III withs= 1.0; 
exhaustive service. 

In the cases considered in Tables 10.3.A and 10.3.B, the arrival rates and the 
service rates are rather asymmetric, but the load offered to each of the queues is 
the same. By construction, the approximated ratios of the mean waiting times 
only depend on the Ai 's and /Ji 's through the Pi 's. Since the Pi 's are all equal 
here, the approximated mean waiting times are also all equal for 'symmetric' 
visit order combinations, i.e., 1r2 = (1, 2, 3, 4) or 1r2 = (1, 4, 3, 2). The numerical 
results show that the true ratios of the mean waiting times do depend on 
the individual Ai 's and /Ji 's, but that the accuracy of the approximated mean 
waiting times is still acceptable. 

(.X1, >-2, .X3, .X4J = p(0.25, 0.25, 0.25, 0.25); \/31, /32, /33, /34) = (0.5, 0.5, 1.5, 1.5 ); s = 0.0. 
(EW1,EW2,EW3,EW4) 

p 11"2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.25, 0.27, 0.23, 0.21) (0.25, 0.27, 0.22, 0.22) (0.26, 0.26, 0.22, 0.22) 

0.8 a (0.25, 0.25, 0.23, 0.24) (0.25, 0.26, 0.23, 0.23) (0.25, 0.25, 0.23, 0.23) 
r, (0.26, 0.26, 0.23, 0.23) (0.26, 0.26, 0.23, 0.23) (0.26, 0.26, 0.23, 0.23) 

exact (2.79, 3.07, 2.05, 1.88) (2.55, 2.92, 2.03, 2.03) (2.74, 2.74, 2.03, 2.03) 
1.6 a (2.53, 2.40, 2.08, 2.20) (2.48, 2.57, 2.12, 2.12) (2.50, 2.50, 2.13, 2.13) 

r, (2.72, 2.66, 2.03, 2.10) (2.57, 2.74, 2.08, 2.08) (2.60, 2.60, 2.10, 2.10) 
exact (7.00, 7.58, 4.84, 4.49) \5.90, 6.77, 4.99, 4.99) \ 6.38, 6.38, 4.96, 4.96 J 

1.8 a (6.33, 6.03, 4.95, 5.15) (6.04, 6.43, 5.03, 5.03) (6.08, 6.08, 5.08, 5.08) 
r, (6.68, 6.56, 4.84, 4.96) (6.25, 6.78, 4.93, 4.93) (6.30, 6.30, 5.00, 5.00) 

TABLE 10.4.A The mean waiting times for Model IV withs= 0.0; exhaustive 
service. 

(.X1, >-2, A3, A4) = p(0.25, 0.25, 0.25, 0.25); (/31, /32, /33, /34) = (0.5, 0.5, 1.5, 1.5 ); s = 1.0. 

p 

0.8 

1.6 

1.8 

(EW1,EW2,EW3,EW4) 
11"2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 

exact (0.87, 0.88, 0.79, 0.78) (0.85, 0.88, 0.78, 0.78) (0.86, 0.86, 0.78, 0.78) 
a (0.87, 0.86, 0.79, 0.81) (0.86, 0.87, 0.79, 0.79) (0.86, 0.86, o. 79, 0. 79) 
r, (0.91, 0.90, 0.78, 0.80) (0.88, 0.89, 0.78, 0.78) (0.89, 0.89, 0. 78, 0. 78) 

exact (4.56, 4.91, 3.35, 3.13) ( 4.05, 4.53, 3.28, 3.28) ( 4.28, 4.28, 3.28, 3.28) 
a (4.23, 4.01, 3.47, 3.67) (3.92, 4.06, 3.35, 3.35) (3.93, 3.93, 3.36, 3.36) 
r, (4.78, 4.67, 3.56, 3.68) (4.14, 4.42, 3.35, 3.35) (4.17, 4.17, 3.37, 3.37) 

exact (10.6, 11.2, 7.23, 7.00) (8.34, 9.51, 7.41, 7.41) (9.04, 9.04, 7.39, 7.39) 
a (9.95, 9.49, 7.78, 8.10) (8.74, 9.30, 7.27, 7.27) (8.75, 8.75, 7.32, 7.32) 
r, (10.9, 10.8, 7.92, 8.11) (9.30, 10.10, 7.35, 7.35) (9.32, 9.32, 7.40, 7.40) 

TABLE 10.4.B. The mean waiting times for Model IV withs= 1.0; 
exhaustive service. 

In Model IV, the service times are asymmetric, whereas the arrival rates are 
the same. Tables 10.4.A and 10.4.B show that the accuracy of the results is 
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acceptable, even in heavily-loaded systems. 

(.\1,.\2,.\3,.\4) = p(0.125,0.125,0.375,0.375); {/31,/32,/33,/34) = I 0.5, 1.5, 0.5, 1.5); s = 0.0. 
(EW1, EW2, EW3, EW 4 

p 11'2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.27, 0.25, 0.26, 0.21) (0.28, 0.26, 0.26, 0.21) (0.27, 0.25, 0.26, 0.21) 

0.8 °' (0.27, 0.25, 0.25, 0.23) (0.27, 0.25, 0.25, 0.23) (0.26, 0.26, 0.25, 0.23) 
6 (0.29, 0.26, 0.26, 0.22) (0.28, 0.26, 0.26, 0.22) (0.27, 0.27, 0.26, 0.22) 

exact (3.24, 2.65, 2.99, 1.67) (3.13, 2.84, 2.76, 1.71) (3.02, 2.81, 2.78, 1.72) 
1.6 °' (2.75, 2.63, 2.61, 1.90) (2. 72, 2.65, 2.48, 1.94) (2.59, 2:12, 2.42, 1.95) 

6 (3.20, 2. 75, 2. 76, 1. 76) (3.08, 2.82, 2.54, 1.82) (2.65, 2.91, 2.50, 1.85) 
exact (8.26, 6.68, 7.53, 3.73) (7.51, 7.17, 6.59, 4.03) (7.12, 7.14, 6.61, 4.06) 

1.8 °' (7.01, 6.64, 6.62, 4.28) (6.77, 6.74, 6.18, 4.42) (6.36, 6.87, 6.04, 4.46) 
6 (7.97, 6.84, 6.86, 4.02) (7.74, 7.08, 6.34, 4.14) (6.50, 7.29, 6.26, 4.24) 

TABLE 10.5.A. The mean waiting times for Model V with s = 0.0; exhaustive 
service. 

(.\1,>-2,.\3,,\4) = p(0.125,0.125,0.375,0.375); (/31,/32,/33,/34) = 0.5, 1.5, 0.5, 1.5); s = 1.0. 
(EW1, EW2, EW3, EW4 

p 11'2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact \0,91, 0.85, 0.86, 0.74/ \0,90, 0.86, 0.85, 0.74) (0.89, 0.86, 0.85, 0.74) 

0.8 °' (0.89, 0.85, 0.85, 0.75) (0.88, 0.85, 0.84, 0.75) (0.88, 0.85, 0.84, 0.75) 
6 (0.98, 0.89, 0.90, 0.74) (0.94, 0.88, 0.86, o. 73) (0.91, 0.89, 0.85, 0.73) 

exact (5.12, 4.28, 4.68, 2.69) (4.82, 4.42, 4.19, 2.74) (4.58, 4.41, 4.22, 2.76) 
1.6 °' (4.43, 4.23, 4.20, 3.06) (4.19, 4.08, 3.81, 2.98) (3.99, 4.19, 3.73, 3.00) 

6 (5.43, 4.67, 4.69, 2.98) ( 4.88, 4.47, 4.03, 2.89) (4.19, 4.60, 3.95, 2.93) 
exact (11.9, 11.0, 11.1, 5.44) (10.6, 10.3, 9.15, 5.89) (9.88, 10.5, 9.27, 5.89) 

1.8 °' (10.6, 10.0, 10.0, 6.47) (9.53, 9.48, 8.69, 6.22) (8.95, 9.67, 8.50, 6.28) 
6 (12.6, 10.8, 10.8, 6.34) (11.3, 10.3, 9.24, 6.03) (9.43, 10.6, 9.08, 6.15) 

TABLE 10.5.B. The mean waiting times for Model V withs= 1.0; exhaustive 
service. 

In the models considered in Tables 10.5.A and 10.5.B, the arrival rates as well 
as the service times are asymmetric. In these cases, the approximations are less 
accurate than in the cases considered above, but still acceptable. In Models I­
IV, both approximations yielded similar results, but here the 8-approximation 
tends to outperform the a-approximation. Apparently, the latter fails to detect 
the clustering at the lightly-loaded queues that are visited after the heavily­
loaded Q4 • 

(.\1, >-2, ,\3, ,\4) = p{0.125, 0.125, 1.125, 0.125); (/31, /32, /33, /34) = 0.5, 0.5, 0.5, 2.5); s = 0.0. 

p 

0.8 

1.6 

1.8 

{EW1,EW2,EW3,EW4 
11'2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 

exact \0.21, 0.22, 0.18, 0.19) (0.23, 0.23, 0.18, 0.19) (0.23, 0.23, 0.18, 0.19) 

°' (0.24, 0.24, 0.20, 0.23) (0.24, 0.24, 0.21, 0.22) (0.24, 0.24, 0.21, 0.22) 
6 (0.26, 0.26, 0.20, 0.23) (0.26, 0.26, 0.20, 0.22) (0.26, 0.25, 0.20, 0.22) 

exact (2.96, 3.17, 1.65, 2.04) (2.99, 3.25, 1.62, 2.08) (3.13, 3.12, 1.62, 2.08) 

°' (2.45, 2.31, 1. 70, 2.39) (2.43, 2.47, 1.77, 2.23) (2.48, 2.41, 1.77, 2.23) 
6 (2.94, 2.88, 1.61, 2.34) (2.60, 2. 75, 1. 70, 2.28) (2. 76, 2.54, 1. 70, 2.28) 

exact (7.94, 8.50, 3.78, 4.91) (7.54, 8.18, 3.83, 5.05) (8.05, 7.75, 3.84, 5.07) 

°' (9.14, 8.57, 5.21, 8.22) (8.29, 8.55, 5.46, 7.92) (8.50, 8.18, 5.47, 7.93) 
6 (10.4, 10.3, 5.00, 8.01} (8.88, 9.43, 5.21, 8.09) (9.39, 8.66, 5.23, 8.11) 

TABLE 10.6.A. The mean waiting times for Model VI with s = 0.0; 
exhaustive service. 
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(.>..1, .>..2, .>..a, >,.4) = p(0.125, 0.125, 1.125, 0.125); (/31, /32, f3a, /34) = (0.5, 0.5, 0.5, 2.5); s = 1.0. 

p 

0.8 

1.6 

1.8 

EW1, EW2, EWa, EW4 
1r2 tl, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 

exact (0.84, 0.84, 0.69, 0.79) (0.86, 0.86, 0.69, 0. 77) (0.86, 0.85, 0.69, o. 77) 
a (0.86, 0.85, 0.72, 0.81) (0.86, 0.86, 0.73, 0.79) (0.86, 0.86, 0.73, 0.79) 
6 (0.95, 0.94, 0.72, 0.84) (0.92, 0.92, 0.72, 0.80) (0.93, 0.90, 0.72, 0.80) 

exact (4.69, 5.05, 2.67, 3.35) ( 4.63, 4.95, 2.62, 3.36) (4.93, 4.86, 2.62, 3.34) 
a (4.05, 3.81, 2.80, 3.95) (3.85, 3.90, 2.80, 3.52) (3.93, 3.81, 2.80, 3.52) 
6 (5.19, 5.09, 2.84, 4.13) ( 4.29, 4.52, 2.80, 3. 75) (4.55, 4.18, 2.80, 3.75) 

exact (11.4, 12.5, 5.63, 5.70) (9.99, 11.1, 5.70, 7.36) (11.0, 9.97, 5.74, 7.36) 
a (13.9, 13.0, 7.93, 12.5) (11.7, 12.1, 7.71, 11.2) {12.0, 11.5, 7.72, 11.2) 
6 (16.7, 16.4, 7.98, 12.8) (13.2, 14.0, 7.75, 12.0) (13.9, 12.9, 7.76, 12.0) 

TABLE 10.6.B. The mean waiting times for Model VI withs= 1.0; 
exhaustive service. 

Model VI is a typical example of a very asymmetric system. In such cases, 
the accuracy of all waiting-time approximations in the literature degrades sig­
nificantly, even in single-server systems. Tables 10.6.A and 10.6.B show that 
the accuracy of the waiting-time approximation presented in this chapter also 
degrades when the model is very asymmetric, but remains acceptable as long 
as the load is not too high. 

We now check the accuracy of the approximation for multiple-server systems 
with gated service at all queues. 

(.>..1,.>..2,.>..a,.>..4) = p(0.125,0.125,0.375,0.375J; l/3i./32,/3a,f34) = 1.0, 1.0, 1.0, 1.0J; s = 0.0. 
(EW1,EW2,EWa,EW4 

p 1r2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.18, 0.17, 0.19, 0.20) \0.18, 0.17, 0.19, 0.20) (0.18, 0.18, 0.19, 0.19) 

0.8 a (0.16, 0.16, 0.20, 0.20) (0.16, 0.16, 0.20, 0.20) (0.16, 0.16, 0.20, 0.20) 
6 (0.17, 0.17, 0.20, 0.20) (0.17, 0.17, 0.20, 0.20) (0.17, 0.17, 0.20, 0.20) 

exact (1.54, 1.52, 1.82, 1.85) (1.46, 1.51, 1.85, 1.86) (1.46, 1.46, 1.86, 1.86) 
1.6 a {1.38, 1.33, 1.90, 1.94) (1.29, 1.32, 1.94, 1.94) {1.29, 1.29, 1.94, 1.94) 

6 (1.56, 1.54, 1.84, 1.87) {1.44, 1.53, 1.88, 1.88) (1.44, 1.44, 1.89, 1.89} 
exact (3.60, 3.59, 4.34, 4.40) (3.22, 3.42, 4.46, 4.46) (3.29, 3.29, 4.47, 4.47) 

1.8 a (3.40, 3.28, 4.53, 4.61) (3.03, 3.16, 4.65, 4.65) (3.03, 3.03, 4.67, 4.67) 
6 (3. 72, 3.67, 4.43, 4.48) {3.36, 3.63, 4.52, 4.52) (3.36, 3.36, 4.56, 4.56) 

TABLE 10.7.A. The mean waiting times for Model II withs= 0.0; gated 
service. 

(.>..1, .>..2, A3, A4) = p(0.125, 0.125, 0.375, 0.375); (/31,{;/2,/33,/34) = (1.0, 1.0, 1.0, 1.0); s = 1.0. 
(Ew1,Ew2,EWa,EW4 

p 11"2 (1, 2, 3, 4) {1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.84, 0.83, 0.91, 0.92} (0.83, 0.83, 0.91, 0.91) (0.83, 0.83, 0.91, 0.91) 

0.8 Ot (0.75, 0.75, 0.95, 0.96) (0.75, 0.75, 0.95, 0.95) (0.75, 0.75, 0.95, 0.95) 
6 (0.83, 0.82, 0.94, 0.95) (0.80, 0.81, 0.93, 0.93} (0.80, 0.80, 0.93, 0.93) 

exact (3.85, 3. 79, 4.56, 4.61) ( 3.27, 3.44, 4.28, 4.28) (3.35, 3.35, 4.35, 4.35) 
1.6 a (3.25, 3.12, 4.47, 4.58) (2.80, 2.88, 4.21, 4.21) (2.80, 2.80, 4.21, 4.21} 

6 (3.95, 3.88, 4.66, 4. 73) (3.22, 3.43, 4.22, 4.22) (3.22, 3.22, 4.21, 4.21} 
exact (8.38, 8.31, 10.2, 10.2) (6.47, 6.88, 9.33, 9.37) (6.94, 6.94, 9.84, 9.84) 

1.8 a (7.69, 7.42, 10.2, 10.4) (6.00, 6.26, 9.22, 9.22) (5.96, 5.96, 9.19, 9.19) 
6 (8.91, 8.81, 10.6, 10.7) (6.96, 7.53, 9.37, 9.37) (6.89, 6.89, 9.37, 9.37) 

TABLE 10. 7.B. The mean waiting times for Model II withs= 1.0; gated 
service. 
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(>-1,>-2,.>-3,.>-4) = p(0.125,0.125,0.375,0.375); (/31,/32,/33,/34) = 0.5, 1.5,0.5, 1.5); s = 0.0. 
(EW1,EW2,EW3,EW4 

p 1r2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.20, 0.21, 0.21, 0.25) (0.20, 0.22, 0.21, 0.24) (0.20, 0.21, 0.21, 0.24) 

0.8 °' (0.17, 0.20, 0.20, 0.27) (0.17, 0.20, 0.19, 0.27) (0.17, 0.21, 0.19, 0.27) 
6 (0.20, 0.21, 0.22, 0.26) (0.20, 0.22, 0.21, 0.26) (0.19, 0.22, 0.21, 0.26) 

exact (1.71, 1.91, 1.86, 2.46) (1.68, 1.94, 1.81, 2.52) (1.54, 1.91, 1.80, 2.49) 
1.6 °' (1.39, 1.74, 1.73, 2.64) (1.28, 1.68, 1.61, 2.71) (1.23, 1.72, 1.60, 2.71) 

6 (1.77, 1.93, 1.93, 2.47) (1.64, 1.91, 1.74, 2.55) (1.40, 1.95, 1.72, 2.57) 
exact (3.91, 4.45, 4.36, 5.87) (3.76, 4.54, 4.04, 6.18) (3.35, 4.62, 4.11, 6.37) 

1.8 °' (3.46, 4.28, 4.28, 6.24) (2.96, 4.04, 3.84, 6.52) (2.83, 4.10, 3.80, 6.52) 
6 (4.19, 4.60, 4.59, 5.95) (3.85, 4.55, 4.12, 6.16) (3.21, 4.62, 4.08, 6.22) 

TABLE 10.8.A. The mean waiting times for Model V withs= 0.0; gated 
service. 

( >-1, >-2, A3, A4 J = p(0.125, 0.125, 0.375, 0.375 J; (/31, /32, /33, /34) = 0.5, 1.5, 0.5, l.5J; s = 1.0. 
(EW 1, EW2, EW3, EW 4) 

p 1r2 (1, 2, 3, 4) (1, 2, 4, 3) (1, 4, 3, 2) 
exact (0.85, 0.87, 0.89, 0.99) (0.85, 0.87, 0.88, 0.98) (0.84, 0.88, 0.90, 1.00) 

0.8 °' (0. 70, 0.80, 0.80, 1.12) (0.69, 0.80, 0.79, 1.11) (0.69, 0.80, 0.79, 1.11) 
6 (0.84, 0.89, 0.90, 1.07) (0.81, 0.88, 0.85, 1.06) (0. 78, 0.88, 0.85, 1.06) 

exact (3.75, 4.18, 4.14, 5.42) (3.51, 4.11, 3.73, 5.39) (3.16, 4.09, 3.76, 5.40) 
1.6 °' (2.95, 3.69, 3.68, 5.61) (2.54, 3.36, 3.22, 5.40) (2.46, 3.43, 3.19, 5.41) 

6 ( 4.06, 4.42, 4.42, 5.65) (3.41, 3.98, 3.62, 5.32) (2.91, 4.05, 3.56, 5.33) 
exact (8.56, 9.66, 9.56, 12.7) (7.15, 8.84, 7.54, 12.2) \6.26, 9.10, 7.79, 12.7) 

1.8 °' (7.07, 8.76, 8.75, 12.8) (5.42, 7.41, 7.05, 12.0) (5.18, 7.52, 6.98, 12.0) 
6 (9.12, 10.0, 10.0, 13.0) (7.45, 8.80, 7.97, 11.9) (6.17, 8.88, 7.84, 12.0) 

TABLE 10.8.B. The mean waiting times for Model V withs= 1.0; gated 
service. 

Tables 10.7.A to 10.8.B show similar results as for the corresponding models 
with exhaustive service: the accuracy is acceptable for systems which are not 
too asymmetric, even for heavily-loaded systems in which the switch-over times 
are significant. 

Discussion of the numerical results 
We have tested the accuracy of the waiting-time approximations extensively for 
a broad set of parameter combinations, viz., for lightly-, medium- and heavily­
loaded systems, with symmetric and asymmetric arrival and service rates, with 
negligible and non-negligible switch-over times, and with varying visit order 
combinations. In general, the results are fairly accurate. Because the cluster­
ing effects of the visit order are explicitly taken into account, the results are 
still accurate in cases where the server bunching is significant, whereas most of 
the existing approximations completely ignore the influence of the visit order 
on the waiting times. 
As discussed extensively in Sections 10.4, 10.5, and 10.6, the waiting-time ap­
proximations presented in this chapter are based on a series of assumptions, 
each of which inherently forms a source of inaccuracy. The first source of inac­
curacy stems from the estimation of the ratios between the mean waiting times 
which, in turn, is composed of a number of approximations for (i) the mean 
waiting times in terms of the mean residual cycle times (cf. (10.9), (10.10)), 
(ii) the ratios between the mean residual cycle times (cf. (10.11), (10.12)), and 
(iii) the value of q; (cf. (10.18)). The second error source is the estimation of 



216 Chapter 10 Waiting-time approximations for multiple-server polling systems 

the mean amount of work in the system (cf. (10.17)). Extensive simulation 
experiments have been performed to check the impact of each of these error 
sources on the finally observed error in the approximated mean waiting times. 
Inspection of the numerical results has revealed that the estimation of the mean 
amount of work in the system, EV, according to (10.17), is rather accurate. 
The error in the estimation of EV is typically less than 5% in fairly symmet­
ric systems, even under heavy traffic, and remains well below 10% for rather 
asymmetric systems, even when the offered load is high. 
The main source of inaccuracy stems from the estimation of the ratios between 
the mean waiting times. The approximation of q;, i.e., the probability that 
at least one of the servers is busy at Q;, is quite accurate in many cases, also 
when the clustering effect is significant, with errors typically below 10%. We 
found that q; is underestimated in most of the cases. This is probably due to 
the fact that the clustering effect in the approximative approach is somewhat 
exaggerated because of the assumption that all the visiting servers depart from 
a queue simultaneously. The approximation of q; may become inaccurate for 
very asymmetric systems under a heavy-traffic scenario. Other inaccuracies 
stem from the approximation of the mean waiting times in terms of the mean 
residual cycle times (cf. (10.9), (10.10)). For systems with the exhaustive ser­
vice discipline, the mean waiting times are usually underestimated according 
to (10.9) (where qi and ERD; are taken to be their respective true (simulated) 
values), whereas in case of the gated service discipline, the mean waiting times 
are somewhat overestimated according to (10.10). Apparently, in the case of 
exhaustive service the approximation (10.9) is too optimistic and, in the case 
of gated service, the approximation (10.10) is rather pessimistic. However, in 
both cases the ratios between the overestimated mean waiting times appear 
to be rather robust with respect to these errors, so that the errors resulting 
from (10.9) and (10.10) only have a marginal impact on the finally obtained 
waiting-time approximations. The ratios between the mean residual cycle times 
are estimated by the ratios between the estimated average processing rates ac­
cording to (10.11) and (10.12). Numerical experimentation has indicated that 
the quality of these estimations is quite good, with errors typically up to 10%, 
except for very asymmetric systems under heavy traffic. 
In the general approach developed in Sections 10.4, 10.5, and 10.6, we used 
a; = p;f q; as a measure for the local degree of clustering and a in (10.16) as a 
measure for the global degree of clustering, where both degrees of clustering are 
based on estimation of the average processing speed. However, for situations in 
which the average processing speed does not provide a good indication for the 
degree of clustering, we defined in the second part of Section 10.6 alternative 
clustering measures, viz., sum-of-square-like spacing measures for the positions 
of the servers in the system (cf. (10.29), (10.30)). Comparing the accuracy 
of the waiting-time approximations based on both clustering measures (in the 
tables indicated by a and 8) has not indicated a clear superiority of one of 
the two measures; the a-approximation is 122 out of the 468 times more than 
10% off; the 8-approximation 96 times. 
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Summarizing, in general the approximations presented in this chapter lead to 
fairly accurate results when the system load is not too high and the system 
parameters are not too asymmetric. Apparently, the approximations cover the 
main characteristics of the extremely complicated behavior of multiple-server 
polling systems. When the system is very asymmetric and the offered load is 
very high, the accuracy of the approximations may however degrade. 

10.8 CONCLUDING REMARKS AND SUGGESTIONS FOR 

FURTHER RESEARCH 

In the present chapter, we have focused on the case mi = m, i.e., all the m 
servers may visit Qi simultaneously. It would be interesting to derive waiting­
time approximations for the case mi < m, in particular for mi = 1. In some re­
spects, the analysis will be somewhat facilitated then. Formulae (10.9), (10.10) 
e.g. are exact for mi = 1. Also, the probabilities qi that show up in these 
formulae are simply known to be Pi for mi = 1. In certain other respects, 
the analysis will however be more complicated. The average processing speed 
ai = pi/qi will always be equal to 1 for mi = 1, so that it can no longer be used 
as a measure for the degree of clustering at Qi- The more detailed measures 
8}b) can still be used. It will be harder, however, to approximate the simul­
taneous distribution of (H, Z) needed to determine these measures, since for 
mi < m there are also instantaneous passages through states with more than 
mi servers at Qi- The derivation of an approximative pseudo-conservation law 
will also be considerably harder. 
In the present chapter, we have considered systems in which each of the servers 
visits the queues cyclically, in a fixed order, and where the switch-over times 
only depend on the next queue to be visited. It would be interesting to ex­
plore the same ideas to derive approximations for the mean waiting times in 
multiple-server polling systems with a non-cyclic polling table, with probabilis­
tic server routing, or where the switch-over times also depend on the previous 
queue visited. 
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