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Introduction.

Before giving an overview of this tract, we will start with a general discussion about statistics. An experimenter is usually interested to understand a certain observable variable, which we call $X$. If he is in the circumstance that he is able to find deterministic factors, controlled and measured without error, which completely determine $X$, then he has total control over the variable $X$. In this case he does not have to be interested in statistics.

Fortunately, life is not that perfect. Usually there will be an essential part of $X$ which is not understood. A natural approach is now to consider $X$ as a random variable with a probability distribution which is a member of a certain set in which the knowledge about $X$ is incorporated. Such a set of probability distributions is called a model. The experimenter generates now $n$ independent and identically distributed random variables $X_i$, $i = 1, \ldots, n$, all having the same distribution as $X$, say $P$, by $n$ times repeating the experiment under identical circumstances. He is now concerned with estimating the distribution $P$ of $X$, or a function of $P$, using the observations $X_i$, and knowing that $P$ is an element of the model. The elements which he wants to estimate, $P$ or functionals of $P$, are called parameters and an estimator of such a parameter is just a function of the observations $X_i$, $i = 1, \ldots, n$.

In order to illustrate the usefulness of considering a variable of interest as a random variable with a probability distribution which lies in a certain model, we give the following example (which is well known from text books):

Example 0.1 (The quiz-master problem). I am the quiz-master. There are three doors and I know that behind one of the doors there is placed a car. If you guess the right door, then you get the car. You choose one of the three doors. To keep the game exciting I open one of the remaining two doors, of course one with no car behind it. After having opened such an empty door I give you another opportunity to choose a door. Do you change your mind and choose the other closed door or do you stick to your first decision?

For convenience, assume that your first choice was the first door and that I opened the second door. The fact that I opened the second door tells you that the car is behind the first or third door. However, it tells you more. Assume that the car is behind the first door, then I could also have opened the third door. On the other hand if the car is behind the third door I had only one choice, namely I had to open the second door. Therefore, in order to make what you observed, namely that I opened the second door, most likely you should change your mind and choose the third door.
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Another explanation of why you should change your mind is the following. If we play this experiment 1000 times and you always stick to your first decision, then you expect to win 1/3 of the 1000 cars. But if you would have changed your mind each of these thousand times, then you would expect to win the remaining 2/3 of 1000 cars.

Consider now the case where we have 100 doors and I open 98 doors and then ask you if you want to change your mind. Changing your mind this last time would give you the car with probability 99/100.

In this example we are interested in estimating the parameter $\theta_0$, which is the number of the door with the car behind it. Then $\theta_0 \in \{1, 2, 3\}$. Assume you chose door 1. Consider the number of the door opened by the quiz-master as a random variable $X$. If we assume that the quiz-master does not open the door with the car and the door which has been chosen by you and that he has no other preferences for opening a door, then the distribution $P$ of $X$ is completely determined by $\theta$ as follows:

- For all $\theta$, we have $P_\theta(X = 1) = 0$, and
- If $\theta = 1$, then $P_\theta(X = 2) = P_\theta(X = 3) = 1/2$,
- If $\theta = 2$, then $P_\theta(X = 2) = 0$, $P_\theta(X = 3) = 1$,
- If $\theta = 3$, then $P_\theta(X = 2) = 1$, $P_\theta(X = 3) = 0$.

Assume that the quiz-master opens the second door; in other words we observe $X = 2$. An intuitively appealing estimator, a function of the observation $X = x$, $\theta(x)$ of $\theta_0$ based on the observation $x = 2$ is obtained by maximizing $P_\theta(X = 2)$ over $\theta \in \{1, 2, 3\}$; in other words make the observation $X = 2$ as likely as possible. $\theta(x)$ is called the maximum likelihood estimator of $\theta_0$ and for $x = 2$ it is given by $\theta(2) = 3$, which agrees with the heuristically derived optimal decision in the example. Notice that $\theta(2) = 3$ would be a MLE for any distribution $P_1$; so the third door would be the right choice even if the quiz-master would have a preference for one of the two empty doors.

The model in this example was given by $\{P_\theta : \theta \in \{1, 2, 3\}\}$. Models for which the distribution is determined up to a finite dimensional vector are called parametric models. In this example, the model contains only three elements, but is still very realistic; any reasonable quiz-master will open doors which he is allowed to open with equal probability and will not spoil the game by opening a door with the car behind it. Another nice feature of this three element model is that one observation of $X$ makes one element of the model already essentially more likely than the others. This is a consequence of the fact that the model contains only a few elements. In general we have that the larger the model
is, the more observations one needs in order to do some essential statistical inference about the probability measure of the data.

Heuristically, the reader is hopefully convinced that the maximum likelihood estimator in this example is the only correct estimator to use. Formally, this requires a notion of efficiency of estimators. Firstly, one needs a criterion to judge the performance of an estimator. For example, as criterion one might take the supremum over all possible distributions of the data of the expectation (under such a distribution) of the squared difference between the estimator and the parameter. Now one establishes a lower bound on the performance w.r.t. this criterion and one calls an estimator efficient if it attains this bound. The lower bound is only interesting if it is achievable, i.e. if it is the greatest lower bound. For establishing the lower bound for a certain criterion one can decide to restrict oneself to a class of estimators with certain properties. For example, one can restrict oneself to the class of unbiased estimators and as criterion take the variance of the estimator. Then the variance of such an unbiased estimator is always larger than or equal to the well known Cramér-Rao bound. A nice feature of the Cramér-Rao bound is that the bound can be derived for each number of observations. However, most estimators are not unbiased; unbiased (for each possible $P$) estimators often do not even exist. So far there has not been developed a general finite sample efficiency theory for a more interesting class of estimators than just the class of unbiased estimators. Instead one restricts oneself to “asymptotically (number of observations converges to infinity) unbiased” estimators which are known to converge at $\sqrt{n}$-rate in distribution and then establishes the Cramér-Rao bound for the variance of the limit distribution. An estimator is now called asymptotically efficient if it attains the Cramér-Rao bound in the limit.

In parametric models an asymptotic efficiency theory based on this Cramér-Rao lower bound has been developed. This efficiency theory has been generalized to all models, not only parametric models. For parametric models it has been shown that under some natural assumptions this Cramér-Rao bound is attained by maximum likelihood estimators or modifications thereof. For a literature overview and description of a general efficiency theory we refer to Bickel, Klaassen, Ritov and Wellner (1993). The for us relevant theory is summarized in chapter 1.

In many experiments one observes random variables $X$ which are hardly understood. For example, one might be interested in the life-time $X$ of a patient with a completely new and thereby unknown disease. In this case the experimenter does not want to make any essential assumptions on the
distribution $P$ of $X$, because each assumption would be a guess. In this case the model would consist of all probability distributions or a set which lies dense in this set, where dense is in the sense that the models cannot be statistically distinguished. We call such a model a nonparametric model. Suppose that the experimenter observes $n$ identically and independent lifetimes $X_1, \ldots, X_n$ of such patients. A natural estimator of $P$ is now the empirical distribution

$$P_n(X \in B) \equiv \text{the fraction of } X_i \text{ which fall in } B.$$  

If we subtract from $P_n(B)$ its expectation $P(B)$, then we have an average of $n$ i.i.d. random variables $I_B(X_i) - P(B)$ with mean zero, where $I_B(\cdot)$ is the indicator of the set $B$. The central limit theorem tells us that such an average multiplied with $\sqrt{n}$ converges in distribution to the normal distribution with mean zero and variance equal to the variance of $I_B(X)$. The empirical distribution is for this nonparametric model also an efficient estimator of $P$ with respect to a generalized Cramér-Rao lower bound.

A great deal of literature is concerned with the so called uniform central limit theorem, where uniform is concerned with uniform in a collection of sets $B$ and, more generally, uniform in any class of i.i.d. random variables, instead of only indicators $I_B(X_i)$. In this theory one considers $P_n$ as a random element of a space of real valued functions.

This so called empirical process theory solves the problem of proving efficiency of estimators of parameters in nonparametric models to satisfaction, using the fact that nice parameters are smooth functionals of $P$ and thereby inherit all properties of the empirical distribution. For an overview of the empirical process literature we refer to Wellner (1992). The for us relevant theory will be summarized in chapter 1.

It is not surprising that there is a large remaining area between parametric models and nonparametric models. We call each model which belongs to neither of them a semiparametric model. There exists an abundance of interesting and natural applications which are described by semiparametric models. Consider for example the following problem. One observes a random variable $X$ and one knows that $X$ is a known function of a random variable $Y$ which has a completely unknown distribution. Here the distribution of $X$ has a special structure induced by the known function. Therefore the model corresponding with $X$ will often be essentially smaller than the nonparametric model consisting of all probability measures. Consequently, one should not be satisfied anymore with the empirical distribution $P_n$ as an estimator of the distribution of $X$. $P_n$ might even not be a member of the model, which already explains
that one can do better.

An important class of models which can be described in this way are the missing data models. Here one is interested in a certain random variable $X$ with unknown distribution, but because of a certain irrelevant (random) factor one is only able to observe that $X$ falls in a certain region; so each observation tells you something about the value of $X$ but it does not have to determine $X$ completely. In this case the observation can often be described as a known many to one mapping on $X$ and the irrelevant factor.

Overview.

We close this section with a short overview of this tract. In the next chapter we will give an introduction to existing relevant theory which forms a basis for this tract: weak convergence theory, empirical process theory, efficiency theory and some multivariate techniques. The rest of the tract consists of two parts: chapter 2, 3, 4 and 5 form the first part and chapter 6, 7 the second part.

The first part covers general efficiency theory for maximum likelihood estimators (MLE) and applies this theory to a general class of missing data models and two interesting applications. In chapter 2 we present a method for proving efficiency of MLE. The method is applicable to all models. In this theory a lot of significance occurs if the model is convex, which means that if one moves along a straight line from one element to another element of the model, then one does not leave the model. Using this convexity we establish a useful identity for MLE which in a straightforward manner provides us with consistency, efficiency and validity of the bootstrap under minimal conditions. The theorem can be trivially extended to all kinds of modifications of MLE.

Many semiparametric models are convex. In chapter 3 we apply this efficiency theory for convex models to MLE in a general class of missing data models and illustrate it with several examples. Moreover, in chapter 4 and 5 we successfully apply this theory to the bivariate censoring and line segment model, which are models where the standard approaches based on the self-consistency equation require too strong conditions. For the bivariate censoring model we propose and prove efficiency of a MLE which is based on a slight reduction of the data.

For reading chapter 2 one only needs to read the empirical process theory section and efficiency theory section of chapter 1. The general structure of the efficiency proofs in chapter 3, 4 and 5 are applications of the main theorems presented in chapter 2, but except for this the three chapters are self-contained and can be read independently of each other.
In the second part of the tract we study the construction of interesting inefficient estimators in the bivariate censoring model and analyze them by considering the estimators as functionals of the empirical distribution and establishing the required differentiability of these functionals. These estimators are especially interesting because they are easy to compute, have a good practical performance, and are very robust to charges of the distribution where we sample from so that the bootstrap works well. In chapter 6 we use the generally applicable functional delta-method in order to give full analyses of three explicit estimators. This chapter is joint work with Richard Gill and Jon Wellner. In chapter 7 an ad hoc modification of a MLE (a so called $M$-estimator) for the bivariate censoring model, using density estimators, is analyzed by applying the implicit function theorem and a refinement of the usual functional delta-method as used in chapter 6.

For chapter 6 and 7 one only needs to read the functional delta-method section of chapter 1 and chapter 6 and 7 can be read independently.

We refer to our notation index at the end of this book. We have grouped the notation, which is all introduced in the next chapter, in the following categories: general, weak convergence theory, empirical process theory, efficiency theory.
Chapter 1

Basic Theory

1.1 Weak convergence in non-separable metric spaces.

In our applications we will consider estimators as random elements of a Banach space of functions. Suppose that \((D, \| \cdot \|)\) is such a Banach space, \((\mathcal{X}_n, \mathcal{A}_n, P_n)_{n \geq 0}\) is a sequence of probability spaces, and

\[ X_n : \mathcal{X}_n \to D, \text{ for } n = 0, 1, 2, \ldots \] are arbitrary maps.

We endow \(D\) with the Borel sigma-algebra; the smallest \(\sigma\)-field containing the open sets and which makes each continuous real valued function measurable.

For many interesting applications it is natural to consider \(X_n\) as an element of a non-separable space. In this case the Borel-sigma algebra is often very large and therefore \(X_n\) will usually not be measurable. On the other hand, for all known applications the limit random variable \(X_0\) lies in a separable (sub)space and thereby will be measurable w.r.t. the Borel sigma-algebra, except for some pathological cases.

Because we are only concerned with the asymptotic behavior of \(X_n\), only "asymptotic measurability" should be relevant. Indeed there exists a powerful weak convergence theory for non-separable spaces without giving up the Borel sigma-algebra, but giving up that \(X_n\) induces a distribution on the Borel-sigma algebra. In the definition of weak convergence as used in Pollard (1984), which also generalizes the traditional definition of Billingsley (1968), \(D\) is endowed with that (often closed-ball) sigma-algebra which makes \(X_n\) measurable and thereby makes probabilities for \(X_n\) of events in this sigma-algebra well defined. In the modern theory with the Borel sigma-algebra expectations and
probabilities for $X_n$ are replaced by \textit{outer expectations} and \textit{outer probabilities}. This weak convergence theory is due to Hoffmann-Jørgensen (1984) and Dudley (1985) following an evolution from Dudley (1966) and Wichura (1968) and is presented in full details in van der Vaart and Wellner (1995).

Let $(\Omega, \mathcal{A}, P)$ be a probability space and $f: \Omega \to \mathbb{R}$ is an arbitrary function. If $f$ is measurable we define $Pf \equiv \int f dP$. An \textit{outer expectation} is defined as follows:

$$P^*f \equiv \inf\{Ph \equiv \int hdP : f \leq h \text{ and } h \text{ is measurable}\}.$$  

Similarly, we define \textit{outer probability}:

$$P^*(A) \equiv \inf\{P(B) : B \supseteq A, \ B \in \mathcal{A}\}.$$  

(1.1)

It can be verified that $P^*f = Pf^*$ and $P^*(A) = P(A^*)$ for a certain measurable $f^*$ and measurable set $A^*$. In other words, the infimum in the definition of outer expectation and outer probability is attained.

Let $C_0(D)$ be the collection of bounded, continuous functions $h$ from $D$ to $\mathbb{R}$.

\textbf{Definition 1.1} We say that $X_n$ converges weakly to a Borel measurable random element $X_0$ in $(D, ||\cdot||)$, and write $X_n \Rightarrow X_0$, if for every $h \in C_0(D)$,

$$P_n^*h(X_n) \to P_0^*h(X_0) = \int h(X_0)(x) dP_0(x), \text{ as } n \to \infty.$$  

As can be straightforwardly verified a heuristically appealing equivalent characterization of weak convergence is given by:

$$\lim_{n \to \infty} P^*(X_n \in A) = P(X_0 \in A)$$

for every Borel set $A$ with $P(X_0 \in \partial A) = 0$. We say that $X_0$ is tight if for each $\varepsilon > 0$ there exists a compact set $K$ so that $P(X_0 \in K) > 1 - \varepsilon$.

As usual define

$$L^2(P) \equiv \{f : (\Omega, \mathcal{A}, P) \to \mathbb{R} : f \text{ measurable and } \int f^2 dP < \infty\},$$

which is endowed with the Hilbert space inner-product norm $||f||_P \equiv \sqrt{\langle f, f \rangle_P} \equiv \sqrt{\int f^2 dP}$. Let $\mathcal{F} \subset L^2(P)$. Estimators can often be considered as a random element of (i.e. this is our space $D$)

$$L^\infty(\mathcal{F}) \equiv \{H : \mathcal{F} \to \mathbb{R} : ||H||_{\mathcal{F}} \overset{df}{=} \sup_{f \in \mathcal{F}} |H(f)| < \infty\}$$  

(1.2)
for some class $\mathcal{F} \subset L^2(P)$. Let $X_n : (X_n,A_n) \to \ell^\infty(\mathcal{F})$ for a certain class of functions $\mathcal{F} \subset L^2(P)$. Given $X : (X,A) \to \ell^\infty(\mathcal{F})$ we consider the following semi-metric on $\mathcal{F}$

$$\rho_{X,P}(f,g) = \int (X(f) - X(g))^2 \, dP.$$  \hfill (1.3)

$X_n$ is called asymptotically uniformly $\rho_{X,P}$-equicontinuous in probability if for every $\epsilon, \eta > 0$, there exists a $\delta > 0$ such that

$$\limsup_{n \to \infty} \mathbb{P} \left( \sup_{P \in \mathcal{P} \cap \mathcal{P}_n} \left| X_n(f) - X_n(g) \right| > \epsilon \right) < \eta. \hfill (1.4)$$

A Borel measurable map $X$ in $\ell^\infty(\mathcal{F})$ is called Gaussian if each of its finite dimensional marginals $(X(f_1), \ldots, X(f_k))$ has a multivariate normal distribution on Euclidean space.

By using a similar proof as the proof of the Ascoli-Arzelà theorem, which gives conditions under which a pointwise convergent sequence converges also uniformly, the following important theorem can be proved:

**Theorem 1.1** A sequence $X_n$ converges weakly in $\ell^\infty(\mathcal{F})$, $\mathcal{F} \subset L^2(P)$, to a tight Gaussian process $X$ if and only if

- the finite dimensional marginals of $X_n$ converge weakly to the corresponding marginals of $X$; and
- $X_n$ is asymptotically $\rho_{X,P}$-equicontinuous in probability.

If $X_n \xrightarrow{D} X$, then one might hope that the weak convergence of ‘smooth’ functionals of $X_n$ is preserved, in order not to have to verify the weak convergence for each special application. The following theorem tells us that weak convergence is preserved under continuous mappings, where the mappings are allowed to depend on $n$.

**Theorem 1.2** (Extended continuous mapping theorem). Let $(D,d)$ and $(E,e)$ be metric spaces. Let $D_n \subset D$ and $g_n : D_n \to E$ satisfy: if $x_n \to x$ with $x_n \in D_n$ for every $n$ and $x \in D_0$, then $g_n(x_n) \to g(x)$, where $D_0 \subset D$ and $g : D_0 \to E$. Suppose that $X \in D_0$ and $g(X)$ are Borel measurable and separable.

Then $X_n \xrightarrow{D} X$, $X_n \in D_n$, implies that $g_n(X_n) \xrightarrow{D} g(X)$.

When applying this theorem it is effective to choose $D_n$ as small as possible by putting all known properties of $X_n$ in $D_n$. Then for showing $g_n(X_n) \xrightarrow{D} g(X)$ we only have to verify the convergence $g_n(x_n) \to g(x)$ for sequences $x_n \in D_n$. 

1.2 Empirical processes.

Let $X_1, \ldots, X_n$ be a sample of i.i.d. random elements in a measurable space $(X, \mathcal{A})$ each with law $P$ and let $P_n$ be the empirical measure which puts mass $1/n$ on each $X_i$, $i = 1, \ldots, n$. For a collection $\mathcal{F}$ of measurable functions $f : X \to \mathbb{R}$ consider the map from $\mathcal{F}$ to $\mathbb{R}$ given by

$$ f \mapsto P_n f = \int f dP_n. $$

We will consider $P_n = (P_n f : f \in \mathcal{F})$ as a random element of $\ell^\infty(\mathcal{F})$. The normalized version of this map is the $\mathcal{F}$-indexed empirical process given by

$$ f \mapsto G_n f = \sqrt{n}(P_n - P)f = \frac{1}{\sqrt{n}} \sum_{i=1}^n (f(X_i) - Pf). $$

For a given function of $f$ one has the law of large numbers and the central limit theorem

$$ P_n f \overset{a.s.}{\rightarrow} Pf \quad G_n f \overset{D}{\rightarrow} N \left(0, P(f - Pf)^2\right), \quad (1.5) $$

provided $Pf$ exists and $Pf^2 < \infty$, respectively.

Empirical process theory is concerned with making these statements uniform in $f$ varying over a class $\mathcal{F}$. For a nice literature overview we refer to Wellner (1992) and for a self-contained presentation we refer to van der Vaart and Wellner (1995).

The uniform version of the law of large numbers becomes

$$ \|P_n - P\|_{\mathcal{F}} \overset{a.s.}{\rightarrow} 0. $$

With a.s. we mean that the convergence is outer almost surely; there exists a measurable set with $P$-measure zero so that the convergence holds outside this set. A class for which this is true is called a $P$-Glivenko Cantelli class.

For the uniform version of the central limit theorem it is assumed that $\mathcal{F} \subset L^2(P)$ and

$$ \sup_{f \in \mathcal{F}} |f(x) - Pf| < \infty, \text{ for every } x. $$

Under this condition the empirical process $(G_n f : f \in \mathcal{F})$ can be viewed as an element of $\ell^\infty(\mathcal{F})$. Consequently, it makes sense to investigate conditions under which

$$ G_n \overset{D}{\rightarrow} G \text{ in } \ell^\infty(\mathcal{F}), $$
where the limit $G$ is a tight Borel measurable element in $l^\infty(\mathcal{F})$. Then we say that the uniform central limit theorem holds at $P$. Classes $\mathcal{F}$ for which the uniform central limit theorem at $P$ holds are called $P$-Donsker classes. Because $\mathcal{F} \subset L^2(P)$ the multivariate central limit theorem characterizes the finite dimensional distributions of $G$ uniquely:

$$(G_n f_1, \ldots, G_n f_k) \overset{D}{\rightarrow} N(0, \Sigma),$$

where the $k \times k$ matrix $\Sigma$ has $(i,j)$-th element $P(f_i - P f_i)(f_j - P f_j)$. A tight Borel measurable random element is completely determined by its finite dimensional distributions. Consequently, if the weak convergence holds, then $G = G_P$ is completely determined. $G_P$ is called the $P$-Brownian Bridge.

Notice that $\rho_{G,P}(f,g)$ as defined in (1.3) equals

$$\rho_{P}(f,g) \equiv \int ((f - g) - P(f - g))^2 P_\mu.$$

If $\mathcal{F}$ is a $P$-Donsker class, then by theorem 1.1 we know that $G_n$ is asymptotically $\rho_{P}$-equicontinuous: for $\delta_n \downarrow 0$

$$\|G_n\|_{\mathcal{F}_{\delta_n}} = \sup_{h \in \mathcal{F}_{\delta_n}} |G_n(h)| \overset{P_\mu}{\rightarrow} 0,$$

(1.6)

where

$$\mathcal{F}_{\delta} \equiv \{ f - g : f, g \in \mathcal{F}, \rho_{P}(f,g) < \delta \}.$$ (1.7)

Notice that we suppressed the dependence on $P$ in the notation $\mathcal{F}_{\delta}$. In fact theorem 1.1 and the multivariate C.L.T. tells us that condition (1.6) is sufficient for $\mathcal{F} \subset L^2(P)$ to be a $P$-Donsker class.

Weak convergence can be metrized with a metric $d$ so that weak convergence of $G_{n,P} \equiv \sqrt{n}(P_n - P)$ in $L^\infty(\mathcal{F})$ to the Brownian Bridge $G_P$ is equivalent with $d(G_{n,P}, G_P) \rightarrow 0$. We call $\mathcal{F}$ Donsker uniformly in $P \in \mathcal{M}$ for a certain collection of probability measures $\mathcal{M}$ if this convergence is uniform in $P \in \mathcal{M}$.

It is not surprising that if $\mathcal{F}$ is uniform Donsker in $P \in \mathcal{M}$, then we have $\rho_{P}$-equicontinuity uniformly in $P \in \mathcal{M}$: for $\delta_n \downarrow 0$

$$\sup_{P \in \mathcal{M}} \|G_{n,P}\|_{\mathcal{F}_{\delta_n}} \overset{P_\mu}{\rightarrow} 0.$$ (1.8)

One might hope that an empirical process indexed by a uniform (in $\mathcal{M}$) Donsker class $\mathcal{F}$ based on sampling from a sequence $P^{(n)} \in \mathcal{M}$ which “converges” to $P$ converges weakly to $G_P$. This statement can be made precise as follows.

For each $n$ let $X_{n1}, \ldots, X_{nn}$ be i.i.d. with probability measure $P^{(n)}$ and let $\hat{P}_n$ be the corresponding empirical measure. Define

$$G_{n,P^{(n)}} \equiv \sqrt{n}(\hat{P}_n - P^{(n)}).$$
Theorem 1.3 (Sampling from approximating measures). Assume that \( \mathcal{F} \) is Donsker uniformly in \( \{P^{(n)}\} \). Moreover, suppose that \( \rho_{P^{(n)}} \) converges uniformly to \( \rho_P \) in the sense that

\[
\sup_{f,g \in \mathcal{F}} |\rho_{P^{(n)}}(f,g) - \rho_P(f,g)| \to 0 \tag{1.9} \]

and that the marginals of \( G_{n,P^{(n)}} \) converge in distribution to the marginals of \( G_P \), the \( P \)-Brownian Bridge.

Then \( G_{n,P^{(n)}} \overset{D}{\to} G_P \).

For establishing the convergence of the marginals the following lemma is useful. The lemma is proved in Bickel and Freedman (1981) and uses the Mallows-metric (Mallows, 1972).

Lemma 1.1 Suppose \( P^{(n)}(f - P^{(n)}f)^2 \to P(f - Pf)^2 \) and \( f(X^{(n)}) \overset{D}{\to} f(X) \), \( X^{(n)} \sim P^{(n)} \), \( X \sim P \).

Then \( G_{n,P^{(n)}} f \overset{D}{\to} G_P f \).

Let \( F \equiv \sup_{f \in \mathcal{F}} |f| \) be the so called envelope of \( \mathcal{F} \). For the case that \( P^{(n)} \) is just the empirical measure \( P_n \) based on an i.i.d. sample \( X_1, \ldots, X_n \) of \( P \), we have the following theorem due to Giné and Zinn (1990):

Theorem 1.4 (Empirical Bootstrap). \( G_{n,P_n} \overset{D}{\to} G_P \) given almost all sequences \( X_1, X_2, \ldots \) if and only if \( \mathcal{F} \) is Donsker and \( FF^2 < \infty \).

1.2.1 Uniform Donsker classes and some basic multivariate techniques.

In this tract we will consider several multivariate models in the sense that the i.i.d. observations are multivariate vectors and therefore we will be concerned with estimation of a multivariate distribution function. For these applications we need that the following classes are uniform Donsker.

Example 1.1 (Indicators). For \( a, b \in \mathbb{R}^2 \) we use the partial ordering; \( a < b \iff (a_1 < b_1) \land (a_2 < b_2) \) and \( a \leq b \iff (a_1 \leq b_1) \land (a_2 \leq b_2) \). We denote the indicator of the rectangle \( [a,b] \equiv \{c : a < c < b\} \subset \mathbb{R}^2 \) with \( I(a,b) \), which is a function from \( \mathbb{R}^2 \to \mathbb{R} \). Define

\[
\mathcal{F} \equiv \{I(a,b) : a, b \in \mathbb{R}^2, a < b\}.
\]

This is a Donsker class uniform in all probability measures on \( \mathbb{R}^2 \). The same holds for \([a,b], (a,b), [a,b] \) and for the general \( \mathbb{R}^k \) case. The class of real valued functions on \( \mathbb{R} \) with variation smaller than \( M < \infty \) is a generalized
convex hull of indicators and therefore it is also uniformly Donsker (see van der Vaart and Wellner, 1995).

**Example 1.2 (Uniformly bounded uniform sectional variation).** Let $[0, \tau] \subset \mathbb{R}^2$ be a fixed rectangle. Let $f : [0, \tau] \to \mathbb{R}$ be a real valued bivariate function on $[0, \tau]$. The **generalized difference of $f$ over $(a, b)$** is defined as

$$f(a, b) \equiv f(b_1, b_2) - f(a_1, b_2) - f(b_1, a_2) + f(a_1, a_2).$$

The **variation norm of $f$**, which will be denoted with $\|f\|_v$, is defined as the supremum over all lattice (rectangular) partitions of $[0, \tau]$ of the sum of the absolute values of the generalized differences of $f$ over the elements of the partition; let $\{A_{i,j}\}$ be a collection of disjoint rectangles forming a lattice-partition of $[0, \tau]$, then

$$\|f\|_v \equiv \sup_{\{A_{i,j}\}} \sum_{i,j} |f(A_{i,j})|.$$  \hspace{1cm} (1.10)

If $\|f\|_v < \infty$, then we say that $f$ is of bounded variation. We will say that $f : [0, \tau] \to \mathbb{R}$ is of bounded uniform sectional variation if

$$\|f\|_v^* \equiv \max \left(\|f\|_\infty, \|f\|_v, \sup_{u} \|v \to f(u, v)\|_v, \sup_{v} \|u \to f(u, v)\|_v\right)$$  \hspace{1cm} (1.11)

is finite. Define the bivariate cadlag function space $D[0, \tau]$ as in Neuhaus (1971):

**Definition 1.2** $D[0, \tau]$, $[0, \tau] \subset \mathbb{R}^2$, is the vector space of bivariate functions $f : [0, \tau] \to \mathbb{R}$ for which (with $f(s+, t)$ we mean $\lim_{s \nearrow s+, t \nearrow t} f(s, t)$)

$$f(s, t) = f(s+, t+),$$

and for which $f(s-, t+), f(s-, t-) \text{ and } f(s+, t-)$ exist.

The $k$-variate case is a trivial generalization of this definition (Neuhaus, 1971). Define now for any $0 < M < \infty$:

$$\mathcal{F}_M \equiv \{f \in D[0, \tau] : \|f\|_v^* \leq M\}.$$  

$\mathcal{F}_M$ is a Donsker class in all probability measures on $[0, \tau]$.

We prove this by applying the continuous mapping theorem 1.2. Let $P$ be a probability measure on $[0, \tau]$ and let $P_n$ be the empirical distribution. Then, by example 1.1, $G_n(\cdot) \equiv \sqrt{n}(P_n - P)(0, \cdot) \in (D[0, \tau], \|\cdot\|_\infty)$, the empirical process indexed by rectangles $(0, \cdot)$, converges weakly to the $P$-Brownian bridge $G(\cdot)$. Define

$$\Phi : (D[0, \tau], \|\cdot\|_\infty) \to l^\infty(\mathcal{F}_M) : G \mapsto \left(f \mapsto \int f dG\right),$$
where \( \int f dG \) is defined by integration by parts if \( G \) is not of bounded variation (as shown below). For proving that \( \mathcal{F}_M \) is \( P \)-Donsker we need to show that \( \Phi(G_n) \overset{D}{\to} \Phi(G) \) as elements in \( L^\infty(\mathcal{F}_M) \). For this purpose we apply the continuous mapping theorem to \( \Phi \). We already have the weak convergence of \( G_n \in D[0, \tau] \) to \( G \). It remains to prove the required continuity of \( \Phi \):

\[
\sup_{f \in \mathcal{F}_M} \left| \int f d(G_n - G) \right| \to 0
\]

for all sequences \( G_n \), with \( \|G_n\|_v < \infty \) and which converge in supnorm to \( G \). This is proved by applying integration by parts as we will show now. Hildebrandt (1963, p. 108) provides us with:

**Lemma 1.2** Let \( f : [0, \tau] \subset \mathbb{R}^2 \to \mathbb{R} \) be cadlag and of bounded variation, then

\[
f(0, x) = (f_1 - f_2)(0, x),
\]

where \( f_1, f_2 \) generate positive finite measures on the Borel sigma-algebra on \([0, \tau] \).

Now, Fubini's theorem provides us with the following integration by parts formula for 2 bivariate cadlag functions which are of bounded variation (and thereby by lemma 1.2 generate signed measures):

**Lemma 1.3** (Integration by parts). Let \( f, g \in D[0, \tau] \) and \( \|f\|_v^* < \infty, \|g\|_v < \infty \).

\[
\int_0^u \int_0^v f(u, v) g(du, dv) = \int_0^u \int_0^v [((u, s) \times (v, t))] f(du, dv) \\
+ \int_0^u g([[u, s] \times (0,t)]) f(du, 0) + \int_0^v g([u, s] \times [v, t]) f(0, dv) \\
+ f(0,0)g((0,s) \times (0,t)).
\]

**Proof.** We refer to (Gill, 1992) for the general \( \mathbb{R}^k \) case. It works as follows. Substitute

\[
f(u, v) = \int_{(0,s) \times (0,v)} f(du, dv') + \int_{(0,s)} f(du', 0) + \int_{(0,v)} f(0, dv') + f(0,0)
\]

and apply Fubini's theorem. \( \square \)

Notice that with these formulas we can also define these integrals for \( g \) of unbounded variation and that if \( F \) is zero at the bottom edges of \([0, \tau] \), then only the first term on the right hand-side is non-zero. With this integration by parts formula we can bound \( \int f dG \) by \( 16\|g\|_\infty \|f\|_v^* \). So we have the following lemma:
Lemma 1.4 Let \( f \) and \( g \) be two bivariate cadlag functions and suppose that \( \|f\|_\vee^* < \infty \). Then
\[
\int_{[0,\tau]} f \, dg \leq 16 \|f\|_\vee^* \|g\|_{\infty}.
\]

Now, (1.12) follows from lemma 1.4 by setting \( g = G_n - G \), which proves that \( \mathcal{F}_M \) is a \( P \)-Donsker class. The uniform Donsker class property is proved similarly.

The following lemma is useful:

Lemma 1.5 Let \( f : \mathbb{R}^2 \to \mathbb{R} \). If \( \|f\|_\vee^* < \infty \) and \( f > \delta > 0 \), then \( \|1/f\|_\vee^* < \infty \).

The proof requires some combinatorial arguments following directly from the definition (1.10) of \( \| \cdot \|_\vee \) (it is sketched for general \( k \) in Gill, 1993).

With the straightforward extensions of the definitions of \( \|f\|_\vee^* \) and of \( D[0, \tau] \), it is proved in the same way that the \( k \)-variate analogue of \( \mathcal{F}_M \) is also uniformly Donsker (see Gill, 1992). We enforced the functions in \( \mathcal{F}_M \) to be cadlag in order to guarantee that integrals w.r.t. \( f \in \mathcal{F}_M \) are well defined; according to Hildebrandt (1963) this is not necessary if the integrand satisfies some weak continuity conditions.

Finally, we state the following lemma.

Lemma 1.6 (Telescoping). Let \( a_i, i = 1, \ldots, k, b_i, i = 1, \ldots, k \) be real numbers.
\[
\prod_{i=1}^{k} a_i - \prod_{i=1}^{k} b_i = \sum_{j=1}^{k-1} a_i (a_j - b_j) \prod_{i=j+1}^{k} b_i.
\]

It can be easily verified (compare with the product rule for differentiating a product of functions) and it holds also for matrices (see Gill and Johansen, 1990). It is a very useful lemma for proving that differences of two products converge to zero and that is what we often have to do in differentiability proofs.

1.3 The functional delta-method.

Let \( P_n \) be the empirical measure based on an i.i.d. sample from \( P \). Suppose that \( \mathcal{F} \) is a \( P \)-Donsker class. Then we know that \( G_{n,P} = \sqrt{n}(P_n - P) \overset{D}{\to} G_P \) as random elements of \( \mathcal{F}^\infty(\mathcal{F}) \). Suppose that we are interested in estimating \( \Phi(P) \) for a certain functional \( \Phi \). In large semiparametric and nonparametric models a natural and good estimator of \( \Phi(P) \) might be \( \Phi(P_n) \), assuming it is well defined.

A question which naturally arises is if \( \sqrt{n}(\Phi(P_n) - \Phi(P)) \) also converges weakly,
just as $G_{n,p}$. The following theorem, the so called functional delta-method, which answers this question (by setting $Z_n = G_{n,p}$, $Z = G_p$, $F_n = F_p$ and $F = P$) is an immediate consequence of the extended continuous mapping theorem 1.2 by applying it to $g_n(Z_n) \equiv \sqrt{n}(\Phi(F + (1/\sqrt{n})Z_n) - \Phi(F))$.

**Theorem 1.5** (Functional delta-method). Let $\Phi : D_\Phi \subset (D, \| \cdot \|) \to (E, \| \cdot \|_1)$, where $(D, \| \cdot \|)$ and $(E, \| \cdot \|_1)$ are normed vector spaces. Endow $D$ and $E$ with the Borel sigma-algebra.

Suppose that $D_n, D_0, D_\Phi \subset D$ are so that $F_n, F \in D_{\Phi}$; $Z_n \equiv \sqrt{n}(F_n - F) \in D_n$; $Z \in D_0$, $D_0$ separable and

1. $Z_n \xrightarrow{D} Z$ in $(D, \| \cdot \|)$, where $Z$ is Borel measurable.

2. $\Phi$ satisfies the following differentiability property: if $h_n \equiv \sqrt{n}(G_n - G) \to h$, $G_n, G \in D_{\Phi}$, with $h_n \in D_n$ and $h \in D_0$, then

$$\sqrt{n} \left( \Phi(G + (1/\sqrt{n})h_n) - \Phi(G) \right) - d\Phi(G)(h) \to 0 \quad (1.13)$$

for a certain continuous linear mapping $d\Phi(G) : D_0 \subset (D, \| \cdot \|) \to (E, \| \cdot \|_1)$.

Then

$$\sqrt{n} (\Phi(F_n) - \Phi(F)) \xrightarrow{D} d\Phi(F)(Z) \text{ in } (E, \| \cdot \|_1).$$

The delta-method formulated in this way, by using that the differentiability only has to be verified for sequences $h_n \in D_n$, is essentially more convenient than the usual formulation in terms of Hadamard-differentiability tangentially to a subspace: see Gill, 1989, Reeds, 1976, van der Vaart and Wellner (1995) and Wellner (1993). We will sometimes refer to the differentiability property 1.13 as compact differentiability, meaning (1.13) for an appropriate choice of $D_n$. For a discussion about the utility of the functional delta-method for analyzing estimators and also for obtaining its asymptotic variance we refer to chapter 6.

Let’s proceed with our example. Assume that $\Phi$ satisfies the differentiability property (1.13). Then application of theorem 1.5 provides us with:

$$\sqrt{n} (\Phi(P_n) - \Phi(P)) \xrightarrow{D} d\Phi(P)(G_P).$$

The limit random variable $d\Phi(P)(G_P)$ is often unknown because we do not know $P$. In order to estimate the distribution of $\sqrt{n}(\Phi(P_n) - \Phi(P))$ we can use the bootstrap; let $P^{(n)}$ be an estimator of $P$ and suppose that by using
(e.g.) theorems 1.3 or (if $P^{(n)} = P_n$) theorem 1.4 we establish $G_{n,P^{(n)}}(F_n) \equiv \sqrt{n} \left( \tilde{F}_n - P^{(n)} \right) \overset{D}{\rightarrow} G_P$ for almost all sequences $X_1, X_2, \ldots$, then we estimate the distribution of $\sqrt{n} (\Phi(P_n) - \Phi(P))$ with the distribution of $\sqrt{n} (\Phi(\tilde{F}_n) - \Phi(P^{(n)}))$, given $P^{(n)}$.

The following theorem tells us that if we are able to verify (1.13) uniformly in $P^{(n)}$, then the bootstrap works asymptotically for almost all sequences $X_1, X_2, \ldots$. Again, the theorem is an immediate consequence of the extended continuous mapping theorem.

**Theorem 1.6** Let $\Phi : D_\Phi \subset (D, \| \cdot \|) \rightarrow (E, \| \cdot \|_1)$, where $(D, \| \cdot \|)$ and $(E, \| \cdot \|_1)$ are normed vector spaces. Endow $D$ and $E$ with the Borel sigma-algebra. Suppose $D_n, D_0, D_\Phi \subset D$ are so that $\tilde{F}_n, F_n, F \in D_\Phi$; $Z_n, F_n \equiv \sqrt{n} (\tilde{F}_n - F_n) \in D_n$; $Z \in D_0$, $D_0$ separable, and

1. $Z_n, F_n \overset{D}{\to} Z$ in $(D, \| \cdot \|)$ for outer almost surely all sequences $F_n$, $Z$ is Borel measurable.

2. $\Phi$ satisfies the following differentiability property: if $h_n \equiv \sqrt{n}(\tilde{G}_n - G_n) \to h$, $\tilde{G}_n, G_n \in D_\Phi$, with $h_n \in D_n$ and $h \in D_0$, then

$$\sqrt{n} \left( \Phi(G_n) + (1/\sqrt{n}) h_n \right) - \Phi(G_n) \overset{D}{\to} d\Phi(G)(h) \to 0 \tag{1.14}$$

for a certain continuous linear mapping $d\Phi(G) : D_0 \subset (D, \| \cdot \|) \rightarrow (E, \| \cdot \|_1)$.

Then for outer almost surely all sequences $F_n$ we have:

$$\sqrt{n} (\Phi(\tilde{F}_n) - \Phi(F_n)) \overset{D}{\to} d\Phi(F)(Z) \text{ in } (E, \| \cdot \|_1).$$

### 1.4 Efficiency theory.

Let $\mathcal{M}$ be a model, a set of probability measures, on $(X, B)$. For two measures $F$ and $G$ on $B$ we write $F \ll G$ if $F$ is absolute continuous with respect to $G$. Let

$$\mathcal{M}(\mu) \equiv \{ P \in \mathcal{M} : P \ll \mu \}. \tag{1.15}$$

For each $P \in \mathcal{M}(\mu)$ we denote its density $dP/d\mu$ with $p$ and the collection of all these densities $p$ corresponding with $\mathcal{M}(\mu)$ will be denoted with $\mathcal{P}(\mu)$.

Let $\vartheta : \mathcal{M} \to \Theta \subset D$ be a parameter and $B$ be a collection of real valued linear mappings $b : D \rightarrow \mathbb{R}$. Given an i.i.d. sample $X_1, \ldots, X_n$ from an
unknown \( P \in \mathcal{M} \) it is required to estimate the parameter \( \theta = \varphi(P) \), which is done by an estimator \( \theta_n = \theta_n(X_1, X_2, \ldots, X_n) \). Here \( b\theta_n : (X^n, B^n) \rightarrow \mathbb{R} \) is a measurable map for all \( b \in B \).

We define \( L_b^2(P) \) as all elements \( f \in L^2(P) \) with \( \int f dP = 0 \).

**Definition 1.3** A map \( \epsilon \mapsto p_\epsilon \) from \([0, 1] \subset \mathbb{R} \) to \( \mathcal{P}(\mu) \) is called a differentiable (one-dimensional) submodel of \( \mathcal{P}(\mu) \) through \( p \) if there exist \( g \in L_b^2(P) \) with

\[
\int \left( \frac{1}{\epsilon} (\sqrt{p_\epsilon} - \sqrt{p}) - \frac{1}{2} g \sqrt{p} \right)^2 d\mu \to 0 \text{ for } \epsilon \downarrow 0.
\] (1.16)

Notice that if the integrand in (1.16) would converge pointwise to zero, then

\[ g(x) = \left. \frac{d}{d\epsilon} \log(p_\epsilon(x)) \right|_{\epsilon=0}. \]

Therefore \( g \) can be considered as a \( L^2(\mu) \) version of the score function of the one dimensional submodel \( p_\epsilon \). Submodels \( P_\epsilon \subset \mathcal{M} \) with densities \( p_\epsilon \subset \mathcal{P}(\mu) \) for certain measure \( \mu \) which satisfy (1.16) are called Hellinger differentiable. In the rest of this tract, if we write \( p_{\epsilon, g} \in \mathcal{P}(\mu) \) or \( P_{\epsilon, g} \in \mathcal{M}(\mu) \) we mean a one dimensional differentiable submodel of densities (w.r.t. \( \mu \)) or measures, respectively, with score \( g \) as defined in definition 1.3.

The variance of unbiased (over \( P_{\epsilon, g} \)) estimators of \( b\varphi(P_{\epsilon, g}) \) at \( \epsilon = 0 \) is bounded from below by the well known Cramér-Rao lower bound, which is given by

\[
\frac{1}{n} \left( \frac{d}{d\epsilon} \varphi(P_{\epsilon, g}) \right|_{\epsilon=0}^2 \right)^2, \text{ as shown below,} \] (1.17)

Let \( S(P) \) be class of differentiable submodels. The variance of unbiased (over whole \( \mathcal{M} \)) estimators of \( b\varphi(P) \) is bounded from below by the supremum over \( S(P) \) of (1.17), assuming that this supremum exists, which leads to the so called generalized Cramér-Rao lower bound. Since the Cramér-Rao lower bound (1.17) does only depend through \( P_{\epsilon, g} \) on the score \( g \) the supremum is in fact a supremum over the collection of scores corresponding with \( S(P) \). In the following definition of this collection of scores, note the difference between \( S(P) \) and \( S(P) \).

**Definition 1.4** A cone \( S(P) \) in \( L_b^2(P) \) is called a tangent cone at \( P \in \mathcal{M} \) of \( S(P) \) if for all \( g \in S(P) \) there exists a differentiable one dimensional submodel \( P_{\epsilon, g} \in S(P) \subset \mathcal{M} \) through \( P \in \mathcal{M} \) with score \( g \).
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Recall that a cone $C$ in a vector space over the reals is a subset which is closed under multiplication by nonnegative scalars: if $g \in C$, then $ag \in C$ for all $a \geq 0$.

As we will see below, the supremum over $S(P)$ in the generalized Cramér-Rao lower bound can be replaced by a supremum over the so-called tangent space $T(P)$:

**Definition 1.5** For a tangent cone $S(P) \subseteq L^1_0(P)$ we define the tangent space $T(P) \subseteq L^0_0(P)$ as the closure of the linear extension of $S(P)$ within $L^0_0(P)$.

The following differentiability property of $b\theta$ guarantees the existence of the supremum over $S(P)$ of (1.17) and that the supremum over $T(P)$ is taken.

**Definition 1.6** A parameter $b\theta : \mathcal{M} \rightarrow \mathbb{R}$ is called pathwise differentiable at $P \in \mathcal{M}$ relative to $S(P)$, if there exists a linear mapping $\hat{\theta} : T(P) \rightarrow (D, \|\cdot\|)$ so that $b\theta : T(P) \rightarrow \mathbb{R}$ is continuous and linear and

$$\frac{1}{\epsilon} (b\theta(P+\epsilon) - b\theta(P)) - b\hat{\theta}(g) \to 0 \text{ for all } g \in S(P).$$

By the Riesz representation theorem there exists a $\tilde{I}(P, b\theta) \in T(P)$ so that

$$b\hat{\theta}(g) = \int \tilde{I}(P, b\theta)(x)g(x)dP(x).$$

(1.18)

We have that the Cramér-Rao lower bound (1.17) equals $1/n \left( b\hat{\theta}(g)/\|g\|_P \right)^2$. Consequently, by (1.18) and the Cauchy-Schwarz inequality, this is maximized over $T(P)$ by $g = \tilde{I}(P, b\theta)$ and therefore $P_{c,\theta}$, $g = \tilde{I}(P, b\theta)$, can be considered as the so-called hard one dimensional submodel for estimating $b\theta(P)$ (if $\tilde{I}(P, b\theta) \notin S(P)$, then we might still think of it as an approximate submodel). Therefore $\tilde{I}(P, b\theta)$ is sometimes called the efficient score. The variance of $\tilde{I}(P, b\theta)$ is the generalized Cramér-Rao lower bound for unbiased estimators, as can be proved as follows (for the technical details see van der Vaart, 1988):

**Generalized Cramér-Rao lower bound.** For a random variable, say $Y$, we denote its expectation with $E(Y)$ and its variance with Var($Y$); we often use an index which describes the distribution of $Y$. To begin with, let $b\theta_1$ be an estimator of $b\theta$ based on one observation $X \sim P$ and suppose that $E_P(b\theta_1(X)) = b\theta$ for all $P \in \mathcal{M}$. Definition 1.6 tells us that we have $b\hat{\theta}(g) = \langle g, \tilde{I}(P, b\theta) \rangle_P$. By the definition of pathwise differentiability and the fact that $b\theta(P_{c,\theta}) = E_{P_{c,\theta}}(b\theta_1(X))$ we also have:

$$b\hat{\theta}(g) = \lim_{\epsilon \to 0} 1/\epsilon \int b\theta_1(x)d(P_{c,\theta} - P)(x)$$
\[
\lim_{\epsilon \to 0} 1/\epsilon \int b\theta_1(x) \left( p_{c,g}(x) - p(x) \right) \mu(dx) = \lim_{\epsilon \to 0} 1/\epsilon \int b\theta_1(x) \left( \frac{p_{c,g}(x) - p(x)}{p(x)} \right) dP(x). \tag{1.19}
\]

By using (1.16) we have \((p_{c,g}(x) - p(x))/\epsilon p(x) \approx g(x)\), where the approximation can be made rigorous. Using this approximation tells us that (1.19) converges to \(E_P(b\theta_1(X)g(X))\). Our calculations do not depend on \(g \in S(P)\) and by linearity and continuity of \(\hat{\theta}(g)\) and \(g \rightarrow E_P(b\theta_1(X)g(X))\) we have the identity for all \(g \in T(P)\). In other words, for all \(g \in T(P)\) we have:

\[\langle g, \tilde{I}(P, b\theta) \rangle_P = E_P(b\theta_1(X)g(X)).\]

By the Cauchy-Schwarz inequality we have that

\[(E_P(b\theta_1(X)g(X)))^2 \leq \text{Var}(b\theta_1(X))\text{Var}(g(X)).\]

This tells us that

\[\text{Var}(b\theta_1(X)) \geq \frac{\langle g, \tilde{I}(P, b\theta) \rangle_P^2}{\langle g, g \rangle_P}.
\]

This holds for all \(g \in T(P)\) and therefore in particular for \(g = \tilde{I}(P, b\theta)\).

This provides us with the Cramér-Rao lower bound:

\[\text{Var}_P(b\theta_1(X)) \geq \text{Var}_P\left(\tilde{I}(P, b\theta)(X)\right).
\]

Suppose now that we have \(n\) i.i.d. observations \(X_i \sim P\) and let \(b\theta_n(X_1, \ldots, X_n)\) be an unbiased estimator of \(b\theta\) for all \(P \in \mathcal{M}\). Then the same calculations show that:

\[\text{Var}_P(b\theta_n(X_1, \ldots, X_n)) \geq \frac{\text{Var}_P(\tilde{I}(P, b\theta)(X))}{n}.
\]

The variance of \(\tilde{I}(P, b\theta)\) is also the optimal asymptotic variance of \(\sqrt{n}(\theta_n - \hat{\theta}(P))\) for so called regular estimators.

**Definition 1.7** Let \(b\theta_n\) be an estimator of \(b\theta = b\hat{\theta}(P)\) for which

\[L_P(\sqrt{n}(b\theta_n - b\theta(P))) \rightarrow L_b.
\]

\(b\theta_n\) is a \(S(P)\)-regular estimator of \(b\theta\) if for all \(g \in S(P)\) there exists a \(P_{\epsilon,g} \in S(P)\) so that for \(\epsilon_n = 1/\sqrt{n}\)

\[L_{P_{\epsilon_n,g}}(\sqrt{n}(b\theta_n - b\theta(P_{\epsilon_n,g}))) \rightarrow L_b.
\]
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Notice that the smaller we choose $S(P)$ the larger the class of regular estimators (relative to $S(P)$) and the easier it is to verify pathwise differentiability. On the other hand the lower bound $\sigma^2(\bar{I}(P, b\theta))$, where $\sigma^2$ denotes variance, represents a supremum over all Cramér-Rao lower bounds for the one dimensional submodels $p_{c, g}$ and therefore this lower bound can only be attained if $S(P)$ is large enough. Therefore, in order to have existence of efficient estimators one has to choose a rich enough class $S(P)$ of one dimensional submodels $p_{c, g}$.

Most interesting estimators are asymptotically linear:

**Definition 1.8** An estimator $\theta_n$ of $\theta = \theta(P)$ is called $\| \cdot \|_B$-asymptotically linear with influence curve $I(P, b\theta) \in L_0^2(P)$, $b \in B$, if

$$\sqrt{n}(b\theta_n - b\theta) = \sqrt{n}(P_n - P)I(P, b\theta) + R_{n,b},$$

where

$$\| R_n \|_B \overset{d}{=} \sup_{b \in B} | R_{n,b} | = O_P(1)$$

and the empirical process $\int I(P, b\theta) d\sqrt{n}(P_n - P)$ indexed by $\{I(P, b\theta) : b \in B\}$ converges weakly.

Theorem 2.12 in van der Vaart (1988) tells us that for any regular estimator $b\theta_n$ the limiting distribution $L_b$ has a variance which is larger than $\sigma^2(\bar{I}(P, b\theta))$ and that equality holds if and only if $b\theta_n$ is asymptotically linear with influence curve equal to $\bar{I}(P, b\theta)$. One may call this result an asymptotic Cramér-Rao bound. The result also explains the following name:

**Definition 1.9** $\bar{I}(P, b\theta) \in T(P)$ is called the efficient influence curve w.r.t. $S(P)$ for estimating $b\theta(P)$ in $\mathcal{M}$.

The convolution theorem tells us that if $S(P)$ is convex, then the limiting distribution $L_b$ of a regular estimator $b\theta_n$ equals the sum of $N(0, \sigma^2(\bar{I}(P, b\theta)))$ and another independent random variable. Moreover, under some extra regularity assumptions the variance of $\bar{I}(P, b\theta)$ is also a lower bound for minimax estimators (for both statements see e.g. van der Vaart, 1988). This justifies the following definition of efficiency of $\theta_n$:

**Definition 1.10** Let $\theta, \theta_n \in D$ and $B$ be a collection of real valued linear functions on $D$. Assume that $\theta_n$ is $\| \cdot \|_B$-asymptotically linear with efficient influence curve $\bar{I}(P, b\theta)$, $b \in B$.

Then we say that $\theta_n$ is $\| \cdot \|_B$-efficient.
The functional delta-method theorem 1.5 shows that weak convergence is preserved under differentiability as stated in (1.13). The following theorem tells us that efficiency is also preserved under this kind of differentiability (van der Vaart, 1991):

**Theorem 1.7** Let $B$ and $B_1$ be a collection of real valued linear functions on vector spaces $D$ and $E$, respectively, so that $(D, \| \cdot \|_B)$ and $(E, \| \cdot \|_{B_1})$ are normed vector spaces. Let $\Phi : D_\Phi \subset (D, \| \cdot \|_B) \to (E, \| \cdot \|_{B_1})$ be a functional, where both spaces are endowed with the the Borel sigma-algebra.

Suppose that $\theta_n \in D_\Phi$ is an $\| \cdot \|_B$-efficient estimator of $\theta \in D_\Phi$, and the differentiability condition (1.13) of theorem 1.5 holds for $\Phi(\theta_n)$.

Then $\Phi(\theta_n)$ is a $\| \cdot \|_{B_1}$-efficient estimator of $\Phi(\theta)$. 
Part I
Efficiency Theory and Applications for (Nonparametric) Maximum Likelihood Estimators
Chapter 2

Efficiency Theory for the (NP)MLE and an Identity for Linear Parameters in Convex Models

2.1 Introduction.

To begin with we give the general set up of the problem we will investigate. We refer to the efficiency section 1.4 for some notation and definitions. Let \( \mathcal{M} \) be a set of probability measures \( P \) on a measurable space \( (\Omega, \mathcal{A}) \). Let \( \vartheta : \mathcal{M} \to D \), where \( D \) is a vector space, be a \( D \)-valued parameter. Let \( B \) be a collection of real valued linear mappings \( b : D \to \mathbb{R} \).

Given an i.i.d. sample \( X_1, \ldots, X_n \) from an unknown \( P \in \mathcal{M} \) we want to give a \( \| \cdot \|_B \)-efficiency theory of maximum likelihood estimators of \( \vartheta = \vartheta(P) \) and modifications thereof.

\( \mathcal{M} \) is not necessarily dominated by one fixed measure \( \mu \). Therefore it does not always make sense to define a maximum likelihood estimator as the maximizer over all \( P \in \mathcal{M} \) of the likelihood \( \Pi_{i=1}^n(dP/d\mu)(X_i) \) for a fixed measure \( \mu \). A natural generalization of this last definition to general \( \mathcal{M} \), due to Kiefer and Wolfowitz (1956), is now given by: \( \mathbb{P}_n \in \mathcal{M} \) is an MLE of \( P \) if and only if for each measure \( P_1 \in \mathcal{M} \) we have with \( \mu \equiv P_1 + \mathbb{P}_n \):

\[
\int \log \left( \frac{d\mathbb{P}_n}{d\mu} \right) d\mathbb{P}_n \geq \int \log \left( \frac{dP_1}{d\mu} \right) d\mathbb{P}_n.
\]

In other words, \( \mathbb{P}_n \) is the winner in each pairwise comparison. \( \vartheta_n = \vartheta(\mathbb{P}_n) \) is
Efficiency Theory for NPMLE

called a maximum likelihood estimator (MLE) of \( \theta \).

If it exists, then for any measure \( \mu_n \) with \( \mathbb{P}_n \ll \mu_n \) we have:

\[
\mathbb{P}_n = \arg \max_{P \in \mathcal{M}(\mu_n)} \int \log \left( \frac{dP}{d\mu_n} \right) dP_n.
\]  

(2.2)

The log likelihood cares only about the values \( p(X_i) \equiv (dP/d\mu_n)(X_i), \) \( i = 1, 2, \ldots, n. \) Therefore even in semiparametric models it is often possible to identify \( \mathbb{P}_n \) with a vector, where its dimension grows with \( n \), and define it as a maximum over a compact euclidean set, which makes existence of MLE much easier to prove.

\( \mathbb{P}_n \) is often not explicitly known as a function of \( X_1, \ldots, X_n \), but once a dominating measure of \( \mathbb{P}_n \), given the data, is explicitly known, then it is defined by (2.2) which can usually be computed with certain algorithms. Finding an MLE involves essentially two steps. Firstly, one determines, given the data, explicitly a dominating measure \( \mu_n \) (if \( \mathbb{P}_n \) is discrete, then it suffices to find its support) and then one maximizes the log likelihood over all possible densities in the model w.r.t. this known \( \mu_n \).

One can also decide not to worry about finding an explicitly, given the data, known dominating measure \( \mu_n \) of \( \mathbb{P}_n \), but choose \( \mu_n \) ourselves. \( \mu_n \) is usually chosen so that \( \mathcal{M}(\mu_n) \) grows with \( n \) and more and more closely approximates all of \( \mathcal{M}(P) \). In our applications we will do this. Then we can define a so called "sieved"-maximum likelihood estimator as a maximizer of the log likelihood over \( \mathcal{M}(\mu_n) \), abusing the traditional definition of sieve-MLE. Also in this case we can define this MLE as in (2.2) for some measure \( \mu_n \).

In this chapter we present a theory for proving efficiency of a MLE \( \theta_n \). Our applications in the next chapter are described by semiparametric models for which MLE are usually called "nonparametric maximum likelihood estimators" (NPMLE). Therefore we will often denote \( \theta_n \) with NPMLE, though the efficiency theory is also applicable to parametric models.

The organization of this chapter is as follows. Firstly, in the next section we show that a maximum likelihood estimator often solves an efficient score equation. In section 3 we derive natural conditions for efficiency of an NPMLE and show how they trivially generalize to bootstrapped NPMLE and NPMLE based on a transformation, depending on \( n \), of the original data (in the latter case everything, also the model, changes with \( n \)). (The latter kind of NPMLE will be analyzed in chapter 4.) Surprisingly enough we get one of the main conditions for free if the model is convex and the parameter \( \vartheta : \mathcal{M} \rightarrow D \) linear. This follows from an identity. In section 4 we prove this identity and explain the gain from this identity for proving efficiency of NPMLE. In section 5 we
apply this identity to convex models which are linear in the parameter, study
the required invertibility of the information operator and illustrate the use of
the identity in a well known (non trivial) example. In section 6 we formulate
the efficiency theorem for the NPMLE in convex models and in section 6.1 we
extend this theorem to one-step estimators. Section 6.1 is not important for
following the subsequent chapters.

2.2 Efficient score equation for NPMLE.

Assume that an MLE \( \mathbb{P}_n \) as in (2.2) exists.

Let \( S(\mathbb{P}_n) \) be a class of one dimensional differentiable submodels of \( \mathcal{M} \)
through \( \mathbb{P}_n \) (see definition 1.3). Let \( S(\mathbb{P}_n) \subset L^2(\mathbb{P}_n) \) be the tangent cone
corresponding to this class of submodels (see definition 1.4). Recall that a score
\( g_n \in S(\mathbb{P}_n) \) of a \( \mathbb{P}_{n,c,g_n} \) does by definition depend on \( \mathbb{P}_n \). Let \( T(\mathbb{P}_n) \) be
the tangent space at \( \mathbb{P}_n \) (see definition 1.5).

Suppose that \( b \theta \) is pathwise differentiable relative to \( S(\mathbb{P}_n) \) at \( \mathbb{P}_n \) with
efficient influence curve \( \tilde{I}(\mathbb{P}_n, b \theta_n) \in T(\mathbb{P}_n) \) (see definition 1.6). \( \mathbb{P}_n \) maximizes
in particular the log likelihood of each one dimensional submodel \( \mathbb{P}_{n,c,g_n} \), \( g_n \in \mathcal{S}(\mathbb{P}_n) \),
which is dominated by a certain \( \nu_n \). Consequently, if \( \mathbb{P}_n \) lies in the
interior of each one dimensional submodel of \( \mathcal{S}(\mathbb{P}_n) \), then the following equation
to hold (let \( \nu_n \) be a dominating measure of \( \mathbb{P}_{n,c,g_n} \)):

\[
0 = \frac{d}{d \varepsilon} \int \log \left( \frac{d \mathbb{P}_{n,c,g_n}(x)}{d \nu_n}(x) \right) d \mathbb{P}_n(x) \bigg|_{\varepsilon = 0}.
\] (2.3)

Suppose that \( g_n \) is also pointwise defined instead of only in \( L^2(\mathbb{P}_n) \) sense. Then
by exchanging differentiation and integration (2.3) translates into

\[
0 = \int g_n(x) d \mathbb{P}_n(x).
\] (2.4)

This holds for all \( g_n \in S(\mathbb{P}_n) \) and by linearity of \( g \to \int g d \mathbb{P}_n \) also for
\( \text{Lin}(S(\mathbb{P}_n)) \), its linear extension. Consequently, if \( \tilde{I}(\mathbb{P}_n, b \theta) \in \text{Lin}(S(\mathbb{P}_n)) \),
then we have:

\[
0 = P_n \tilde{I}(\mathbb{P}_n, b \theta) = \int \tilde{I}(\mathbb{P}_n, b \theta)(x) d \mathbb{P}_n(x),
\] (2.5)

which we will call the efficient score equation or MLE-equation.

If \( \tilde{I}(\mathbb{P}_n, b \theta) \in T(\mathbb{P}_n) \setminus S(\mathbb{P}_n) \), then it might still be possible to prove (2.5)
by a continuity argument. For our theory we only need that

\[
P_n \tilde{I}(\mathbb{P}_n, b \theta) = o_P \left( \frac{1}{\sqrt{n}} \right).
\] (2.6)
There exist examples with \( \tilde{I}(\mathbb{P}_n, b \theta) \in T(\mathbb{P}_n) \setminus S(\mathbb{P}_n) \) where (2.5) does not hold, while (2.6) is true (see Groeneboom and Wellner, 1992, interval censoring case I, p. 115: if we replace in the efficient score identity \( g_n \) by \( g \), then we obtain (2.5) and they show that the difference of the two score identities is \( o_P(1/\sqrt{n}) \).

Since \( T(P) \subseteq L_2^2(P) \) we always have the equations
\[
P \tilde{I}(P, b \theta) = 0 \quad \text{and} \quad \mathbb{P}_n \tilde{I}(\mathbb{P}_n, b \theta) = 0.
\]
\[ (2.7) \]

### 2.3 Efficiency theorem for NPMLE.

\( \theta_n \) is \( \| \cdot \|_B \)-efficient (see definition 1.10) if and only if
\[
b \theta_n - b \theta = \int \tilde{I}(P, b \theta) d(P_n - P) + R_{n,b},
\]
\[ (2.8) \]
where \( \| R_n \|_B = o_P(1/\sqrt{n}) \) and \( \{ \tilde{I}(P, b \theta) : b \in B \} \) is \( P \)-Donsker. Notice that \( \| R_n \|_B = o_P(1/\sqrt{n}) \) can be replaced by \( \| R_n \|_B = o_P(\| \theta_n - \theta \|_B) \); then (2.8) implies
\[
\| \theta_n - \theta \|_B = o_P(1/\sqrt{n}) + o_P(\| \theta_n - \theta \|_B),
\]
which implies in its turn trivially that \( \| \theta_n - \theta \|_B = O_P(1/\sqrt{n}) \).

Assuming (2.6) this tells us that (2.8) holds if (and only if)
\[
\sup_{b \in B} \left| b \theta_n - b \theta + \int \tilde{I}(\mathbb{P}_n, b \theta) dP - \int \tilde{I}(P, b \theta) dP \right| \rightarrow 0 \quad \text{in probability},
\]
\[ (2.9) \]
is \( o_P(\| \theta_n - \theta \|_B) \). Assume that there exists a \( P \)-Donsker class \( \mathcal{F} \) so that
\( \tilde{I}(P, b \theta) - \tilde{I}(\mathbb{P}_n, b \theta) \in \mathcal{F} \) for all \( b \in B \) with probability tending to 1. By the \( \rho_P \)-uniform continuity of the sample paths of the empirical process indexed by \( \mathcal{F} \) (see (1.6)) it follows that if
\[
\sup_{b \in B} \left\{ \rho_P \left( \tilde{I}(P, b \theta), \tilde{I}(\mathbb{P}_n, b \theta) \right) \right\} \rightarrow 0 \quad \text{in probability},
\]
then \( \sup_{b \in B} \left| \int \tilde{I}(P, b \theta) - \tilde{I}(\mathbb{P}_n, b \theta) \right| d(P_n - P) \rightarrow 0 \) in probability.

Therefore, once we have this it suffices for proving (2.8) to prove that the sum of the other terms appearing on the left-hand side of (2.9) is \( o_P(\| \theta_n - \theta \|_B) \). This proves the following theorem:

**Theorem 2.1.** Let \( X \sim P \in \mathcal{M} \) for a model \( \mathcal{M} \) and let \( X_1, \ldots, X_n \) be \( n \) i.i.d. copies of \( X \). Let \( \theta = \theta(P) \in D \), \( D \) a vector space, and \( B \) be a certain collection of real valued linear mappings on \( D \). Suppose that for each \( P \in \mathcal{M}, b \theta, b \in B \), is pathwise differentiable at \( P \) relative to \( S(P) \) with efficient influence function \( \tilde{I}(P, b \theta) \).
Let $\theta_n \equiv \vartheta(\mathbb{P}_n)$, $\mathbb{P}_n \in \mathcal{M}$ be an estimator of $\theta$ which satisfies the following conditions:

**Efficient Score Equation.**

\[
\sup_{b \in B} \left| \int \tilde{I}(\mathbb{P}_n, b\vartheta) dP_n \right| = o_P \left( \frac{1}{\sqrt{n}} \right).
\]

**Differentiability condition.**

\[
\sup_{b \in B} \left| b\vartheta(P) - b\vartheta(\mathbb{P}_n) - \int \tilde{I}(\mathbb{P}_n, b\vartheta) d(P - \mathbb{P}_n) \right| = o_P(\|\theta_n - \theta\|_B).
\] (2.10)

**Empirical process condition.**

\[
\sup_{b \in B} \left| \int \left( \tilde{I}(P, b\vartheta) - \tilde{I}(\mathbb{P}_n, b\vartheta) \right) d(P_n - P) \right| = o_P(1/\sqrt{n}).
\]

**Sufficient conditions for the empirical process condition are:**

**P-Donsker class condition.** There exists a $P$-Donsker class $\mathcal{F}$ so that \( \tilde{I}(P, b\vartheta) - \tilde{I}(\mathbb{P}_n, b\vartheta) \in \mathcal{F} \) for all $b \in B$ with probability tending to 1.

**$\rho_P$-consistency.**

\[
\sup_{b \in B} \rho_P \left( \tilde{I}(P, b\vartheta), \tilde{I}(\mathbb{P}_n, b\vartheta) \right) \to 0 \text{ in probability.}
\]

Then $\theta_n$ is a $\| \cdot \|_B$-asymptotically efficient estimator of $\theta$.

It is clear that $\tilde{I}(P, b\vartheta)$ has to be defined in a stronger sense than as an element of $L^0(P)$. For example, for verifying the Donsker class condition for a univariate class of functions one might want to bound the variation of $\tilde{I}(P, b\vartheta)$, which requires that $\tilde{I}(P, b\vartheta)(x)$ is pointwise well defined for all $x$. This can often be straightforwardly accomplished, as we will see in the next chapters.

If $B = \{b\}$ for a single $b$, then this theorem provides us with efficiency of the real valued parameter $b\vartheta(P) \in \mathbb{R}$. By verifying the conditions uniformly over a larger collection $B$ one obtains $\| \cdot \|_B$-efficiency. It might be clear that for verifying the $\rho_P$-consistency condition $\| \cdot \|_B$-consistency of $\vartheta(\mathbb{P}_n)$ will typically be required.

At first sight it is not clear that $\int \tilde{I}(\mathbb{P}_n, b\vartheta) d(P - \mathbb{P}_n)$ should be the Gateaux derivative of $\vartheta$ in the direction $P - \mathbb{P}_n$ at $\mathbb{P}_n$; in other words it is not trivial to see that the differentiability condition (2.10) is indeed a differentiability condition. Let $\nu$ be a dominating measure of $\mathbb{P}_n$ and suppose that $P \ll \mathbb{P}_n$. Then we can rewrite the differentiability condition (2.10) as:

\[
\sup_{b \in B} \left| b\vartheta(P) - b\vartheta(\mathbb{P}_n) - \int \tilde{I}(\mathbb{P}_n, b\vartheta) \frac{P - \mathbb{P}_n}{\mathbb{P}_n} d\mathbb{P}_n \right| = o_P(\|\theta_n - \theta\|_B),
\]

where the densities are w.r.t. $\nu$. $\int \tilde{I}(\mathbb{P}_n, b\vartheta)(p_n - p)/p_n d\mathbb{P}_n$ is the pathwise derivative of $\vartheta$ at $\mathbb{P}_n$ evaluated at score $g = (p_n - p)/p_n$, where $g$ corresponds
with the score of the line $\epsilon P + (1 - \epsilon)P_n$ from $P$ to $P_n$. Therefore the condition is strongly related to “uniform” (in $B$) pathwise differentiability of $\vartheta$ at a moving sequence $P_n$. In this argument the condition $P \ll P_n$ is only due to the fact that in the definition of pathwise differentiability we linearize in scores $g = \lim_{\epsilon \to 0} (p_{c, g} - p)/(\epsilon p)$ of the one dimensional submodels, but this condition would not be necessary if we use a differentiability definition, where we linearize in $\lim_{\epsilon \to 0} (p_{c} - p)/\epsilon$. So there is no reason to expect that this condition is essential and examples (see next sections) show that it is indeed not. We discuss this disadvantage of the definition of pathwise differentiability in the next section.

In this tract we are especially concerned with estimation of linear parameters in convex models. In this case the differentiability condition can be verified to hold with remainder zero, following from the pathwise differentiability of $\vartheta$ with remainder zero, and thereby (2.10) reduces to an identity (there is no $o_P(||\theta_n - b\theta||_B)$-term in the differentiability condition). This identity provides us under the $P$-Donsker class condition and efficient score equation with root-$n$-consistency of $\vartheta(P_n)$ which can in its turn be used to prove the $p_P$-consistency condition. We will work this out in detail in the next section.

**Extension to NPMLE based on resampled data or reduced data.**

Firstly, we discuss the two applications to which we want to extend theorem 2.1 and then we will show that both can be straightforwardly captured by one extension of theorem 2.1. The extension can also be used to investigate uniformity in $P$ and regularity.

The first application is the semiparametric bootstrap. Let $X_i \sim P$, $i = 1, \ldots, n$, be $n$ i.i.d. random variables. Suppose that $\vartheta(P_n)$ is a $\| \cdot \|_B$-efficient estimator of $\vartheta(P)$. Let $P^{(n)} \in \mathcal{M}$ be an estimator of $P$ and let $X_i^* \sim P^{(n)}$, $i = 1, \ldots, n$, be $n$ i.i.d. random variables. For asymptotic validity of the semiparametric bootstrap we want to show that the limiting distribution of the normalized NPMLE $\sqrt{n}(\vartheta(P_n^*) - \vartheta(P^{(n)}))$, where $P_n^*$ is a NPMLE based on the resampled data $X_i^*$, equals the limiting distribution of $\sqrt{n}(\vartheta(P_n) - \vartheta(P))$, which is given by the optimal Gaussian process indexed by the efficient influence functions $\{I(P, b\vartheta) : b \in B\}$.

In view of an important application (the second application to which we want to extend theorem 2.1) in chapter 4 we do not want to force $P^{(n)}$ to be a member of $\mathcal{M}$. In this application we have $X_i \sim P$ and $X_i^* = \phi_n(X_i) \sim P(X_i) \equiv P\phi_n^{-1}$ where $\phi_n(X_i)$ is a slight transformation (reduction) of the original data $X_i$. By using the reduced data $X_i^*$ we arranged to work in an easier model
\( \mathcal{M}_{1n} \equiv \{ P \phi_n^{-1} : P \in \mathcal{M} \} \) for which all conditions of theorem 2.1 can be verified uniformly in \( P^{(n)} \). The parameter of interest is given by \( \vartheta_n : \mathcal{M}_{1n} \to D \) which is so that \( \vartheta_n(P^{(n)}) = \vartheta(P) \); so we are still estimating the same \( \theta = \vartheta(P) \).

If \( \phi_n \) converges to the identity one hopes that asymptotic efficiency is still attained. Here we are concerned with the question if the NPMLE based on this transformed (reduced data) is asymptotically efficient; in other words we want that \( \sqrt{n}(\vartheta_n(\mathbb{P}_n^*) - \vartheta_n(P^{(n)})) \) converges to the optimal Gaussian process.

The last problem is captured by the following set up, which also covers the resampled data by setting \( \mathcal{M}_n = \mathcal{M}, \vartheta_n = \vartheta, S_n(P) = S(P) \) and \( \tilde{I}_n(P, b \vartheta_n) = \tilde{I}(P_1, b \vartheta) \).

Let \( P^{(n)} \in \mathcal{M}_n \) be an approximation of \( P \) and \( \mathcal{M}_n \) be a sequence of models. Let \( X_i \sim P, X_i^* \sim P^{(n)} \), \( i = 1, \ldots, n \), be two collections of \( n \) i.i.d. random variables. Suppose that \( b \vartheta_n : \mathcal{M}_n \to D \) is pathwise differentiable at each \( P_1 \in \mathcal{M}_n \) relative to a tangent cone \( S_n(P_1) \) with efficient; influence function \( \tilde{I}_n(P_1, b \vartheta_n) \).

By verifying the conditions of theorem 2.1 uniformly in \( P^{(n)} \) (so for the sufficient conditions for the empirical process condition this means that we need to verify a uniform \( \{ P^{(n)} \} \)-Donsker class condition and a uniform in \( P^{(n)} \) \( \rho_{P^{(n)}} \)-consistency condition), then we have that \( \sqrt{n}(b \vartheta_n(\mathbb{P}_n^*) - b \vartheta_n(P^{(n)})) \) equals (here \( P_n^* \) is the empirical distribution of \( X_i^* \))

\[
\int \tilde{I}_n(P^{(n)}, b \vartheta_n) d\sqrt{n}(P_n^* - P^{(n)}) + R_{n,b},
\]

\[ (2.11) \]

where \( \sup_{b \in B} | R_{n,b} | = o_P(1) \). To see this recall that the uniform Donsker condition provides us with asymptotic \( \rho_{P^{(n)}} \)-equivariance uniformly in \( \{ P^{(n)} \} \) (see (1.8)). The proof of (2.11) is then a copy of the proof of theorem 2.1 applied to the model \( \mathcal{M}_n \).

For proving asymptotic efficiency it remains to prove the following condition:

**Approximation condition.**

The empirical process \( \left( \int \tilde{I}_n(P^{(n)}, b \vartheta_n) d\sqrt{n}(P_n^* - P^{(n)}), b \in B \right) \) converges weakly under \( P^{(n)} \) to (the optimal Gaussian process) a mean zero Gaussian process \( X_0 \) with covariance structure:

\[
E(b_1 X_0 b_2 X_0) = E \left( \tilde{I}(P, b_1 \vartheta)(X) \tilde{I}(P, b_2 \vartheta)(X) \right),
\]

i.e. the same limit process as when \( P^{(n)} = P \). This can be proved by applying theorem 1.3. Theorem 2.1 can also be straightforwardly extended to the non-parametric bootstrap. We show how this works in the bootstrap section 6 of chapter 4.
2.4 An Identity for linear parameters in convex models.

Let \( M \) be a convex set of probability measures. Notice that this also implies that \( M(\mu) \) and \( P(\mu) \) are convex.

For each \( P_1 \in M(P) \) the line \( \epsilon P_1 + (1 - \epsilon)P, \epsilon \in [0,1], \) is a submodel of \( M \) through \( P \). Let \( \mu \) be a dominating measure of \( P \). Then the corresponding straight line \( \epsilon P_1 + (1 - \epsilon)P \) of densities with respect to \( \mu \) can be written as:

\[
p_{\epsilon,g} = (1 + \epsilon g)p, \quad g = \frac{P_1 - P}{P}.
\]

Consequently, its score is given by \( (p_1 - p)/p \). If \( g \) has finite supnorm, then \( p_{\epsilon,g} \) is clearly Hellinger differentiable; it satisfies the differentiability property (1.16). Therefore, for efficiency calculations, a natural class of one dimensional submodels through \( P \) is given by

\[
S(P) \equiv \left\{ \epsilon P_1 + (1 - \epsilon)P, \epsilon \in [0,1] : P_1 \in M(P) \text{, } \| \frac{dP_1}{dP} \|_{\infty} < \infty \right\}.
\]

(2.12)

In terms of densities this class (2.12) is given by:

\[
\left\{ p_{\epsilon,g} = (1 + \epsilon g)p : \| g = \frac{P_1 - P}{P} \|_{\infty} < \infty, P_1 \in M(P) \right\} \subset L_0^2(P).
\]

The corresponding tangent cone \( S(P) \) and tangent space \( T(P) \) are defined as in definitions 1.4 and 1.5.

**Definition 2.1** A parameter \( \vartheta : M \rightarrow \Theta \subset D \) is linear if \( \vartheta \) is well defined on \( \text{Lin}(M) \) and \( \vartheta : \text{Lin}(M) \rightarrow D \) is a linear mapping.

**Theorem 2.2** (Identity for linear parameters in convex models). Suppose that \( M \) is convex and \( \vartheta : M \rightarrow D \) is linear. Suppose \( P, P_1 \in M \) and that \( b\vartheta \) is pathwise differentiable at \( P_1 \in M \) relative to \( S(P_1) \) with efficient influence curve \( \tilde{I}(P_1, b\vartheta) \).

Assume that either there exists a sequence \( P \in M(P_{1m}) \) with \( dP/dP_{1m} \in L^2(P_{1m}) \) so that for \( m \to \infty \)

\[
\int \tilde{I}(P_{1m}, b\vartheta) dP \to \int \tilde{I}(P_1, b\vartheta) dP.
\]

\[
b\vartheta(P_{1m}) \to b\vartheta(P_1)
\]

(2.13)

or there exists a sequence \( P_m \in M(P_1) \) with \( dP_m/dP_1 \in L^2(P_1) \) so that for \( m \to \infty \)

\[
\int \tilde{I}(P_1, b\vartheta) dP_m \to \int \tilde{I}(P_1, b\vartheta) dP.
\]

\[
b\vartheta(P_m) \to b\vartheta(P)
\]

(2.14)
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Then

\[ b\theta(P) - b\theta(P_1) = \int \tilde{I}(P_1, b\theta) d(P - P_1) = \int \tilde{I}(P_1, b\theta) dP. \]  \hspace{1cm} (2.15)

Notice that for \( P_1 = \mathbb{P}_n \), the NPMLE, (2.15) implies the differentiability condition of theorem 2.1. The proof of theorem 2.2 (below) shows that it is easy to show the identity (2.15) for \( P, P_1 \in \mathcal{M} \) with \( P \ll P_1 \). Once we have established this the identity conditions (2.13) (we mean both convergence statements) and (2.14) are just continuous extension conditions which trivially extend the identity to many more \( P, P_1 \). Notice that the sequences \( P_m \) and \( P_{1m} \) are allowed to depend on \( b \) and that the identity conditions are not requiring more than convergence of two real numbers and hence they are very weak conditions. A natural candidate for \( P_{1m} \) is \( (1 - \epsilon_m) P_1 + \epsilon_m P \) for a sequence \( \epsilon_m \rightarrow 0 \).

**Proof of theorem 2.2.** Suppose that we can prove the identity (2.15) for any \( P' \) and \( P'_1 \) with \( P' \ll P'_1 \) and \( dP'/dP'_1 \in L^2(P'_1) \). Then the identity (2.15) holds in particular for \( P, P_{1m} \) with \( dP/dP_{1m} \in L^2(P_{1m}) \) and \( P_m, P_1 \) with \( dP_m/dP_1 \in L^2(P_1) \). If now the convergence for \( m \rightarrow \infty \) holds as stated in (2.13) and (2.14), then it follows that the identity holds also for \( P \) and \( P_1 \). Therefore, it suffices to prove the identity (2.15) for any \( P \) and \( P_1 \) with \( P \ll P_1 \) and \( dP/dP_1 \in L^2(P_1) \):

Let \( \mu \) be a dominating measure of \( P_1 \) and denote the densities of \( P \) and \( P_1 \) with respect to \( \mu \) by \( p \) and \( p_1 \), respectively. Define \( p_{\epsilon, g} \equiv (1 + \epsilon g)p_1 \) for \( g = (p - p_1)/p_1 \), which corresponds with the straight line \( \epsilon P + (1 - \epsilon)P_1 \). \( p_{\epsilon, g} \) is a differentiable submodel through \( P_1 \) with score \( g \in S(P_1) \) and it is linear in \( g \). By linearity of \( \theta \) we have:

\[
\frac{1}{\epsilon} (b\theta(P_{\epsilon, g}) - b\theta(P_1)) = \frac{1}{\epsilon} b\theta (\epsilon(P - P_1)) = b\theta(P) - b\theta(P_1).
\]  \hspace{1cm} (2.16)

We also have that the left hand side is linear in \( g \). By the pathwise differentiability of \( \theta \) at \( P_1 \) relative to \( S(P_1) \) and the linearity in \( g \) of the left hand side, the left hand side equals the pathwise derivative in the direction \( g \), which is given by \( \int \tilde{I}(P_1, b\theta) g dP_1 \). Combining this with (2.16) and recalling that \( g = (p - p_1)/p_1 \) gives us:

\[
b\theta(P) - b\theta(P_1) = \int \tilde{I}(P_1, b\theta) \frac{P_1 - P}{P_1} dP_1 = \int \tilde{I}(P_1, b\theta) dP. \]
2.4.1 Discussion about the (ir)relevance of the identity conditions.

In semiparametric models the NPMLE $\mathbb{P}_n$ does often not dominate the underlying $P$. If $P \not\ll \mathbb{P}_n$, then the direct proof of theorem 2.2 of the identity does not work because the line $\epsilon P + (1 - \epsilon)\mathbb{P}_n$ does not even have a score (it is not Hellinger differentiable) and therefore cannot be linearized in a score; so it does also not make sense to talk about pathwise differentiability along this line. The approach followed by this theorem is to prove the identity for Hellinger differentiable lines and approximate the non-differentiable lines by Hellinger differentiable lines in order to obtain also a prove of the identity for non-differentiable lines.

In order to carry out a direct proof we should have a notion of differentiability which also applies to lines from $P$ to $\mathbb{P}_n$, i.e. which also applies to non-Hellinger-differentiable submodels. In example 2.2 in the next section we show that if we give up linearization in $(p - p_1)/p_1$ as in the proof of the theorem, i.e. we give up using the definition of pathwise differentiability, but instead only concentrate on linearizing in $p - p_1$ (densities w.r.t. e.g. $\mu = P + P_1$), then there is a direct proof, still using Hilbertspace structures, of an identity of similar nature. The use of this approach is not yet clear for us, but it established a kind of differentiability of $\vartheta$ along a line from any $P_1$ to $P$ and it can be easily generalized. We did not use this approach for our applications in the next chapters, because here the identity conditions (2.14) could be straightforwardly proved. But this alternative approach of proving a similar identity clarifies the irrelevance of the condition $P \ll P_1$ and hence that with a different set up one should be able to formulate a similar theorem, without requiring the identity conditions, but requiring a different kind of differentiability.

In the following example the identity can be explicitly written down and it also shows how weak the identity conditions are.

Example 2.1 (Nonparametric Model). Let $X_1, \ldots, X_n$ be $n$ i.i.d. copies of $X \sim P$, where $P$ is a completely unknown distribution. We want to estimate $b\vartheta(P) = P(B)$ for a measurable set $B$. Let $\mathbb{P}_n$ be the NPMLE. In this non-parametric model we have $\tilde{I}(\mathbb{P}_n, B)(X) = I(X \in B) - \mathbb{P}_n(B)$. Therefore the efficient score equation for $\mathbb{P}_n$ tells us that $\mathbb{P}_n$ equals the empirical distribution $P_n$. The identity of theorem 2.2 is trivially true:

$$(\mathbb{P}_n - P)(B) = -P\tilde{I}(\mathbb{P}_n, B).$$

The condition (2.14) for $P_1 = \mathbb{P}_n$ is satisfied if there exists a $\tilde{P}_n^m$ with $\tilde{P}_n^m \ll P_n$.
so that $\tilde{P}_n^m(B) \to P_n(B)$, which holds of course trivially. The latter condition provides us by application of theorem 2.2 with an indirect proof of the identity.

In spite of the fact that the identity conditions (2.13) and (2.14) are very weak, implicitness of the efficient influence curve makes them not always easy to verify. In our applications in chapter 3,4 and 5 we verify the identity condition by proving the following much too strong condition, but which is still rather straightforwardly verifiable; there exists a sequence $P_{1m}$ with $dP/dP_{1m}$ finite, $b\theta(P_{1m}) \to b\theta(P_1)$, $||P_{1m} - P_1||_P \to 0$ (or we take another $L^2$ norm) and (using this) show that

$$\int |\tilde{I}(P_{1m}, b\theta) - \tilde{I}(P_1, b\theta)| dP \to 0.$$  

From now on if we write condition (2.14) we mean just one of the two conditions (2.13) and (2.14).

### 2.4.2 The gain from the identity.

Let $\mathbb{I}_n \in \mathcal{M}$ be a NPMLE of $P \in \mathcal{M}$ and suppose that (2.14) with $P_1 = \mathbb{P}_n$ and $\mathbb{P}$ holds. Then (2.15) applied to $P_1 = \mathbb{P}_n$ provides us with:

$$b\theta(\mathbb{P}_n) - b\theta(P) = -\int \tilde{I}(\mathbb{P}_n, b\theta) dP,$$

(2.17)

which is the differentiability condition of theorem 2.1, but with remainder zero.

Combining this equation with the efficient score equation (2.5)

$$P_n \tilde{I}(\mathbb{P}_n, b\theta) = 0,$$

provides us with

$$b\theta(\mathbb{P}_n) - b\theta(P) = \int \tilde{I}(\mathbb{P}_n, b\theta) d(P_n - P).$$

(2.18)

This is a very powerful identity because the right-hand side can be considered as an empirical process indexed by $\tilde{I}(\mathbb{P}_n, b\theta)$. Therefore if the Donker class condition of theorem 2.1 holds, then it provides us already with root-$n$ consistency of $b\theta(\mathbb{P}_n)$. Now, the $\rho_P$-consistency condition remains to be verified, where we can use this consistency result. In other words, the convexity of the model and linearity of the parameter often gives us the differentiability condition of theorem 2.1 and consistency for free and we can concentrate our attention on the Donsker class condition.

In our examples we apply theorem 2.2 to models of a special type, discussed in the next section.
2.5 Application of the identity to convex models which are linear in the parameter.

Consider a model $\mathcal{M} = \{P_\theta : \theta \in \Theta\}$, where $\Theta \subset D$ is a convex set and $\theta \rightarrow P_\theta$ is linear. Then $\mathcal{M}$ is convex. For clarity and because it holds for all our applications we will assume that $\Theta$ is a convex set of probability measures on a certain fixed measurable space (in our case $\Theta$ is a convex set of distribution functions of probability measures on $\mathbb{R}^k$), but this is not essential.

Consider a parameter $\vartheta(P_\theta) = \Psi(\theta)$, where $\Psi$ is linear (see definition 2.1). Define $\vartheta(P_\theta) = \Psi(\theta)$ for all $\theta \in \text{Lin}(\Theta)$, which we can do because $\Psi$ is linear on $\text{Lin}(\Theta)$. Then

$$\vartheta(\alpha P_{\theta_1} + \beta P_{\theta_2}) = \vartheta(P_{\alpha \theta_1 + \beta \theta_2}) = \Psi(\alpha \theta_1 + \beta \theta) = \alpha \Psi(\theta_1) + \beta \Psi(\theta) = \alpha \vartheta(P_{\theta_1}) + \beta \vartheta(P_{\theta_2}),$$

where we used linearity of $\vartheta \rightarrow P_\theta$, extended definition of $\vartheta$, linearity of $\Psi$ and the definition of $\vartheta$, respectively. This proves that $\vartheta$ is linear. Therefore if we can establish pathwise differentiability of $\vartheta$, then application of theorem 2.2 provides us with the identity (2.23) below.

Let $\theta_{\epsilon, g}$ be a line from $\theta_1$ to $\theta$, $\theta_1 \ll \theta$ with score $g = (dP_{\theta_1} - d\theta)/d\theta \in L_0^0(\theta)$. By linearity of $\theta \rightarrow P_\theta$ this line implies a submodel $P_{\theta_{\epsilon, g}}$ with score $(dP_{\theta_1} - dP_{\theta_2})/dP_\theta \in L_0^0(P_\theta)$, assuming that $dP_{\theta_1}/dP_\theta$ exists and that it square integrable. $(dP_{\theta_1} - dP_{\theta_2})/dP_\theta$ is linear in the underlying score $g$:

$$\frac{dP_{\theta_1} - dP_{\theta_2}}{dP_\theta} = \int g d\theta \equiv A_\theta(g). \quad (2.19)$$

Define now $S(\theta)$ as all lines $\theta_{\epsilon, g} = \epsilon \theta_1 + (1-\epsilon) \theta$ for which $(dP_{\theta_1} - dP_{\theta_2})/dP_\theta \in L_0^0(P_\theta)$. In all our applications $S(\theta)$ is just the same set of lines as defined in (2.12), but now in the space $\Theta$ instead of in $\mathcal{M}$. Let $S(\theta) \subset L_0^0(\theta)$ be the corresponding tangent cone and $T(\theta) \subset L_0^0(\theta)$ be the tangent space.

Now, $A_\theta : S(\theta) \rightarrow S(P_\theta) \subset L_0^0(P_\theta)$, where $S(P_\theta)$ is the tangent cone corresponding with $P_{\theta_{\epsilon, g}}, g \in S(\theta)$. Suppose that $A_\theta$ can be continuously extended to $T(\theta) \subset L_0^0(\theta)$. Then the so called score operator $A_\theta$ can be defined as a linear Hilbertspace operator:

$$A_\theta : T(\theta) \subset L_0^0(\theta) \rightarrow L_0^0(P_\theta). \quad (2.20)$$

Now, the tangent space $T(P_\theta)$ is given by

$$T(P_\theta) = A_\theta(T(\theta)) \subset L_0^0(P_\theta).$$
We will now give conditions for pathwise differentiability of \( \theta \) relative to \( S(P_\theta) \).

Suppose that \( b\Psi \) is pathwise differentiable at \( \theta \) relative to \( S(\theta) \) with efficient influence function \( \tilde{\kappa}(\theta, b\Psi) \). Then we have with the line \( \theta_{e,\theta} = \theta_{1} + (1 - e) \theta \in S(\theta) \) with score \( g = (d\theta_{1} - d\theta)/d\theta \):

\[
\frac{1}{e} (b\partial (P_{\theta_{e,\theta}}) - b\partial (P_\theta)) = \frac{1}{e} (b\Psi(\theta_{e,\theta}) - b\Psi(\theta)) = \int \tilde{\kappa}(\theta, b\Psi) d\theta. \tag{2.21}
\]

This is a linear mapping in \( g \). For pathwise differentiability of \( \theta(P_\theta) \) relative to \( S(P_\theta) \) we need to rewrite this as a continuous linear mapping in the scores \( A_\theta (g) \) of \( P_{\theta_{e,\theta}} \).

For this purpose let \( A_\theta^T : L_2(\mathcal{P}) \rightarrow T(\theta) \) be the adjoint of \( A_\theta \): for all \( g \in T(\theta) \) and \( v \in L_2(\mathcal{P}) \) we have

\[
\langle A_\theta (g), v \rangle_{P_\theta} = \langle g, A_\theta^T (v) \rangle_{\theta}. \tag{2.22}
\]

We have the following important result:

**Lemma 2.1** Assume that \( b\Psi \) is pathwise differentiable at \( \theta \) relative to \( S(\theta) \). \( b\partial \) is pathwise differentiable at \( P_\theta \) relative to \( S(P_\theta) \) if and only if \( \kappa(\theta, b\Psi) \) lies in the range of \( A_\theta^T : L_2(\mathcal{P}) \rightarrow T(\theta) \).

This lemma is due to van der Vaart (1991). The proof is straightforward: Suppose that we have pathwise differentiability with efficient influence function \( \bar{I}(P_\theta, b\Psi) \). Then by (2.21) and the definition of pathwise differentiability we have for all \( g \in S(\theta) \):

\[
\int \tilde{\kappa}(\theta, b\Psi) g d\theta = \int \bar{I}(P_\theta, b\Psi) A_\theta (g) dP_\theta.
\]

Using the definition of adjoint we see that

\[
\left( A_\theta^T (\bar{I}(P_\theta, b\Psi)) - \tilde{\kappa}(\theta, b\Psi) \right) g d\theta = 0 \text{ for all } g \in T(\theta),
\]

which proves one direction of the lemma.

For the other direction, we have to express (2.21) as a linear mapping in \( A_\theta (g) \in S(P_\theta) \). Suppose that there exists a \( l \in L_2(\mathcal{P}) \) so that \( A_\theta^T (l) = \tilde{\kappa}(\theta, b\Psi) \). Then by definition of the adjoint

\[
\int \tilde{\kappa}(\theta, b\Psi) g d\theta = \int l A_\theta (g) dP_\theta,
\]

which, by the Cauchy-Schwarz inequality, is a continuous linear operator on \( S(P) \). This proves the pathwise differentiability with efficient influence function \( \bar{I}(P_\theta, b\partial) = \Pi(l \mid T(P_\theta)) \) (\( \Pi \) denotes \( L^2 \)-projection) and hence the following theorem:
Theorem 2.3 (Identity in convex linear models). Consider a model $\mathcal{M} = \{P_\theta : \theta \in \Theta\}$, where $\Theta \subset D$ is a convex set of probability measures on a measurable space and $\theta \rightarrow P_\theta$ is linear. Let $\bar{v}(P_\theta) = \Psi(\theta)$, where $\Psi$ is linear. If

- $b\Psi$ is pathwise differentiable at $\theta_1$ relative to $S(\theta_1)$ with efficient influence function $\bar{\kappa}(\theta_1, b\Psi)$.

- There exists an $l \in L^\infty_\theta(P_\theta)$ so that $A^\top_\theta(l) = \bar{\kappa}(\theta_1, b\Psi)$,

then $b\theta(P_{\theta_1})$ is pathwise differentiable with efficient influence function $\bar{I}(P_{\theta_1}, b\Psi) = \Pi(l \mid T(P_\theta))$ and for all $P_\theta$ and $P_{\theta_1}$ which satisfy (2.14) we have the identity:

$$b\Psi(\theta) - b\Psi(\theta_1) = \int \bar{I}(P_{\theta_1}, b\Psi) d(P_\theta - P_{\theta_1}) = \int \bar{I}(P_{\theta_1}, b\Psi) dP_\theta. \quad (2.23)$$

A simple corollary of lemma 2.1, which provides us with a formula for $\bar{I}(P_\theta, b\Psi)$, is given by the following corollary (here $I^\theta_\theta(f)$ is just any element $g$ for which $I^\theta_\theta(g) = f$):

Corollary 2.1 If $\bar{\kappa}(\theta, b\Psi)$ lies in the range of the so called information operator $I_\theta = A^\top_\theta A_\theta : T(\theta) \rightarrow T(\theta)$, then $\theta(P_\theta)$ is pathwise differentiable at $P_\theta$ relative to $S(P_\theta)$ with efficient influence function

$$\bar{I}(P_\theta, b\Psi) = A_\theta I^\theta_\theta(\bar{\kappa}(\theta, b\Psi)). \quad (2.24)$$

2.5.1 Invertibility of the information operator.

If the information operator is invertible and onto we can apply corollary 2.1 and theorem 2.3. Therefore the following invertibility lemma is useful:

Lemma 2.2 Let $I_\theta = A^\top_\theta A_\theta : T(\theta) \subset (L^2_\theta(\theta), \| \cdot \|_\theta) \rightarrow T(\theta)$ be the information operator as defined above. Assume that for all $h \in T(\theta)$ with $\|h\|_\theta > 0$ we have $\|A_\theta(h)\|_{P_\theta} > 0$. Then $I_\theta$ is 1-1.

Assume that there exists a $\delta > 0$ so that for all $h \in T(\theta) \subset H(\theta)$ we have $\|h\|_{\theta, \text{beta}} \geq \|A_\theta(h)\|_{P_\theta} \geq \delta \|h\|_\theta$ for some $1 > \delta > 0$. Then $I_\theta$ is onto and has bounded inverse with operator norm smaller than or equal to $1/\delta^2$. Its inverse is given by:

$$I_\theta^{-1} = \sum_{i=0}^{\infty} (I - I_\theta)^i. \quad (2.25)$$

Moreover, the range of $(A_\theta(T(\theta)))$ is closed and therefore equals $T(P_\theta)$.
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Proof. Let $\|h\|_\theta = 1$, then we have by the Cauchy-Schwarz inequality:

$$
\|A^T\theta A_\theta(h)\|_\theta = \|A^T\theta A_\theta(h)\|_\theta \|h\|_\theta \\
\geq \langle A^T\theta A_\theta(h), h \rangle_\theta \\
= \langle A_\theta(h), A_\theta(h) \rangle_{P_\theta}.
$$

If $\|A_\theta(h)\|_{P_\theta} > 0$ for all $\|h\|_\theta = 1$, then $I_\theta$ is 1-1 and hence invertible. We have that $I_\theta = I - (I - I_\theta)$. If $\|A_\theta(h)\|_{P_\theta} > \delta$, then we have that $\|I_\theta(h)\|_{P_\theta} > \delta^2$. Because $I - I_\theta$ is self-adjoint its norm is given by:

$$
\sup_{\|h\|_{P_\theta} = 1} \langle h, (I - I_\theta)(h) \rangle_\theta.
$$

Because $\langle h, I_\theta(h) \rangle = \langle A_\theta(h), A_\theta(h) \rangle \geq \delta^2$ it follows that this norm is smaller than $1 - \delta^2$. Consequently, the inverse of $I_\theta$ is given by the Neumann series of $I - I_\theta$ which converges for all $h \in T(\theta)$. This proves that $I_\theta$ is onto and has bounded inverse with operator norm bounded by $1/\delta^2$. The final statement is also straightforward to check by using Cauchy sequences and the completeness of a Hilbert space. □

By using this lemma it is often easy to find natural conditions for (bounded) invertibility of the information operator $I_\theta : (T(\theta), \| \cdot \|_\theta) \rightarrow (T(\theta), \| \cdot \|_\theta)$. In particular this is true for missing data models as the next example and the models we cover in chapter 3, 4 and 5.

2.5.2 Example.

We already gave a trivial example of the completely nonparametric model where the efficient influence function is known and thereby the identity (2.18) for the NPMLE could also be explicitly verified. A non-trivial (well known) example, where this identity had not yet been discovered and can be explicitly written down, is the following. Here we will also show efficiency of the Kaplan-Meier estimator using identity (2.18) and we will give a method of proving a kind of differentiability of a parameter along any line, instead of only along lines with a score.

Example 2.2 (Univariate Censoring Model). Let $X_1, \ldots, X_n$ be i.i.d. copies of a real valued $X$ with distribution function $F$, where $F$ is completely unknown. Let $C_1, \ldots, C_n$ be i.i.d. copies of a real valued $C$ with distribution
function $G$, where $G$ is completely unknown. $X$ and $C$ are independent. We observe

$$Y_i = (Z_i, D_i) = \Phi(X_i, C_i) \equiv (X_i \land C_i, I(X_i \leq C_i)) \sim P_{F_G}.$$

We are interested in estimating the survival function $\vartheta(P_{F_G}) = S(t) = 1 - F(t)$. If $G$ was known, then the model corresponding with $Y$ would be a convex model which is linear in the parameter $F$. Therefore under the conditions of theorem 2.3 identity (2.23) holds for the efficient influence function for the model where $G$ is known. However, in this model it can be shown (as done in chapter 4 for the bivariate censoring model) that the efficient influence function for estimating $F(t)$ in the model where $G$ is unknown equals the efficient influence function for estimating $F(t)$ in the model where $G$ is known. This follows straightforwardly from the fact that the conditional density of $X$ given what we observe about $C$ (so $C = z$ for the censored ($D = 0$) observations and $C > z$ for the uncensored ($D = 1$) observations) equals the unconditional density of $X$. So the identity for $G$ is known equals the identity for the model where $G$ is unknown (i.e. the univariate censoring model). The identity conditions of theorem 2.3 can be verified by writing down the score operator, information operator, applying lemma 2.2, and using formula (2.24) for the efficient influence function, as we will do in chapter 3,4 and 5, which would give a proof of the identity without explicitly knowing the efficient influence function.

Below, we will explicitly verify it: Define

$$N_n(t) \equiv \frac{1}{n} \sum_{i=1}^n I(Z_i \leq t, D_i = 1)$$

$$Y_n(t) \equiv \frac{1}{n} \sum_{i=1}^n I(Z_i \geq t)$$

$$\Lambda(t) \equiv \int_0^t \frac{dF(s)}{1 - F(s^{-})}.$$

It is well known that the NPMLE of $S(t)$ is given by the Kaplan-Meier estimator $S_n(t) = \prod_{r \leq t} (1 - dN_n/Y_n)$, where $\prod_{r \leq t}$ is a product integral and stands for a limit of approximating finite products over partitions of $(0, t]$ as the partitions become finer.

This estimator has been extensively analyzed. For an overview of work done in this field we refer to Andersen, Borgan, Gill and Keiding (1993). Let $H = 1 - G$, $N = E_{P_F}(N_n)$ and $Y = E_{P_F}(Y_n)$. It is well known (e.g. Wellner, 1982, Gill, 1993) that if $H(t) > 0$, then the efficient influence function for
estimating $S(t)$ is given by:

$$
\tilde{I}(S, t)(z, d) = -S(t) \int_0^t \frac{I(z \in dv, d = 1) - I(z \geq v)d\Lambda(v)}{S(v)H(v-)}.
$$

This formula equals $A_P I_P^{-1}(I_{(t, \infty)} - S(t))$, where $A_P$ is the score operator and $I_P$ the information operator (see corollary 2.1 and Wellner, 1982). Consequently, the efficient score-equation for the NPMLE $S_n$ is given by:

$$
P_n \tilde{I}(S_n, t) = S_n(t) \int_0^t \frac{dN_n(v) - Y_n d\Lambda_n(v)}{S_n(v)H(v-)}.
$$

By using that $S_n(t) = \int_{[0,t]} (1 - dN_n/Y_n)$, it follows that $d\Lambda_n = dN_n/Y_n$ and consequently $P_n \tilde{I}(S_n, t) = 0$. This verifies the efficient score-equation. It remains to verify the identity (2.23), i.e. $S_n(t) - S(t) = -P_P \tilde{I}(S_n, t)$, which is here given by:

$$
S_n(t) - S(t) = S_n(t) \int_0^t \frac{dN_n(v) - Y_n d\Lambda_n(v)}{S_n(v)H(v-)}.
$$

We know that $dN = Y d\Lambda, Y = S_\Lambda H$. So $dN - Y d\Lambda_n = S_\Lambda(H - d\Lambda) - d\Lambda_n$, where $H$ cancels with the denominator. Therefore (2.25) is equivalent to:

$$
S_n(t) - S(t) = \int_0^t S(v-) d(\Lambda_n - \Lambda)(v) \frac{S_n(t)}{S_n(v)}

= \int_0^t \prod_{(0,v]} (1 - d\Lambda(v)) (\Lambda_n - \Lambda)(dv) \prod_{(v,t]} (1 - d\Lambda_n(v)),
$$

where we used that $S_n(t)/S_n(v) = \int_{(v,t]} (1 - dN_n/Y_n)$. This is the well known Duhamel equation for the univariate product integral (Gill and Johansen, 1990). This proves the identity for the NPMLE in the univariate censoring model:

$$
S_n(t) - S(t) = (P_n - P_P)\tilde{I}(S_n, t).
$$

Because we have already verified the identity we might as well finish the efficiency proof by verifying the $P$-Donsker class and $\rho$-consistency conditions of theorem 2.1.

Notice that $\tilde{I}(S_n, t)(z, d)$ is a sum of two monotone functions and both parts are bounded by $c/H(t)$ for a constant $c$. The class of bounded monotone functions is a uniform-Donsker class (see example 1.1). Application of this to the right-hand side of (2.26) provides us with the following whole line result:

$$
\sup_{t \in [0, \infty]} H(t) |S_n(t) - S(t)| = O_P(1/\sqrt{n}).
$$
Fix $\tau$ so that $H(\tau) > 0$. It follows trivially that $\sup_{t \in [0, \tau]} \| \widetilde{I}(S_n, t, \cdot) - \widetilde{I}(S, t, \cdot) \|_{P_\mu} \to 0$ in probability. Application of theorem 2.1 provides us now with supremum norm efficiency of $S_n$ on $[0, \tau]$. Gill (1993) is able to obtain a few refined results for the Kaplan-Meier estimator by using identity (2.26).

**Alternative method of proving a similar identity as (2.23).** We end this example with an alternative method for proving an identity without using the explicit form of the efficient influence function and without any need to verify the identity condition (2.14). Let $F_{1\epsilon} = \epsilon F + (1 - \epsilon)F_1$ be a line from $F$ to $F_1$. This line is dominated by $\mu \equiv F + F_1$. Let $f, f_1$ be the densities of $F, F_1$ w.r.t. $\mu$. We characterize $F_{1\epsilon}$ by the direction (an equivalent of the score)

$$h \equiv \lim_{\epsilon \to 0} \frac{1}{\epsilon} (F_{1\epsilon} - F_1) = f_1 - f \in L_0^2(\mu),$$

assuming that $\int (f_1 - f)^2 d\mu < \infty$. Let $\mu_1 \equiv (\mu \times G)\Phi^{-1}$ be the measure induced by $\mu \times G$ on the sample space. Then $d\mu_1(z, 1) = H(z)d\mu(z)$ and $d\mu_1(z, 0) = \mu(z, \infty)dG(z)$. $P_{F_{1\epsilon}, \mu}$ is dominated by $\mu_1$ and we denote its line of densities with $p_{F_{1\epsilon}, \mu}$. $F_{1\epsilon}, \mu$ induces a direction for $P_{F_{1\epsilon}, \mu}$ which we denote with $B_{F_1}(h)$:

$$B_{F_1}(h) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} (p_{F_{1\epsilon}, \mu} - p_F) = p_{F_1} - p_F \in L_0^2(\mu_1).$$

Consider $B_{F_1} : L_0^2(\mu) \to L_0^2(\mu_1)$ as an operator (an equivalent of the score operator). This operator is given by:

$$B_{F_1}(h)(z, d) = H(z)h(z)I(d = 1) + g(z)\int_z^\infty h(x)d\mu(x)I(d = 0).$$

Let $B_{F_1}^T : L_0^2(\mu_1) \to L_0^2(\mu)$ be the adjoint of $B_{F_1}$. Then we can define an equivalent of the information operator by

$$J_{F_1} \equiv B_{F_1}^TB_{F_1} : L_0^2(\mu) \to L_0^2(\mu).$$

Lemma 2.2 tells us that $J_{F_1}$ is onto and invertible if $\|B_{F_1}(h)\|_{\mu_1} \geq \delta \|h\|_{\mu}$ for certain $\delta > 0$. We have by only integrating over the complete observations and assuming that $H > \delta > 0$ (this can be arranged by artificially censoring all observations at $\tau$, where $H(\tau) > 0$, which does not influence the Kaplan-Meier estimator at $t < \tau$):

$$\int (B_{F_1}(h))^2 d\mu_1 \geq \int (H(z)h(z))^2 H(z)d\mu(z) \geq \delta^3 \int h^2(z)d\mu(z).$$
This proves that $J_{F_t}$ has bounded inverse and is onto. Let $c(t) \equiv \int_t^\infty d\mu$ and $\kappa_t(\cdot) \equiv I_{(t,\infty)}(\cdot) - c(t) \in L_0^2(\mu)$. Now, we are ready to prove "the identity":

$$
F(t) - F_1(t) = \int I_{(t,\infty)}(x)(f - f_1)(x) d\mu(x)
= \langle \kappa_t, (f - f_1) \rangle_{\mu}
= \langle J_{F_1}J_{F_1}^{-1}(\kappa_t), (f - f_1) \rangle_{\mu}
= \langle B_{F_1}J_{F_1}^{-1}(\kappa_t), B_{F_1}(f - f_1) \rangle_{\mu}
= \langle B_{F_1}J_{F_1}^{-1}(\kappa_t), pF - p_{F_1} \rangle_{\mu}
= \int B_{F_1}J_{F_1}^{-1}(\kappa_t)d(P - P_{F_1}).
$$

2.6 Efficiency theorem for NPMLE of linear parameters in convex models.

In the subsection "The gain from the identity" we proved that combining theorem 2.1 and theorem 2.2 provides us with a general efficiency result for the NPMLE of linear parameters in convex models. We summarize it here:

**Theorem 2.4** (Efficiency theorem for NPMLE of linear parameters in convex models). Let $X \sim P$ for a convex model $\mathcal{M}$ and let $X_1, \ldots, X_n$ be $n$ i.i.d. copies of $X$. Let $\theta = \vartheta(P) \in D$ be a linear parameter and $B$ be a certain collection of real valued linear mappings on $D$. Suppose that for each $P \in \mathcal{M}$, $b\theta$, $b \in B$, is pathwise differentiable at $P$ relative to $S(P)$ with efficient influence function $\overline{I}(P, b\theta)$.

Let $\theta_n = \vartheta(\overline{P}_n)$, $\overline{P}_n \in \mathcal{M}$, be an estimator of $\theta = \vartheta(P)$ for which (2.14) holds with $P$ and $P_1 = \overline{P}_n$ and for which the following conditions hold:

1. **Efficient Score Equation.**
   $$
   \sup_{b \in B} \left| \int \overline{I}(\overline{P}_n, b\theta) dP_n \right| = o_P(1/\sqrt{n}).
   $$

2. **P-Donsker class condition.** There exists a $P$-Donsker class $\mathcal{F}$ so that $\overline{I}(P, b\theta) - \overline{I}(\overline{P}_n, b\theta) \in \mathcal{F}$ for all $b \in B$ with probability tending to 1.

Then $\|\theta_n - \theta\|_B = O_P(1/\sqrt{n})$.

3. **$\rho_P$-consistency condition.**
   $$
   \sup_{b \in B} \rho_P \left( \overline{I}(P, b\theta), \overline{I}(\overline{P}_n, b\theta) \right) \rightarrow 0 \text{ in probability.}
   $$

Then $\theta_n$ is a $\| \cdot \|_B$-asymptotically efficient estimator of $\theta$. 

2.6.1 One step-estimators.

Theorem 2.4 can immediately be extended to one-step estimators.

**Corollary 2.2** (Efficiency of one-step estimators of linear parameters in convex models). Let $X \sim P \in \mathcal{M}$ for a convex model $\mathcal{M}$ and let $X_1, \ldots, X_n$ be $n$ i.i.d. copies of $X$. Let $\theta = \vartheta(P) \in D$ be a linear parameter and $B$ be a certain collection of real valued linear mappings on $D$. Suppose that for each $P \in \mathcal{M}$, $b \vartheta$, $b \in B$, is pathwise differentiable at $P$ relative to $S(P)$ with efficient influence function $\widetilde{I}(P, b \vartheta)$.

Let $\theta_n = \vartheta(\widehat{P}_n)$, $\widehat{P}_n \in \mathcal{M}$, be any estimator of $\theta = \vartheta(P)$ for which the condition (2.14), the $P$-Donsker condition and the $\rho_p$-consistency of theorem 2.4 hold.

Then

$$\theta_n^1 \equiv \theta_n + \int \widetilde{I}(\widehat{P}_n, b \vartheta) dP_n$$

is an $\| \cdot \|_B$-asymptotically efficient estimator of $\theta$.

By application of the identity (2.18) we also obtain an efficiency result for the one-step estimator with sample splitting as will be defined below. Let $n_1 + n_2 = n$, where $n_i \to \infty$ if $n \to \infty$, $i = 1, 2$, and split the sample in $X_1, \ldots, X_{n_1}$ and $X_{n_1+1}, \ldots, X_n$. Define $P_{n_1}^{(1)} \equiv 1/n \sum_{i=1}^{n_1} \delta_{X_i}$, and $P_{n_2}^{(2)} \equiv 1/n \sum_{i=n_1+1}^{n} \delta_{X_i}$, the empirical distributions of the first and second sample.

Let $\theta_{n_i} = \vartheta(\widehat{P}_{n_i}^{(i)})$ be an estimator of $\theta$ based on $\widehat{P}_{n_i}^{(i)}$, $i = 1, 2$. Suppose that $\widehat{P}_{n_i}^{(i)}$ satisfies condition (2.14). Then the identity holds for $\theta_{n_i}$, $i = 1, 2$:

$$b \theta_{n_i} - \theta = - \int \widetilde{I}(\widehat{P}_{n_i}^{(i)}, b \vartheta) dP_i. \tag{2.27}$$

The one-step estimator with sample splitting is defined as follows:

$$b \theta_{n}^{np} \equiv \frac{1}{2} (b \theta_{n_1} + b \theta_{n_2}) + \frac{1}{2} \left( P_{n_1}^{(1)} \widetilde{I}(\widehat{P}_{n_2}^{(2)}, b \vartheta) + P_{n_2}^{(2)} \widetilde{I}(\widehat{P}_{n_1}^{(1)}, b \vartheta) \right). \tag{2.28}$$

By (2.27) we have the following identity for $b \theta_{n}^{np}$:

$$b \theta_{n}^{np} - \theta = \frac{1}{2} \left( (P_{n_1}^{(1)} - P) \widetilde{I}(\widehat{P}_{n_2}^{(2)}, b \vartheta) + (P_{n_2}^{(2)} - P) \widetilde{I}(\widehat{P}_{n_1}^{(1)}, b \vartheta) \right).$$

The crucial difference between this identity and the identity for the one step estimator lies in the fact that here the right-hand side consists (conditionally) of sums of i.i.d. variables and thereby weak convergence is obtained under essentially weaker conditions. In order to show this we will consider

$$V_n \equiv (P_{n_1}^{(1)} - P) \widetilde{I}(\widehat{P}_{n_2}^{(2)}, b \vartheta). \tag{2.29}$$
Conditioned on $X_{n_1+1}, \ldots, X_n$ this is a sum of i.i.d. mean zero random variables. In the following arguments all statements are conditioned on this sample, or equivalently on $P_n^{(2)}$.

By lemma 1.1 it suffices for weak convergence of $V_n$ to have that $\text{Var}(\overline{I}(\tilde{P}_n^{(2)}, b\theta)) \to \text{Var}(\overline{I}(P, b\theta))$ and $\overline{I}(\tilde{P}_n^{(2)}, b\theta)(Y) \xrightarrow{D} \overline{I}(P, b\theta)(Y)$, $Y \sim P$.

By definition of weak convergence this tells us that for all bounded and continuous functions $h : \mathbb{R} \to \mathbb{R}$ we have that $E(h(V_n) \mid P_n^{(2)}) \to E(h(V))$ a.s. For such a $h$ we have that $E(h(V_n) \mid P_n^{(2)}) \leq ||h||_\infty < \infty$. Therefore the dominated convergence theorem provides us with $E(E(h(V_n) \mid P_n^{(2)})) \to E(h(V))$ which proves the unconditional weak convergence of $V_n$ to $N(0, \overline{I}(\theta, b))$. This proves the following corollary for the one-step estimator with sample splitting:

**Corollary 2.3 (Efficiency of one-step estimator with sample splitting).** Let $X \sim P \in \mathcal{M}$ for a convex model $\mathcal{M}$ and let $X_1, \ldots, X_n$ be $n$ i.i.d. copies of $X$. Let $\theta = \vartheta(P) \in D$ be a linear parameter and let $b$ be a real valued linear mapping on $D$. Suppose that for each $P \in \mathcal{M}$, $b\theta$ is pathwise differentiable at $P$ relative to $S(P)$ with efficient influence function $\overline{I}(P, b\theta)$.

Let $\theta_{n_i} = \vartheta(\tilde{F}_n^{(i)})$, $\tilde{F}_n^{(i)} \in \mathcal{M}$, be an estimator of $\theta$ based on $P_n^{(i)}$, $i = 1, 2$. Suppose that $\tilde{F}_n^{(i)}$ satisfies condition (2.14), $\text{Var}(\overline{I}(\tilde{F}_n^{(i)}, b\theta)) \to \text{Var}(\overline{I}(P, b\theta))$ and $\overline{I}(\tilde{F}_n^{(i)}, b\theta)(Y) \xrightarrow{D} \overline{I}(P, b\theta)(Y)$, $Y \sim P$, for almost all sequences $\tilde{F}_n^{(i)}$, $i = 1, 2$.

Then $b\theta_{n_i}$ is an asymptotically efficient estimator of $b\theta$.

This theorem provides us with minimal conditions for constructing efficient estimators of linear parameters in convex models; it tells us that if we can estimate the efficient influence function consistently, then there exists an efficient estimator.

### 2.7 Bibliographic remarks.

Klaassen (1987) considers the problem of finding necessary and sufficient conditions for constructing efficient one-step estimators, using sample splitting, in models $P_{\theta, \vartheta}$, $\theta \in \mathbb{R}^d$ and $g \in \mathcal{G}$, where $\mathcal{G}$ is a class of functions. One of his crucial conditions is essentially the same as our differentiability condition in theorem 2.1. Our corollary 2.3 has the same nature as his result, except that we restricted ourselves to convex models and did not prove that the conditions are also necessary.
Greenwood and Wefelmeier (1991) consider NPMLE as a solution of the efficient score equation and also have as main condition the differentiability condition of theorem 2.1. They are concerned with efficiency of solutions of the efficient score equation in nonparametric filtered models and they point out the power of their approach for proving efficiency of the NPMLE. They formulate a similar efficiency theorem as theorem 2.1, but assume root-\(n\)-consistency and do not make the connection with empirical process theory. The discovery of the identity for convex models (theorem 2.2) by linking the differentiability condition to pathwise differentiability along lines is not found in the preceding literature. Linking to pathwise differentiability seems also to be the right approach for verifying the differentiability condition for non-convex models.

Gill and van der Vaart (1993) and van der Vaart (1992b), following the approach of Gill (1989), follow a different approach and concentrate on explaining efficiency of the NPMLE in semiparametric models. They base their analysis of NPMLE on a set of score equations, but where the directions do not depend on the NPMLE itself and thereby do not allow the efficient score equations which we use. As shown by Greenwood and Wefelmeier (1991) several models can be constructed where such a characterization of the NPMLE does not exist. The approach has the disadvantage that it does not separate conditions for pointwise efficiency from conditions for supremum norm efficiency. They have to use implicit function theorem requirements like invertibility of the derivative and smoothness of the generalized score equation as a whole. These assumptions are in many interesting applications not satisfied (for example, the bivariate censoring model and the line-segment model of chapter 4 and 5). Gill and van der Vaart (1993) assume that the NPMLE converges weakly as a process to a Gaussian process and then show under sharp regularity conditions, which are unfortunately hard to verify, that the covariance structure of this Gaussian process must be the optimal one. Van der Vaart (1992b) bases his analysis on a general theorem for proving weak convergence of M-estimators, assuming consistency and strong smoothness assumptions on the set of score equations. This approach does not exploit the specific structure of the efficient score equation and hence does not give optimal results for the NPMLE.

In the case that the model is convex and the parameter linear, then theorem 2.4 provides us even with consistency. In the general case (theorem 2.1) the differentiability condition can often be verified by just assuming consistency.

With Greenwood and Wefelmeier's, Klaasen's and our approach the conditions for efficiency depend on the efficiency result: the smaller \(B\) the more easily the conditions can be verified. For example, very weak conditions suf-
Bibliographic remarks

fice for obtaining pointwise efficiency of the one step estimator with sample splitting.

The main results of this chapter can also be found in van der Laan (1993a).
Chapter 3

Efficiency of the sieved-NPMLE for a Class of Missing Data Models with Applications.

3.1 Introduction.

Assume one is concerned with nonparametric estimation of a distribution function $F$ based on i.i.d. observations $X_i \sim F$, $i = 1, \ldots, n$. However, there is another random variable $C$ which causes that one only observes a many to one mapping $Y = \Phi(X, C)$ of these $X_i$'s and thereby one gets only partial information about $X_i$ in the sense that one knows that $X_i$ lies in a certain region. Such models are called (nonparametric) missing data models or incomplete data models. We will restrict our attention to models where $X$ is completely observed with positive probability.

Several of such nonparametric missing data models are covered in the literature. Well known examples are: univariate censoring model (see 2.2), double censoring model (see Chang and Yang, 1987, Chang, 1990, Gu and Zhang, 1993), multivariate censoring model (see chapter 4 and its bibliography), the class of Ibragimov-Has'minskii (IH) models (see Ibragimov and Has'minskii, 1983, Bickel and Ritov, 1992, van der Vaart, 1992a), in particular the Vardi-Zhang model (Vardi and Zhang, 1992).

In order to have identifiability of $F$ one assumes that the conditional distribution $G(\cdot \mid x)$ of $C$, given $X = x$, is known or that it implies a coarsening
at random on $X$ (Heitjan and Rubins, 1991, Jacobsen, Keiding, 1994, Gill, van der Laan, Robins, 1995). One says that $X$ is coarsened at random if the observation $Y$ does not carry more information on $X$ than that $X$ lies in the with $Y$ associated region (this region is called the coarsening); i.e. the observed information on $C$ is noninformative about the location of $X$ in the associated region. A useful heuristic way to think about CAR is that $C$ should only depend on $X$ through $Y$ (i.e. what we observe). In Gill, van der Laan, Robins (1995) a general definition of CAR is given and it is shown that in nonparametric missing data models $G$ satisfies CAR if $G(\cdot | x)$ is dominated by a $\mu_0(\cdot | x)$ which is CAR itself and for which the density of $G(\cdot | x)$ w.r.t. $\mu_0(\cdot | x)$ is only a function of $(c, \Phi(c, x))$. Since one can always represent $Y = \Phi(C, X)$ with $C = Y$ and $\Phi(C, X) = C$, CAR holds if (in fact, and only if) the same density statement holds for the conditional distribution of $Y$, given $X = x$. Moreover it is shown that if this is the only assumption on $G$, then the model for $Y$ is nonparametric.

An important consequence of coarsening at random (and the only relevant consequence for us) is that the density of the distribution of $Y$ w.r.t. any by $\Phi$ induced measure factorizes in a $F$-part and a $G$-part: For all $F$ with $dF(x)G(dx | x) \ll \mu$ we have

$$p_{F,G}(y) = p_F(y)p_G(y), \quad (3.1)$$

where $p_{F,G}$ is the density of $Y$ w.r.t. $\mu\Phi^{-1}$, $p_F$ does not depend on $G$ and $p_G$ does not depend on $F$. Under CAR this factorization holds for all measures $\mu$. The factorization of the likelihood implies that a NPMLE of $F$ is computed by maximizing the $F$-part of the likelihood and hence does not depend on the knowledge on $G$. It also implies that the generalized Cramér-Rao lower bound for estimation of functionals of $F$ is independent of the knowledge on $G$. Hence CAR-missing data models are from an analytical point of view not really different from then missing data models for which we assume that $G$ is known. In this paper we are concerned with the behavior of the NPMLE in CAR-missing data models and in missing data models with $G$ known.

In a model where one only assumes CAR (as we will do in our general class of missing data models) the model is completely nonparametric which implies that all asymptotically linear estimators are asymptotically equivalent and efficient; in other words, one needs to use the NPMLE-principle to come up with sensible estimators. Hence ad hoc estimators can only be constructed by assuming stronger assumptions on $G$ than just CAR, for example, by assuming independence between $X$ and $C$. Therefore an NPMLE is less sensitive to
dependent censoring than ad hoc estimators which is an essential advantage of a NPMLE relative to an ad hoc estimator; in the bivariate censoring model as covered in chapter 4, 6, 7 and 8 many ad hoc estimators have been proposed which are all inconsistent if one allows for dependent censoring, but CAR.

An NPMLE solves each score equation corresponding with a one-dimensional submodel through the NPMLE itself. Gill (1989) shows that for missing data models a natural set of score equations for the NPMLE corresponds with the well known self-consistency equation (Efron, 1967). A solution of the self-consistency equation can be found with the EM-algorithm (Dempster, Laird and Rubin, 1977, Turnbull, 1976) which does in fact nothing else than iterating the self-consistency equation. In section 4 we show that any solution of the self-consistency equation which is equivalent (= absolutely continuous w.r.t. each other) with an MLE is an MLE; so if we iterate the self-consistency equation with an estimator with a certain support, then iterating the self-consistency equation provides us with the MLE \( F_n \) which maximizes the likelihood over all \( F \) with the same support. So in order to compute an MLE one will first need to agree on its support. The support points should include at least one point in each associated region of the \( X_i \)'s. A natural set of support points are the observed \( X_i \) and a point in each region associated with a censored \( X_i \) which does not contain uncensored \( X_i \). The corresponding MLE will be referred to as Sieved-NPMLE.

Because the EM-algorithm is easy to understand it teaches us a lot about MLE's. By studying the EM-algorithm we learn that there is one crucial condition which makes the EM-algorithm work in the sense that the NPMLE will be asymptotically efficient: With probability tending to 1 each region for \( X_i \) implied by the incomplete observations contains several (in the limit even infinitely many) completely observed \( X_j \). This condition can be used as a rule of thumb for deciding if the NPMLE in a semiparametric CAR-missing data model, allowing complete observations, will be asymptotically efficient or not.

In the chapter 4 we cover the bivariate right-censoring model which has associated regions which are half-lines in the plane which causes the inconsistency of the NPMLE. We show how to slightly reduce the data so that the NPMLE based on the reduced data is efficient; the method is generally applicable to any missing data model where the associated regions do not have full dimension. This example also functions as a motivation for this chapter, i.e. for making rigorous that once one has regions of full dimension, then the NPMLE is efficient.

In section 2 we define the general class of models satisfying the conditions
that \( X \) is observed with positive probability and that each region contains with positive probability several observed \( X_i \). By enforcing the two conditions to hold in the more stringent sense that the words positive and several in the two conditions are replaced by larger than \( \delta > 0 \) and a fraction, we can carry through an efficiency proof for the general class of models without getting into a very refined, technical and specific analysis. We show that the assumption that \( X \) is observed with positive probability implies that each one dimensional submodel has information bounded away from zero.

The total number of completely observed \( X_i \) and the number of completely observed \( X_j \) in an incomplete region should be considered as measures of stability of the estimators (this appears also from simulation results in chapter 8). We show in the applications that the conditions can often be arranged by reducing the data to a compact subset of the whole support of the data. This makes the NPMLE more stable at cost of a small loss of information; it is essentially comparable with a truncated mean. This appears to be a right thing to do in practice, most of the times, since otherwise the NPMLE is less reliable for finite samples because of its large sensitivity to outliers. The assumption that given \( X = x \) it is observed with probability larger than \( \delta > 0 \) forces one already to reduce data to a compact support. Therefore, the additional assumption that each region has \( F_0 \)-probability larger than \( \delta > 0 \) is normally not an extra assumption so that it is not worthwhile to weaken that assumption while not weakening the other. In some applications these more stringent conditions cannot be artificially arranged. Hence in this chapter we will formulate two sets of assumptions which guarantee efficiency of the NPMLE, one based on the stringent conditions and one set based on weak conditions, but less worked out. In this way our set of assumptions provide a framework for verifying efficiency of NPMLE in any missing data model.

In section 3 we prove existence and uniqueness of a "sieved"-NPMLE, discuss the EM-algorithm and prove identifiability of the self-consistency equation. These missing data models are essentially (or one is allowed to work as if the censoring distribution is known or it is known) convex and linear in the parameter \( F \). As shown in the preceding chapter this leads to a useful identity for the NPMLE; efficiency can be proved by applying theorem 2.3 and verifying the boldfaced conditions of theorem 2.4. The general efficiency proof is given in section 4. In order to make the proof work we need invertibility of the so called information operator, a Donsker class condition and continuity condition for the efficient influence curve. The invertibility of the information operator is established in section 4.1. In the remaining subsections of section
4 the Donsker class and continuity condition for the efficient influence function are covered. Section 5 contains the final theorems. Our efficiency result is successfully applied to the mentioned examples.

3.2 A class of missing data models.

Firstly, we will describe the class of missing data models which we want to analyze and we introduce the necessary notation. Let \( \mathcal{X} \) and \( \mathcal{C} \) be two vector spaces (in our applications we have \( \mathcal{X} = \mathcal{C} = \mathbb{R}^d \)). \((X,C)\) is a \( \mathcal{X} \times \mathcal{C} \)-valued random element of a probability space \((\mathcal{X} \times \mathcal{C}, \mathcal{B}, P_{X,C})\), endowed with sigma-algebra \( \mathcal{B} \) and with distribution \( P_{X,C} \) of \((X,C)\) is determined as follows: \( X \sim F_0 \), where \( F_0 \) is completely unknown, \( C \mid X = x \) has distribution \( Q(\cdot \mid X = x) \) with density \( q(c \mid x) \) w.r.t. a fixed \( \mu_2 \) (same for each \( X = x \)). So \( C \sim Q \) where \( Q \) has density with respect to \( \mu_2 \) given by:

\[
q(c) = \int q(c \mid x) dF_0(x).
\]

\((X_i, C_i), i = 1, \ldots, n\), are \( n \) i.i.d. copies of \((X, C)\). We are interested in estimating the distribution \( F_0 \). For this purpose we try to observe \((X_i, C_i)\), but we can only get partial information about \((X_i, C_i)\) in the sense that we observe \( Y_i = \Phi(X_i, C_i), i = 1, \ldots, n\), where \( \Phi \) is a known many to one mapping from \( \mathcal{X} \times \mathcal{C} \) to a certain vector space \( \mathcal{Y} \). It is assumed that \( q \) is known or that \( Q \) satisfies CAR:

\[
q(c \mid x) = h(c, \Phi(c, x)) \text{ for some function } h. \tag{3.2}
\]

In the CAR-models the likelihood factorizes in a part which only depends on \( F_0 \) and a part which only depends on \( q \), so that one can compute the NPMLE of \( F_0 \) by just maximizing the first part. Moreover, for the purpose of information calculations one can also do as if \( q \) is known.

We endow \( \mathcal{Y} \) with the image sigma-algebra \( \mathcal{A} \equiv \Phi(\mathcal{B}) \) and the image probability measure \( P_{X,C,\Phi^{-1}} \) will be denoted with \( P_{F_0} \). Then for any \( A \in \mathcal{A} \) we have

\[
P_{F_0}(A) \overset{def}{=} P(Y \in A) = P((X,C) \in \Phi^{-1}(A)) = P_{X,C}(\Phi^{-1}(A)). \tag{3.3}
\]

We assume that \( \mathcal{X} \) is a normed vector space. Let \( \mathcal{B}_X \) be a sigma-algebra on \( \mathcal{X} \), \( \mathcal{B}_C \) be a sigma algebra on \( \mathcal{C} \) and suppose that \( \mathcal{B} \) is the product sigma-algebra of \( \mathcal{B}_X \) and \( \mathcal{B}_C \). For obtaining efficiency of the NPMLE of \( F_0 \) we need some assumptions on \( \Phi, F_0 \) and \( Q \). These assumptions are displayed and numbered in the sequel.
If we define for a region \( B \in \mathcal{B} \)
\[
B_x \equiv \{ c : (x, c) \in B \} \in \mathcal{B}_C
\]
\[
B_c \equiv \{ x : (x, c) \in B \} \in \mathcal{B}_X,
\]
assuming that these sections are elements of \( \mathcal{B}_C \) and \( \mathcal{B}_X \) (which is well known for the Borel product sigma-algebra in the Euclidean case), then for any set \( B \in \mathcal{B} \) we have \( P_{X,C}(B) = P((X, C) \in B) = \int_{B_x} Q(B_x \mid x) dF_0(x) \). Let \( \mu_1 \) be a dominating measure of \( F_0 \) and denote its density with \( f_0 \). Then \( (X, C) \) has density \( q(c \mid x)f_0(x) \) w.r.t. \( \mu_1 \times \mu_2 \). Moreover, we have that \( P_{F_0} \ll (\mu_1 \times \mu_2)\Phi^{-1} \) and we denote the corresponding density with \( p_{F_0} \) or \( p_0 \).

Let’s write down the model \( \mathcal{M} \) of probability measures on \( (\mathcal{Y}, \mathcal{A}) \) as described above. Let \( \mathcal{F} \) be the nonparametric model consisting of all probability measures on \( (\mathcal{X}, \mathcal{B}_X) \). Then
\[
\mathcal{M} = \{ P_F : F \in \mathcal{F} \}, \text{ where } P_F \text{ is defined as in (3.3)}.
\]
The parameter \( F \) which we want to estimate is now formally defined by \( \vartheta : \mathcal{M} \to D \), where \( \vartheta(P_F) = F \) and \( D \) is any vector space which contains the measures \( \mathcal{F} \). For example, for \( D \) we can take the space of all signed measures. If \( \mathcal{X} = \mathbb{R}^k \), then we will identify \( F \) with its distribution function so that the space of multivariate cadlag functions space is a natural candidate for \( D \).

Each observation \( Y_i \) tells us that \((X_i, C_i) \in B(Y_i) \equiv \Phi^{-1}(\{Y_i\})\). In order to define the notion of a complete observation, we define for a set \( B \in \mathcal{B} \):
\[
B_1 \equiv \{ x : (x, c) \in B \text{ for some } c \} \in \mathcal{B}_X
\]
\[
B_2 \equiv \{ c : (x, c) \in B \text{ for some } x \} \in \mathcal{B}_C,
\]
assuming (which holds for the Euclidean case) that the projections \( B_1, B_2 \) are elements of \( \mathcal{B}_X, \mathcal{B}_C \), respectively.

Then \( B(y)_1 = \Phi^{-1}(\{y\})_1 = \{ x : \Phi(x, c) = y \text{ for some } c \in C \} \) which is the projection of the region \( \Phi^{-1}(\{y\}) \) on the \( \mathcal{X} \)-space; in other words the observation \( Y \) tells us that \( X \in B(Y)_1 \). Similarly we have \( B(y)_2 = \{ c : \Phi(x, c) = y \text{ for some } x \in \mathcal{X} \} \). Decompose \( \mathcal{Y} \cap \text{supp}(P_0) = A_1 \cup A_2 \), where
\[
A_1 \equiv \{ y \in \mathcal{Y} : B(y) = B(y)_1 \times B(y)_2, B(y)_1 = \{ x \} \}
\]
and \( A_2 \) is the complement of \( A_1 \) within \( \mathcal{Y} \cap \text{supp}(P_0) \). Notice that \( Y_i \in A_1 \) tells us that \( B(Y_i)_1 = \{ X_i \} \). Therefore an observation \( Y_i \) is called complete (for \( X \)) if \( Y_i \in A_1 \).
For each $x \in \text{supp}(F_0)$ we denote with $y(x)$ the collection of $y \in A_1$ with $B(y)_1 = x$. For all our applications we have that $y(x)$ consists of one point. For convenience, in the sequel we will assume this, but it is not relevant for the results.

We will now state the two main assumptions on $F_0$, $Q$ and $\Phi$. The first crucial assumption we make is that, given $X = x$, the probability that this $X = x$ will be completely observed (i.e. $Y \in A_1$) is larger than $\delta > 0$. (In the sequel we will use the symbol $\delta > 0$ as a symbol for some small number larger than zero. So the same $\delta$'s are used for different numbers.) Formally, this is written down as follows:

**Assumption 1**

$$P(Y \in A_1 \mid X = x) = Q(B(Y(x))_2 \mid x) > \delta > 0, \text{ for all } x \in \text{supp}(F_0).$$

Notice that assumption 1 requires completely observed $X_i$ on the whole support of $F_0$. We will refer to assumption 1* as the weakened version of this assumption obtained by setting $\delta = 0$.

The next assumption involves an assumption related to the density of the distribution of $X$ given $Y$, $Y \in A_2$, w.r.t. $F$, assuming that this density exists. The following guarantees the existence of such a density and can also be shown to be necessary: Suppose that the conditional distribution of $Y$ on $A_2$ given $X$, i.e. $Q(\Phi(x, \cdot)^{-1} \mid x)$, has a density $q_1(y \mid x)$ w.r.t. a fixed measure $\mu_3$ (this does not hold on $A_1$, but we only need this assumption on $A_2$). Then the joint distribution of $X, Y, Y \in A_2$, is $q_1(y \mid x)F(dx)\mu_3(dy)$. However, assuming $F_0(B(Y)_1) > 0$ we have

$$q_1(y \mid x)F(dx)\mu_3(dy) = \int_{B(y)_1} q_1(y \mid x)F(dx)\mu_3(dy) \cdot \frac{q_1(y \mid x)F(dx)}{\int_{B(y)_1} q_1(y \mid x)F(dx)},$$

where $\int_{B(y)_1} q_1(y \mid x)F(dx)\mu_3(dy)$ is the marginal distribution of $Y$ on $A_2$. Consequently, the conditional distribution of $X$ given $Y, Y \in A_2$, is given by

$$\frac{q_1(y \mid x)F(dx)}{\int_{B(y)_1} q_1(y \mid x)F(dx)}\mu_3(dy),$$

which proves that the distribution of $X$ given $Y$ has a density proportional to $q_1(y \mid x)$ w.r.t. $F$. We can decompose $q_1(y \mid x) = \alpha(y)q_1'(y \mid x)$, where $\alpha(y)$ is the factor in $q_1(y \mid x)$ which does not depend on $x$. Then

$$\frac{q_1(y \mid x)F(dx)}{\int_{B(y)_1} q_1(y \mid x)F(dx)} = \frac{q_1'(y \mid x)F(dx)}{\int_{B(y)_1} q_1'(y \mid x)F(dx)},$$

We denote $p_F(y) \equiv \int_{B(y)_1} q_1(y \mid x)F(dx)$, which is the normalizing constant for the distribution of $X$ given $Y = y$. If $Q$ satisfies CAR, then $q_1(y \mid x)$ is only a function of $y$ and hence then we have $p_F(y) = F(B(y)_1)$. 

Assumption 2 Suppose that the conditional distribution of $Y$ on $A_2$ given $X = x$, i.e. $Q(\Phi(x, \cdot)^{-1} | x)$, has a density $q_{1}(y | x)$ w.r.t. a fixed measure $\mu_3$. Moreover, assume that

$$p_0(y) > \delta > 0 \text{ and } P(X \in B(y)_1) = F_0(B(y)_1) > \delta > 0 \text{ for all } y \in A_2.$$ 

and $\{I_{B(Y)_1} : Y \in A_2\}$ is a $F_0$-Glivenko-Cantelli class. If $Q$ satisfies CAR, then $p_0(y) = F_0(B(y)_1)$.

We will refer to assumption 2* as the same assumption, but with $\delta$ replaced by 0. The Glivenko-Cantelli assumption tells us that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} I(X_i \in B(Y)_1) - F_0(B(Y)_1)_{\epsilon} \to 0 \text{ a.s.}$$

Because $F_0(B(Y)_1) > 0$ this implies that all the incomplete regions $B(y)_1$ will contain (for $n$ large enough) a fraction of the underlying $X_j$ and by assumption 1 each underlying $X_j$ has probability larger than 0 to be completely observed. It is now straightforward to verify that this implies that with probability tending to 1 each $B(Y)_1$ will contain completely observed $X_i$ and the minimal number of completely observed $X_i$ in $B(Y)_1$, $Y \in A_2$, converges to infinity.

We conclude that for $n$ large enough assumption 1* and 2* provide us with probability tending to 1 with the following picture of the data: a fraction of the $X_i$ will be completely observed and if $X_i$ is not completely observed, then $X_i \in B(Y)_1$, where $B(Y)_1$ is a region which contains many completely observed $X_j$.

3.2.1 Verification of assumptions 1 and 2 for the examples.

Example 3.1 (Univariate censoring).

Model. We have $n$ i.i.d. copies $X_i \in \mathbb{R}_{\geq 0}$ of $X \sim F_0$, where $F_0$ is completely unknown. We have $n$ i.i.d. copies $C_i \in \mathbb{R}_{\geq 0}$ of $C \sim G_0$, where $G_0$ is completely unknown. $X$ and $C$ are independent. Denote the survival functions of $F_0$ and $G_0$ with $S_0$ and $H_0$, respectively. Let $F_0 \ll \mu_1$, $G_0 \ll \mu_2$ with densities $f_0$, $g_0$, respectively. We observe:

$$Y_i = (Z_i, D_i) = \Phi(X_i, C_i) \equiv (\min(X_i, C_i), I(X_i \leq C_i)), \quad i = 1, \ldots, n.$$ 

We are interested in estimating $S_0$. If $Y = (z, 1) \in A_1$ (uncensored), then $B(z, 1) = \{z\} \times (z, \infty)$. If $Y = (z, 0) \in A_2$ (censored), then $B(z, 0) = (z, \infty) \times \{z\}$. We have $p_0(z, d) = f_0(z)H_0(z)I(d = 1) + S_0(z)g_0(z)I(d = 0)$, where $p_0$ is
the density induced by \( F_0 \times G_0 \) with respect to \((\mu_1 \times \mu_2)\Phi^{-1}\). The sample space is \( \mathcal{Y} = \mathbb{R}_{\geq 0} \times \{0, 1\} \). \( \mathcal{Y} = A_1 \cup A_2 \), where \( A_1 = \mathbb{R}_{\geq 0} \times \{1\} \) and \( A_2 = \mathbb{R}_{\geq 0} \times \{0\} \).

**Assumption 1.** \( P(Y \in A_1 \mid X = x) = H_0(x) \). So assumption 1 requires that \( H_0(x) > \delta > 0 \) \( F_0 \) a.e.

**Assumption 2.** We have \( dP_{G_0}((z, 0) \mid z) = I(x > z)dG_0(z) \). So \( q'_1((x, 0) \mid x) = dP_0((x, 0) \mid x)/dG_0(x) = I(x > z) \) and therefore \( p'_0(z, 0) = S_0(z) \). So assumption 2 requires that \( S_0(z) > \delta > 0 \) \( P_0(\cdot, 0) \) a.e., or in other words \( S_0(z) > 0 \) for all possible censored \( z \).

**How to arrange assumption 1 and 2?** Fix \( \tau < \infty \) so that \( S_0(\tau) > \delta > 0 \) and \( H_0(\tau) > \delta > 0 \). Make each observation \( z > \tau \) uncensored at \( \tau \). This does not influence the NPMLE on \([0, \tau)\); by the EM-algorithm (as explained in the next section) we know that all uncensored and right-censored observations after \( \tau \) put only mass on \((\tau, \infty)\). Then these truncated observations are coming from \( F^\delta_0 \) which equals \( F_0 \) on \([0, \tau)\), but which has an atom at \( \tau \) so that \( F^\delta_0(\tau) = 1 \). Now, \( S_0(z) > \delta \) for all censored \((z, 0)\) and \( H_0(\tau) > \delta > 0 \) and thereby assumption 1 and 2 are satisfied.

**Example 3.2 (Double censoring).**

**Model.** We have \( n \) i.i.d. copies \( X_i \) of \( X \sim F_X \), \( F_X \) unknown. We have \( n \) i.i.d. copies of \((Z_i, Y_i)\) of \((Z, Y) \sim G_{Z,Y} \) unknown, except that \( P(Y_1 > Z) = 1 \). Let \( Y_1 \sim F_{Y_1} \) and \( Z \sim F_Z \). \( X \) and \((Z, Y)\) are independent. Let \( W = \min(\max(Z, X), Y_1) \) and \( D = 1 \) if \( W = X \), \( D = 2 \) if \( W = Y_1 \) and \( D = 3 \) if \( W = Z \). We observe:

\[
Y = (W, D) = \Phi(X, Z, Y_1) = (\min(\max(Z, X), Y_1), D).
\]

So if \( Z < X < Y_1 \), then \( X \) is completely observed and if \( X \geq Y_1 \), then \( X \) is right censored at \( Y_1 \) and if \( X \leq Z \), then \( X \) is left censored at \( Z \). We have \( A_1 = \{(w, 1) : w \geq 0\} \), \( A_2 = \{(w, 2) : (w, 3) : w \geq 0\} \) and the sample space is given by \( \mathcal{Y} = A_1 \cup A_2 \). The underlying probability space corresponding with \((X, (Z, Y_1))\) is \( \mathbb{R}^{2}_{\geq 0} \) endowed with the Borel sigma algebra. We are interested in estimating \( F_X \).

We have

\[
\begin{align*}
B(w, 1) & = \{w\} \times [0, w) \times (w, \infty) \\
B(w, 2) & = (w, \infty) \times [0, w) \times \{w\} \\
B(w, 3) & = [0, w) \times \{w\} \times (w, \infty).
\end{align*}
\]

\( p(w, 2) = S_X(w)f_{Y_1}(w) \) and \( p(w, 3) = F_X(w)f_Z(w) \).

**Assumption 1.** \( P(Y \in A_1 \mid X = x) = G_{Z,Y}([0, x) \times (x, \infty)) > \delta > 0 \).
Assumption 2. \(dP_G((w, 2) \mid z) = I(w \leq x)G_0([0, w] \times \{w\}) = I(w \leq x)F_2(0, w)\).
So \(dP_G((w, 2) \mid z)/dF_Y(w) = I(w \leq x)F_2(0, w).\) So
\(q_1((w, 2) \mid z) = I(w \leq x)\) and \(p'(w, 2) = S_X(w).\) 
\(dP_G((w, 3) \mid z) = I(w > x)G_0([w, \infty)) = I(w > x)F_2([w, \infty))dF_2(w).\) So \(dP_G((w, 3) \mid z)/dF_2(w) = I(w > x)F_2([w, \infty))\) and hence \(q_1((w, 3) \mid z) = I(w > x).\) Consequently, we have \(p'(w, 2) = S_X(w)\) and \(p'(w, 3) = F_X(w).\) Assumption 2 requires \(F_X(x) > \delta > 0\) for all observed \(z\) and \(S_X(y_1) > \delta > 0\) for all observed \(y_1.\)

How to “arrange”? Fix a \(\tau < \infty.\) Assume \(F_X(\tau) = 1\) and \(S_Y(\tau) > 0.\) This means that after \(\tau\) we only have uncensored \((d = 1)\) and right-censored \((d = 2)\) observations. Then as in the univariate censoring model we can make all observations after \(\tau\) uncensored by the same reason this does not influence the NPMLE on \([0, \tau).\) Then these truncated observations are coming from \(F_X^\tau\) which equals \(F_X\) on \([0, \tau),\) but which has an atom at \(\tau\) so that \(F_X(\tau) = 1.\)

Now, we assume that there exists a \(\delta_1\) so that \(F_2([0, \delta_1)) = F_2(\{0\}) > 0,\) i.e. it has an atom at 0 and no mass immediately after this atom. To summarize: by assuming that \(F_X(\tau) = 1\) and \(S_Y(\tau) > 0\) we could arrange by artificial censoring that:

(i): \(F_X(\tau - ) < 1, F_X(\tau) = 1.\)

And we have also to make the following assumption:

(ii): \(F_2([0, \delta_1]) = F_2(\{0\}) > 0\) and \(F_X(\delta_1) > 0\) for certain \(\delta_1 > 0.\)

Under these assumptions (which are the same as the assumptions as used in Chang-Yang (1990) for proving asymptotic normality), assumption 1 and 2 can be proved as follows.

\[G_{Z, Y_1}(Z \in [0, w), Y_1 \in (w, \infty)) \geq G_{Z, Y_1}(Z = \{0\}, Y_1 > Z) = F_2(\{0\}) > \delta\]

by assumption (ii). This proves assumption 1. Furthermore, \(P((0, \delta_1), 3) = 0\) (i.e. there are no observed \(z \in (0, \delta_1))\) and therefore for \(F_X(z) > \delta > 0\) we need \(F_X(\delta_1) > 0\) and that holds by assumption (ii). We have \(P(\{\tau, \infty\}, 2) = 0\) by assumption (i) (i.e. there are no observed \(y_1 \in (\tau, \infty))\) and therefore for \(S_X(y_1) > \delta > 0\) it suffices to have \(S_X(\tau - ) > 0\) and that holds by assumption (i). This proves assumption 2. The conditions (i) and (ii) are not very easy to arrange. Gu and Zhang (1993) succeeded, by a specific analysis, to weaken these conditions. Of course, our assumptions 1* and 2* are easily satisfied.

Example 3.3 (Ibragimov-Has'minskii (IH) Model).

Model. \(X_1, \ldots, X_n\) are i.i.d. copies of a \(X\)-valued random variable \(X\) which is distributed according to an unknown distribution \(F_0.\) \(C_1, \ldots, C_n\) are i.i.d. copies of \(C\) of a \(C\)-valued random variable with conditional distribution of \(C\)
given \( X = x \) given by a known kernel \( Q(\cdot, x) \) which has a density \( q(\cdot \mid x) \) w.r.t. \( \mu_2 \). Let \( \Delta \) be a third variable independent of \( X \) and \( C \) so that \( \Delta \in \{0, 1\} \) and \( P(\Delta = 1) = \lambda \in (0, 1] \). We observe the following many to one mapping of \((X, C, \Delta) \in \mathcal{X} \times \mathcal{C} \times \{0, 1\} \):

\[
Y = (Z, \Delta) = \Phi(X, C, \Delta) \equiv (\Delta X + (1 - \Delta) C, \Delta).
\]

\( A_1 = \{(z, 1) : z \in \mathcal{X}\} \) and \( A_2 = \{(z, 0) : z \in \mathcal{C}\} \). \( B(\mathcal{Y}) \subset \mathcal{X} \times \mathcal{C} \) and

\[
B(z, 1) = \{z\} \times \mathcal{C} \times \{1\}
\]

\[
B(z, 0) = \mathcal{X} \times \{z\} \times \{0\}.
\]

**Assumption 1.** \( P(Y \in A_1 \mid X = x) = \lambda > 0 \). So assumption 1 is satisfied.

**Assumption 2.** \( dp_Q(\cdot, 0 \mid x) = (1 - \lambda)q(\cdot \mid x)du_2(x) \) and hence \( dp_Q(\cdot, 0 \mid x)du_2(x) = (1 - \lambda)q(\cdot \mid x) \). So assumption 2 requires that \( p_0(\cdot, 0) = \int q(\cdot \mid x)du_2(x) > \delta > 0 \) for almost each \( x \). By artificially censoring the \( C_i \) it will often not be hard to arrange this assumption.

For example, let's consider the Vardi and Zhang (1992) special IH model:

\[
q(c \mid x) = \frac{1}{x}I(c \leq x)
\]

and \( x \) and \( c \) are real valued. Then assumption 2 requires

\[
p_0(c, 0) = \int_{\mathcal{C}} \frac{dF_0(x)}{x} > \delta > 0
\]

for almost each observed \( c \).

**How to arrange in the Vardi-Zhang model?** Let \( \tau \) be so that \( F_0(\tau) < 1 \).

By artificially censoring the observed \( C_i \) at \( \tau \) we obtain the following model:

if \( x < \tau \), then \( x \sim F_0 \) and \( C \mid x \) is uniform \([0, x]\) and if \( x \geq \tau \), then \( C \mid x \) has density \( 1/x \) on \([0, \tau]\) and it puts mass \( 1 - \tau/x \) at \( \tau \).

Then it is clear that assumption 2 holds. It is also satisfied if \( F_0 \) has compact support on \([0, \tau]\) and an atom at \( \tau \).

### 3.3 Existence of sieved-NPMLE and EM-equations.

We avoid the search for a dominating measure of the NPMLE (as defined in Kiefer and Wolfowitz, 1956) by analyzing the so called sieved-NPMLE of \( F_0 \) which is purely discrete and only puts mass on the completely observed \( X_i \) in each region \( B(Y_j)_1 \) and if \( B(Y_j)_1 \) does not contain completely observed \( X_i \), then it puts mass on one point in \( B(Y_j)_1 \), chosen by us.

Let \( P_n \) be the empirical distribution function of the data \( Y_1, \ldots, Y_n \). Let

\[ \{x_1, \ldots, x_{m(n)}\} \]

be the set consisting of completely observed \( X_i \) and the chosen points in the regions \( B(Y_j)_1 \) which contain no completely observed \( X_i \). Let \( \mu_n \) be the counting measure on \( \{x_1, \ldots, x_{m(n)}\} \) and define \( F(\mu_n) \) as the set of all distributions \( F \) with \( F \ll \mu_n \).
Now, we define the sieved-NPMLE by:

\[ F_n \equiv \arg \max_{F \in \mathcal{F}(\mu_n)} \int \log(p_F) dP_n. \]  

(3.4)

Sometimes \( F_n \) coincides with a NPMLE, and is certainly as natural because \( F_n \) eventually puts all its mass on the uncensored observations (what it should do, see discussion of EM-algorithm, below). In this section we prove existence and uniqueness of the sieved-NPMLE under the weak assumption 1* and 2*.

Here there is no need for the stronger assumptions since the statements are statements for fixed \( n \).

3.3.1 Existence and uniqueness of sieved-NPMLE.

Denote \( \mathcal{F}(\mu_n) \) by \( \mathcal{F}_n \) and let \( \mathcal{P}_n \), be the class of densities \( p_F \), \( F \in \mathcal{F}_n \), w.r.t. \((\mu_n \times \mu_2)^{-1} \). For each \( F \in \mathcal{F}_n \) we denote \( f \equiv dF/d\mu_n \). Notice that each region \( B(Y_i)_1 \) contains one or more elements of \( \{x_1, \ldots, x_{m(n)}\} \). We will show that \( F_n \) exists and is unique.

Consider the set \( \mathcal{F}_n(\delta_1) \equiv \{ F \in \mathcal{F}_n : F(X_i) \geq \delta_1, i = 1, \ldots, m \} \). Notice that \( \mathcal{F}_n(\delta_1) \) is isomorphic with a compact convex subset in \( \mathbb{R}^m \). Firstly, we show that \( p_F \in \mathcal{P}_n \) is uniformly bounded away from zero on this set. By assumption 1* we have that if \( Y_i \in A_1 \) and \( F \in \mathcal{F}_n(\delta_1) \), then \( p_F(Y_i) > \delta \). If \( Y_i \in A_2 \), then

\[ p_F(Y_i) \geq \delta \sum_{j=1}^{m} I(x_j \in B(Y_i)_1)Q(B(Y_i), x_j | x_j), \]  

(3.5)

which is larger than \( \delta \max_{x_j \in B(Y_i)_1} Q(B_{x_j}(Y_i) | x_j) > \delta \delta_1 \), for certain \( \delta > 0 \). Consequently, \( \min_{F \in \mathcal{F}_n(\delta_1)} p_F(Y_i) \) is uniformly bounded away from zero.

Therefore \( F \rightarrow \int \log(p_F) dP_n \) is a continuous function on \( \mathcal{F}_n(\delta_1) \) for each \( \delta_1 > 0 \). Moreover, \( \mathcal{F}_n(\delta_1) \) is compact. Consequently the MLE, say \( F_n(\delta_1) \), over \( \mathcal{F}_n(\delta_1) \) exists. Now, we want to show that there exists a \( \delta > 0 \) so that \( F_n(\delta) \) lies in the interior of \( \mathcal{F}_n(\delta) \). Assume that there does not exist such a \( \delta > 0 \). That means that \( \lim_{\delta \to 0} \min_{\delta \in \{1, \ldots, m\}} F_n(\delta)(X_i) = 0 \) and consequently \( \int \log(p_{F_n(\delta)}) dP_n \rightarrow -\infty \) for \( \delta \to 0 \), which contradicts that \( \int \log(p_{F_n(\delta_1)}) dP_n \geq \int \log(p_{F_n(\delta_2)}) dP_n \) for \( \delta_1 < \delta_2 \). This proves that \( F_n \) exists, namely it equals the interior maximum \( F_n(\delta) \) for \( \delta \) small enough. (The EM-equations below tell us that \( \delta < 1/n \) suffices.)

We will now show uniqueness of \( F_n \). If \( F_1(\{X_i\}) \neq F_2(\{X_i\}) \) for one of the completely observed \( X_i \), then by assumption 1 \( p_{F_1} \neq p_{F_2} \) w.r.t. the counting measure on the complete observations \( Y_1, \ldots, Y_m \). This follows from \( p_{F_1}(Y_i) -
Existence EM-Equations

\[ p_{F_1}(X_i) = (f_1 - f_2)(X_i)Q(B(Y_i) \mid X_i), \quad i = 1, \ldots, m, \] and that by assumption 1* \n Q(B(Y_i) \mid X_i) > 0. Suppose now that \( F_1(\{x_i\}) \neq F_2(\{x_i\}) \) for a point \( x_i \) in an empty region \( B(Y_i) \). Then \( F_1(B(Y_i)) = F_1(\{x_i\}) \neq F_2(\{x_i\}) = F_2(B(Y_i)) \) and therefore it follows that \( p_{F_1}(Y_i) \neq p_{F_2}(Y_i) \) (see (3.5)). This shows that if \( F_1 \neq F_2 \) w.r.t. \( \mu_n \), then \( P_{F_1} \neq P_{F_2} \) w.r.t. \( P_n \).

By linearity of \( F \rightarrow p_F \) and the strict concavity of "log" this implies strict concavity of the log likelihood \( F \rightarrow \int \log(p_F)dP_n \) on \( \mathcal{F}(\mu_n) \). Now, the uniqueness follows from the fact that a strictly concave function on a convex set has a unique maximum.

### 3.3.2 EM-equations for the sieved-NPMLE.

Suppose that assumptions 1* and 2* hold. Let \( S(F_n) \) be the class of lines \( \epsilon F_1 + (1-\epsilon)F_n, \; F_1 \in \mathcal{F} \), through \( F_n \) with score \( h = d(F_1 - F_n)/dF_n \in L_0^0(F_n) \).

By convexity of \( \mathcal{F}_n \) we have that these lines are submodels of \( \mathcal{F}_n \). Let \( S(F_n) \) be the corresponding tangent cone (=collection of scores) and notice that it includes all \( h \in L_0^0(F_n) \) with finite supremum norm. Then it is trivial to verify that the tangent space \( T(F_n) \) (= closure of linear extension of \( S(F_n) \subset L_0^0(F_n) \)) equals \( L_0^0(F_n) \). The lines \( F_{n,\epsilon,h} \in S(F_n) \) with score \( h \) generate one-dimensional submodels \( P_{F_{n,\epsilon,h}} \) through \( F_n \) with score \( A_{F_n}(h) \in L_0^0(P_{F_n}) \), where \( A_{F_n} \) is the so called score operator.

The score operator is given by:

\[ A_{F_n} : L_0^0(F_n) \to L_0^0(P_{F_n}) : A_{F_n}(h)(Y) = E_{F_n}(h(X) \mid Y). \]

This is a result which holds for any missing data model (see van der Vaart, 1988, Gill, 1989, Bickel et al., 1993, section 6.6).

\( F_n \) maximizes the log likelihood over \( \mathcal{F}_n \). By differentiating the log likelihood along \( P_{F_{n,\epsilon,h}} \), we obtain:

\[ E_{F_n}(A_{F_n}(h)) = 0 \text{ for all } h \in S(F_n) \text{ with } \|h\|_\infty < \infty. \quad (3.6) \]

In particular, this holds for \( h = I_E - F_n(E) \) for a collection of sets \( E \in \mathcal{E} \subset \mathcal{B}_X \).

Let \( \mathcal{E} \) be so that each \( F \in \mathcal{F}_n \) is uniquely determined by \( F(E), \; E \in \mathcal{E} \). Then this equation reduces to the well known self-consistency equation:

\[ F_n(E) = \int P_{F_n}(X \in E \mid Y)dP_n(Y) \text{ for all } E \in \mathcal{E} \]

or equivalently, with \( f_n \equiv dF_n/d\mu_n \),

\[ f_n(X_i) = \int P_{F_n}(X = X_i \mid Y)dP_n(Y) \text{ for all } X_i, \; i = 1, \ldots, m. \]
By copying the proof of theorem 3.1 below one shows that equation (4.6) has
a unique solution in the class \( \{ F : F \equiv \mu_n \} \), where \( F \equiv \mu_n \) means that the
two measures are equivalent. A solution of (4.6) is computed with the
EM-algorithm. Dempster et al. (1977) and Turnbull (1976) (see also Meilijson,
1989) show that the strictly concave likelihood \( \int \log(p_{F_n}) \, dP_n \) (in \( F \)) increases
at each step and converges to its unique maximum at \( F_n \).

The EM-algorithm does the following. Start with a \( F_n^0 \equiv \mu_n \). Now, for
\( k = 0, 1, \ldots \) and \( i = 1, \ldots, m \) we can compute

\[
 f_n^{k+1}(X_i) = \int P_{f_k}^n(X = X_i \mid Y) \, dP_n(Y) = \frac{1}{n} \sum_{j=1}^n P_{f_k}^n(X = X_i \mid Y_j). \tag{3.8}
\]

This means that each observation \( Y_j \) has mass \( 1/n \) which it redistributes over
\( B(Y_j)_1 \), as follows: a point \( X_i \in B(Y_j)_1 \) gets mass \( 1/n \times P_{f_k}^n(X = X_i \mid Y_j) \).

This step is natural because our ultimate goal should be to give the \( X_j \) mass
\( 1/n \), but because of the random censoring we only know that \( X_j \in B(Y_j)_1 \); so we redistribute the \( 1/n \) over \( B(Y_j)_1 \) according to a good estimate of the
conditional density over \( B(Y_j)_1 \), namely \( P_{f_k}^n(X = \cdot \mid Y_j) \).

Define \( P_e(A) = P(X \in A, Y \in A_1) = P(Y_1 \in A, Y \in A_1) \), which is the
distribution of the completely observed \( X_i \). Let \( P_{cn}(A) = 1/n \sum_{i=1}^n I(X_i \in A, Y_i \in A_1) \) be the empirical distribution of \( P_e \). The completely observed \( X_i \)
get the full mass \( 1/n \) from \( Y_i \) and therefore \( f_n^k(X_i) \geq \#(j : X_j = X_i)/n \), \( i = 1, \ldots, m \). This tells us that for each \( A \in B_X \) we have \( F_n(A) \geq P_{cn}(A) \).

If assumption 1* holds, then this implies that \( \lim \sup_n F_n(A) \geq \delta F_0(A) \) for all
\( A \in B_X \).

We summarize the obtained results in the following lemma (notation: \( P_n f = \inf f dP_n \)):

**Lemma 3.1** Let assumptions 1* and 2* hold. With probability tending to 1
we have that each \( B(Y_j)_1 \) contains completely observed \( X_j \).

1. The sieved-NPMLE \( F_n \in F(\mu_n) \) over \( F(\mu_n) \) exists and is unique.

2. For each set \( A \) we have \( F_n(A) \geq P_{cn}(A) \) and if assumption 1 holds, then
   \( \lim \sup F_n(A) \geq \delta F_0(A) \).

3. The score operator at \( P_F \) is given by:

\[
 A_F : L^2_0(F) \to L^2_0(P_F) : h \mapsto E_F(h(T) \mid Y).
\]

\( F_n \) solves

\[
 P_n(A_{F_n}(h - F_n(h)) = 0 \text{ for all } h \in L^2(F_n) \text{ with } ||h||_\infty < \infty. \tag{3.9}
\]
4. $F_n$ is found by iterating the EM-algorithm above from some $F_n^0 \equiv \mu_n$. $F_n$ is the unique solution of \((3.9)\) in \(\{F \in \mathcal{F}_n : F \equiv \mu_n\}\).

Heuristics of assumption 1 and 2. We end this subsection with the heuristic explanation of why $F_n$ will have a good performance under assumptions 1 and 2. By lemma 3.1 the sieved-NPMLE exists and is unique. Our assumptions $1^*$ and $2^*$ will take care that with probability tending to 1 each of the $B(Y_j)_1$ corresponding with $Y_j \in A_2$ will contain one or more completely observed $X_i$, $i = 1, \ldots, m$. Then $F_n$ puts only mass on the completely observed $X_i$.

The EM-algorithm starts with an initial estimator $F_n^0$ which puts mass only on each of the completely observed $X_i$. Each completely observed $X_i$ gets mass $1/n$ from itself and $1/n F_{F_n^0}(X = X_i \mid Y_j)$ from all other observations $Y_j$. Because there is only mass on complete observations, it follows that the estimate $F_{F_n^0}(\cdot \mid Y_j)$ is determined by mass given to the completely observed $X_i \in B(Y_j)_1$ and hence can only improve if $B(Y_j)_1$ contains completely observed $X_i$. Therefore these incomplete $Y_j$ can only redistribute consistently if $B(Y_j)_1$ contain enough completely observed $X_i$, and this is exactly guaranteed by assumption 1 and 2 with probability tending to 1.

### 3.3.3 Identifiability of the self-consistency equation.

The following theorem is useful for proving consistency of solutions of the self-consistency equation (see e.g. Gu and Zhang, 1993, identifiability of the self-consistency equation is a crucial ingredient of any consistency proof based on the self-consistency equations). Moreover, it tells us in what sense the self-consistency equation determines the NPMLE. Let $\mathcal{F}_0$ be the set of all distributions on $\mathcal{X}$ which are equivalent with $F_0$ and for which $\|dF_0/dF\|_\infty < \infty$. Denote the densities $dF/d\mu_1$ by $f$.

**Theorem 3.1** Suppose that $F \in \mathcal{F}_0$, $F \neq F_0$, implies $p_F \neq p_{F_0}$ $P_{F_0}$ a.e. (e.g. assumption 1 holds). For $F \in \mathcal{F}_0$ we denote

$$S_0(F) \equiv \left\{h = \frac{f_1 - f}{f} : F_1 \in \mathcal{F}_0\right\}.$$  

Then

$$P_{F_0}(A_{F_0}(h)) = 0, \forall h \in S_0(F), \quad F \in \mathcal{F}_0 \implies F = F_0.$$ 

In other words: the self-consistency equation in $P_{F_0}$ has a unique solution in $\mathcal{F}_0$, namely $F_0$. 


Proof. Assume \( F \neq F_0, F \equiv F_0, \|dF_0/dF\|_\infty < M \) and \( U_h(F, P_{F_0}) \equiv P_{F_0}(A_F(h)) = 0 \) for all \( h \in S_0(F) \). We want to get a contradiction (then we have to conclude that \( F = F_0 \)). Set \( h = (f_0 - f)/f \) and notice that \( h \in S_0(F) \) and \( \|h\|_\infty < \infty \). Define for this \( h \) a function \( \Phi_h : I \subset \mathbb{R} \rightarrow \mathbb{R} \) on a closed interval \( I \) around zero given by:

\[
\Phi_h(\epsilon) \equiv \int \log(p_{F_{\epsilon,h}})dP_{F_0},
\]

where \( F_{\epsilon,h} \) is a line through \( F \) with score \( h \); in terms of densities it is given by \( f_{\epsilon,h} = (1 + \epsilon h)f \). \( U_h(F, P_{F_0}) = 0 \) tells us that \( \frac{d}{d\epsilon}\Phi_h(\epsilon) \mid_{\epsilon=0} = 0 \). However, by linearity of \( f \rightarrow p_f \) and the strict concavity of the “log” (and our identifiability assumption) we have:

\[
\Phi_h(\epsilon) = \int \log \left( p_{\epsilon/(1+\epsilon(f_0-f)/f)} \right) dP_0 \\
= \int \log \left( (1 + \epsilon)p_f + \epsilon p_{f_0} \right) dP_0 \\
> (1 - \epsilon) \int \log(p_f)dP_0 + \epsilon \int \log(p_0)dP_0 \\
= (1 - \epsilon)\Phi_h(0) + \epsilon \int \log(p_0)dP_0
\]

and hence

\[
\Phi_h(\epsilon) - \Phi_h(0) > \epsilon \left( \int \log(p_0)dP_0 - \int \log(p_f)dP_0 \right) > \epsilon \cdot \delta,
\]

where by the Jensen inequality \( \delta > 0 \), using that \( p_f \neq p_0 \) \( P_0 \) a.e. So

\[
\frac{1}{\epsilon} (\Phi_h(\epsilon) - \Phi_h(0)) > \delta > 0,
\]

which contradicts that \( \frac{d}{d\epsilon}\Phi_h(\epsilon) \mid_{\epsilon=0} = 0 \). \( \square \)

The crucial ingredients in this proof were the convexity of \( \mathcal{F} \), the linearity of \( F \rightarrow P_F \) and the identifiability of \( F \) from \( P_F \) as stated in the theorem.

3.4 Efficiency of the sieved-NPMLE.

For each \( F \in \mathcal{F} \) define \( S(F) \) as all lines \( \epsilon F_1 + (1 - \epsilon)F \), \( F_1 \in \mathcal{F}, F_1 \ll F \), with scores \( h = d(F_1 - F)/dF \in L_0^2(F) \). Let \( S(F) \) be the tangent cone of \( S(F) \) and recall that the tangent space \( T(F) \) of \( S(F) \) equals \( L_0^2(F) \).
Lemma 3.2 The score operator at \( F \) is given by:

\[
A_F : L^2(F) \to L^2(P_F) : A_F(h)(Y) = E_F(h(X) \mid Y).
\]

The adjoint of \( A_F \) is given by:

\[
A_F^T : L^2(P_F) \to L^2(F) : A_F^T(v)(X) = E_F(v(Y) \mid X).
\]

The information operator is defined by:

\[
I_F = A_F^T A_F : L^2(F) \to L^2(F) : I_F(h)(X) = E_F(E_F(h(X) \mid Y) \mid X).
\]

Proof. For the derivation of the score operator see Gill (1989), Bickel et al. (1993). We have:

\[
\langle A_F(h), v \rangle_{P_F} = E_F(E_F(h(X) \mid Y)v(Y))
= E_F(E_F(h(X)v(Y) \mid Y))
= E_F(h(X)v(Y))
= E_F(E_F(h(X)v(Y) \mid X))
= E_F(h(X)E_F(v(Y) \mid X))
= \langle h, E_F(v(Y) \mid X) \rangle_{P_F}.
\]

So \( A_F^T(v) = E_F(v(Y) \mid X) \). □

If \( \inf_{\|h\|_F=1} \|I_F(h)\|_F = 0 \), then \( \inf_{\|h\|_F=1} \langle A_F(h), A_F(h) \rangle_{P_F} = 0 \) and hence there exist one dimensional submodels \( \hat{P}_{k,n} \) with arbitrarily low information. In this case it might be hard or impossible to estimate \( F \) as a whole at root-\( n \) rate. So the following lemma indicates the strength of assumption 1.

Lemma 3.3 If assumption 1 holds (with \( \delta > 0 \)), then \( I_F : L^2(F) \to L^2(F) \) is onto and has a bounded inverse. Moreover, the bound does not depend on \( F \):

\[
\|I_F^{-1}(h)\|_F \leq \frac{1}{\delta} \|h\|_F.
\]

If assumption 1* holds, then \( I_F \) is 1-1, but not necessarily onto.

Proof. By lemma 3.3, for the onto and bounded invertibility of \( I_F \) it suffices to show that \( \|A_F(h)\|_{P_F} \geq \sqrt{\delta} \|h\|_{P_F} \). By only integrating over the complete observations, application of the substitution rule \( \int_B h(T^{-1}(x))dF(T^{-1})(X) = \)
\[ \int_{I-1(B)} h(y) dF(y) \] in the third line below, using that \( y \rightarrow B(y)_1 \) is 1-1 from \( A_1 \) to \( \text{Supp}(F_0) \), and assumption 1 at the fourth line provides us with
\[
\|A_F(h)\|_{P_F}^2 \geq \|h(B(y)_1) I(y \in A_1)\|_{P_F}^2 \\
= \int_{A_1} h^2(B(y)_1) dP_F(y) \\
= \int_{A_1} h^2(B(y)_1) Q(B(y)_1 \mid B(y)_1) dF(B(y)_1) \\
= \int_{\text{supp}(F)} h^2(x) Q(B(y(x)) \mid x) dF(x) \\
\geq \delta \int h^2(x) dF(x) \\
= \delta \|h\|_{P_F}^2. \square
\]

Let \( S(P_F) \) be the tangent cone at \( P_F \) corresponding with the submodels \( P_{F_{n, \lambda}} \), \( h \in S(F) \); in other words \( S(P_F) \) equals the range of \( S(F) \) under \( A_F \). Application of corollary 2.1 to the parameter \( \vartheta(P_F) = F \) provides us now with the following result.

**Lemma 3.4** Let assumption 1 hold. For each \( E \in B_X \) we define \( b_E : D \rightarrow \mathbb{R} \) by \( b_E F = F(E) \). For each \( b_E \) we have that \( b_E \vartheta : \mathcal{M} \rightarrow \mathbb{R} \) is pathwise differentiable at \( P_F \) relative to \( S(P_F) \) with efficient influence function given by:
\[
\tilde{I}(F, E) = A_F I_F^{-1} (I_E - F(E)) \in L_2^2(P_F). \tag{3.10}
\]

In other words,
\[
\frac{1}{\varepsilon} b_E \vartheta(P_{F, \lambda}) - b_E \vartheta(P_F) = \langle \tilde{I}(F, E), A_F(h) \rangle_{P_F} \tag{3.11}
\]

If only assumption 1* holds and \( I_E - F(E) \) lies in the range of \( I_F \), then the same statements hold.

For proving efficiency we apply theorem 2.4.

The model \( \mathcal{M} \) is convex and \( F \rightarrow P_F \) is linear. Theorem 2.3 says now that we have the following identity;
\[
F_1(E) - F_0(E) = - \int \tilde{I}(F_1, E) dP_{F_0},
\]
for all \( F_1 \) with \( F_0 \ll F_1 \) and \( dF_0/dF_1 \in L_0^2(F_1) \). We want to apply this identity to \( F_1 = F_n \). Usually \( F_n \) does not dominate \( F \) so that this identity cannot be directly applied. However, notice that the identity holds in particular for \( F_1 = F_n(\alpha) \equiv (1-\alpha)F_n + \alpha F \) for any \( \alpha \in (0, 1] \). Hence if \( \tilde{I}(F_n(\alpha), E) \) converges
to $\tilde{I}(F_n, E)$ in $L^1(P_{F,G})$ for $\alpha \to 0$, then the identity also holds for $F_n$. Since $F_n(\alpha)$ converges to $F_n$ w.r.t. each norm this is a weak continuity condition in $F$ on the efficient influence function, which in particular follows from our verification of a stronger $p_{F_n}$-consistency property below.

If $\tilde{I}(F_n, E)$ is a score of $P_{F_n,E}$ for a certain one dimensional line $F_{n,:}$ through $F_n$ with score $h$ with finite supremum norm, then by lemma 3.1 we have the so called efficient score equation:

$$P_n \tilde{I}(F_n, E) = 0.$$ 

By (3.10), for this it suffices to show that $I_{F_n}^{-1}(I_{E})$ has finite supremum norm on $\mathcal{X}$, which is proved by lemma 3.5 in the next subsection.

Then combining the last two identities provides us with the identity: for each $E \in \mathcal{B}_X$

$$(F_n - F_0)(E) = \int \tilde{I}(F_n, E)d(P_n - P_0).$$

Let $B \equiv \{b_E : E \in \mathcal{E}\}$. Suppose now that with probability tending to 1 $\tilde{I}(F_n, E)$ lies in a $P$-Donsker class for all $E \in \mathcal{E}$. This $P$-Donsker class condition will be studied in section 5.2 and sufficient conditions are given. This provides us with $\|F_n - F_0\|_{\mathcal{E}} = O_P(1/\sqrt{n})$. The $\rho_{F_n}$-consistency condition requires to verify: if

$$\sup_{E \in \mathcal{E}} \|\tilde{I}(F_n, E) - \tilde{I}(F_0, E)\|_{P_{F_0}} \to 0 \text{ in probability},$$

then $\sup_{E \in \mathcal{E}} (P_n - P_0)(\tilde{I}(F_n, E) - \tilde{I}(F_0, E)) = o_P(1/\sqrt{n})$. The latter provides us with sup-norm-efficiency of $F_n$.

In the next subsections we prove, or rather give verifiable conditions for, the $P_0$-Donsker condition, the supremum norm invertibility of the information operator and the $\rho_{F_n}$-consistency condition. The conditions will be verified for the examples. Finally, we summarize our conclusions in the final efficiency theorems in section 5.

3.4.1 Supremum norm invertibility of the information operator.

We will now write down the score operator. Recall that by assumption 2 the distribution of $X$ given $Y = y$, $y \in A_2$, has a density $q_1'(y \mid x)/r_F(y)$ w.r.t. $F$ which only lives on $B(y_1)$. So we have:

$$A_F(h)(Y) = E_F(h(X) \mid Y)I(Y \in A_1) + E_F(h(X) \mid Y)I(Y \in A_2)$$
\[ h(B(Y_1))I(Y \in A_1) + \int_{B(Y_1)} h(x)q'_1(y \mid x) F(dx) \frac{1}{p_F(Y)} I(Y \in A_2). \]

Notice that \( E(h(B(Y_1))I_{A_1}(Y) \mid X = x) = Q(B(y(x))_2 \mid x) h(x) \) and by assumption \( 2^* \ E(V(Y)I_{A_1}(Y) \mid X = x) = \int_{A_2} V(y) dP_Q(y \mid x) = \int_{A_2} V(y) q_1(y \mid x) d\mu_3(y). \) So the information operator is given by:

\[ I_F(h)(x) = Q(B(y(x))_2 \mid x) h(x) + \int_{A_2} \frac{\int_{A_2} h(u) q'_1(y \mid u) F(du)}{\int_{A_2} q'_1(y \mid u) F(du)} q_1(y \mid x) d\mu_3(y). \]

Consider the equation \( I_F(h)(x) = f(x) \) for some pointwise well defined \( f \) with finite supremum norm. Define

\[ v_1(x) \equiv Q(B(y(x))_2 \mid x) \]

and notice that assumption \( 1^* \) tells us that \( v_1(x) > 0 \) for \( F \)-all \( x \). Then the equation \( I_F(h)(x) = f(x) \) is equivalent with the following equation:

\[ h(x) = \frac{1}{v_1(x)} \left\{ f(x) - \int_{A_2} \frac{\int_{A_2} h(u) q'_1(y \mid u) F(du)}{p_F(y)} dP_Q(y \mid x) \right\}. \]  

(3.12)

For the moment denote the right-hand side by \( C_F(h, f)(x) \): i.e. we consider the equation \( h(x) = C_F(h, f)(x) \). If we assume that \( f \) lies in the range of \( I_F \) (so in particular if assumption \( 1^* \) holds), then we know by lemma 3.3 that there exists a \( h' \in L^2(F) \), which is unique in \( L^2(F) \), with \( \|I_F(h') - f\|_F = 0 \): i.e. \( \|h' - C_F(h', f)\|_F = 0 \). Notice that if \( \|h - g\|_F = 0 \), then for each \( x \) \( C_F(h - g, f)(x) = 0 \). So even if \( h' \) is only uniquely determined in \( L^2(F) \), then \( C_F(h', f)(x) \) is uniquely determined for each \( x \). Now, we can define \( h(x) \equiv C_F(h', f)(x) \). Then \( \|h - h'\|_F = \|C_F(h', f) - h'\|_F = 0 \). So in this way we have found a solution \( h \) of (3.13) which holds for each \( x \) instead of only in \( L^2(F) \) sense.

By assumption 2 we have that \( p_F > \delta > 0 \). So if \( \sup_{Y \in A_2} \|u \rightarrow q'_1(y \mid u)\|_F < \infty \), then it follows trivially (as shown below) by the Cauchy-Schwarz inequality that \( \|h\|_\infty < \infty \). Moreover, \( I_F(h) = 0 \) implies \( \|h\|_F = 0 \) and that implies (see (3.13)) that \( h = 0 \) in supnorm. So we have now shown that \( I_F \) is 1-1 and onto in supnorm sense. From now on, if we talk about \( I_F^{-1}(f) \), we mean this pointwise well defined solution.

Let \( (B(K), \|\cdot\|_\infty) \) be the Banach space of functions on \( K \), where \( K \) is the support of \( F \), with finite supremum norm \( \|\cdot\|_\infty \). We have shown:

**Lemma 3.5** Let assumption 1 and 2 hold and suppose that \( \sup_{Y \in A_2} \|u \rightarrow q'_1(y \mid u)\|_F < \infty \). Then \( I_F : (B(K), \|\cdot\|_\infty) \rightarrow (B(K), \|\cdot\|_\infty) \) is 1-1 and onto.
Conditions for Efficiency of NPMLE

For the Donker class condition we have to consider the solution $h^n_B$ of $I_{F_n}(h^n_B) = I_E$ for $E \in \mathcal{E}$. We will show that $\|h^n_B\|_\infty < M\|I_E\|_\infty$ for some $M < \infty$. So we want a uniform (in $n$) bound on the norm of the mapping $I_{F_n}$ w.r.t. the supremum norm.

For this purpose we consider $I_{F_n}(h_n) = f$. The approach to be followed is to bound the right-hand side of (3.13) with $F = F_n$ in the supremum norm of $f$ and $\|h^n\|_{F_n}$, where we can use that the latter is uniformly bounded by the $L^2(F_n)$ norm of $f$, by lemma 3.3.

Firstly, we need to bound $p'_{F_n}$ away from zero. The following assumption will take care of this.

**Assumption 3** Let $P_c(B) = P(X \in B, Y \in A_1)$ be the distribution of the completely observed $X_i$ and $P_{nc}$ be the empirical distribution function of $P_c$. Assume that

$$\sup_{y \in A_2} \left| \int q'_1(y \mid x) d(P_{nc} - P_c)(x) \right| \to 0 \text{ in probability.}$$

This is equivalent to saying that $\{x \to q'_1(y \mid x) : y \in A_2\}$ is a $P_c$-Glivenko-Cantelli class.

**Lemma 3.6** If assumptions 1, 2 and 3 hold, then uniformly in $y \in A_2$ $p'_{F_n}(y) > \delta_1 > 0$ for some $\delta_1 > 0$ with probability tending to 1.

**Proof.** We have by lemma 3.1

$$p'_{F_n}(y) = \int q'_1(y \mid x) dF_n(x) \geq \int q'_1(y \mid x) dP_{nc}(x).$$

Assumption 3 tells us that this converges uniformly in $y \in A_2$ to $\int q'_1(y \mid x) dP(x)$ in probability. We have by assumption 1: $dP_n(x) = F(dx)P(Y \in A_1 \mid X = x) \geq \delta F(dx)$. By assumption 2 we have: $\int q'_1(y \mid x) dF(x) = p'_F(y) > \delta > 0$. □

By lemma 3.6 we have that the denominators $p'_{F_n}$ in (3.13) are uniformly bounded away from zero for $n$ large enough.

Furthermore, we want to bound $\int h^n(u)q'_1(Y \mid u)F_n(du)$ by $M\|h^n\|_{F_n}$ for an $M < \infty$ which is independently of $Y \in A_2$ and $n$.

By the Cauchy-Schwarz inequality, a sufficient condition for this is given by:

**Assumption 4**

$$\int_{Y \in A_2} \|q'_1(Y \mid u)\|_{F_n} dP_Q(Y \mid x) < M < \infty.$$
Then by bounding $1/v_1$ and the denominator by $1/\delta$ we have:

$$h^n(x) = C_n(h^n, f)(x) \leq \frac{1}{\delta^2} \left( \|f\|_{\infty} + \|h^n\|_{F_n} M \right).$$

By lemma 3.3 (the uniform in $n$ bounded invertibility of $F_n$ w.r.t. $L^2(F_n)$) we have

$$\|h^n\|_{F_n} \leq M_n \|f\|_{F_n} \leq M \|f\|_{\infty}$$

for some $M < \infty$.

Consequently, we have $\|h^n\|_{\infty} = \|F_n^{-1}(f)\|_{\infty} \leq M \|f\|_{\infty}$ for some $M < \infty$. This proves the following lemma.

**Lemma 3.7** If assumptions 1, 2, 3 and 4 hold, then $F_n : (B(K), \|\cdot\|_{\infty}) \to (B(K), \|\cdot\|_{\infty})$ is onto and has bounded inverse. Moreover we have that $\|F_n^{-1}(h)\|_{\infty} \leq M \|h\|_{\infty}$ for certain $M < \infty$ which does not depend on $F_n$ and $h$.

### 3.4.2 Weak assumption approach.

In the case that assumption 1 and 2 needs to be weakened one can follow the same approach without using that $v_1$ and $F_n$ are bounded away from zero. Realize that our only goal is to prove that $\|h^n\|_{\infty} < M$ for some $M < \infty$ independent of $n$, with probability tending to 1. One can replace assumption 4 by the following weak version of it:

**Assumption $4^*$** Assume that $f^*(x) \equiv f(x)/v_1(x)$ has finite supnorm over the support of $F$. Assume that $\|F_n^{-1}(f)\|_{F_n} \leq M$ with probability tending to 1, where $M < \infty$ does not depend on $n$. Finally, assume

$$\frac{1}{v_1(x)} \int_{A_2} \sqrt{\int q_1^2(y \mid u) dF_n(u)} \frac{dP_Q(y \mid x)}{p_{F_n}(y)} < M < \infty,$$

with probability tending to 1.

The first two assumptions provide us by Cauchy-Schwarz, as above, with the following bound

$$\|h^n\|_{\infty} \leq \|f^*\|_{\infty} + \frac{M}{v_1(x)} \int_{A_2} \sqrt{\int q_1^2(y \mid u) dF_n(u)} \frac{dP_Q(y \mid x)}{p_{F_n}(y)}.$$

The third assumption just says that this is bounded uniformly in $n$ with probability tending to 1. One can use that $dF_n(x) \geq dP_{ne}(x)$ (and hence $p_{F_n}(y) \geq \int q_1^2(y \mid x) dP_{ne}(x)$) and apply refined empirical process results in a specific analysis.
3.4.3 The P-Donsker class condition.

Lemma 3.7 tells us that for each $E \in \mathcal{E}$ $h^0_E \equiv I_{F_n}^{-1}(I_E)$ exists pointwise, $\sup_{E,n} ||h^0_E||_\infty < \infty$ and solves

$$h^0_E(x) = C_n(h^0_E, I_E)(x),$$

(3.14)

where

$$C_n(h^0_E, I_E)(x) = \frac{1}{v_1(x)} \left( I_E(x) - \int_{A_2} A_{F_n}(h^0_E)(y)dP(y \mid X = x) \right).$$

Here $dP(y \mid x)$ can be replaced by $q_1(y \mid x)d\mu(x)$. Define

$$\mathcal{F}_{1n} \equiv \left\{ \frac{1}{v_1} \left( I_E(\cdot) - \int_{A_2} A_{F_n}(y)(y)dP(y \mid X = \cdot) \right) : ||g||_{\infty} < 1, E \in \mathcal{E} \right\}. $$

Now, it follows that for proving the $P_0$-Donsker-class condition it suffices to have:

**Assumption 5** Assume that there exists a $P_0$-Donsker class $\mathcal{F} \subset L^2(P_0)$ so that

$$A_{F_n}(\mathcal{F}_{1n})) \subset \mathcal{F} \text{ with probability tending to 1.}$$

**Lemma 3.8** If assumption 1-5 or assumption 1*,2*,3,4*,5 hold, then $\{\tilde{I}(F_n, E) : E \in \mathcal{E}\} \subset \mathcal{F}$ with probability tending to 1.

As mentioned in the general efficiency proof (begin of section 5) the assumptions of lemma 3.8 provide us also with $||F_n - F_0||_\ell = O_P(1/\sqrt{n})$. For efficiency it remains to verify the $\rho_{P_0}$-consistency condition.

Firstly, we work out assumption 5 for the general practical relevant case that $\mathcal{X} = \mathbb{R}^k$.

**Conditions for assumption 5 in the case of multivariate observations.**

Let $\mathcal{X} = \mathbb{R}^k$ for certain $k \in \mathbb{N}$ and let $E \equiv \{(0, t) : t \in \text{supp}(F_0)\}$. We refer to the following results stated in chapter 1. A real valued function on $[0, r] \subset \mathbb{R}^k$ is called to be of bounded uniform sectional variation if the variations of all sections ($s \rightarrow f(s, t)$ is a section of the bivariate function $f$, etc.) and of the function itself is uniformly (in all sections) bounded. The corresponding norm is denoted with $|| \cdot ||_{*}^*$. In chapter 1 we proved that the class of functions with uniform sectional variation smaller than $M < \infty$ is a Donsker class. We also stated that if $f > \delta > 0$, then $\|1/f\|_{*}^* \leq M\|f\|_{*}^*$ for some $M < \infty$ which does not depend on $f$ (Gill, 1993). We will now give properties of $\Phi$ guaranteeing
that $h^n_t \equiv I^{-1}_{F_n}(I_{0,t})$ is of bounded uniform sectional variation uniformly in $n$ and thereby for any reasonable score operator the efficient influence function $\tilde{I}(F_n, t) = A_{F_n}(h^n_t)$ will lie in a fixed Donsker class.

The next conditions will be denoted with 5.1, 5.2 and 5.3, where 5 stands for assumption 5. Recall from assumption 2 that for $y \in A_2$ we defined $q_1(y \mid z) \equiv dP(\cdot \mid X = z)/d\mu_3$.

Condition 5.1 Assume
$$\int_{A_2} ||z \mapsto q_1(y \mid z)||^* d\mu_3(y) < \infty.$$  

Condition 5.2
$$||v_1||^* < \infty.$$  

Let $f : \mathbb{R}^k \rightarrow \mathbb{R}$ be any function with $||f||^* < \infty$. Condition 5.2 tells us that $||f/v_1||^*_v < \infty$. Using this, the uniform bound on $A_{F_n}(h^n)$ and condition 5.1 it follows that $||C_n(h^n, f)(\cdot)||^*_v < M||f||^*_v$, uniformly in $n$. Consequently, (3.14) and $||I_{(0,t)}||^*_v = 2t$ tells us that $||h^n_t||^*_v < M$, as required.

Define $(B(K), || \cdot ||^*_v)$ as the Banach space of functions on $K$, the support of $F_0$, which are of bounded uniform sectional variation endowed with the uniform sectional variation norm. We showed that:

Lemma 3.9 Consider the case where $\mathcal{X} = \mathbb{R}^k$. If assumptions 1-4, 5.1 and 5.2 hold, then $I_F : (B(K), || \cdot ||_\infty) \rightarrow (B(K), || \cdot ||_\infty)$ and $I_F : (B(K), || \cdot ||^*_v) \rightarrow (B(K), || \cdot ||^*_v)$ are onto and have a bounded inverse with an operator norm which is bounded uniformly in $F \in \mathcal{F}$.

Finally, assume that:

Condition 5.3 Let $G(M) \equiv \{ f : ||f||^*_v < M \}$. Assume that there exists a $P_0$-Donsker class $\mathcal{G} \subset L^2(P_0)$ and $M < \infty$ such that

$$A_{F_n}(G_1(M)) \subset \mathcal{G}$$  

with probability tending to 1.

Because $G(M)$ is a Donsker class, condition 5.3 is a rather weak assumption, which will hold in most practical examples. We can now state the following lemma:

Lemma 3.10 Consider the case where $\mathcal{X} = \mathbb{R}^k$. If assumptions 1-4, 5.1, 5.2 and 5.3 hold, then there exists a $P_0$ Donsker class $\mathcal{G} \subset L^2(P_0)$ so that

$$\tilde{I}(F_n, t) \in \mathcal{G}$$  

with probability tending to 1.

In other words, then assumption 5 holds.
The weak assumption approach. Instead of assuming condition 5.1, 5.2, we can just assume \( \int_{A_2} \| x \rightarrow q_1(y \mid x)/v_1(x) \|_{\mu_3(y)}^* d\mu_3(y) < \infty \), which does not necessarily require that \( v_1(x) > \delta > 0 \).

### 3.4.4 Verification of assumptions 3, 4, 5.1, 5.2 and 5.3 for the examples.

**Example 3.4 (Univariate Censoring).**

**Assumption 3 and 4.** By the independence of \( X \) and \( C \) we had \( q_1((z, 0) \mid x) = dP_0((z, 0) \mid x)/dG_0 = I(x > z) \) and hence assumption 3 and 4 are trivially satisfied.

**Condition 5.1.** We have that \( q_1((z, 0) \mid x) = q_1^0((z, 0) \mid x) \) and clearly \( z \rightarrow I(x > z) \) is of bounded variation uniformly in \( z \). This proves 5.1.

**Condition 5.2.** \( v_1(x) = H(x) \). So 5.2 holds.

**Condition 5.3.**

\[
A_F(h)(x, \delta) = \delta h(z) + (1 - \delta) \frac{\int_x^\infty h dF}{S(x)}.
\]

By lemma 3.6 we know that \( S_\alpha(z) > \delta S(z) > \delta_1 > 0 \) with probability tending to 1 and therefore the denominator is uniformly bounded away from zero with probability tending to 1. Because the variation norm of a distribution function, as \( S_\alpha \), is bounded, it follows that the variation of \( A_F(h)(x, 0) \) and \( A_F \left( I(0, t) \right)(z, 1) \) are uniformly (in \( n \) and \( t \)) bounded with probability tending to 1. This proves 5.3.

**Example 3.5 (Double Censoring.)**

**Assumption 3 and 4.** Similar as for univariate censoring.

**Condition 5.1.** Recall \( q_1(w, 2) \mid x) = (dP_G \left( ([0, w] \mid x) \right)/dF(w) = I(w \leq x)F_G(0, w) \) and \( q_1((w, 3) \mid x) = dP_G \left( ([w, 3] \mid x) \right)/dF_2(w) = I(w > x)F_2([w, \infty)) \) and consequently 5.1 holds.

**Condition 5.2.** \( v_1(x) = F_{x,y}([0, x] \times [x, \infty]) \). So condition 5.2 holds.

**Condition 5.3.**

\[
A_F(h)(w, d) = h(w)I(d = 1) + I(d = 2) \frac{\int_w^\infty h dF_X}{F_x(w)} + I(d = 3) \frac{\int_w^\infty h dF_X}{F_X(w)}.
\]

The same proof as for the univariate censoring model holds.

**Example 3.6 (IH-Models, Vardi-Zhang.)**

For a general kernel \( q(\cdot \mid \cdot) \) the best thing to require is that assumption 3, 4 and 5 have to hold. We will work out what this means for the Vardi-Zhang
model.

**Assumption 3.** For this we need that

$$\sup_{w \in (0, \tau]} \left| \int_{w}^{\infty} \frac{d(P_{nc} - P_{c})(x)}{x} \right| \to 0 \text{ a.s.}$$

We know that the convergence holds for each $w \in (0, \tau]$. Recall now that a sequence of distribution functions which converges pointwise to a continuous limit is uniformly convergent. Therefore it suffices to show that

$$\int_{0}^{\infty} \frac{d(P_{nc} - P_{c})(x)}{x} \to 0 \text{ a.s.}$$

By the Glivenko-Cantelli theorem this holds if $P_{c}(1/x) < \infty$.

**Assumption 4.** Assumption 4 requires that $\int_{0}^{\tau} x^{-2} dF_{n}(x) < M$ with probability tending to 1. Assume $F_{n}(\{X_{i}\}) \leq M F_{nc}(\{X_{i}\})$ for $X_{i} \in [0, \delta_{1}]$ for certain $\delta_{1} > 0$ with probability tending to 1 (this is easy to verify by using the EM-steps, because $X_{i} \in [0, \delta_{1}]$ gets mass $1/n$ from itself and mass $O(1/n^{2})$ from other observations; we will not get into the details here). Then it suffices to show that

$$\int_{0}^{\tau} \frac{P_{nc}(dw)}{w^{2}} \leq M, \text{ with probability tending to 1.}$$

Again, by the Glivenko-Cantelli theorem it suffices now to assume $P_{c}(1/w^{2}) < \infty$.

**Assumption 5.** Recall that $dP_{Q}(z, 0 \mid x)/d\mu_{2}(z) = (1 - \lambda)q(z \mid x)$ and hence Condition 5.1 requires that

$$\int ||x \mapsto q(z \mid x)|| \cdot d\mu_{2}(z) < \infty.$$

Consider the Vardi-Zhang kernel: $x \mapsto I(z \leq x)/x$. Because of the singularity at zero 5.1 does not hold in this case. Therefore, we will verify assumption 5 directly. Then it follows that it suffices to show that the following statement holds with probability tending to 1:

$$\int \frac{\int g(u)q(c \mid u) dF_{n}(u)}{\int q(c \mid u) dF_{n}(u)} q(c \mid x) dc$$

is of bounded variation uniformly in $||g||_{\infty} < 1$. Substitute the Vardi-Zhang kernel. Then we have

$$\frac{1}{x} \int_{0}^{x} \frac{\int_{c}^{\infty} g(u) dF_{n}(u)}{\int_{c}^{\infty} dF_{n}(u)} dc.$$
Define \( f_n(c) \equiv \left( \int_0^\infty g(u) dF_n(u)/u \right) / \left( \int_0^\infty dF_n(u)/u \right) \). Then we have to consider the derivative of \( f_{1n}(x) \equiv \frac{1}{x} \int_0^x f_n(c) dc \). We have
\[
f'_{1n}(x) = \frac{1}{x} \int_0^x \frac{f_n(x) - f_n(c)}{x} dc.
\]
However,
\[
\frac{1}{x} \int_0^x \frac{f_n(x) - f_n(c)}{x} dc = \frac{1}{x} \int_0^x \frac{g dF_n(u)/u}{x} dc 
\leq ||g||_\infty \frac{1}{x} \int_0^x \frac{dF_n(u)/u}{x} dc.
\]
Therefore, it suffices to show that \( 1/x \int_0^x dF_n(u)/u \) is bounded with probability tending to 1. Now, \( 1/x \int_0^x dF_n(u)/u \leq \int_0^x dF_n(u)/u^2 \). As already shown above this is bounded with probability tending to 1 if \( P_x(1/x^2) < \infty \).

In the cases where we have to deal with singularities, as in the Vardi-Zhang model, one should verify assumption 5 directly, instead of verifying the sufficient conditions 5.1, 5.2, 5.3.

### 3.4.5 The P-consistency condition.

We will formulate this condition as an assumption, because it is something which can be straightforwardly verified for any application.

**Assumption 6** Suppose that
\[
\sup_{E \in \mathcal{E}} ||\tilde{I}(F, E) - \tilde{I}(F, E)||_{P_x} \rightarrow 0 \text{ in probability},
\]
where we can use that \( ||F_n - F||_E \rightarrow 0 \) in probability.

Denote \( h_{nE} = I_{F_n}^{-1}(I_E) \) and \( h_E = I_F^{-1}(I_E) \), as defined in the invertibility section 3.5.2. We have
\[
A_{F_n} I_{F_n}^{-1}(I_E) - A_F I_F^{-1}(I_E) = (A_{F_n} - A_F) I_{F_n}^{-1}(I_E) + A_{F_n} I_{F_n}^{-1}(I_{F_n} - I_F) I_F^{-1}(I_E) \\
= (A_{F_n} - A_F)(h_{nE}) + A_{F_n} I_{F_n}^{-1}(I_{F_n} - I_F)(h_E).
\]

For assumption 6 we need to show that the \( P_F \)-norm of these terms converges to zero in probability, uniformly in \( E \in \mathcal{E} \). Recall the score operator \( A_F \) and that the denominator \( p_{F_n} \) is uniformly bounded away from zero by lemma 3.6.

By telescoping the first term, it is written as a sum of two differences. The first difference is given by:
\[
\int \left( \frac{I_{A_2}(Y)}{p_{F}(Y)} \int_{B(Y)} h_{E}(x)q'_1(Y \mid x)d(F_n - F)(x) \right)^2 dP_{F}(Y) \quad (3.16)
\]
and the second difference is similar and shown to converge to zero in the same way. Standard techniques, like the Cauchy-Schwarz inequality, dominated convergence theorem, integration by parts and invertibility of the information operator w.r.t. supremum norm and $L^2$ norm (lemma 3.9) lead under mild conditions to a straightforward proof of the convergence of (3.16) to zero. Also the other terms are dealt in this way.

Consider the case where $\mathcal{X} = \mathbb{R}^k$ and $\mathcal{E} = \{(0, t) : t \in [0, \tau]\}$. For proving assumption 6 we need to prove convergence of terms

$$\int h_t q'_0 d(F_n - F),$$

which can be bounded by integration by parts (lemma 1.3) by $C\|F_n - F\|_{\infty}\|h_t q'_0\|_{L^2}$. By lemma 3.9 we know that $h_t$ is of bounded uniform sectional variation. Consequently, the following condition is sufficient, but certainly not necessary, for proving assumption 6.

**Condition 6.1.** There exists an $M < \infty$ so that for $P_F$ almost each $Y \in A_2$ we have that $\|x \rightarrow q'_t(Y \mid x)\|_p < M < \infty$.

We can state this as a lemma:

**Lemma 3.11** For the case that $\mathcal{X} = \mathbb{R}^k$ we have that under assumptions 1-4, 5.1, 5.2, 5.3 and assumption 6.1 the following holds:

$$\sup_{t \in [0, \tau]} \|\tilde{I}(F_n, t) - \tilde{I}(F_0, t)\|_{P_{F_0}} \rightarrow 0 \text{ a.s.}$$

Because in the univariate censoring model and double censoring model $q'_t$ are indicators, condition 6.1 holds trivially in these models. Condition 6.1 is in general not true for the Vardi-Zhang kernel. However, a direct proof of assumption 6 following the general proof above works as follows: Consider the term (3.16). It is given by:

$$\int \left( \int_{c}^{\infty} \frac{h_t(x)}{x} d(F_n - F_0)(x) \right)^2 q(c) dc. \quad (3.17)$$

We want to show that this term converges to zero uniformly in $t$. By lemma 3.9 we know that $h_t(x)$ is of bounded variation and bounded in supremum norm uniformly in $t$. Therefore by integration by parts we can bound $\int_{c}^{\infty} \frac{h_t(x)}{x} d(F_n - F_0)(x)$ by $\|F_n - F_0\|_{\infty}$ times a constant which involves the variation of $h_t$ and $1/x$ on $(c, \tau)$. This converges to zero for each $c > 0$, uniformly in $t$. For application of the dominated convergence theorem it remains to verify that $f^*_n + f^t$ is bounded by a constant, uniformly in $t$. $h_t$ is bounded uniformly in $t$ and we already showed in the preceding example that $\int_{0}^{\infty} dF_n(x)/x < M$ with probability tending to 1, using the assumption
that \( P_n(1/x) < \infty \). This proves the convergence of (3.17). The other terms appearing in the general proof are dealt similarly.

3.4.6 Identity condition.

Let \( F_n(\alpha) = (1 - \alpha)F_n + \alpha F \). Rewrite \( A_{F_n(\alpha)}I_{F_n(\alpha)}^{-1}(I_E) \) as in (3.15). Since \( F_n(\alpha) - F_n = \alpha(F_n - F) \) it is now trivially verified that both terms converge to zero if \( \alpha \to 0 \), assuming assumption 1* and 2*. For example, term (3.16) above equals \( \alpha^2 \) times a term which is bounded (here \( n \) is just fixed, so we do not need terms to be bounded away from zero uniformly in \( n \)).

3.5 Final theorems and results for the examples.

We proved the following theorem:

**Theorem 3.2** Let \( \mathcal{E} \) be any collection of sets for which assumptions 1-6 or 1*, 2*, 3*, 4*, 5, 6 hold. Then \( F_n \) is asymptotically supremum norm (over \( \mathcal{E} \)) efficient.

Now, we formulate the less general theorem for the case that \( X = \mathbb{R}_{\geq 0} \) and \( \mathcal{E} = \{[0,t] : t \in K \subset \text{supp}(F_0)\} \).

**Theorem 3.3** Under assumptions 1-4, 5.1, 5.2, 5.3, 6.1 we have: \( F_n \) is asymptotically supremum norm efficient.

We already verified the assumptions for our examples. Application of these theorems provides us under the stated assumptions with efficiency of the sieved-NPMLE for the univariate censoring, double censoring, and the IH-models. We will summarize these results below. The results are not new, but they are obtained by straightforward verification of the conditions of the general theorem 3.2 and 3.3 which can be applied to any CAR-missing data model or a missing data model with \( G \) known.

**Result 3.1** (Univariate Censoring).

Let \([0,\tau] \subset \mathbb{R}_{\geq 0} \) be an interval such that \( H_0(\tau) > 0 \) and \( S_0(\tau) > 0 \). Then \( F_n \) is supremum norm asymptotically efficient on \([0,\tau] \).

**Result 3.2** (Double Censoring).

Let \([0,\tau] \subset \mathbb{R}_{\geq 0} \) be an interval such that \( F_Z(\tau) = 1 \), \( S_Y(\tau) > 0 \). Furthermore, assume that there exists a \( \delta > 0 \) so that \( F_Z(\{0\}) > 0 \) and \( F_X(\delta_1) > 0 \). Then \( F_n \) is supremum norm asymptotically efficient on \([0,\tau] \).
Result 3.3 (Vardi-Zhang model). Let \([0, \tau] \subset \mathbb{R}_{\geq 0}\) be an interval such that \(\int_{\tau}^{\infty} \frac{dP_{0}(x)}{x} > \delta > 0\). Moreover assume that \(\int 1/x^2 dF_0(x) < \infty\). By artificially censoring the observed \(C_i\) at \(\tau\) we have a model: if \(x < \tau\), then \(x \sim F_0\) and \(C \mid x\) is uniform \([0, x]\) and if \(x \geq \tau\), then \(C \mid x\) has a density \(1/x\) is \([0, \tau]\) and it puts mass \(1 - (\tau/x)\) at \(\tau\). Now, \(F_n\) is supremum norm asymptotically efficient on \([0, \tau]\).

In the general class of IH-models the assumptions 1–7 give clear conditions on the kernel \(q(\cdot \mid \cdot)\), which can be easily analyzed for each kernel. We could also state a result involving sufficient conditions on the kernel, but verification of assumption 1–7, just as we did for the Vardi-Zhang model, provides us with the sharpest results.
Chapter 4

Efficient Estimation in the Bivariate Censoring Model and Repairing NPMLE.

4.1 Introduction.

In this chapter we are concerned with estimation of the bivariate survival function of two dependent survival times. For example, one might be interested in estimation of the bivariate survival function of twins with a certain disease. Suppose that for each twin one observes two calendar times $(U_1, U_2)$ at which the disease started for twin1 and twin2 and that one keeps track of the bivariate survival time $(T_1, T_2)$ of the twin measured from $(U_1, U_2)$ till a given calendar point $t_0$. At $t_0$ one wants to use the available data to estimate the bivariate survival function of $(T_1, T_2)$. In this setting, $T_1$ will be potentially (i.e. if $T_1 > C_1$) right randomly censored at the observed censoring time $C_1 = t_0 - U_1$ and similarly $T_2$ will be potentially right randomly censored at the observed censoring time $C_2 = t_0 - U_2$.

In this chapter we propose an estimator for the bivariate survival function of $T = (T_1, T_2)$ based on bivariate right randomly censored data, assuming that the censoring times $C = (C_1, C_2)$ are always observed, as in the example above, or assuming that the censoring times are discrete. We prove asymptotic efficiency of this estimator. In the case that the censoring times are not observed for the failures and the censoring times are not discrete, then we propose a simulation of the unobserved censoring variables and conjecture (no proof, but heuristic argument) that our estimator based on these simulated censoring
variables will also be asymptotically efficient.

We found it useful not to use a special notation for vectors in \( \mathbb{R}^2 \); if we do not mean a vector this will be clear from the context. So if we write \( T \) we usually mean \( T = (T_1, T_2) \in \mathbb{R}^2 \) and if we write \( \leq, \geq, <, > \) then this should hold componentwise: for example if \( x, y \in \mathbb{R}^2 \) then \( x \leq y \iff x_1 \leq y_1, x_2 \leq y_2 \). We will write \( T_i, i = 1, \ldots, n \), as notation for \( n \) i.i.d. bivariate survival times with the same distribution as \( T \), while we write \( T_1 \) and \( T_2 \) for the components of \( T \).

Bivariate right randomly censored data can be modelled as follows: \( T \) is a positive bivariate lifetime vector with bivariate distribution \( F_0 \) and survival function \( S_0 \); \( F_0(t) \equiv \Pr(T \leq t) \) and \( S_0(t) \equiv \Pr(T > t) \). Let \( C \) be a positive bivariate censoring vector with bivariate distribution \( G_0 \) and survivor function \( H_0 \); \( G_0(t) \equiv \Pr(C \leq t) \) and \( H_0(t) \equiv \Pr(C > t) \). Assume that \( T \) and \( C \) are independent; \( (T, C) \in \mathbb{R}^4 \) has distribution \( F_0 \times G_0 \). Let \( (T_i, C_i), i = 1, \ldots, n \) be \( n \) independent copies of \( (T, C) \). We observe the following many to one mapping \( \Phi \) of \( (T_i, C_i) \):

\[
Y_i \equiv \Phi(T_i, C_i) \equiv (T_i \wedge C_i, I(T_i \leq C_i)) \equiv (\tilde{T}_i, D_i),
\]

with components given by:

\[
\tilde{T}_{ij} = \min\{T_{ij}, C_{ij}\}, \quad D_{ij} = I(T_{ij} \leq C_{ij}), \quad j = 1, 2.
\]

In other words, the minimum and indicator are taken componentwise, so that \( \tilde{T}_i \in [0, \infty)^2 \) and \( D_i \in \{0, 1\}^2 \) are bivariate vectors. The observations \( Y_i \) are elements of \([0, \infty)^2 \times \{0, 1\}^2\) and \( Y_i \sim F_0 \times G_0 = (F_0 \times G_0) \Phi^{-1} \). We are concerned with estimation of \( S_0 \).

Each observation \( Y_i \) tells us that \((T_i, C_i) \in B(Y_i) \equiv \Phi^{-1}(Y_i) \subset \mathbb{R}^2 \times \mathbb{R}^2 \), where \( B(Y_i) = B(Y_i)_1 \times B(Y_i)_2 \) for the projections \( B(Y_i)_1 \subset \mathbb{R}^2 \) and \( B(Y_i)_2 \subset \mathbb{R}^2 \) of \( B(Y) \) on the \( T \) and \( C \) space, respectively. The kind of region \( B(Y_i)_1 \) for \( T_i \) (point, vertical half-line, horizontal half-line, quadrant) generates a classification of the observations \( Y_i = (\tilde{T}_i, D_i) \) in 4 groups:

**Uncensored.** If \( D_i = (1, 1) \), then the observation \( Y_i \) is called uncensored, and it tells us that \( T_i \in B(Y_i)_1 = \{\tilde{T}_i\} \). So \( T_i = \tilde{T}_i \).

**Singly censored.** If \( D_i = (0, 1) \) or \( D_i = (1, 0) \), then the observation \( Y_i \) is called singly censored. If \( D_i = (0, 1) \), then it tells us that \( T_i \in B(Y_i)_1 = \{\tilde{T}_{i1}, \infty\} \times \{\tilde{T}_{i2}\} \) (horizontal half-line), and if \( D_i = (1, 0) \) that \( T_i \in B(Y_i)_1 = \{\tilde{T}_{i1}\} \times \{\tilde{T}_{i2}, \infty\} \) (vertical half-line).
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Doubly censored. If \( D_i = (0, 0) \), then the observation \( Y_i \) is called doubly censored, and it tells us that \( T_i \in B(Y_i) = \{(\bar{T}_{i1}, \infty) \times (\bar{T}_{i2}, \infty)\} \) (upper quadrant).

The uncensored observations are the complete observations and the singly-censored and doubly censored are incomplete observations. An NPMLE solves the self-consistency equation (Efron, 1967, Gill, 1989) and a solution of the self-consistency can be found with the EM-algorithm (Dempster, Laird and Rubin, 1977, Turnbull, 1976), which does in fact nothing else than iterating the self-consistency equation. In the EM-algorithm each observation \( Y_i \) gets mass \( 1/n \) which it need to redistribute over \( B(Y_i)_1 \) in a self-consistent way. The incomplete observations \( Y_i \) need to get information from the observed \( T_i \) about how to redistribute their mass \( 1/n \) over \( B(Y_i)_1 \), and for this purpose they need complete observations in \( B(Y_i)_1 \); the EM-algorithm listens only to the observations with a region \( B(Y_j)_1 \) which has an intersection with \( B(Y_i)_1 \). It is only possible to have uncensored observations in \( B(Y_i)_1 \) if \( F_0(B(Y_i)_1) > 0 \), which is typically not true for the singly-censored observations; if \( F_0 \) is continuous, then the probability that \( T \) falls on a line is zero. Indeed it is well known that the NPMLE for continuous data is not consistent (Tsai, Leurgans and Crowley, 1986).

Many proposals for estimation of the bivariate survival function in the presence of bivariate censored data have been made. Because the usual NPMLE and self-consistency principle do not lead to a consistent estimator for continuous data, most proposals are explicit estimators based on representations of the bivariate survival function in terms of distribution functions of the data: among them Tsai, Leurgans and Crowley (1986), Dabrowska (1988, 1989), Burke (1988), the so called Volterra estimator of P.J. Bickel (see Dabrowska, 1988), Prentice and Cai (1992a, 1992b).

Prentice and Cai (1992a) proposed a nice estimator which is closely related to Dabrowska’s estimator except that this one also uses the Volterra structure of Bickel’s suggestion. Dabrowska’s multivariate product-limit estimator, based on a very clever representation of a multivariate survival function in terms of its conditional multivariate hazard measure, and the Prentice-Cai estimator have a better practical performance in comparison w.r.t. the Volterra, pathwise estimator and the estimator proposed in Tsai, Leurgans and Crowley (1986) (see Bakker, 1990, Prentice and Cai, 1992b, Pruitt, 1992, and chapter 8 of van der Laan, 1993d). It is expected that Dabrowska’s and Prentice-Cai’s estimators are certainly better than the other proposed explicit estimators. Besides, these two estimators are smooth functionals of the empirical distri-
buttions of the data so that such results as consistency, asymptotic normality, correctness of the bootstrap, consistent estimation of the variance of the influence curve, LIL, all hold by application of the functional delta method: see Gill (1992) and Gill, van der Laan and Wellner (1993) and van der Laan (1990). In Gill, van der Laan and Wellner (1993), here chapter 6, Dabrowska’s results about her estimator are reproved and new ones are added by application of the functional delta method and similar results are proved for the Prentice-Cai estimator. Moreover, it is proved that the Dabrowska and Prentice-Cai estimator are efficient in the case that $T_1, T_2, C_1, C_2$ are all independent.

All the estimators proposed above are ad hoc estimators which are not asymptotically efficient (except at some special points $(F, G)$). This is also reflected by the fact that most of these estimators put a non negligible proportion of negative mass to points in the plane (Pruitt, 1991a, Bakker, 1990).

Pruitt (1991b) proposed an interesting implicitly defined estimator which is the solution of an ad hoc modification of the self-consistency equation. Pruitt points out why the original self-consistency equation has a wide class of solutions and his estimator tackles this non-uniqueness problem in a very direct way by estimating conditional densities over the half-lines implied by the singly-censored observations. Uniform consistency, $\sqrt{n}$-weak convergence, and the bootstrap for his normalized estimator is proved in chapter 7 under some smoothness assumptions which are due to the fact that his estimator uses kernel density estimators. However this estimator is not asymptotically efficient (except at some special points) and its practical performance is (somewhat surprisingly) worse, except at the tail where one hardly finds uncensored observations, (as shown in chapter 8 of van der Laan (1993d)) than Dabrowska’s and Prentice and Cai’s estimators. In the case that the sampling distribution is smooth, Pruitt’s estimator appeared (as expected) to improve by using large bandwidths.

As noticed by Pruitt (1991) the inconsistency of the NPMLE is due to the fact that the singly-censored observations imply half-lines for $T$ which do not contain any uncensored observations. Based on this understanding we propose in section 2 to (slightly) interval censor the singly censored observations in the sense that we replace the uncensored component (say) $T_{1i}$ of the singly censored observations by the observation that $T_{1i}$ lies in a small predetermined interval around $T_{1i}$. These intervals are determined by a grid partition $\pi_h$ with a width $h = h_n$. Now, for these interval censored singly censored observations $Y_i^{h}$ the regions $B(Y_i^{h})_1$ are strips which contain with positive probability uncensored observations.
The interval censoring of the singly censored observations causes one problem. The joint likelihood for \( F \) and \( G \) does not factorize anymore in a \( F \)-term and \( G \)-term, which is due to the fact that the region for \((T, C)\) implied by the interval censored singly censored observations is not rectangular anymore. This tells us that for computing the NPMLE of \( F \) we also need to estimate \( G \) by maximizing over \( G \). Because of similar reasons as for the NPMLE of \( F \) the NPMLE of \( G \) will only be good if we do a symmetric reduction (lines should be strips for \( C \) as well as for \( T \)). In other words, an extra reduction of the data will be necessary. Because the involvement of \( G \) in computing the NPMLE \( F^h \) certainly complicates the analysis and it makes the estimator more computer intensive we decided to choose a reduction of the data which recovers the orthogonality (i.e. factorization of the likelihood), while at the same time, as will appear, not losing asymptotic efficiency. The further reduction is based on the insight that if \( G_0 \) is purely discrete on \( \pi^h \), then \( p^h_{\pi^h, G_0}(\cdot, d) \) factorizes, as shown in section 2. Hence if the actual \( G \) is discrete, then by choosing \( \pi^h \) (which can be done with probability tending to 1 if the number of observations converges to infinity) so that censoring variables lie on the grid \( \pi^h \) we still have factorization of the likelihood. If the actual \( G \) is not discrete, but we observe \( C_1, \ldots, C_n \), then we can discretize (to the left) these \( C_i \)'s to \( \pi^h \) on \( \pi^h \), 2) replace the original \( Y_i \)'s by \( \Phi(T_i, C_i^h) \), and 3) replace the singly-censored observations of \( \Phi(T_i, C_i^h) \) by interval singly-censored observations \( Y_i^h \). In this way, we constructed new observations \( Y_i^h \) for which the density factorizes in a \( F \) and \( G \) part.

This further reduction leads also to a good practical estimator as appears in the simulations in chapter 8 of van der Laan (1993d); its performance for a small value of \( h \) is better than Dabrowska's, Prentice and Cai's and Pruitt's estimator, except at the tail, and under complete independence of \( T_1, T_2, C_1, C_2 \). We show that if \( h_n \to 0 \) at a rate slower than \( n^{-1/18} \), then the estimator is asymptotically efficient and if \( h \) is fixed, then one still has an asymptotically normal estimator with an asymptotic variance arbitrarily close (small \( h \)) to the asymptotic optimal variance. Our derived lower bound is purely of theoretical value since it shows the existence of rates \( h = h_n \) for which the estimator is efficient, but quicker rates will also provide efficient estimators. Obtaining theoretical insight about the precise rate at which \( h_n \) should converge to zero if \( n \to \infty \) is very hard and not very useful because constants are not available. Simulations show that if \( n = 200 \), and the range of the observations is transformed back to \([0, 1] \times [0, 1] \), then choosing the width of the strips equal to \( h = 0.02 \) gives a very good estimator; so a few observations in each strip
is already effective. The estimator gets essentially worse if we increase $h$ independent of the smoothness of $(F, G)$. This bandwidth behavior is explained as follows. A large $h$ means a large reduction of the data and hence an increase in asymptotic variance. On the other hand, we needed a $h > 0$ so that the EM-algorithm is able to use the uncensored observations in the strips around the singly-censored half-lines for obtaining a redistribution of mass $1/n$ over the half-lines. However, our primary interest is not the distribution over the half-line, but the survival function itself (which integrates over the distributions over the half-lines), which explains that a smaller bandwidth than the one advised by density estimation literature will suffice. In practice, a sensible method for programming a sensible grid $\pi^h$ would be to set the width for the horizontal axis equal to a fixed proportion of the cross-validated bandwidth $h^*_1$ using the observed $T_{ii}$’s and similarly compute the vertical width.

If we do not observe $C_i$, then we can draw a $C'_i$ from a conditional distribution of $C$, given $C \in B(Y_i)_2$, and consider these simulated $C'_i$ as the observed $C_i$’s above. For example, if we observe that $C_{ii} \in (T_{ii}, \infty)$ we set $C'_{ii} = T_{ii} + U_i$, where $U_i$ is a realization from a known distribution on $(0, \tau]$. Then $Y'_i = \Phi(T_i, C'_i) = Y_i$, but we now observe $C'_i$. $C'_i$, $i = 1, \ldots, n$, are still i.i.d., but $C'_i$ depends on $T_i$ only through $Y_i$. However, if the density of $C$, given $T = t$, depends only on $T$ through $Y = \Phi(C, T)$, then the censoring mechanism satisfies coarsened at random (see Heitjan, Rubin, 1991) which implies that the density of $Y$ still factorizes, where the $F$ part of the density of $Y'$ is still the same as the $F$ part of the density of $Y$, i.e. where $C$ and $T$ are independent. Consequently, we have that the efficient influence function for estimating $F$ based on $Y'_i$ equals the efficient influence function for estimating $F$ based on $Y_i$. Hence, if we construct an estimator of $F$ based on $(C'_i, Y'_i)$ which is efficient, then it is also efficient for the original data $Y_i$. In other words, without any loss we arranged that we have available a set of observed $C'_i$’s. However, because of the dependence between $C'$ and $T$ the likelihood does not factorize anymore for the data $\Phi(T, C'_i)$ based on the discretized $C'_i$ so that our proposed estimator is not a NPMLE for the interval censored $\Phi(T, C'_i)$ and hence has a bias. On the other hand, we let $h$ converge to zero when the numbers of observations converge to infinity so that this bias converges to zero. Therefore, we conjecture (no proof) that our estimator based on these simulated $C'$ is asymptotically efficient if $h = h_n$ converges to zero at an appropriate rate (not too slow and not too quick). In the sequel it will be assumed that the $C_i$’s are observed or that $G_0$ is discrete.

We will call the MLE based on a reduction, or call it a slight transformation,
of the data a “Sequence of Reductions”-MLE and will abbreviate it with SOR-MLE. It is a general way to repair the real NPMLE in problems where the real NPMLE does not work. If one understands why the usual NPMLE does not work, then one can hope to find a natural choice for the transformation of the data. Moreover, if we do not lose the identifiability, we have for a fixed transformation consistency, asymptotic normality and efficiency of the NPMLE among estimators based on the transformed data; while we obtain efficiency by letting amount of reduction of the data converge to zero slowly enough if \( n \) converges to infinity.

In the next section we will define, in detail, the SOR-MLE for the bivariate censoring model. In section 3 we will give an outline of the efficiency proof, which is based on an identity for the SOR-MLE which holds in general for convex models which are linear in the parameter (van der Laan, 1993a). This identity lies a direct link between efficiency of the SOR-MLE and properties of the efficient influence function corresponding with the data \( Y_k \). In section 4 we prove the ingredients of this general proof. The crucial lemmas of this section are proved in section 6. We summarize the results in section 5.

4.2 SOR-MLE for the bivariate censoring model.

Our original data is given by:

\[
(\bar{T}_i, D_i) = \Phi(T_i, C_i) \sim P_{F_0, G_0}(\cdot, \cdot), \quad i = 1, \ldots, n.
\]

Let \( P_{11}(\cdot) = P_{F_0, G_0}(T \leq \cdot, D = (1,1)) \) be the subdistribution of the (doubly) uncensored observations and similarly let \( P_{01}, P_{10} \) and \( P_{00} \) be the subdistributions corresponding with \( D = (0,1), D = (1,0) \) and \( D = (0,0) \), respectively. Then

\[
P_{F_0, G_0}(\cdot, D = d) = P_{11}(\cdot)I(d = (1,1)) + P_{01}(\cdot)I(d = (0,1)) + P_{10}(\cdot)I(d = (1,0)) + P_{00}(\cdot)I(d = (0,0)),
\]  

(4.1)

Let \( f_0 \equiv dF_0/d\mu \) for some finite measure \( \mu \) which dominates \( F_0 \). Similarly, let \( G_0 \ll \nu \) with density \( g_0 \). \( S_0(x_1, \cdot) \) generates a measure on \( \mathbb{R}_{\geq 0} \). This measure is absolutely continuous w.r.t. \( \mu((x_1, \infty), \cdot) \); the marginal of the measure \( \mu \) restricted to \( (x_1, \infty) \times \mathbb{R}_{\geq 0} \). Now, we define \( S_{02}(x_1, x_2) \equiv -S_0(x_1, dx_2)/\mu((x_1, \infty), dx_2) \) as the Radon-Nykodim derivative and similarly we define \( S_{01}(x_1, x_2) \equiv -S_0(dx_1, x_2)/\mu(dx_1, (x_2, \infty)) \), \( H_{01}(x_1, x_2) \equiv -H_0(dx_1, x_2)/\nu(dx_1, (x_2, \infty)) \).
and \( H_{02}(x_1, x_2) \equiv -H_0(x_1, dx_2)/\nu((x_1, \infty), dx_2) \). Then the density \( p_{F_0, G_0} \) of \( P_{F_0, G_0} \) w.r.t. \((\mu \times \nu)\Phi^{-1}\) is given by

\[
p_{F_0, G_0}(x, d) = f_0(x)H_0(x)I(d = (1, 1)) + S_0(x)H_{02}(x)I(d = (1, 0)) \]
\[
+ S_0(x)H_{01}(x)I(d = (0, 1)) + S_0(x)g_0(x)I(d = (0, 0)) \]
\[
\equiv p_{11}(x)I(d = (1, 1)) + p_{10}(x)I(d = (1, 0)) \]
\[
p_{01}(x)I(d = (0, 1)) + p_{00}(x)I(d = (0, 0)) \]
\[
= \sum_{\delta \in \{1, 0\}^2} p_\delta(x)I(d = \delta).
\]  

(4.2)

Suppose that we observe \( C_i \) and \((\tilde{T}_i, D_i), i = 1, \ldots, n\). We will transform \((\tilde{T}_i, D_i)\) and base our NPMLE on the transformed data. The transformation depends on a grid. For this purpose let \( \pi^h = (u_k, v_l)^h \) be a nested grid in \( h = h_n \) of \([0, \tau]\) which depends on a scalar \( h = h_n \) in the following way: \( \epsilon h_n < u_{k+1} - u_k < M h_n \), where \( \epsilon \) and \( M \) are independent of \( n, k \), and similarly for \( v_{l+1} - v_l \). With nested we mean that the grid points of \( \pi_{hn} \) are a subset of the grid-points of \( \pi_{hn+m} \) (we use this in order to make martingale arguments work for conditional expectations, given increasing sigma-fields) In other words, the grid must have a width between \( \epsilon h_n \) and \( M h_n \). This tells us that the grid \( \pi^h \) has (in order of magnitude) \( 1 / h_n^2 \) points \((u_k, v_l)\). Let \( \mathcal{R}_{k,l} \equiv (u_k, u_{k+1}] \times (v_l, v_{l+1}] \).

Move each \( C_i \) to the left lower corner \((u_k, v_l)\) of the rectangle \( \mathcal{R}_{k,l} \) of \( \pi^h \) which contains \( C_i \). Denote these discretized \( C_i \) with \( C_i^h \). Then \( C_i^h \sim G_h \) where \( G_h \) is the step function with jumps on \( \pi^h \) corresponding with \( G_0 \):

\[
P(C^h = (u_k, v_l)) = \int_{\mathcal{R}_{k,l}} dG_0(c).
\]

Consider now the \( n \) i.i.d. observations

\[
Y_i(T_i, C_i^h) = \Phi(T_i, C_i^h) \sim P_{F_0, G_h}.
\]

Notice that we are able to observe these \( Y_i(T_i, C_i^h) \) because for this we only need to know \( Y_i(T_i, C_i) \). If \( h = h_n \) converges to zero, then one the distribution of \( \Phi(T, C^h) \) converges to the distribution of \( \Phi(T, C) \).

For convenience we will denote \( \Phi(T_i, C_i^h) \) with \( Y_i = (\tilde{T}_i, D_i) \), again, and still use the notation \( p_{11}, p_{10}, p_{01}, p_{00} \), suppressing the dependence on \( h \), but we have to realize that all censored \( \tilde{T}_{i,l} \) equal \( u_k \) for some \( k \) and \( \tilde{T}_{i,l} \) equal \( v_l \) for some \( l \). Now, we can define the reduced data \( (\tilde{T}_i, D_i)^h \) which we will use for our estimator:

\[
Y_i^h = (\tilde{T}_i, D_i)^h = \Phi^h(T_i, C_i^h) \equiv 1d^h((\tilde{T}_i, D_i)) = 1d^h(\Phi(T_i, C_i^h)),
\]
where \( \text{Id}^h \) is a many to one mapping on the data \((\hat{T}_i, D_i)\) which is defined as follows.

\[
\text{Id}^h(\hat{T}, D) = \hat{T}, D \quad \text{if} \quad D = (1, 1) \\
\text{Id}^h(\hat{T}, D) = (u_i, \hat{T}_2), D \quad \text{for} \quad u_i \text{ s.t.} \quad \hat{T}_1 \in (u_i, u_{i+1}] \quad \text{if} \quad D = (1, 0) \\
\text{Id}^h(\hat{T}, D) = (v_j, \hat{T}_2), D \quad \text{for} \quad v_j \text{ s.t.} \quad \hat{T}_2 \in (v_j, v_{j+1}] \quad \text{if} \quad D = (0, 1) \\
\text{Id}^h(\hat{T}, D) = (\hat{T}, D) \quad \text{if} \quad D = (0, 0).
\]

Notice that \( \text{Id}^h \) equals the identity for the uncensored and doubly censored observations and it groups all singly-censored observations \((T_1, C_2, I(T_1 \leq C_1) = 1, I(T_2 \leq C_2) = 0)\) with \(T_1 \in (u_k, u_{k+1}]\) to one observation and similarly with the singly-censored observations with \(D = (0, 1)\). We used the notation \( \text{Id}^h \) (Id from Identity) because for \( h \to 0 \) (in other words, if the partition gets finer) this transformation converges to the identity mapping. We will still call the \( Y^h \) with \( D = (1, 0) \) and \( D = (0, 1) \) singly censored observations, in spite of the fact that they are really censored singly censored observations. \( Y^h \) are i.i.d. observations with a distribution which is indexed by the (same as for \( Y_i \)) parameters \( F_0 \) and \( G_h \).

To be more precise, we have

\[ Y^h \sim P^h_{F_0, G_h}(\cdot, \cdot), \]

where

\[
P^h_{F_0, G_h}(x, D = d) = P_{11}(\cdot)I(d = (1, 1)) + P_{01}(\cdot)I(d = (0, 1)) \\
+ P^h_{10}(\cdot)I(d = (1, 0)) + P^h_{00}(\cdot)I(d = (0, 0)),
\]

(4.3)

where the density \( P^h_{F_0} \) of \( P^h_{F_0, G_h} \) w.r.t. \((\mu \times \nu_h)\Phi^h \), \( \nu_h \) being the counting measure on \( \pi_h \), is given by:

\[
\begin{align*}
p_{11}(y_1, y_2) &= f_0(y_1, y_2)H_h(y_1, y_2) \\
p_{00}(v_k, v_l) &= S_0(v_k, v_l)g_h(v_k, v_l),
\end{align*}
\]

and

\[
\begin{align*}
p^h_{01}(v_k, v_l) &= \int_{(v_l, v_{l+1}]} p_{01}(v_k, y_2)\mu((v_k, \infty), dy_2) \\
&= \int_{(v_l, v_{l+1}]} S_0(v_k, y_2)H_01(v_k, v_l)\mu((v_k, \infty), dy_2) \\
&= F_0((v_k, \infty), (v_l, v_{l+1}])H_01(v_k, v_l).
\end{align*}
\]

Similarly, \( p^h_{10}(u_k, y_2) = S_01((u_k, u_{k+1}], v_l)H_{02}(v_k, v_l) \). Notice that \( p^h_0(\cdot, d), d \neq (1, 1) \), is discrete on \( \pi_h \). The independence between \( C_h \) and \( T \) and the fact
that \( C_h \) is discrete on \( \pi_h \) implied that the density \( p_{F_0}^h(\cdot, d) \) also factorized for \( d = (1, 0) \) and \( d = (0, 1) \).

Let \( P_h \) be the empirical distribution function based on \( n \) i.i.d. \( Y_h^i (T_i, C_i^h) \sim P_{F_0, G_h} \), which is the distribution of the data corresponding with \( T \sim F_0 \), \( C \sim G_h \), where \( G_h \) is discrete on the grid \( \tau_h \), and the singly censored observations are interval censored by \( I_d^h \) (i.e. halflines are grouped to strips). Let \( \{x_1, \ldots, x_{m(n)}\} \) consist of the uncensored \( T_i \) and one point of each \( B(Y_j^i) \), which does not contain uncensored \( T_i \). Let \( \mu_n \) be the counting measure on \( \{x_1, \ldots, x_{m(n)}\} \). Now, we let \( \mathcal{F}(\mu_n) \) be the set of all distributions which are absolutely continuous w.r.t. \( \mu_n \).

We define our SOR-MLE \( F_n^h \) of \( F_0 \) which we will analyze;

\[
F_n^h = \arg \max_{F \in \mathcal{F}(\mu_n)} \int \log(p_{F, G_h}^h) dP_n^h,
\]

where the maximum can be determined without knowing \( G_h \) by maximizing the term which only depends on \( F \). We define \( S_n^h \) as the survival function corresponding with \( F_n^h \).

### 4.2.1 Existence and uniqueness of the SOR-MLE and EM-equations.

In lemma 3.1 for a general class of missing data models it is proved that the MLE over all \( F \) with support \( \{x_1, \ldots, x_{m(n)}\} \) exists and is unique, if the following two assumptions hold: \( H_0 > \delta > 0 \) \( F_0 \) a.e. and \( F_0(B(Y_1^i)) > 0 \) for all censored \( Y_i^h \) \( (D = (1, 0), D = (0, 1), D = (0, 0)) \). This holds if all data lives on a rectangle \( [0, \tau] \subset \mathbb{R}_{\geq 0} \), where \( \tau \) is such that \( H_0(\tau) > 0 \), \( S_0(\tau) > 0 \), \( F_0(\tau) = 1 \), \( F_0(T_i \in [u_i, u_{i+1}], T_2 > \tau_2) > 0 \) and \( F_0(T_1 > \tau_1, T_2 \in [v_j, v_{j+1}]) > 0 \) for all grid points \( (u_i, v_j) \). By making all observations \( T_i \in [0, \tau] \) uncensored at the projection point on the edge of \( [0, \tau] \) we obtain truncated observations with distribution \( P_{F_0, G_h}^h \), where \( P_0^h \) equals \( F_0 \) on \( [0, \tau] \), but puts all \((=1)\) its mass on \([0, \tau]\). This means that our efficiency result proves efficiency for data reduced to \([0, \tau] \). For obtaining full efficiency we can let \( \tau = \tau_n \) converge slowly enough to infinity for \( n \to \infty \). In our analysis this will mean an extra singularity of magnitude \( 1/H(\tau_n) \) and therefore our analysis can be straightforwardly extended to this case.

Let \( g \in L^2(F_n^h) \) have finite supnorm. We will use the notation \( F(g) = \int g dF \). We have that \( dF_{n,\epsilon}^h = (1 + \epsilon(g - F_n^h(g))) dF_n^h \), \( \epsilon \in (-\delta, \delta) \), \( \delta > 0 \) small enough, is a one-dimensional submodel through the MLE \( dF_n^h \) and hence by
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The definition of $F^h_n$

$$
\epsilon \rightarrow \int \log(p_{P_{\pi_n}^h, G_n}^h) dP_n^h
$$

is maximized at $\epsilon = 0$. Consequently, the derivative of this real valued function on $(-\delta, \delta)$ at $\epsilon = 0$ equals zero so that exchanging integration and differentiation provides us with:

$$
P_n^h(A_{P_n^h}(g - F_n^h(g)) = 0 \text{ for all } g \in L^2(F_n^h), \text{ with } ||g||_\infty < \infty, \quad (4.5)
$$

where the so called score operator $A_n^h$ for a distribution function $F$ is given by:

$$
A_n^h : L^2(F) \rightarrow L^2(P_n^h, G_n) : g \mapsto E_F(g(T) \mid Y^h).
$$

The form of the score operator follows from the general fact that the score operator in missing data models equals the conditional expectation operator (see Gill, 1989, Bickel, Ritov, Klaassen, Wellner, 1993, section 6.6). In particular, by setting $g(T) = \mathcal{I}(0, t)$ in (4.5) one obtains the well known self-consistency equation (Efron, 1967):

$$
F_n^h(t) = \frac{1}{n} \sum_{i=1}^{n} P_{T_i}^h(T \leq t \mid Y_i^h), \quad t \in [0, T], \quad (4.6)
$$

where $P_F(T \leq t \mid Y^h) = P_F(T \leq t \mid T \in B(Y^h)_1)$, where $B(Y^h)_1$ is a point, horizontal strip, vertical strip, or an upper quadrant, where the strips and quadrants start at the grid points. The SOR-MLE $F_n^h$ is computed by iterating this equation with an initial estimator of $F$ which puts mass on each point of the support of $F_n^h$. The self-consistency equation tells us that $F_n^h$ puts at least mass $1/n$ on each uncensored observation, which provides us with the following useful bound: for each set $A$:

$$
F_n^h(A) \geq P_{\pi_n}^h(A). \quad (4.7)
$$

4.3 Outline of the efficiency proof.

Firstly, we define the models corresponding with the data $Y^h$ and $Y$. Let $\mathcal{F}$ be the set of all bivariate distributions on $[0, \infty)$ and $\mathcal{F}_h$ be the set of all possible bivariate distributions $G_h$ which live on $\pi^h$. Then the model corresponding with $Y^h$ (see (4.3)) is given by

$$
\mathcal{M}_h \equiv \{P_{F, G}^h : F \in \mathcal{F}, G_h \in \mathcal{F}_h\}
$$

and the model corresponding with $Y$ (see (4.1)) by

$$
\mathcal{M} \equiv \{P_{F, G} : F, G \in \mathcal{F}\}.
$$
Let $D[0, \tau]$ be the space of bivariate cadlag functions on $[0, \tau]$ as defined in Neuhaus (1971). We are interested in estimating the parameter 

$$\mathcal{M}_h \rightarrow D[0, \tau] : \vartheta_h(P_{F,G}) = S.$$ 

Similarly, we define 

$$\mathcal{M} \rightarrow D[0, \tau] : \vartheta(P_{F,G}) = S.$$ 

To begin with we will prove pathwise differentiability of these parameters (see e.g. BKRW, 1993, chapter 3, van der Vaart, 1988).

Let $S(F)$ the class of lines $\epsilon F_1 + (1 - \epsilon) F$, $F_1 \in \mathcal{F}$, with score $h = d(F_1 - F)/dF \in L^2_{[0]}(F)$, through $F$. By convexity of $\mathcal{F}$ this is a class of submodels. Let $S(F) \subset L^2_{[0]}(F)$ be the corresponding tangent cone (i.e. set of scores). It is easily verified that the tangent space $T(F)$ (the closure of the linear extension of $S(F)$) equals $L^2_{[0]}(F)$. Each submodel of $S(F)$ with score $g$ will be denoted with $\mathcal{M}_{F,G}$. The score of the one dimensional submodels $P_{F,G} \subset \mathcal{M}_h$, $g \in S(F)$, is given by $A_{A'_h}(g)$ where $A_{A'_h}$ is called the score operator:

$$A_{A'_F}(F) \rightarrow L^2(P_{F,G}) : A_{A'_h}(g)(Y^h) = E(F(g(T) | Y^h),$$

which is a well known result which holds in general for missing data models (van der Vaart, 1988, Gill, 1989, BKRW, 1993, section 6.6). The score operator $A_{A'_F}$ for the one dimensional submodels $P_{F,G} \subset \mathcal{M}_h$, $g \in S(F)$, is given by:

$$A_{A'_F}(F) \rightarrow L^2(P_{F,G}) : A_{A'_F}(g)(Y) = E(F(g(T) | Y).$$

Let $G_{h,\cdot, G_1} \subset \mathcal{M}_h$ be a line through $G_h$ with score $g_1$. Because of factorization of $p_{F,G_1}(y)$ and $p_{F,G}(y)$ the scores $B_{G_1}(g_1)$ of $P_{F,G_1,\cdot, G_1}$ and the scores $B_{G}(g_1)$ of $P_{F,G_1,\cdot, G_1}$ are orthogonal to the range of $A_{A'_F}$ and $A_{A'_F}$, respectively.

Lemma 3.2 says that the adjoint of $A_{A'_F}$ is given by

$$A_{A'_F}(F) \rightarrow L^2(P_{F,G}) : A_{A'_F}^*(v)(T) = E(v(T) | Y)$$

and similarly that the adjoint of $A_{A'_F}$ is given by:

$$A_{A'_F}(F) \rightarrow L^2(P_{F,G}) : A_{A'_F}^*(v)(T) = E(F_{G_1}(v(Y^h) | T).$$

Hence the corresponding information operator $I_{A'_F} = A_{A'_F}^* A_{A'_F} : L^2(F) \rightarrow L^2(F)$ is defined by:

$$I_{A'_F}(g)(X) = E_{F,G_1}(E_{F,G_1}(g(X) | Y^h) | X).$$

If $H > \delta > 0$, then it is trivially verified that $\|A_{A'_F}(h)\|_{P_{\delta}} > \sqrt{\delta}\|h\|_{P_{\delta}}$. Now, application of lemma 3.2 tells us that this implies that $I_{A'_F} : L^2(F) \rightarrow L^2(F)$ has a bounded inverse, uniformly in $F \in \mathcal{F}$. And the same result holds for $I_{F} : L^2(F) \rightarrow L^2(F)$. This proves:
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Lemma 4.1 Let $I_{F,G} = A_F^T A_F : L^2(F) \rightarrow L^2(F)$ be the information operator for $\mathcal{M}$. We have: If $H > \delta > 0$ $F$-a.e., for certain $\delta > 0$ then $I_{F,G}$ has bounded inverse $I_{F,G}^{-1}$ with norm smaller than $1/\delta$ and is onto. The same holds for the information operator $I_{\mathcal{M}_h, F,G_h} : L^2(F) \rightarrow L^2(F)$ for $\mathcal{M}_h$ with inverse $I_{\mathcal{M}_h, F,G_h}^{-1}$, where the bound is uniform in $h$.

Let $b_t : D[0, t] \rightarrow \mathbb{R}$ be defined by $b_t F = F(t)$. Define $\kappa_t \equiv I_{t, \infty} - S(t)$. For each one dimensional submodel $P_{F,F,G_h}^{b_h}$, we have

$$
\frac{1}{\epsilon} \left( b_t \theta_h (P_{F,F,G_h}^{b_h}) - b_t \theta_h (P_{F,F,G_h}^{b_h}) \right) = \int_{(t, \infty)} g dF \\
= (I_{t, \infty} - S(t), g)_F \\
= (\kappa_t, g)_F \\
= (I_{F}^{b_h} I_{\mathcal{M}_h}^{b_h} (\kappa_t), g)_F \\
= (A_F^{b_h} I_{\mathcal{M}_h}^{b_h} (\kappa_t), A_F^{b_h} (g))_{P_{F,G_h}^{b_h}} \\
= (A_F^{b_h} I_{\mathcal{M}_h}^{b_h} (\kappa_t), A_F^{b_h} (g) + B_G^{b_h} (g_1))_{P_{F,G_h}^{b_h}},
$$

where we used the orthogonality of the scores at the last step. The same holds for $\theta$ and $P_{F,G}$ without $h$. This proves by definition (see e.g. BKRW, 1993) that for each $t \in [0, \tau]$, $b_t \theta_h$ is pathwise differentiable at $P_{F,G_h}^{b_h}$ for each one dimensional submodel $P_{F,F,G_h}^{b_h}$ at $P_{F,G_h}^{b_h}$ with efficient influence function (suppressing the $G$ in the notation) given by:

$$
\tilde{T}^b(F, t)(\cdot) = A_F^{b_h} I_{\mathcal{M}_h}^{b_h} (\kappa_t)(\cdot).
$$

(4.8)

And similarly for $\theta$ at $P_{F,G}$ with

$$
\tilde{T}(F, t)(\cdot) = A_F I_F^{b_h} (\kappa_t)(\cdot).
$$

(4.9)

Notice that these are the same efficient influence curves as we would have found in the models where $G = G_0$ would have been known. In the sequel $G_0$ does not vary and therefore we can skip the $G$ in the notation; $P_{F,G}^{b_h} \equiv P_{F,G_h}^{b_h}$ and $P_F \equiv P_{F,G_0}$, $I_F = I_{F,G}$ etc.

Our goal is to prove efficiency of $S_{T, h}$ as an estimator of $\theta(P_{F,G}) = S_0$. It should be remarked that for fixed $h$ application of theorem 3.3 provides us under the assumptions as stated in section 2.1, by simple verification, with efficiency of $S_{T, h}$ among estimators based on the data $Y_i^h$, $i = 1, \ldots, n$, as an estimator of $\theta_h (P_{F,G}) = S_0$. However, we want more than efficiency for a fixed reduction. For this purpose we will follow the same analysis as followed for the general class of missing data models, except that we look carefully what happens if $h_n \rightarrow 0$ when the number of observation converges to infinity.
It works as follows: The model $M_h$ is convex and the $F \to P^h_F$ is linear. Theorem 2.2 says now that we have the following identity; for each $t \in [0, \tau]$ we have

$$S_1(t) - S_0(t) = -\int \bar{P}^h(S_1, t) dP^h_{F_0},$$

for all $F_1$ with $F_0 \ll F_1$ and $dP_0/dF_1 \in L^\infty_0(F_1)$. So in particular this identity holds for

$$S^h_n(\alpha) = \alpha S_0 + (1 - \alpha) S^h_n, \ \alpha \in (0, 1],$$

which provides us with the identity:

$$S^h_n(\alpha)(t) - S_0(t) = -\int \bar{P}^h(S^h_n(\alpha), t) dP^h_{F_0}, \ \alpha \in (0, 1]. \quad (4.10)$$

Notice now that $S^h_n(\alpha) - S^h_n = \alpha(S^h_n - S_0)$. If $\alpha \to 0$ the left-hand side of (4.10) converges to $S^h_n(t) - S_0(t)$ and it has been verified for the general class of missing data models that the right-hand side converges to $-\int \bar{P}^h(S^h_n, t) dP^h_{F_0}$; in fact in our proof we show that $\int (\bar{P}^h(S^h_n, t) - \bar{P}^h(S_0, t))^2 dP^h_{F_0} \to 0$ which basically proves this much weaker result (notice that $S^h_n(\alpha)$ converges to $S^h_n$ w.r.t. each norm). It follows that we have the following identity:

$$S^h_n(t) - S_0(t) = -\int \bar{P}^h(S^h_n, t) dP^h_{F_0}. \quad (4.11)$$

It remains to verify:

**Efficient score equation.** For all $t \in [0, \tau]$

$$\int \bar{P}^h(F^h_n, t) dP^h_n = 0.$$

The score equations (4.5) tell us that it suffices to prove that $I^{-1}_{F^h_n}(I(t, \infty))$ has finite supnorm. This is proved by lemma 4.12 in section 6 of this chapter.

The efficient score equation and the identity (4.11) provide us with the crucial identity

$$S^h_n(t) - S_0(t) = \int \bar{P}^h(F^h_n, t) d(P^h_n - P^h_{F_0}). \quad (4.12)$$

**Empirical process condition.** Now, we will show for an appropriate rate $h_n \to 0$ that

$$\sup_{t \in [0, \tau]} \left| \int \left( \bar{P}^h(F^h_n, t) - \bar{P}^h(F_0, t) \right) d(P^h_n - P^h_{F_0}) \right| = o_{P^h_{F_0}} (1/\sqrt{n}).$$
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This condition requires a lot of hard work (done in section 4 and 7). The reason for this is that we are not able to prove that \( \widehat{I}(F_0, t) \) has any nice properties, except that it exists as an element in \( L^0_0(P_{F_0}) \), due to the very complicated form of the information operator \( I_{F_0} \). Therefore \( \widehat{I}^h(F_n^h, t) \) cannot be shown to be an element of a fixed Donsker-class when \( h_n \to 0 \). In other words the \( P \)-Donsker class and \( \rho \)-consistency condition as used in the proof for the general class of missing data models in chapter 3 do not help us here. More sophisticated conditions are needed. The technique will be to determine how quickly \( \widehat{I}^h(F_n^h, t) \) looses its Donsker class properties for \( h_n \to 0 \) and then to use (4.12) in order to obtain a rate for \( \|S_n^h - S_0\|_\infty \) so that terms can be shown to converge to zero if \( h_n \to 0 \) slowly enough.

The empirical process condition provides us with (see e.g. Pollard, 1990)

\[
S_n^h(t) - S_0(t) = \int \widehat{I}^h(F_0, t) d(P_n^h - P_{F_0}) + o_{P_{F_0}}(1/\sqrt{n}),
\]

where the remainder holds uniformly in \( t \).

Approximation condition. Finally, we need to show

\[
\int \widehat{I}^h(F_0, t) d\sqrt{n}(P_n^h - P_{F_0}) \overset{D}{\to} N(0, \sigma^2(\widehat{I}(F_0, t))).
\]

Notice that the left-hand side is a sum of i.i.d. random variables given by:

\[
1/\sqrt{n} \sum_{i=1}^{n} X_i^h(t) \quad \text{where} \quad X_i^h(t) \equiv \widehat{I}^h(F_0, t)(Y_i).
\]

By Bickel and Freedman (1981) we have that if for \( h = h_n \to 0 \) \( X_i^h(t) \overset{D}{\to} X_i(t) \) and \( \text{Var}(X_i^h(t)) \to \text{Var}(X_i(t)) \), then this sum converges weakly to a normal distribution with mean zero and variance equal to \( \text{Var}(X_i(t)) \). These two conditions are proved by lemma 4.8.

We also show the approximation condition for the case that we consider the left and right-hand side as a random element of a \( L^2 \)-space of functions in \( t \), which provides us with pointwise and \( L^2 \)-efficiency.

4.4 Proof of efficiency of SOR-MLE.

Recall the assumptions made in section 2.1: in particular \( F_0(\tau) = 1 \) and hence \( P_{F_0}^h(\cdot, d) \) lives on \([0, \tau]\). In all statements the width (of grid) \( h \) converges to zero for \( n \to \infty \); the problem is to find a lower bound for the rate at which \( h \) should converge to zero.
4.4.1 Uniform consistency of $F_n^h$ for $h_n \to 0$.

The starting point of the analysis is (4.12). The indicators are a uniform Donsker class. This tells us that $\sup_h \|P_n^h - P_{F_0}^h\|_\infty = O_P(1/\sqrt{n})$.

A real valued function on $[0, \tau] \subset \mathbb{R}^2$ is called to be of bounded uniform sectional variation if the variations of all sections ($s \to f(s,t)$ is a section of the bivariate function $f$) and of the function itself is uniformly (in all sections) bounded. The corresponding norm is denoted with $\|\cdot\|_s^\ast$. Recall from chapter 1 that the class of functions with uniform sectional variation smaller than $M < \infty$ is a uniform Donsker class and that if $f > \delta > 0$, then $\|1/f\|_s^\ast \leq M\|f\|_s^\ast$ for some $M < \infty$ which does not depend on $f$ (Gill, 1993). We have:

**Lemma 4.2** (Uniform sectional variation of efficient influence curve). Let $E_{t,F}^h(1,0) \equiv (u_k, u_{k+1}) \times [v_l, \infty)$ be the vertical strips of $\pi^h$ and $F_{t,F}^h(0,1)$ be the horizontal strips. Suppose that the grid $\pi^h$ is so that $F_0(E_{t,F}^h) > \delta h_n$ for certain $\delta > 0$. Let $r_1(h_n) = 1/n^{3/2}$.

For all $d \in \{0,1\}^2$ we have that for some $M < \infty$ $\tilde{T}^h(F_n^h, t)(\cdot,d) \in D[0,\tau]$ and

$$\sup_{t \in [0,\tau]} \|\tilde{T}^h(F_n^h, t)(\cdot,d)\|_s^\ast \leq M r_1(h)$$

with probability tending to 1.

**Proof.** See section 6.

Consider an integral $\int F_1 dH_1$ where $F_1 \in D[0,\tau]$ and $H_1 \in D[0,\tau]$ are bivariate real valued cadlag functions which are of bounded uniform sectional variation. By integration by parts lemma 1.3 we can bound it by $C\|H_1\|_{\infty}\|F_1\|_{s}^\ast$. Because $\tilde{T}^h(F_n^h, t)(\cdot,d)$ generates a signed measure we can apply this to (4.12) with $F_1 = \tilde{T}^h(F_n^h, t)(\cdot,d)$ and $H_1 = (P_n^h - P_{F_0}^h)(\cdot,d)$ and apply lemma 4.2 to $F_1$. This proves the following lemma:

**Lemma 4.3** (Uniform consistency). Under the assumption of lemma 4.2 we have:

$$\|F_n^h - F_0\|_{\infty} = O_P \left( \frac{r_1(h_n)}{\sqrt{n}} \right) = O_P \left( \frac{1}{\sqrt{n}h_n^{3}} \right).$$

So if $h \to 0$ slower than $n^{-1/3}$, then $F_n^h$ is uniformly consistent (also for $h$ is fixed).

4.4.2 Empirical process condition.

Define $Z_n^h \equiv \sqrt{n}(P_n^h - P_{F_0}^h)$ and $f_n^h(t) \equiv \tilde{T}^h(F_n^h, t) - \tilde{T}^h(F_0, t)$. We will show that $\int f_n^h dZ_n^h$ converges to zero uniformly in $t$ with probability tending to 1. By
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using that \( ||f_n^h - F_0||_\infty = O_P \left( r_1(h_n)/\sqrt{n} \right) \) (lemma 4.3) we are able to show that:

**Lemma 4.4** (Supnorm convergence of efficient influence curve). Under the assumption of lemma 4.2 we have for all \( d \in \{1, 0\}^2 \), with \( r_2(h_n) = 1/h_n^3 \):

\[
||f_n^h(\cdot, d)||_\infty = O_P \left( r_1(h_n)r_2(h_n)/\sqrt{n} \right) = O_P \left( 1/\sqrt{n}h_n^0 \right).
\]

**Proof.** See appendix.

**Analysis of the uncensored term.** Let’s first analyze \( \int f_{n1}^h I(d = (1, 1))dZ_n^h \).

Recall that \( Z_n^h I(d = (1, 1)) = Z_n I(d = (1, 1)) = \sqrt{n}(P_{11}^d - P_{11}) \), where \( P_{11} \Rightarrow f_0H_h \). We will assume that \( F_0 = F_0^d + F_0^c \), where \( F_0^c \) is absolute continuous w.r.t. the Lebesque measure with continuous density which is bounded away from zero and \( F_0^d \) is purely discrete with finite support. Then we can decompose \( P_{11} = P_{11}^d + P_{11}^c \), where \( P_{11}^d = f_0^d H_h \) is purely discrete on the finite number of support points of \( F_0^d \) and \( P_{11}^c \) is absolutely continuous w.r.t. Lebesque measure with density bounded away from zero.

For \( P_{11}^c \) we have a corresponding decomposition \( P_{11}^c = P_{11}^{nd} + P_{11}^{nc} \), where \( P_{11}^{nd} \) only counts the number of observations coming from \( P_{11}^d \). Firstly consider the integral w.r.t. \( \sqrt{n}(P_{11}^{nd} - P_{11}^d) \). Let \( p_{11}^d \) be the density of \( P_{11}^d \) w.r.t. the counting measure, say \( \mu_k \), which lives on the support of \( P_{11}^d \). We have that \( \int |p_{11}^d - p_{11}^d| d\mu_k = O_P(1/\sqrt{n}) \). Therefore, with \( Z_{nd} \equiv \sqrt{n}(P_{11}^{nd} - P_{11}^d) \) we have

\[
\int f_{n1}^h I(d = (1, 1))dZ_{nd} = \sqrt{n} \int f_{n1}^h I(d = (1, 1))(p_{11}^{nd} - p_{11}^d)d\mu_k
\leq \sqrt{n}||f_{n1}^h I(d = (1, 1)||_\infty \int |(p_{11}^{nd} - p_{11}^d)| d\mu_k
= \sqrt{n}O_P \left( \frac{1}{\sqrt{n}h_n^0} \right) O_P \left( \frac{1}{\sqrt{n}} \right)
= O_P \left( \frac{1}{\sqrt{n}h_n^0} \right),
\]

where the bound does not depend on \( t \). Consequently, if \( nh_n^0 \to \infty \), then \( \int f_{n1}^h I(d = (1, 1))dZ_{nd} = o_P(1) \).

Consider now \( \int f_{n1}^h I(d = (1, 1))dZ_n^c \), where \( Z_n^c I(d = (1, 1)) = \sqrt{n}(P_{11}^c - P_{11}) \).

For convenience, we denote \( Z_n^c \) with \( Z_n \), again. We construct a lattice-grid \( \pi^{a_n} = (t_i, t_j) \), with maximal mesh \( a_n < h_n \), on \( [0, \tau] = [0, r_1] \times [0, r_2] \), which we force to be so that \( \pi^{a_n} \subset \pi^{a_n} \). Now

\[
[0, \tau] = \bigcup_{i,j} A_{i,j}(a_n), \quad \text{where } A_{i,j}(a_n) \equiv ((t_i, t_{i+1}] \times (t_j, t_{j+1})) \cap [0, \tau]
\]
and the union is over all partition elements \( A_{i,j}(a_n) \), \( i = 1, \ldots, n_1(a_n) \), \( j = 1, \ldots, n_2(a_n) \). The number of partition elements will be denoted by \( n(a_n) \) and it is clear that \( n(a_n) = O(1/a_n) \). Now, we define an approximation of \( Z_n \) as follows:

\[
Z_n^+(t) \equiv Z_n(t_i, t_j) \text{ if } t \in A_{i,j}(a_n).
\]

So \( Z_n^+ \) is constant on each \( A_{i,j}(a_n) \) with value \( Z_n(t_i, t_j) \).

By using integration by parts it is clear that we have for \( d = (1, 1) \) (the integral is over \( y \in [0, \tau] \), fixed \( d \)):

\[
\int f^h_{nt}(y, d) dZ_n(y, d) = \int f^h_{nt}(y, d) d(Z_n - Z_n^+)(y, d) + \int f^h_{nt}(y, d) dZ_n^+(y, d)
\]

\[
\leq C||f^h_{nt}(\cdot, d)||_\infty \|(Z_n - Z_n^+)(\cdot, d)||_\infty + ||f^h_{nt}(\cdot, d)||_\infty ||Z_n^+ - Z_n^+ \|(\cdot, d)||_\infty^*
\]

\[
\leq O_P\left(r_1(h_n)\right) \|(Z_n - Z_n^+)(\cdot, d)||_\infty + O_P\left(r_1(h_n)r_2(h_n)\sqrt{\frac{\alpha_n}{\eta}}\right) ||Z_n^+ - Z_n^+ \|(\cdot, d)||_\infty^*.
\]

In order to show that \( \int f^h_{nt}(y, d) dZ_n(y, d) = o_P(1) \) for a rate \( h_n \to 0 \), it suffices to show that there exists a rate \( a_n \) for which the last two terms converge to zero in probability.

For convenience we will neglect the \( d \) in our notation. Define:

\[
W_{i,j}^n(a_n) \equiv \sup_{s, t \in A_{i,j}(a_n)} |Z_n(s) - Z_n(t)|,
\]

and

\[
W_n(a_n) \equiv \max_{i,j} W_{i,j}^n(a_n).
\]

In other words, \( W_n(a_n) \) is a modulus of continuity of a bivariate empirical process. Firstly, we will bound the two terms in \( W_n(a_n) \).

We have \( \|Z_n^+ - Z_n\|_\infty \leq \max_{i,j} W_{i,j}^n(a_n) \). Therefore

\[
P\left(\|Z_n^+ - Z_n\|_\infty > \epsilon\right) \leq P\left(\|W_n(a_n)\| > \epsilon\right). \tag{4.13}
\]

Furthermore we have

\[
\|Z_n^+\|_\infty \leq \sum_{i,j} W_{i,j}^n(a_n) \leq \frac{c}{a_n^2} W_n(a_n). \tag{4.14}
\]
Proof of Efficiency

Analysis of the modulus of continuity. For a rectangle $R$ we define $Z_n(R)$ as the measure of $R$ assigned by the bivariate signed measure $Z_n$. Define $W_n,R(a_n) \equiv \sup_{R: |R| \leq a_n} | Z_n(R) |$. Einmahl’s (1987) inequality 6.4, for $W_n,R(a_n)$ holds for an empirical process from a sample of a continuous density which is bounded away from zero and infinity on $[0, \tau]$ and is given by:

$$P \left( W_n,R(a_n) > \lambda \right) \leq \frac{C}{a_n} \exp \left( -\frac{c_1 \lambda^2}{a_n} \Psi \left( \frac{\lambda}{\sqrt{n \lambda a_n}} \right) \right) \text{ for any } \lambda > 0, \quad (4.15)$$

where $\Psi(x) \geq 1/(1+1/3x)$. Notice that $W_n(a_n)$ is a bound on the measure assigned by $Z_n$ to strips instead of rectangles. However, the strips are a union of at most $c/a_n$ rectangles $A_{i,j}(a_n)$ and on each rectangle $A_{i,j}(a_n)$ of these strips $p_{11}$ is bounded away from zero and infinity and is continuous (here we use the nesting of $\pi^{\lambda \ast}$ in $\pi^{\lambda}$) and hence for the modulus of continuity on the sets $A_{i,j}(a_n)$ the discontinuities on $\pi_1 \tau$ play no role. Consequently, (4.15) can be applied to each rectangle $A_{i,j}(a_n)$ in the strips. So the bound (4.15) implies the following bound for $W_n(a_n)$:

$$P \left( W_n(a_n) > \lambda \right) \leq \frac{C}{a_n} P \left( W_n,R(a_n) > \lambda \right) \leq \frac{C}{a_n} \exp \left( -\frac{c_1 \lambda^2}{a_n} \Psi \left( \frac{\lambda}{\sqrt{n \lambda a_n}} \right) \right) \text{ for any } \lambda > 0,$$

where $\Psi(x) \geq 1/(1+1/3x)$ and where the $C$ is now different from the preceding one.

By using this inequality with $\lambda = a_n^{0.5-\epsilon}$ it is trivial to see that if $na_n \to \infty$ at an arbitrarily small polynomial rate $(n')$, then for each $\epsilon > 0$ there exists a sequence $\delta_n \to 0$ and an $\epsilon' > 0$ so that

$$P \left( \frac{W_n(a_n)}{a_n^{0.5-\epsilon}} > \delta_n \right) \leq \frac{C}{a_n^{2\epsilon'}} \exp \left( -C_1/a_n^{\epsilon'} \right). \quad (4.16)$$

So $W_n(a_n)/a_n^{0.5-\epsilon}$ converges to zero in probability exponentially fast.

Assume $na_n \to \infty$ at a polynomial rate. Applying (4.16) to (4.13) provides us with:

$$P \left( \frac{\|Z_n^{\ast} - Z_n\|_\infty}{a_n^{0.5-\epsilon}} > \epsilon \right) \leq \frac{C}{a_n^{2\epsilon}} \exp \left( -C_1/a_n^{\epsilon'} \right) = o(1).$$

So $\|Z_n^{\ast} - Z_n\|_\infty = o_P (a_n^{0.5-\epsilon})$. This proves that $r_1(h_n)(\|Z_n - Z_n^{\ast}\|, \epsilon)_{\|_\infty} = o_P (r_1(h_n)a_n^{0.5-\epsilon})$ for any $\epsilon > 0$.

Furthermore, applying (4.16) to (4.14) provides us with:

$$\|Z_n^{\ast}\|_\nu = O \left( 1/a_n^2 \right) o_P (a_n^{0.5-\epsilon}) = o_P \left( a_n^{-(1.5+\epsilon)} \right).$$
Consequently, this tells us that for each $\epsilon > 0$ we have: If $n_{an} \to \infty$ (at least at a polynomial rate), then

$$\int f_{nt}^h(y,1,1)dZ_a(y) = o_p \left( r_1(h_n)a_n^{0.5-\epsilon} \right) + o_p \left( \frac{r_1(h_n)r_2(h_n)}{\sqrt{n_{an}^{1.5+\epsilon}}} \right).$$  \eqno (4.17)$$

For the first term it suffices that $a_n$ converges quicker to zero than $h_n^3$. Substituting this in the second term tells us that we it suffices to let $h_n$ converge to zero slower than $n^{-1/18}$. This proves the following lemma:

**Lemma 4.5** Suppose that $F_0 = F_0^d + F_0^s$, where $F_0^s$ is absolutely continuous w.r.t. Lebesgue measure with continuous density which is bounded away from zero on $[0,\tau]$ and $F_0^d$ is purely discrete with finite support on $[0,\tau]$.

If $h_n$ converges to zero slower than $n^{-1/18}$, then $\int f_{nt}^h(D = (1,1))dZ_n^h = o_p(1)$.

**Analysis of the censored terms.** We will now analyze the terms $\int f_{nt}^h(I(D \neq (1,1))dZ_n^h$. Recall that $P_{F_n}^h(I(D \neq (1,1))$ is purely discrete on the grid $\pi^h$, which contains $O(1/h_n^2)$ points. Let $p_{F_0}^h$ and $p_n^h$ be the densities of $P_{F_0}^h$ and $P_n^h$ w.r.t. $\nu_n$, respectively. So $p_{F_0}^h(v_i,v_j) \equiv p_n^h(v_i,v_j,0,0)$ is the fraction of doubly censored observations which falls on $(v_i,v_j)$ and similarly for $D = (1,0)$ and $D = (0,1)$. It is clear that for fixed $h_n$ we have $\|p_n^h - p_{F_0}^h\|_{\infty} = O_p(1/\sqrt{n})$. In the following result for $h_n \to 0$ we do not make any assumptions. Under weak assumptions the rate would be $O_p(1/\sqrt{h_n^2})$, but this improvement is not interesting because of the slow rate in lemma 4.5.

**Lemma 4.6** We have that

$$\|p_{F_0}^h - p_{01}^h\|_{L_1(\nu_n)} = O_p \left( \frac{1}{\sqrt{h_n^4}} \right),$$

and we have the same rate result for $p_{10}^h$ and $p_{00}^h$.

**Proof.** We give the proof for the first term, the others are dealt with similarly. Because we are just dealing with a multinomial distribution on the grid $\pi^h$ we have that $E(p_{01}^h(u_k,v_l)) = p_{01}^h(u_k,v_l)$ and $\text{Var}(p_{01}^h(u_k,v_l)) = \frac{1}{n}P_{01}^h(u_k,v_l)(1 - p_{01}^h(u_k,v_l))$. $\pi^h$ has $O(h_n^2)$ grid points $(u_k,v_l)$ by definition of $\pi^h$. Now, we have

$$E \left( \sum_{k,l} \left| (p_{01}^h - p_{01}^h(u_k,v_l)) \right| \right) = \sum_{k,l} E \left( \left| (p_{01}^h - p_{01}^h(u_k,v_l)) \right| \right) \leq \frac{1}{\sqrt{n}} \sum_{k,l} \sqrt{p_{01}^h(u_k,v_l)(1 - p_{01}^h(u_k,v_l))} \leq \frac{1}{\sqrt{n}} \frac{1}{h_n^2} \Box.$$
Proof of Efficiency

Again, we will neglect the $d$ in our notation, but the reader should remember that we only integrate over the singly censored and doubly censored observations. Now, we have:

\[
\int f_{n_t}^h dZ_n^h = \sqrt{n} \int f_{n_t}^h (p_n^h - p_{F_0}^h) d\nu_n \\
\leq \sqrt{n} \| f_{n_t}^h \|_\infty \| p_n^h - p_{F_0}^h \|_{L_1(\nu_1)} \\
= \sqrt{n} O_P \left( \frac{1}{\sqrt{h_n^2 n}} \right) \mathcal{O}_P \left( \frac{1}{\sqrt{h_n^2 n}} \right) \\
= O_P \left( \frac{1}{\sqrt{h_n^2 n}} \right).
\]

This proves the following lemma:

**Lemma 4.7** If $h_n$ converges to zero slower than $n^{-1/13}$, then $\int f_{n_t}^h I(D = d) dZ_n^h = o_P(1)$ for $d \in \{(1, 0), (0, 1), (0, 0)\}$.

Lemma 4.5 and lemma 4.7 prove the empirical process condition for a rate of $h_n$ slower than $n^{-1/13}$. Recall that all the derived lower bounds are derived without any knowledge about $\tilde{I}(F_0, t)$, except that it has a finite variance, and therefore they only have a theoretical value.

### 4.4.3 Approximation condition.

**Pointwise convergence.**

Let $t \in [0, \tau]$ be fixed. Define $V_n^h(t) \equiv \int \tilde{I}^h(F_0, t)(y) dZ_n^h(y)$. $V_n^h(t)$ is a sum of i.i.d. mean zero random variables given by: $1/\sqrt{n} \sum_{i=1}^n X_i^h(t)$ where $X_i^h(t) \equiv \tilde{I}^h(F_0, t)(Y_i^h)$. By Bickel and Freedman (1981) we have that if for $h = h_n \to 0$ $X_i^h(t) \overset{D}{\to} X_i(t)$ and $\text{Var}(X_i^h(t)) \to \text{Var}(X_i(t))$, then this sum converges weakly to a normal distribution with mean zero and variance equal to $\text{Var}(X_i(t))$. We will prove these two conditions:

**Lemma 4.8** Define the following real valued random variables $X^h(t) \equiv \tilde{I}^h(F_0, t)(Y^h)$, $Y^h \sim P_{F_0}$ and $X(t) \equiv \tilde{I}(F_0, t)(Y)$, $Y \sim P_{F_0}$. We have for each $t \in [0, \tau]$ that for $h_n \to 0$

\[
E((X^h(t) - X(t))^2) \to 0
\]

and

\[
E(X^h(s)X^h(s)) \to E(X(t)X(s)) \text{ uniformly in } s, t \in [0, \tau].
\]
**Proof.** See section 6. Lemma 4.8 has the following corollary

**Corollary 4.1** The empirical process $\tilde{I}^*_{\tilde{F}_0}(t) = \int \tilde{I}^*_{\tilde{F}_0}(y) dZ^*_{\tilde{F}_0}(y)$ converges in distribution to a normal distribution with mean zero and variance equal to $\text{Var}_{\tilde{F}_0}(\tilde{I}^*_{\tilde{F}_0}(F_0, t))$.

**Hilbert space convergence.**

For showing that $V_n^h$ converges weakly as a process in $(D[0, \tau], \| \cdot \|_{\infty})$ we need to show at least that $\{\tilde{I}(F_0, t) : t \in [0, \tau]\}$ is a $P_{F_0}$-Donsker class. We have not been able to do this. Therefore we concentrate on proving weak convergence as a process in a Hilbert space. We use the following result which can be found in Parthasarathy (1967, p. 153).

**Lemma 4.9** Let $Z_n, Z_0$ be random processes in a Hilbert space $\mathcal{H}$ endowed with the Borel sigma algebra $\mathcal{B}$. Let $e_1, e_2, \ldots$ be an orthonormal basis of $\mathcal{H}$. If $\langle e_j, Z_n \rangle \xrightarrow{D} \langle e_j, Z_0 \rangle$ for all $j$ and $\lim_{n \to \infty} \sup_n E(\sum_{j=N+1}^{\infty} \langle e_j, Z_n \rangle^2) = 0$, then $Z_n \xrightarrow{D} Z_0$ in $\mathcal{H}$.

Let $V_n(t) = 1/\sqrt{n} \sum_{i=1}^{n} X_i(t)$. Firstly, we will prove the first condition of lemma 4.9 with $Z_n = V_n^h$ and $Z_0 = V_0$, the optimal Gaussian process. We have

$\langle e_j, V_n^h \rangle = \langle e_j, V_n^h - V_n \rangle + \langle e_j, V_n \rangle$.

Firstly, we will show that $\langle e_j, V_n^h - V_n \rangle = o_p(1)$. The fact that $V_n^h$ and $V_n$ are sums of i.i.d. random variables $X^h_i$ and $X_i$, respectively, and the Cauchy-Schwarz inequality tell us:

$$\text{Var}(\langle e_j, V_n^h - V_n \rangle) = \text{Var}(\langle e_j, X^h - X \rangle) \leq E(\langle e_j, X^h - X \rangle^2) \leq \langle e_j, e_j \rangle E(X^h - X, X^h - X).$$

Assume now that $\mathcal{H} = L^2(\lambda)$ for a certain finite measure $\lambda$. By lemma 4.8 we have $\text{Var}(X^h(t))$ converges to $\text{Var}(X(t))$ and $E((X^h(t) - X(t))^2) \to 0$, both uniformly in $t$. Therefore,

$$E(X^h - X, X^h - X) \leq \sup_{s \in [0, \tau]} E((X^h - X)(s)^2) \int d\lambda(s) \to 0,$$

which proves the convergence of $\langle e_j, V_n^h - V_n \rangle$ to zero in probability. Furthermore, we have

$$\langle e_j, V_n \rangle = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \int e_j(s) X_i(s) d\lambda(s),$$
which is just a sum of i.i.d. mean zero random variables. By the CLT, for showing that this converges in distribution to \((e_j, V_0)\) it suffices to have that
\[
\text{Var} \left( \int e_j(s)X_i(s)d\lambda(s) \right) < \infty.
\]
This follows immediately from the fact that
\[
\|E(X^2(s))\|_\infty < \infty.
\]
This proves the weak convergence of \((e_j, V_n^h)\) to \((e_j, V_0)\).

We will now verify the tightness condition. We have:

\[
E \left( \sum_{i=N+1}^{\infty} (e_i, V_n^h)^2 \right) = \sum_{i=N+1}^{\infty} E \left( (e_i, V_n^h)^2 \right)
\]

\[
= \sum_{i=N+1}^{\infty} E \left( \int \int e_i(s)e_i(t)V_n^h(s)V_n^h(t) d\lambda(s) d\lambda(t) \right)
\]

\[
= \sum_{i=N+1}^{\infty} \int \int e_i(s)e_i(t)E(V_n^h(s)V_n^h(t)) d\lambda(s) d\lambda(t)
\]

\[
= \sum_{i=N+1}^{\infty} \int \int e_i(s)e_i(t) E(V_0(s)V_0(t)) + o(1)) d\lambda(s) d\lambda(t)
\]

\[
= o(1) \left( \sum_{i=N+1}^{\infty} ((e_i, 1)^2) \right) + \sum_{i=N+1}^{\infty} (e_i, V_0)^2.
\]

At the first, second, third equality we used Fubini’s theorem, then we use the uniform convergence of \(E(V_n^h(s)V_n^h(t))\) to \(E(V_0(s)V_0(t))\), by lemma 4.8, and finally we again apply Fubini’s theorem but now in the reversed order. The last bound does not depend on \(n\) anymore. Because \(\|V_0\|^2 = \sum_{i=1}^{\infty} (V_0, e_i)^2\) and similarly for the function \(1\) it follows that if we take the limit for \(N \to \infty\), then both (tail) series converge to zero.

Application of lemma 4.9 provides us now with:

**Lemma 4.10** Suppose the same assumption as in lemma 4.8. If \(\lambda\) is a finite measure and \(h_n \to 0\), then \(V_n^h \Rightarrow V_0\) as random elements in \(L^2(\lambda)\).

### 4.5 Results.

We will summarize the necessary notation for the theorem. Recall the reduced i.i.d. data \(Y^h_i \sim P_{F_0, G_0}^h\), obtained by generating \(n\) i.i.d. \(C_i \sim G_0\) and the \(\pi^h\)-interval-censoring of the singly censored observations. We defined \(E_{k,l}^h([1,0])\) and \(E_{k,l}^h([0,1])\) as the vertical and horizontal strips of \(\pi^h\) starting at \((u_k, v_l)\). We defined \(Z_n^h \equiv \sqrt{n}(P_h - P_{F_0, G_0})\) as the empirical process corresponding with the reduced data, \(\hat{F}_n(F_0, t)\) as the efficient influence function for estimating \(F_0(t)\) using the reduced data and \(\hat{I}(F_0, t)\) as the efficient influence function for estimating \(F_0(t)\) using the original data.
We have proved all ingredients of the general efficiency proof of section 3 in section 4. Recalling lemma 4.3 (uniform consistency) and that for fixed \( h \) we have efficiency (among all estimators based on the reduced data) under the assumptions as stated in subsection 2.1 provides us with the following theorem:

**Theorem 4.1** Let \([0, \tau) \subseteq \mathbb{R}_{>0}\) be a rectangle so that \( H(\tau) > 0 \), \( S_0(\tau-) > 0 \), \( F_0(\tau) = 1 \) (data reduced to \([0, \tau)\)).

**Fixed grid efficiency.** Suppose that we do not change the grid \( \pi^h \) for \( n \to \infty \) and that for each grid point \((u_k, v_l)\) \( F_0\left(E_{u_k}^h(1, 3)\right) > 0 \) and \( F_0\left(E_{u_k}^h(0, 1)\right) > 0 \).

Then \( S_n^h \) is a supnorm-efficient estimator of \( S_0 \) for the data \( Y_i^h \), \( i = 1, 2, \ldots, n \):

\[
\sqrt{n}(F_n^h - F_0)(t) = \int \tilde{I}^h(F_0, t) dZ_n^h + R_n^h(t),
\]

where \( \|R_n^h\|_{\infty} = o_P(1) \) and \( \int \tilde{I}^h(F_0, t) dZ_n^h \) converges weakly in \((D[0, \tau], \mathcal{B}[\mathbb{R}], \cdot \|\cdot\|_{\infty})\) to a Gaussian process \( N_h \) with mean zero finite dimensional distributions and covariance structure given by:

\[
E(N_h(s)N_h(t)) = E_{P_0}(\tilde{I}^h(F_0, s)\tilde{I}^h(F_0, t)).
\]

**Uniform consistency.** Suppose that the grid \( \pi^h \) is such that \( F_0\left(E_{u_k}^h(1, 0)\right) > \delta h_n \) and \( F_0\left(E_{u_k}^h(0, 1)\right) > \delta h_n \) for some \( \delta > 0 \).

Then for any rate \( h_n \to 0 \)

\[
\|S_n^h - S_0\|_{\infty} = O_P\left(1/\sqrt{n h_n^3}\right).
\]

**Efficiency.** Suppose \( F_0 = F_0^d + F_0^c \), where \( F_0^d \) is purely discrete with finite support and \( F_0^c \) is absolutely continuous w.r.t. Lebesgue measure with continuous density uniformly bounded away from zero on \([0, \tau]\).

We have that for \( h_n \to 0 \)

\[
E_{P_0}(\tilde{I}^h(F_0, s)(Y^h)\tilde{I}^h(F_0, t)(Y^h)) \to E_{P_0}(\tilde{I}(F_0, s)(Y)\tilde{I}(F_0, t)(Y))
\]

uniformly in \( s, t \in [0, \tau] \).

If \( h_n \) converges to zero, but slower than \( n^{-1/18} \), then we have that \( \|R_n^h\|_{\infty} = o_P(1) \) and for each \( t \in [0, \tau] \) \( V_n^h(t) \equiv \int \tilde{I}^h(F_0, t) dZ_n^h \) converges in distribution to the normal distribution \( N_0(t) \) with mean zero and variance:

\[
\text{Var}(N_0(t)) = \text{Var}(\tilde{I}(F_0, t)).
\]

Moreover, for any finite measure \( \lambda V_n^h \) converges weakly as a process in \( L^2(\lambda) \) to \( N_0 \).
This implies that \( F_n^{h*} \) is an efficient estimator of \( F_0(t) \), pointwise and as an element in \( L^2(\lambda) \).

We see that if \( n h_n^3 \to \infty \), then \( F_n^{h*} \) converges uniformly to \( F_0 \). Therefore, we think that \( n^{-1/3} \) can also be used as a lower bound for asymptotic efficiency, though we did not prove this.

4.6 The bootstrap.

By using the identity (4.12), verification of the bootstrap is immediate. We follow the line of the generalized version of theorem 2.4.

Semiparametric bootstrap. Let \( F_n \) and \( G_n \) be estimators of \( F_0 \) and \( G_0 \), respectively. Draw a sample of \( n \) i.i.d. observations \( Y_i^* \sim P^{h*}_{F_n, G_n} \). Let \( P^{h*} \) be the empirical distribution of \( Y_i^* \), \( i = 1, \ldots, n \). Let \( F_n^{h*} \) be the SOR-NPMLE as defined in (4.4) based on this bootstrap sample. We still have the identity:

\[
\sqrt{n}(F_n^{h*} - F_n^{h})(t) = \int \tilde{P}^{h}(F_n^{h*}, t)d\sqrt{n}(P_n^{h*} - P_n^{h}).
\]

Let \( h \) be fixed. Assume that \( \|F_n - F_0\|_\infty \to 0 \) a.s. and \( \|G_n - G_0\|_\infty \to 0 \) a.s. Then it is easily verified by applying theorem 1.3 that the bootstrap works for the empirical distribution \( P_n^{h*} \): \( \sqrt{n}(P_n^{h*} - P_n^{h}) \Rightarrow Z_h \) for \( n \to \infty \), where \( Z_h \) is the limit distribution of \( \sqrt{n}(P_n^{h} - P_0^{h}) \). By lemma 4.2 we know that \( \|\tilde{I}(F_n^{h*}, t)\|_\infty \leq M < \infty \) with probability tending to 1. Integration by parts tells us now that \( \|F_n^{h*} - F_n^{h}\|_\infty = \text{O}_P(1/\sqrt{n}) \). This implies as in the proof of lemma 4.4 that \( \|\tilde{P}^{h}(F_n^{h*}, t) - \tilde{P}^{h}(F_n^{h}, t)\|_\infty \to 0 \). The class of functions of bounded uniform sectional variation form a uniform Donsker class (example 1.2). Therefore by the uniform continuity of the sample paths of the empirical process indexed by the functions of bounded uniform sectional variation (see (1.8)), we have now

\[
\sqrt{n}(F_n^{h*} - F_n^{h})(t) = \sqrt{n}(P_n^{h*} - P_n^{h}) \left( \tilde{P}^{h}(F_n^{h}, t) \right) + R_n^{h*}(t),
\]

where \( \|R_n^{h*}\|_\infty = \text{O}_P(1) \). \( \sqrt{n}(P_n^{h*} - P_n^{h})(\tilde{P}^{h}(F_n^{h}, t)) \) is a sum of i.i.d. mean zero random variables. Therefore, for convergence to the optimal normal distribution it suffices (lemma 1.1) again to show that these random variables converge in distribution to \( \tilde{P}^{h}(F_0, t)(Y), Y \sim P_0^{h} \) and that their variance converges to the variance of \( \tilde{P}^{h}(F_0, t)(Y'), Y \sim P_0^{h} \). For this we just copy the proof of lemma 4.8. Because the class of functions of bounded variation form a uniform Donsker
class the process $\sqrt{n}(P_n^{h*} - P_n^{h})(\tilde{F}_n^{h}, t))$ is also tight and thereby it converges weakly to the Gaussian process $N_h$ given in our theorem. This proves the semiparametric bootstrap for fixed grid $\pi^h$.

Assume now that $h_n \to 0$. Then we know that $N_{h_n} \xrightarrow{D} N_0$ by application of lemma 4.8. This tells us that if $h_n \to 0$ slowly enough, then

$$\sqrt{n}(F_n^{h*} - F_n^{h})(t) = N_0(t) + R_n^{h}(t),$$

where $R_n^{h}(t)$ converges to zero in probability.

In order to obtain a lower bound for the rate at which $h_n$ should converge to zero we need to copy our general proof. For this it was substantial that $F_0 = F_{od} + F_{oc}$, where $F_{oc}$ has a continuous density which is uniformly bounded away from zero on $[0, \tau]$. Therefore we also need to assume that $F_n = F_{nc} + F_{nd}$, where $F_{nc}$ has a continuous density which is uniformly (also in $n$) bounded away from zero on $[0, \tau]$ and $F_{nd}$ is purely discrete on a finite support which does not depend on $n$. Then $F_n$ and $G_n$ suffice all assumptions (uniformly in $n$) which we needed for the general proof and hence it is easy to copy the general proof for $F_n \to F$ and $G_n \to G$.

**Nonparametric bootstrap.** Let $h_n$ be fixed. Assume now that we sample from $P_n^{h}$ and that $F_n^{h}$ is the SOR-NPMLE of the original sample. The identity tells us again:

$$\sqrt{n}(F_n^{h*} - F_n^{h})(t) = \sqrt{n}(P_n^{h*} - P_n^{h})(\tilde{F}_n^{h*}, t))$$

$$= \sqrt{n}(P_n^{h*} - P_n^{h})(\tilde{F}_n^{h*}, t))$$

$$\quad + \sqrt{n}(P_n^{h*} - P_n^{h})(\tilde{F}_n^{h*}, t))$$

$$= \sqrt{n}(P_n^{h*} - P_n^{h})(\tilde{F}_n^{h*}, t))$$

$$\quad + \sqrt{n}(P_n^{h*} - P_n^{h})(\tilde{F}_n^{h*}, t) - \tilde{F}_n^{h}(F_n^{h*}, t).$$

Firstly, we use the identity (4.18) to obtain consistency of $F_n^{h*}$. The first term after the last equality is dealt in exactly the same way as the term $\sqrt{n}(P_n^{h*} - P_n^{h})(\tilde{F}_n^{h*}, t))$ which we had to cover in the semiparametric bootstrap analysis. By theorem 1.4 the bootstrap works for $\sqrt{n}(P_n^{h*} - P_n^{h})$, so we do not need assumptions for this. Consider now the second term for which we need to show that it converges to zero in probability. We have

$$\sqrt{n}(P_n^{h} - P_n^{h*}) = \sqrt{n}(P_n^{h} - P_0^{h}) - \sqrt{n}(P_n^{h} - P_0^{h*}).$$

The integral w.r.t. the first term is a standard empirical process and hence convergence can be shown by the Donsker class condition (lemma 4.2) and the
\(\rho\)-consistency condition (lemma 4.4). For integral w.r.t. the second term we assume that \(\sqrt{n}(F_n^h - F_0)\) and \(\sqrt{n}(G_n^h - G_h)\) converge weakly as elements of \((D[0, \tau], \mathcal{B}, \| \cdot \|_\infty)\). Then the second term can be shown to converge weakly by considering \(P_{F,G}^h\) as a functional in \((F, G)\) and applying the functional delta method theorem. Then it is easy to show by using integration by parts and \(\|\tilde{I}_h(F_n, t) - \tilde{I}_h(F^h, t)\|_\infty \to 0\) (lemma 4.4) that the second term converges to zero in probability. This proves that the nonparametric bootstrap works for \(h_n\) fixed.

Our general proof for determining a lower bound for the rate at which \(h_n\) should converge to 0 cannot be copied because \(P_n^h\) is purely discrete. However, just as with the semiparametric bootstrap we still have that the nonparametric bootstrap works for \(h_n \to 0\) slowly enough.

### 4.7 Technical lemmas.

In formulas the score operator \(A_{\mathcal{S}}^h\) evaluated at observation \(Y^h = (\tilde{T}, D)^h\) is given by (recall that \(\tilde{T}\) for \(D \neq (1, 1)\) lives on the grid \(\pi^h\):

\[
A_{\mathcal{S}}^h(g)(\tilde{T}, D)^h = g(\tilde{T})I(D = (1, 1))
+ \int_{(u_k, u_{k+1}]\cap(\{v_i\}, \infty)} g(s_1, s_2) \frac{F_0(ds_1, ds_2)}{F_0((u_k, u_{k+1}], [v_i, \infty))} I(D = (1, 0))
+ \int_{(u_k, \infty)\cap(\{v_i\}, \infty)} g(s_1, s_2) \frac{F_0(ds_1, ds_2)}{F_0((u_k, \infty), (v_i, \infty))} I(D = (0, 1))
+ \int_{(u_k, \infty)\cap(\{v_i\}, \infty)} g(s_1, s_2) \frac{F_0(ds_1, ds_2)}{F_0((u_k, \infty), (v_i, \infty))} I(D = (0, 0)).
\]

Recall that \((u_k, v_i)\) is a function of \(\tilde{T}\) and therefore it is natural to consider \(v_i\) as a function in \(\tilde{T}\): \(v_i(\tilde{T}_2) = v_i\) if \(\tilde{T}_2 \in (v_i, v_{i+1})\) and similarly for \(u_k\). In this way all four terms can be considered as functions on \([0, \tau]\), where the last three are stepfunctions on \(\pi^h\).

In formulas \(I_{\mathcal{S}}^h\) is given by:

\[
I_{\mathcal{S}}^h(g)(T) = g(T)H_h(T)
+ \int_0^{\tilde{T}_2} \left( \int_{(u_k, u_{k+1}]\cap(\{v_i\}, \infty)} g(s_1, s_2) \frac{F_0(ds_1, ds_2)}{F_0((u_k, u_{k+1}], [v_i, \infty))} \right) G_h((u_k, \infty), \{v_i\})
+ \int_0^{\tilde{T}_2} \left( \int_{(u_k, \infty)\cap(\{v_i\}, \infty)} g(s_1, s_2) \frac{F_0(ds_1, ds_2)}{F_0((u_k, \infty), (v_i, \infty))} \right) G_h((u_k), \{v_i\})
+ \int_0^{\tilde{T}_2} \left( \int_{(u_k, \infty)\cap(\{v_i\}, \infty)} g(s_1, s_2) \frac{F_0(ds_1, ds_2)}{F_0((u_k, \infty), (v_i, \infty))} \right) G_h((u_k), \{v_i\}).
\]
We will write down the singly censored term (2nd above) of $I_{F_0, G_0} : L^2(F_0) \to L^2(F_0)$:
\[
\int_0^{T_2} \left( \int_{(v_2, \infty)} h(T_1, s_2) \frac{F_{01}(T_1, ds_2)}{F_{01}(T_1, [v_2, \infty])} \right) H_0(T_1, dv_2).
\]

4.7.1 Proof of lemma 4.2.

Lemma 4.11 Let $E_{k,l}^h(1, 0) \equiv (u_k, u_{k+1}] \times [v_l, \infty)$ be the the vertical strips of $\pi^h$ and $E_{k,l}^h(0,1)$ be the horizontal strips. Suppose that $H_0(\tau) > 0$ and $F_0(E_{k,l}^h) > \delta h_n$ for certain $\delta > 0$.

Then there exists an $\epsilon > 0$ so that for any sequence $h_n$ which converges to zero slower than $1/\sqrt{n}$ we have
\[
\min_{k,l} F_{n,k,l}^h(E_{k,l}^h(1, 0)) \geq \epsilon h_n, \text{ with probability tending to 1.}
\]

Similarly, for $E_{k,l}^h(0,1)$.

Proof. We use the notation $E_{k,l}^h$ for both strips. Firstly, by the EM-equations (see (4.7)) we have
\[
P_i^h(E_{k,l}^h) \geq P_{i1}^n(E_{k,l}^h),
\]
where $P_{i1}^n$ is the empirical distribution of the uncensored observations of $Y_i^h \sim P_i^h$. We have
\[
P_{11}(E_{k,l}^h) \geq H_0(\tau)F_0(E_{k,l}^h) > \delta_1 h_n \text{ for some } \delta_1 > 0.
\]
Furthermore, $\{I_{E_{k,l}^h} : h \in (0,1], k, l\}$, the collection of indicators of $E_{k,l}^h$ over all $(u_k, v_l) \in \pi^h$ and for all $h \in (0,1)$, is a uniform Donsker class. Consequently, we have for any $\epsilon > 0$ and rate $r(n)$ slower than $\sqrt{n}$ that
\[
P\left( \sup_{k,l} | (P_{i1}^n - P_{i1}) (E_{k,l}^h) | > \frac{\epsilon}{r(n)} \right) \to 0.
\]
Assume that there exists an $\epsilon < \delta_1$ so that
\[
\limsup_{n \to \infty} P\left( \min_{k,l} P_{i1}^n(E_{k,l}^h) \leq \epsilon h_n \right) > \delta > 0 \text{ for some } \delta > 0.
\]
We will prove that this leads to a contradiction if $h_n$ converges to zero slower than $1/\sqrt{n}$. The contradiction proves that for each $\epsilon < \delta_1$ and $h_n$ slower than $\sqrt{n}$
\[
\lim_{n \to \infty} P\left( \min_{k,l} P_{i1}^n(E_{k,l}^h) \geq \epsilon h_n \right) = 1,
\]
which combined with (4.19) proves the lemma. So it remains to prove the contradiction. We have by (4.20) and (4.22), respectively,

$$
\limsup_{n \to \infty} P \left( \sup_{k,l} \left| (P_{11}^n - P_{11}) (E_{k,l}^{h_n}) \right| > \delta h_n - \epsilon h_n \right) \geq P \left( \min_{k,l} P_{11}^n (E_{k,l}^{h_n}) \leq \epsilon h_n \right) > \delta > 0.
$$

However, we also have (4.21). These two contradict if $h_n$ converges to zero slower than $1/\sqrt{n}$. □

For obtaining a bound for the uniform sectional variation norm of the efficient influence function consider the equation: $I_h^g(x) = f(x)$ for certain $f \in L^2(F)$. We can write $I_h^g(x) = H_h g + K_h^g(x)$, where $K_h^g(x)$ is the sum of the three terms corresponding with the censored observations. Then this equation is equivalent with the following equation:

$$
\forall x \in \mathbb{R} \quad g(x) = \frac{1}{H_h(x)} \left\{ f(x) - K_h^g(x) \right\}.
$$

For the moment denote the right-hand side with $C_h^g(x) = C_h^g(x)$. We know by lemma 4.1 that for each $f$ there exists a $g' \in L^2(F)$, which is unique in $L^2(F)$, with $\|I_h^g(x) - f\|_F = 0$. i.e. $\|g' - C_h^g(x)\|_F = 0$. Notice that if $\|g - g\|_F = 0$, then for each $x \in L^2(F)$, then $C_h^g(x) = \|C(g', f) - g\|_F = 0$. So in this way we have found a solution $g$ of (4.23) which holds for each $x$ instead of only in $L^2(F)$ sense.

To summarize, we have $g_h = I_h^{-1}f$ is given by $g_h(x) = C_h^g(x)$, where $g_h' = I_h^{-1}f$ in $L^2(F)$ sense. Moreover, by the bounded invertibility of $I_h^g$ w.r.t. the $L^2(F)$-norm we have that $\|g_h\|_F \leq C\|f\|_F$, where $C \leq 1/\delta$ does not depend on the width $h$.

Assume that $\|f\|_F < 1$. Now, we can conclude that $\|g_h\|_\infty \leq M\|K_h^g\|_\infty$ and $\|g_h\|_w^\ast \leq M\|K_h^g\|_w^\ast$, for certain $M < \infty$.

Therefore it remains to bound the sup norm and uniform sectional variation norm of $K_h^g(x)$ and find out how this bound depends on the width $h_n$. It suffices to do this for one of the singly censored terms of $K_h^g(x)$. We take the $D = (1, 0)$ term which is given by:

$$
W(T) \equiv \int_{u_k}^{u_{k+1}} \int_{(v_l, \infty)} g_h(s_1, s_2) \frac{F(ds_1, ds_2)}{F([u_k, u_{k+1}] \cup [v_l, \infty))} G_h(u_k, \{v_l\}).
$$

For convenience, we will often denote $E_{k,l}(1, 0)$ by $E_{k,l}$. 

Supnorm. Recall that $\|f\|_{\infty} \leq 1$. By the Cauchy-Schwarz inequality and $\|g_n\|_F \leq C\|f\|_F$ we have:

$$
\int_{u_k}^{u_{k+1}} \int_{v_1}^{\infty} g_h(s) \frac{F(ds)}{F([v_k, u_{k+1}], [v_1, \infty))} = \int I_{E_{k,i}}(s) g_h(s) \frac{F(ds)}{F(E_{k,i})} \leq \frac{1}{\sqrt{F(E_{k,i})}} \|g_h\|_F \\
\leq \frac{C}{\sqrt{F(E_{k,i})}}.
$$

By lemma 4.11 we can assume that $F_{n}^{h^*}(E_{k,i}) > \epsilon h_n$ for certain $\epsilon > 0$. This proves, by replacing $F$ (above) by $F_n^h$:

**Lemma 4.12** There exists a $C < \infty$ so that:

$$
\sup_{\|f\|_{\infty} = 1} \|I_{E,F_n}(f)\|_{\infty} \leq \frac{C}{\sqrt{h_n}} \quad \text{with probability tending to 1.}
$$

Uniform sectional variation norm over $[0, \tau]$. Notice that $W$ is purely discrete with jumps at the grid points $(u_k, v_l)$. Therefore the uniform sectional variation norm of $W$ equals the sum of the absolute values of all jumps. We have

$$
W(T_1, \{v_l\}) = \int_{(u_k, u_{k+1})} \int_{(v_1, \infty)} g_h(s_1, s_2) \frac{F(ds_1, ds_2)}{F([v_k, u_{k+1}], [v_1, \infty))} G_h(u_k, \{v_l\}).
$$

So

$$
\Delta W(u_k, v_l) = \Delta H_h(u_k, v_l) \int_{E_{k,i}} g_h(s_1, s_2) \frac{F(ds_1, ds_2)}{F(E_{k,i})} \\
+ \frac{\int_{E_{k,i}} g_h(s_1, s_2) F(ds_1, ds_2) - \int_{E_{k,i}} g_h(s_1, s_2) F(ds_1, ds_2)}{F(E_{k,i})} (F(E_{k+1,i}) - F(E_{k,i})) H_h(u_k, \{v_l\}) \\
+ \frac{\int_{E_{k+1,i}} g_h(s_1, s_2) F(ds_1, ds_2) - \int_{E_{k+1,i}} g_h(s_1, s_2) F(ds_1, ds_2)}{F(E_{k,i})} H_h(u_k, \{v_l\}).
$$

Now, doing nothing more sophisticated than (we use lemma 4.12, at the first inequality, and lemma 4.11 at the second)

$$
\int_{E_{k,i}} g_h dF(F(E_{k,i})) \leq \|g_h\|_{\infty} \leq M/\sqrt{h_n} \quad \text{and} \quad F(E_{k,i}) > \epsilon h_n
$$

we obtain the following bound:

$$
|\Delta W(u_k, v_l)| \leq |\Delta H_h(u_k, v_l)| \frac{M}{\sqrt{h_n}} \\
+ \frac{C}{h_n^{3/2}} (F_{n}^{h}(E_{k,i}) + F_{n}^{h}(E_{k+1,i})) |H_h(u_k, \Delta v_l)|.
$$
Consequently, we have for the variation of $W$ with $F$ replaced by $F_n^h$:
\[
\sum_{k,l} |\Delta W(u_k,v_l)| \leq \frac{1}{\sqrt{h_n}} \sum_{k,l} |\Delta H_h(u_k,v_l)| + \frac{C}{h_n^{3/2}} \sum_{k,l} F_n^h(E_{k,l}) |H_h(u_k,\Delta v_l)| \\
\leq \frac{1}{\sqrt{h_n}} + \frac{C}{h_n^{3/2}} = O\left(\frac{1}{h_n^{3/2}}\right),
\]
where the bounds hold with probability tending to 1. So we proved the following:

**Lemma 4.13** There exists a $C < \infty$ so that
\[
\sup_{||f||_\infty} ||I_{h,n}^{-1}(f)||_\infty^* \leq \frac{C}{h_n^{3/2}} \text{ with probability tending to 1.} \tag{4.25}
\]

Let $g = I_{h,n}^{-1}(f)$. The uniform sectional variation of the uncensored term of $A_{F_n^h}(g)$ is bounded by a constant times the uniform sectional variation of $g$ and the uniform sectional variation of the censored terms can be bounded as above using (4.24) by $C/h_n^{3/2}$. Therefore the uniform sectional variation of the efficient influence curve is also bounded by the rate given in (4.25). This completes the proof of lemma 4.2 (the cadlag property follows also trivially).

### 4.7.2 Proof of Lemma 4.4.

We will suppress the $d$ in our notation. We have:
\[
||f_n^h||_\infty = ||\hat{F}^h_n - \hat{F}^h_0||_\infty \leq ||S_n^h - S_0(t)||_\infty + ||A_n^h I_{h,n}^{-1}(\kappa_t) - A_0^h I_{h,0}^{-1}(\kappa_t)||_\infty.
\]
We know that $||F_n^h - F_0||_\infty = O_P\left(1/(\sqrt{n h_n})\right)$. The rate will be determined by the second term. Let $g_{0,t}^h \equiv I_{h,0}^{-1}(\kappa_t)$. We rewrite the second term as a sum of two differences:
\[
A_n^h I_{h,n}^{-1}(\kappa_t) - A_0^h I_{h,0}^{-1}(\kappa_t) = (A_n^h - A_0^h) I_{h,0}^{-1}(\kappa_t) + A_n^h I_{h,n}^{-1}(I_n^h - I_0^h) I_{h,0}^{-1}(\kappa_t)
\]
\[
= (A_n^h - A_0^h)(g_{0,t}^h) + A_n^h I_{h,n}^{-1}(I_n^h - I_0^h)(g_{0,t}^h). \tag{4.26}
\]
Firstly, we will consider the first term. It suffices to do the analysis for one of the singly censored terms; we consider the $d = (1,0)$ term. We have by telescoping:
\[
(A_n^h - A_0^h)(g_{0,t}^h)(u_k,v_l) = \frac{\int_{E_{k,l}} g_{0,t}^h dF_n^h}{F_n^h(E_{k,l})} - \frac{\int_{E_{k,l}} g_{0,t}^h dF_0}{F_0(E_{k,l})}
\]
\[
= \frac{\int_{E_{k,l}} g_{0,t}^h d(F_n^h - F_0)}{F_0(E_{k,l})} + \frac{(F_n^h - F_0)(E_{k,l}) \int_{E_{k,l}} g_{0,t}^h dF_n^h}{F_n^h(E_{k,l}) F_0(E_{k,l})}.
\]
At the first term, we can apply integration by parts. So the first term is bounded by:

$$C||F_n^h - F_0||_\infty \frac{||g_0^h||_\infty}{F_0(E_{k,l})}.$$  

By lemma 4.13 we have $||g_0^h||_\infty = O(1/\sqrt{h_n})$ and we have $F_0(E_{k,l}) > \delta h$. Therefore the first term is bounded by

$$O_P \left( \frac{1}{\sqrt{n h_n^3}} \right) O_P \left( \frac{1}{h_n^3} \right) O \left( \frac{1}{h_n} \right) = O_P \left( \frac{1}{\sqrt{n h_n^5}} \right).$$

The second term is bounded by:

$$C||F_n^h - F_0||_\infty \frac{1}{F_0(E_{k,l})} = O_P \left( \frac{1}{\sqrt{n h_n^5}} \right).$$

This proves that

$$||(A_n^h - A_0^h)(g_{0t})||_\infty = O_P \left( \frac{1}{\sqrt{n h_n^5}} \right).$$

Consider now the second term of (4.26). Because $A_0^T$ does only depend on $G$, we have for the term $(I_n^h - I_0^h)(g_{0t})$:

$$(I_n^h - I_0^h)(g_{0t}) = A_0^{hT}(A_n^h - A_0^h)(g_{0t}).$$

Because $A_0^{hT}$ is just a conditional expectation we have that $||A_0^{hT}(g)||_\infty \leq ||g||_\infty$. Therefore, we also have that $||(I_n^h - I_0^h)(g_{0t})||_\infty = O(1/\sqrt{n h_n^5})$. Now, we apply lemma 4.12 which tells us that $||I_{h,n}^{-1}(g)||_\infty \leq 1/\sqrt{h_n}||g||_\infty$. This tells us that

$$||A_n^h I_{h,n}^{-1}(I_n^h - I_0^h)(g_{0t})||_\infty = O \left( \frac{1}{\sqrt{n h_n^5}} \right).$$

This completes the proof of lemma 4.4.

### 4.7.3 Proof of lemma 4.8.

Lemma 4.8 will be proved as a corollary of the next lemma.

**Lemma 4.14** Let $C \subset L^2(F_0)$ be any compact set in $L^2(F_0)$. Then we have:

$$\sup_{g \in C} ||(I_n^h - I_0)(g)||_{F_0} \to 0, \quad (4.27)$$

and

$$\sup_{g \in C} E \left( A_n^h(g) - A_0(g) \right)^2 \to 0 \text{ for } h = h_n \to 0.$$
Proof. By the compactness of \( C \) and the continuity of \( I_0^h : L^2(F_0) \rightarrow L^2(F_0) \)
the supremum in (4.27) is attained by some \( g_0 \in C \). Let \( g_k \) be a sequence so
that \( ||g_k - g_0||_{F_0} \rightarrow 0 \) and \( ||g_k||_{\infty} < \infty \) for \( k = 1, 2, \ldots \). We have:

\[
||(I_0^h - I_0)(g_0)||_{F_0} \leq ||(I_0^h - I_0)(g_0 - g_k)||_{F_0} + ||(I_0^h - I_0)(g_k)||_{F_0}.
\]

\[
||(I_0^h - I_0)(g_0 - g_k)||_{F_0} \leq 2||g_0 - g_k||_{F_0}
\]

which converges to zero for \( k \rightarrow \infty \). Therefore it suffices now to show that \( ||(I_0^{h_n} - I_0)(g_k)||_{F_0} \rightarrow 0 \) for each fixed \( k \).

Now, we have:

\[
(I_0^h - I_0)(g_k) = A_0^{h,T}(A_0^h - A_0)(g_k) + (A_0^{h,T} - A_0^T)(A_0(g_k)).
\]

The difference in the first term are comparable because all can be considered
as functions of \((C,T)\) and thereby are defined on the same probability space.

Firstly, we will consider the second term. It suffices to deal with one of the singly
censored terms. Let \( d = (1,0) \) and \( f_k \equiv A_0(g_k)I(D = d) \). We have:

\[
(A_0^{h,T} - A_0^T)(f_k)(T_1, T_2) = \int_0^{T_2} f_k(T_1, v)(G_0 - G_0)((T_1, \infty), dv).
\]

Let \( T = (T_1, T_2) \) be fixed and let \( T_2 \) be a point where \( H_0(T_1, \Delta T_2) = 0 \). By definition of weak convergence of \( H_k(T_1, dv) \) to \( H_0(T_1, dv) \) we have now that if \( v \rightarrow f_k(T_1, v) \) is bounded and continuous \( H_0(T_1, \cdot) \) a.e., then

\[
(A_0^{h,T} - A_0^T)f_k(T_1, T_2) \rightarrow 0
\]

for this \( T \). The boundedness follows from:

\[
||f_k||_{\infty} \leq ||g_k||_{\infty} < \infty.
\]

We have that \( v \rightarrow f_k(T_1, v) \) is given by:

\[
v \rightarrow \frac{\int_{v}^{\infty} g_k(T_1, v_2)F_{01}(T_1, dv_2)}{F_{01}(T_1, (v, \infty))}.
\]

This function is continuous at \( v \) if \( v \rightarrow F_{01}(T_1, v) \) is continuous at \( v \). Consequently, we need that \( F_{01}(T_1, dv) \) puts no mass at a point where \( H_0(T_1, dv) \) puts mass. By our convention that if \( T = C \), then the observation is uncensored, this is satisfied. This proves the pointwise convergence of \( f_k \equiv (A_0^{h,T} - A_0^T)(f_k) \) to zero \( F \)-a.e. We need to show that \( \int f_k^2 dF_0 \rightarrow 0 \). However, we also have

\[
||f_k||_{\infty} \leq 2||g_k||_{\infty}
\]

and therefore the dominated convergence theorem provides us with \( \int f_k^2 dF_0 \rightarrow 0 \).

Let's now consider the first term \( A_0^{h,T}(A_0^h - A_0)(g_k) \). Because \( A_0^h \) is a conditional expectation its second moment is bounded by the second moment of \( (A_0^h - A_0)(g_k) \). Therefore it suffices to show that \( E_{X,C} ((A_0^h - A_0)(g_k))^2 \rightarrow 0 \)
for \( h \rightarrow 0 \), where we consider \( A_0^h \) and \( A_0 \) as functions in \((T,C)\) via \( Y^h \) and \( Y \), respectively.

Recall how we constructed the data \((\bar{T},D)^h\): 1) we have a nested sequence
of partitions \( \pi^h \) and we observed i.i.d. \( C_1, \ldots, C_n \sim G \), 2) Now, we discretize
$C_i$ such that $C_i^h \sim G_i$ where $G_i$ lives on $\tau^h$. This provides us with data $(\bar{T}, D)_h \sim P_{F_0, G_0}$. 3) Finally we discretized $(\bar{T}, D)_h$ in order to obtain $Y^h = (\bar{T}, D)_h \sim P_{F_0, G_0}$. Denote the sigma-field generated by $Y^h$ with $A^h$. Because $\pi^h$ is nested and the sigma field generated by $\pi^h$ converges to the Borel sigma-field on $[0, \tau]$ we have that $A^h \uparrow A^\infty$ for $h \to 0$, where $A^\infty$ is the sigma field generated by $Y = (\bar{T}, D)_h$, $Y \sim P_{F_0, G_0}$.

Consequently $M_{h_n} \equiv E_{X, (g_k(T) \mid A^{h_n})}$ is a martingale in $n$ and it is well known that if $\sup_k E(M_k^2) < \infty$, then $E((M_h - M_0)^2) \to 0$. We have $\sup_k E(E(g_k(T) \mid A^h)^2) \leq \|g_k\|_{\infty}^2 < \infty$ and consequently we have $\| (A^h_{0} - A_0)(g_k) \|_{F_0 \times G_0} \to 0$. This also proves the second statement in lemma 4.14. □

**Corollary 4.2** We make the same assumptions as in lemma 4.14. For each set $C \subset L^2(F_0)$ which is compact w.r.t. $\| \cdot \|_{F_0}$ we have for $h \to 0$:

$$\sup_{g \in C} \| (I_0^{-1} - I_{h,0}^{-1})(g) \|_{F_0} \to 0.$$  \hspace{1cm} (4.28)

This implies

$$\sup_{g \in C} \left| \langle A_0^h I_{h,0}^{-1}(g), A_0^h I_{h,0}^{-1}(g_1) \rangle_{F_0} - \langle A_0 I_0^{-1}(g), A_0 I_0^{-1}(g_1) \rangle_{F_0} \right| \to 0.$$

Moreover, we have

$$\sup_{g \in C} E \left( A_0^h I_{h,0}^{-1}(g) - A_0 I_0^{-1}(g) \right)^2 \to 0.$$

**Proof.** We have:

$$(I_{h,0}^{-1} - I_0^{-1})(g) = I_{h,0}^{-1}(I_0 I_0^{-1} - I_0^h I_0^{-1})(g) = -I_{h,0}^{-1}(I_0^h - I_0) I_0^{-1}(g).$$

Firstly, notice that by the bounded $L^2$-invertibility of $I_0$ (lemma 4.1) $I_0^{-1}(C)$ is compact in $L^2(F_0)$. Now, by the preceding lemma we have that $\sup_{g \in C} \| (I_0^h - I_0) I_0^{-1}(g) \|_{F_0} \to 0$. Finally, we know by lemma 4.1 that $\sup_{g \in C} \| I_{h,0}^{-1} \|_{F_0} < \infty$. This proves the first statement. For the second statement notice that:

$$\langle A_0^h I_{h,0}^{-1}(g), A_0^h I_{h,0}^{-1}(g_1) \rangle_{F_0} = \langle I_{h,0}^{-1}(g), g_1 \rangle_{F_0} = \langle I_{h,0}^{-1}(g) - I_0^{-1}(g), g_1 \rangle_{F_0} + \langle I_0^{-1}(g), g_1 \rangle_{F_0}.$$

The first term converges to zero by the Cauchy-Schwarz inequality and (4.28). The second term equals $(A_0 I_0^{-1}(g), A_0 I_0^{-1}(g_1))_{F_0}$. It remains to prove the last statement. By the compactness of $C$ and continuity of $A_0 I_0^{-1}$ and $A_0^h I_{h,0}^{-1}$ it suffices to show the statement for a fixed $g \in L^2(F_0)$. We have

$$A_0^h I_{h,0}^{-1}(g) - A_0 I_0^{-1}(g) = (A_0^h - A_0) I_0^{-1}(g) + A_0 (I_{h,0}^{-1} - I_0^{-1})(g).$$
The first term converges to zero by the second statement of lemma 4.14.

For the second term we have:

\[ \|A_0^h(I_{h,0}^{-1} - I_0^{-1})(g)\|_{F_0} \leq \|(I_{h,0}^{-1} - I_0^{-1})(g)\|_{F_0} \to 0 \] (4.28). \[ \Box \]

Notice that \( C \equiv \{I(0,t) : t \in [0,\tau]\} \subset L^2(F_0) \) is a compact set. Application of the corollary to this set \( C \) provides us with lemma 4.8.
Chapter 5

Efficiency of the NPMLE in the Line-Segment Problem.

5.1 Introduction to the line-segment process problem.

The spatial line-segment process problem, observing line-segments in a two dimensional window, was introduced by Laslett (1982). Laslett derives the log likelihood for this spatial problem and shows how a version of the EM-algorithm can be used to find the NPMLE, but the behavior of the NPMLE has not been studied. Wijers (1991) considers the one-dimensional line-segment problem, so now we observe line-segments on the real line through an interval, and shows how it can be formulated as a nonparametric missing data model and thereby that the NPMLE can be characterized by the self-consistency equation as introduced by Efron (1967) (see Gill, 1989). By using an elegant technique based on the log likelihood he proves uniform consistency of the NPMLE. In this chapter we prove efficiency (and bootstrap results also follow easily from the analysis) of a “sieved”-NPMLE for the one-dimensional line-segment problem, where sieved means that we maximize the loglikelihood over all distributions which put mass on the uncensored observations.

In Gill, van der Laan, Wijers (1995) a self-contained overview of Laslett (1982), Wijers (1991) and this chapter is given and it is made clear how and how far the analysis followed in this chapter can be generalized to the spatial line-segment problem. In the spatial line-segment problem there is an additional
unknown parameter, namely the distribution of the orientation of the line-
segments. For a known orientation distribution and convex window the results
for the NPMLE can be proved as essentially carried out in Wijers (1994) (he
did it for a circular window). Suggestions for solving the unknown orientation
distribution case are given using an extended identity as proved in van der
Laan (1994). Also the NPMLE for non-convex windows is a completely open
problem. A version of Gill, van der Laan, Wijers (1995) is also found in Gill
(1993).

The one-dimensional line-segment problem has the following statistical mo-
tivation. Suppose one is interested in the time a specific patient spends in the
hospital. For this purpose one observes incoming and outgoing patients over a
period \([0, \tau]\) of time-length \(\tau\). The variable of interest is the time \(X\) between
the arrival time and the departure time of the patient. One can identify with
each patient a line-segment with length \(X\) and start-point \(T\), where \(T\) is the
arrival time of the patient. If the arrival time is smaller than 0, then the line-
segment is left-censored and if the departure time is larger than \(\tau\), then the
line-segment is right-censored. Hence one will observe four kind of observa-
tions on the line-segment: singly left-censored, singly right-censored, doubly
censored and uncensored. The goal is to estimate the distribution of the length
\(X\) of the line-segments from these observations. The one-dimensional line-
segment problem has also several economic applications. For example, if one is
interested in estimation of the distribution of the time of unemployment and
one has only information available over a period \([0, \tau]\), then the same model
applies.

One clear feature of this model is that \(X\) is censored. In particular, if follows
that one is not able to estimate the distribution (of length) after \(\tau\). Another less
obvious feature of this problem is that long line-segments are more likely to be
observed (i.e. to hit the window \([0, \tau]\)) than short line-segments and therefore
the observed line-segments cannot be considered as an i.i.d. sample from the
random process which generates the line-segments. So there is a so called length
bias problem; the empirical distribution function of all complete lengths of all
(partially) observed line-segments does not converge to the distribution of the
length of the line-segments.

We will assume that the starting points, say \(T\), of the line-segments fol-
low a homogeneous Poisson point process on \(\mathbb{R}\) with rate \(\lambda\). Furthermore,
assume that the length \(X > 0\) corresponding with the line-segment starting
at \(T\) is independent of the Poisson process and has the common distribution
\(F\). Preferably, one would like to have an estimator available which does not
utilize knowledge on the starting point distribution. In other words, just as in the univariate right-censoring model and many other missing data models, one prefers to model the distribution of $(T, X)$ such that the likelihood of the data factorizes in a part which only depends on $F$ and a part which only depends on the distribution of $T$ so that knowledge on the distribution of $T$ is irrelevant for computation of the NPMLE and for the information bound. This can only be achieved in missing data models where the observation $Y$ is equivalent with observing that $X \in D_1(Y)$ and $T \in D_2(Y)$ for some regions $D_1(Y)$ and $D_2(Y)$. However, in the line-segment model the censoring by the interval $[0, \tau]$ causes a dependence between $T$ and $X$ regionwise, just as it does for mixture models where one observes a convolution of two variables.

In our last section we discuss how our results can be extended to the case where $T$ follows an inhomogeneous poisson process with a known or estimated rate $\lambda(t)$.

It can now be shown (Karlin, 1981, Stoyan, 1987) that $(T, X)$ follows a Poisson point process on $\mathbb{R} \times \mathbb{R}_{\geq 0}$ with intensity measure

$$\lambda dt dF(x).$$

Let $B$ be the set of all $(X, T)$ for which the corresponding line-segment hits $[0, \tau]$. If $\mu$ is the mean of $F$, then $\int_B dF(x)dt$ equals $\tau + \mu$, as can be trivially verified.

A well known fact about Poisson processes tells us that if we condition on the number of $(X, T) \in B$, then these $(X, T) \in B$ can be represented as i.i.d. observations from a distribution given, for $A \subset B$, by:

$$P((X, T) \in A) = \frac{\lambda \int_A dF(x) dt}{\lambda \int_B dF(x) dt} = \frac{\int_A dF(x) dt}{\tau + \mu}.$$

However, the latter we can rewrite as:

$$\frac{\int_A dF(x) dt}{\tau + \mu} = \int_A \frac{(\tau + x) dF(x)}{\tau + x} dt \frac{dt}{\tau + x},$$

where $(\tau + x) dF(x)/(\tau + x)$ corresponds with a probability distribution because it integrates to 1 and $dt/(\tau + x)$ is the density of the uniform distribution over $(-\tau, \tau)$. Consequently, we can represent the distribution of the observed line-segments as follows: the lengths $X$ of the line-segments which hit $[0, \tau]$ (so which are at least partially observed) have distribution $V$ with

$$dV(x) \equiv (\tau + x) dF(x)/(\tau + \mu),$$

(5.1)
and the starting point $T$, given $X = x$, is uniformly distributed over $(-x, \tau)$. This does not describe, yet, the distribution of the data because many of these $(X, T)$ are censored.

$V$ is called the length biased version of $F$ because it takes into account that long line-segments are more likely to hit the window $[0, \tau]$ than the short line-segments.

Heuristically one expects to be able to estimate $V$ on $[0, \tau)$ by using the uncensored and singly censored line-segments. Because of the $\mu$ in the relation (5.1) an estimator of $V$ on $[0, \tau)$ does not uniquely determine an estimator of the parameter of interest $F$ on $[0, \tau)$. However, we also observe the fraction of doubly censored observations. Let

$$h_V \equiv P(T < 0, X + T \geq \tau) = \int_{[\tau, \infty)} \frac{x - \tau}{\tau + x} dV(x)$$

be the probability that the line-segment will be doubly censored. If it is not confusing, then we will skip the $V$ in the notation $h_V$. As shown in Wijers (1991) and easy to verify we have the following relation:

$$2\tau/(\tau + \mu) = 1 - h_V + \int_{(0, \tau)} (\tau - x)/(\tau + x) dV(x). \quad (5.2)$$

This tells us that estimators of $V$ on $[0, \tau)$ and $h$ (for $h$ the NPMLE is simply the fraction of doubly censored line-segments) determine estimators of the parameter of interest $F$ on $[0, \tau)$ and its mean $\mu$.

Moreover, Wijers (1991) shows that this relation between $F, \mu$ and $V, h$ is 1-1 and onto: let $V$ and $F$ be distributions on $[0, \infty)$, we have that each $V$ on $[0, \tau)$ and $h$ determine uniquely a $F$ on $[0, \tau)$ and its mean $\mu < \infty$ and each $F$ on $[0, \tau)$ and its mean $\mu < \infty$ determine uniquely a $V$ on $[0, \tau)$ and its $h$. Hence the collection of possible $V$'s on $[0, \tau)$ as defined by (5.1) obtained by varying $F$ nonparametrically (i.e. over all distributions) consists of all possible subdistributions on $[0, \tau)$. So instead of parametrizing the length biased distribution $V$ as $dV(x) = (\tau + x) dF(x)/((\tau + x))$, $F$ completely unknown with finite mean $\mu$, we can replace this model by all distributions $V$ and concentrate on estimating $V$ on $[0, \tau)$ and $h \in [0, 1]$. This leads to the following formal model of the line-segment problem due to Wijers (1991):

**Formal description of line-segment model.** We can model the line-segment problem as follows: $X_1, \ldots, X_n$ are $n$ i.i.d. real valued random variables with distribution function $V_0$, which is completely unknown. $T_1, \ldots, T_n$ are $n$ i.i.d. real valued random variables, and given $X_i$ they are uniformly
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distributed over \((-X_i, \tau)\). We are concerned with estimation of \((V_0, h_0)\), using observations \(Y_i = \Phi(X_i, T_i)\), where \(\Phi(X_i, T_i)\) is a many to one mapping of these random variables \((X_i, T_i)\). In order to describe this mapping \(\Phi\) we need to define the following sets which form a partition of the probability space for \((X, T)\) (here we follow the notation of Wijers, 1991):

\[
\begin{aligned}
A_1 & \equiv \{(X, T) : T < 0, \ 0 < X + T < \tau\} \\
A_2 & \equiv \{(X, T) : T < 0, \ \tau \leq X + T\} \\
A_3 & \equiv \{(X, T) : 0 < T < \tau, \ \tau \leq X + T\} \\
A_4 & \equiv \{(X, T) : 0 < T < \tau, \ 0 < X + T < \tau\}.
\end{aligned}
\]

\(T\) is the starting point of the line-segment and \(X + T\) is the right end point of the line-segment. Consequently if \(T > 0\) and \(X + T < \tau\) (i.e. \((X, T) \in A_4\)), then the line segment is completely observed. If \(T < 0\) and \(0 < X + T < \tau\) then it is left censored, but not right censored \((A_1)\); if \(T < 0\) and \(X + T \geq \tau\), then it is doubly censored \((A_2)\); if \(0 < T < \tau\) and \(X + T \geq \tau\), then it is right censored, but not left censored \((A_2)\).

Let \(Y = (X, D) = \Phi(X, C) \in (0, \tau) \times \{0, 1a, 1b, 2\}\) be the many to one mapping \(\Phi\) from \((X, C)\) to \((0, \tau) \times \{0, 1a, 1b, 2\}\) described as follows:

\[
Y = (X, D) = \begin{cases} 
(T + X, 1a) & \text{if } (X, T) \in A_1 \\
(\tau, 2) & \text{if } (X, T) \in A_2 \\
(\tau - T, 1b) & \text{if } (X, T) \in A_3 \\
(X, 0) & \text{if } (X, T) \in A_4
\end{cases}
\]

(The definition of \(D\) here is temporary and will be modified in a moment.) Observing \(Y\) means now that we know if the line-segment is left, right, doubly or uncensored \((D\) tells us this) and we observe a number \(\tilde{X} \in (0, \tau]\) the length of the intersection of the line-segment with the window, of which we know how it depends on \(X\) and \(T\). We observe \(Y_i = (\tilde{X}_i, D_i)\), \(i = 1, 2, \ldots, n\). This is a missing data model: each observation \(Y_i\) tells us that \((X_i, T_i)\) has fallen in the region \(\Phi^{-1}(Y_i)\). These regions are given by:

\[
\Phi^{-1}(X, D) = \begin{cases} 
\{(X, T) : X = \tilde{X}, \ 0 < T < \tau - \tilde{X}\} & \text{if } D = 0 \\
\{(X, T) : X + T = \tilde{X}, \ T \leq 0\} & \text{if } D = 1a \\
\{(X, T) : T = \tau - \tilde{X}, \ X \geq \tilde{X}\} & \text{if } D = 1b \\
A_2 & \text{if } D = 2
\end{cases}
\]

Notice that \(h_0 = P_{V_0}(Y \in A_2)\) and therefore a trivial and in fact the only sensible estimate of \(h_0\) is the fraction of doubly censored line segments, which is also the NPMLE as we will see in the sequel.
Grouping together the singly censored observations. \( D = 0 \) corresponds with the uncensored observed line-segments in \((0, \tau)\); \( D = 1a, 1b \) with the singly left-censored and singly right-censored observed line-segments; \( D = 2 \) with the doubly (at left and right) censored observed line-segments. As expected, the distribution of \((\bar{X}, 1a)\) equals the distribution of \((\bar{X}, 1b)\). Therefore, it makes sense to group together these two kinds of observations to one kind of observation. \( D = 0 \) for uncensored (as above), \( D = 1 \) for singly censored \((D = 1a, 1b \) above) and \( D = 2 \) for doubly censored (as above). The distribution of \((\bar{X}, 1)\) equals now two times the distribution of the preceding \((\bar{X}, 1a)\), or preceding \((\bar{X}, 1b)\). Denote the probability distribution of the data with:

\[
P_{V_0}(y, d) \equiv P_{V_0}(\bar{X} \leq y, D = d), \; d \in \{0, 1\}
\]

and \( h_0 = P_{V_0}(D = 2) \). In formulas we have:

\[
P_{V_0}(d\bar{x}, 0) = \frac{\tau - \bar{x}}{\tau + \bar{x}} dV_0(\bar{x}) \tag{5.3}
\]

\[
P_{V_0}(d\bar{x}, 1) = 2 \int_{[\bar{x}, \infty)} \frac{dV_0(x)}{\tau + x} d\bar{x} \tag{5.4}
\]

\[
\equiv 2g_0(\bar{x}) d\bar{x} \tag{5.5}
\]

\[
h_0 = P_{V_0}(D = 2).
\]

In order to determine the exact integration area one should realize that for computing probabilities for censored line-segments one should also integrate over the edges; a line-segment which ends exactly at \( \tau \) is observed as right-censored at \( \tau \). The density (w.r.t. the Lebesgue measure) \( g_0 \) will appear in our analysis in denominators and therefore plays a crucial role. Define \( \bar{V}_0(t) = 1 - V_0(t-) \). The distribution of the data is uniquely determined by \( V_0 \) on \([0, \tau)\) and \( h_0 \). This follows from the following identity

\[
\bar{V}_0(\tau) = 2\tau g_0(\tau) + h_0, \tag{5.6}
\]

which is found by a simple rewriting of \( h_0 + P_{V_0}([0, \tau), 0) + P_{V_0}([0, \tau), 1) = 1 \).

Therefore we can parametrize the distribution of the data as \( P_{V_0, h_0} \), where \( V_0 \) is restricted to \([0, \tau)\), \( P_{V_0, h_0}(D = 2) = h_0 \) and \( P_{V_0, h_0}(y, d) = P_{V_0}(y, d), \; d \neq 2 \), as defined by (5.3) and (5.4). Moreover, (5.6) tells us also that if \( \bar{V}_0(\tau) \) is fixed, then \( h_0 \) can still have any value between 0 and \( \bar{V}_0(\tau) \), which means that \( V \) as subdistribution on \([0, \tau)\) and \( h \) can vary quite freely in the parametrization \( P_{V, h} \).
Let's now formally write down the model. Let $\mathcal{F}_\tau$ be the collection of all subdistributions on $[0, \tau) \subset \mathbb{R}_{\geq 0}$. Then the model is given by:

$$\mathcal{M} \equiv \{ P_{V,h} : V \in \mathcal{F}_\tau, h \in [0, \overline{V}(\tau)] \}.$$

We only have uncensored ($D = 0$) observations $X_i = \tilde{X}_i$ on $(0, \tau)$. Therefore, there is only hope to estimate $V_0$ well on $[0, \tau)$ (of course, the model only allows $V_0$ which give probability zero to line-segments with length 0). It can be easily shown by applying theorem 3.1 of van der Vaart (1991) that the parameter $\vartheta(P_{V,h}) = V(\tau-) \in \mathbb{R}_+$ is not pathwise differentiable and thereby that there exist no regular estimators of $V_0(\tau-)$ (see Gill, 1993a, b) and it does not help to assume that $V_0$ is continuous at $\tau$. It follows from (5.4) that estimating $V(\tau-)$ is equivalent with estimating the density of the singly-censored line-segments at $\tau$. This explains why $g(\tau)$ and $V(\tau-)$ are not estimable at root-$n$ rate.

In order to suppress the influence of the irregularity of $V_0(\tau-)$ we consider estimation of the following parameter:

$$\vartheta(P_{V_0,h}) = (W_0, h_0) = \left( \int_{0}^{\tau} (\tau - x) dV_0(x), h_0 \right) \in D[0, \tau] \times [0, 1],$$

where $D[0, \tau]$ is defined as the space of cadlag (right-continuous with left-hand limits) on $[0, \tau]$. Because $P_{V_0}(t, 0) = \int_{[0,t]} \frac{\tau-x}{\tau+\mu} dV_0(x)$ (the distribution of the uncensored observations) there exists a regular estimator of $W_0$, namely $P_n(\tau-x) dP_n(x, 0)$, where $P_n(\cdot, 0)$ is the empirical subdistribution of the uncensored ($D = 0$) observations.

This parameter is also exactly the parameter we need for estimating $F_0$ on $[0, \tau-\epsilon]$ for all $\epsilon > 0$ and $\mu_0$. This is seen as follows: We will prove that the NPMLE $(W_n, h_n)$ is an efficient estimator of $(W_0, h_0) \in D[0, \tau] \times \mathbb{R}$. In order to show that the corresponding $\mu_n$ and $F_n$ on $[0, \tau-\epsilon]$ are efficient for all $\epsilon > 0$, it suffices to show that $(\mu, F)$ can be written as a compactly differentiable functional of $(V, h)$ (van der Vaart, 1991). Because of the relation $dV_0(x) = dP_0(\tau-x)/(\tau+\mu)$ it suffices to show that $\mu$ is a compactly differentiable functional of $(W, h)$. We have the relation $P_{V_0}(A_3 \cup A_4) = P_{V_0}(A_3 \cup A_4) = \tau/(\tau+\mu)$. The latter tells us that $2\tau/(\tau+\mu) = 1 - h_0 + P_{V_0}(A_3)$. However, $P_{V_0}(A_4) = \int_{(0,\tau)} (\tau-x)/(\tau+\mu) dV_0(x) = \int_{(0,\tau)} dW_0(x)/(\tau+\mu)$. It follows that $\mu$ is a compactly differentiable functional of $(W_0, h_0) \in D[0, \tau] \times \mathbb{R}$ and therefore efficiency of $(W_n, h_n)$ provides us with efficiency of $\mu_n$ and $F_n$ on $[0, \tau-\epsilon]$ for all $\epsilon > 0$. 


The problem of establishing weak convergence at root-\(n\) rate in this model has appeared to be difficult and seems not possible by just using the self-consistency equations. However, the identity approach as followed in the preceding chapters, followed here is successful. Let's first try to understand why this estimation problem is rather difficult. In chapter 3 we studied a general class of nonparametric missing data models and explained that there are essentially 2 crucial assumptions, 1 and 2, under which the NPMLE will be efficient. The second assumption says that the censored regions for \(X\) implied by an observation \(Y\) should have positive probability w.r.t. \(V\); this is clearly satisfied. Assumption 1 required that \(P(Y \in A_4 \mid X = x) > \delta > 0\), which says that, given \(X = x\), the probability that the line-segment \((X, T)\) will be uncensored is larger than \(\delta > 0\) \(V_0\) a.e. Assumption 1 guarantees that the information operator has a bounded \(L^2\)-inverse (e.g. see van der Laan, 1993b). For \(X > \tau\) this probability is zero. This means that the information operator is not invertible and therefore we firstly need to recover the essential part of the information operator for estimation on \([0, \tau]\). Indeed, as will appear, this is one important ingredient of the analysis. So let's now verify assumption 1 for \(x \in [0, \tau]\).

\[ P(Y \in A_4 \mid X = x) = (\tau - x)/(\tau + x) \] and therefore converges to zero for \(x \to \tau\). Heuristically this means that there will be hardly any uncensored observations close to \(\tau\) and therefore it is very hard to estimate \(V_0\) close to \(\tau\). But if, for example, \(V_0(\tau - \epsilon, \tau] = 0\) for certain \(\epsilon > 0\), then assumption 1 is satisfied. However, because \(\tau\) certainly does not represent the tail of \(V_0\) this is an unacceptable assumption, and the assumption can also not be easily arranged by artificial censoring as in the examples in chapter 3. Consequently, in the analysis we will have to deal with an inverse of an information operator with singularity \(1/(\tau - x)\). By exploiting a well understood Volterra structure which appears in the information operator we are able to show that this singularity is not disturbing for any parameter which does not use the value \(V(\tau)\) and hence in particular for \(W\) on \([0, \tau]\).

Our results are based on the assumption that \(g_n(\tau)\) is consistent. It appeared that there was a mistake in the proof of this result in Wijers (1991) so that this result has not been established; the consistency on \([0, \tau - \epsilon)\) of \(V_n\) still holds. However, Wijers (1993) proposed a slight modification of the data by censoring the line-segments by \([0, \tau - \epsilon]\) for some \(\epsilon > 0\) in such a way that \(g_n(\tau - \epsilon)\) is consistent and hence that our result: applies to the sieved-NPMLE of this transformed data. We decided not to change all our results to this setting, but discuss the transformation in section 6.

We will now give an overview of this chapter. In the next section we define
the "sieved"-NPMLE as the maximizer of the log likelihood over the class of
discrete distributions which put only mass on the observed line segments and
we discuss existence, uniqueness and the EM-algorithm for computation of the
estimator in practice. In section 3 we formulate the efficiency theorem and
give the general efficiency proof and we specify the three ingredients identity
condition, Donsker class condition and the $\rho$-consistency condition which need
to be proved in the subsequent sections. We also discuss the bootstrap and
estimation of the limit distribution for construction of confidence intervals,
where it is shown in subsection 4.3 that the latter can be carried out very
quickly. In section 4 we prove the Donsker class condition by proving that the
so called efficient influence function is of bounded variation uniformly in $V$ and$t$. The proof consists of two parts. Firstly, we have to split the inversion of
the information operator for functions on $[0, \tau)$ and for a remaining non-unique
easy part. Secondly, we prove that the first part (the hardest) can be nicely
inverted w.r.t. the supnorm and variation norm. In section 5 we prove the
$\rho$-consistency condition and identity condition.

5.2 Existence and uniqueness of the sieved-
NPMLE, EM-equations.

Let $P_n$ be the empirical distribution of $Y_i$, $i = 1, \ldots, n$ and let $m = m(n)$ be
the number of uncensored line-segments $X_i$ (i.e. $D_i = 0$). Denote the counting
measure on these $X_i$ with $\mu_m$. Let $\mathcal{F}_r(\mu_m)$ be those $F \in \mathcal{F}_r$ with $F \ll \mu_m$.
For a $V \in \mathcal{F}_r(\mu_m)$ and $h$ we define $p_{V,h}(y,d)$, $d \neq 2$, as the density of $P_{V,h}$
w.r.t. $(\mu_m \times dt)\Phi^{-1}$, where $dt$ stands for the Lebesgue measure. Define

$$B_m \equiv \{(V,h) : V \in \mathcal{F}_r(\mu_m), h \in [0, \overline{V}(\tau)]\}.$$ 

Now, we define a sieved-NPMLE as follows

$$(V_n,h_n) = \arg \max_{B_m} \int \log(p_{V,h})dP_n.$$ 

By substitution of (5.3) and (5.4) it follows that the empirical loglikelihood is
given by:

$$\frac{1}{n} \sum_{i=1}^{n} \left( I(D_i = 0) \frac{r - \tilde{X}_i}{\tau + \tilde{X}_i} \overline{V}(\{\tilde{X}_i\}) + I(D_i = 1)2g(\tilde{X}_i) \right) + \lambda P_n(D = 2),$$

where $g(x) = g(\tau) + \int_{u}^{\tau} dV(u)/u + u$ and $g(\tau)$ can be expressed in $V,h$ by
(5.6). Assuming $g_0(\tau) > 0$ Wijers (1991) shows existence and uniqueness of
the NPMLE \((V_n, h_n)\). His proof is also applicable to this sieved-NPMLE. We will now derive the score-equations and in particular the EM-equations. Recall that \(V_n \in \mathcal{F}_r(\mu_m)\) is a subdistribution on \([0, \tau]\). Consider the class of lines \(\varepsilon V_i + (1 - \varepsilon) V_n \in \mathcal{F}_r(\mu_m)\) with scores \(g\) in \(L^2_0(V_n)\) with finite supnorm; so for all the lines \(V_{n\epsilon,g}\) we have that \(\overline{V}_{n\epsilon,g}(\tau) = \overline{V}_n(\tau)\). Therefore \(h\) can still vary freely. Furthermore, consider the following one dimensional submodel through \(h_n\) with score \((I(D = 2) - h_n)\):

\[ h_{n\epsilon} = (1 + \epsilon (I(D = 2) - h_n)) h_n \in [0, \overline{V}_n(\tau)]. \]

Differentiating of \(\int \log(p_{V_n,h_{n\epsilon}}) dP_n\) w.r.t. \(\epsilon\) provides us with:

\[ h_n = P_n(D = 2), \text{ the fraction of doubly censored observations}. \]

Differentiating of \(\int \log(p_{V_{n\epsilon,g},h_{n\epsilon}}) dP_n\) provides us with the familiar score operator (see Gill, 1989, Bickel et al., 1993, section 6.6) \(A_{V_n}(g) : L^2_0(V_n) \rightarrow L^0_0(P_{V_n,h_n})\) for missing data models:

\[ E_{V_n,h_n}(g(X) | Y) = 0 \text{ for } \|g\|_{\infty} < \infty. \quad (5.8) \]

For a score \(g(x) = I_{[0,t]}(x) - V_n(t), t \in [0,\tau),\) this equation reduces to the self-consistency equation (Gill, 1989) as written out below. Finally, we have the relation (5.6) for determining \(g_n(\tau)\).

**Computation of sieved-NPMLE.** Let \(v_n \equiv dV_n/d\mu_m\) be the point masses of \(V_n\) on the observed \(X_i\) and let \(P_{n0}(x) = 1/n \sum_{i=1}^n I(\tilde{X}_i \leq x, D_i = 0), \)
\(P_{n1}(x) = 1/n \sum_{i=1}^n I(\tilde{X}_i \leq x, D_i = 1)\) be the empirical distributions of the uncensored and singly-censored line-segments. We conclude that we have the following set of EM-equations:

\[ v_n(x_i) = \sum_{j=1}^n \frac{1}{n} P_{V_n}(X = x_i | Y_j) \]
\[ = P_{n0}(x_i) + \frac{v_n(x_i)}{\tau + x_i} \left( \frac{1}{n} \sum_{j=1}^n I(\tilde{X}_j = 1, \tilde{X}_j \leq x_i) \right) \]
\[ h_n = P_n(D = 2), \text{ the fraction of doubly censored} \]
\[ \overline{V}_n(\tau) = 2rg_n(\tau) + h_n. \]

The solution of the equations can be found with the EM-algorithm (Dempster et al., 1977, Turnbull, 1978, Meijlison, 1989): initiate the right-hand side of the first equation with \(v_n^0\) and \(g_n^0(\tau)\), this provides us with a \(v_n^1\), now obtain a \(g_n^1(\tau)\) using the third equation, and repeat these steps till convergence is established. For a much faster algorithm to solve these equations see Gill (1993a,b).
Efficiency Result and Outline Proof

In practice, one might find that $V_n$ becomes quite noisy close to $\tau$, remember that $V(\tau-)$ is not root-$n$ estimable, which will certainly also be reflected in the constructed confidence bands for which methods will be given. Therefore, interpolation of $V_n$ on $[0, \tau - \varepsilon)$ to $V_n(\tau)$ is a sensible method for obtaining a more reliable estimate close to $\tau$.

Remark: Parametric model. Suppose now that one wants to assume a parametric model $F_\theta$ for $F$. One obtains the parametric likelihood by replacing $dV(u) = \tau + u/\tau + \mu dF_\theta(x)$ in the nonparametric likelihood (5.7) and in particular in the expression of $g(x) = \int_x^\infty 1/\tau - x dV(x)$ and in the expression of $h$. Then the likelihood depends only on $\theta$. One can now compute the $k$ score equations corresponding with differentiation of the loglikelihood with respect to the $k$ coordinates of $\theta$. This provides us with a $k$-equations with $k$ unknowns which can be solved with Newton-Raphson or other numerical procedures. In this case it is not necessary to split up the distribution of the data in $h$ and $V$ though it seems natural to set $h$ equal to $h_n = P_n(D = 2)$ and maximize over $V_0$ restricted to $[0, \tau]$.

5.3 Efficiency result and outline of proof.

From now on $V_0$ will denote the underlying distribution on $\mathbb{R}$ and we will parametrize the distribution of the data with $P_{\psi}$, $V_0 \in \mathcal{F}$ again, instead of $P_{V_0, h_0}$, $V_0 \in \mathcal{F}$. Define $S(V_0)$ as the class of all lines $eV + (1 - e)V_0$ through $V_0$, $V \ll V_0$, which are submodels by convexity of $\mathcal{F}$, with score $g \in L_0^2(V_0)$. Let $S(V_0) \subset L_0^2(V_0)$ be the corresponding tangent cone (=set of corresponding scores) and $T(V_0)$ be the tangent space (=closure of linear extension of $S(V_0)$). It is easy to see that $T(V_0) = L_0^2(V_0)$. As discussed in the preceding section each one dimensional submodel $P_{V_0,\psi}$ has a score given by $A_{V_0}(g)$, where $A_{V_0}$ is the so called score operator:

$$A_{V_0} : L_0^2(V_0) \rightarrow L_0^2(P_{V_0}) : A_{V_0}(g)(Y) = E_{V_0}(g(X) \mid Y).$$

The Cramér-Rao lower bound for estimation of $\Psi(\epsilon) \in \mathbb{R}$ for some $\Psi$ at $\epsilon = 0$ along the one-dimensional model $P_{V_0,\psi}$ equals:

$$\left(\frac{d}{d\epsilon}\Psi(\epsilon) \bigg|_{\epsilon=0}\right)^2 \|A_{V_0}(g)\|^2.$$  \hspace{1cm} (5.9)

Let

$$A_{V_0}^T : L_0^2(P_{V_0}) \rightarrow L_0^2(V_0) : A_{V_0}^T(\eta)(X) = E_{V_0}(\eta(\bar{X}, D) \mid X).$$
be the adjoint of $A_{V_0}$. Now, the information operator is defined by:

$$I_{V_0} = A_{V_0}^T A_{V_0} : L_0^2(V_0) \rightarrow L_0^2(V_0).$$

Let’s first prove efficiency of $h_n = P_n(D = 2)$ as an estimator of $h_0 = P_{V_0}(D = 2)$. We have that $h_n - h_0 = 1/n \sum_{i=1}^n (I(D_i = 2) - h_0)$. Consequently $h_n$ is asymptotically linear with influence curve equal to $I(D = 2) - h_0$. However, $I(D = 2) - h_0$ is a score of a one-dimensional submodel (as defined in the preceding section) and hence it must be the efficient influence curve (see Bickel et al., 1993).

Define

$$\kappa_1(x) \equiv I_{[0,1]}(x)(\tau - x),$$

and notice that

$$\frac{1}{\epsilon}(W_{0\epsilon}, g(t) - W_0(t)) = \int g(x)\kappa_1(x)dV_0(x) = EV_{\epsilon}(g(X)\kappa_1(X)). \quad (5.10)$$

For any $V \in \mathcal{F}$ and $t \in (0, \tau]$ we prove that if $g(\tau) > 0$, then there exists a $h_t \in D[0, \infty)$ with finite supnorm which solves $I_V(h_t) = \kappa_t$ (see lemma 5.2 in the next section). For convenience we will denote any such $h_t$ with $I_V^{\tau}(\kappa_t)$.

This shows that $\vartheta_1(P_V)(t) = W(t)$ is pathwise differentiable along each path $P_{V_{\alpha}}, \alpha \in S(V)$, with efficient influence function given by:

$$\tilde{I}(W, t)(\tilde{X}, D) = A_V I^{\tau}_V (\kappa_t - W(t))(\tilde{X}, D) = A_{V} (h_t)(\tilde{X}, D) - W(t). \quad (5.11)$$

Let $\mathcal{G} = \{\tilde{I}(W_0, t) : t \in [0, \tau]\}$.

Notice that $\mathcal{M}$ is convex and that $V \mapsto P_V$ is linear. Theorem 2.2 says now that

$$W_1(t) - W_0(t) = \int \tilde{I}(W_1, t)dP_{V_1} \text{ for } t \in [0, \tau]. \quad (5.12)$$

for all $V_1$ with $V_0 \ll V_1$ and $dV_0/dV_1 \in L_0^2(V_1)$. In particular, it holds for $V_1 = V_{\alpha}(\alpha \equiv \alpha V + (1 - \alpha) V_0)$. By letting $\alpha \to 0$ we prove (see lemma 5.6) that this identity also holds at $V_1$ equal to the NPMLE $V_n$. So we have:

$$W_n(t) - W_0(t) = -\int \tilde{I}(W_n, t)dP_{V_2} \text{ for } t \in [0, \tau]. \quad (5.13)$$

Because $h_{V_{\alpha,t}}$ has a finite supnorm it is a score in $S(V_n)$ of a one dimensional line through $V_n$ and thereby (5.8) provides us with the efficient score equation:

$$E_{P_n}(\tilde{I}(W_n, t)(Y)) = 0 \text{ for all } t \in [0, \tau].$$
Efficiency Result and Outline Proof

Combining the last two identities provides us with the crucial identity:

\[ W_n(t) - W_0(t) = \int \tilde{I}(W_n, t) d(P_n - P_{\mathcal{G}}) \text{ for } t \in [0, \tau]. \tag{5.14} \]

Suppose now that (the \textit{P}-\textit{Donsker class condition}) \( \tilde{I}(W_n, t) \) lies with probability tending to 1 in a \( P \)-\textit{Donsker class} \( \mathcal{G} \). We prove this for \( \mathcal{G} \) equal to the functions of variation less than or equal to \( M < \infty \) for some (sufficiently large) \( M < \infty \) (corollary 5.1 in the next section) using that \( g_n(\tau) > \delta > 0 \) with probability tending to 1. Wijers (1991) showed consistency of \( g_n(\tau) \) under the assumption that \( g(\tau) > 0 \), which proves the Donsker class condition. So we have now by the definition of Donsker class:

\[ \sup_{t \in [0, \tau]} |(W_n - W_0)(x)| = O_P \left( \frac{1}{\sqrt{n}} \right). \]

This implies that for each \( \epsilon > 0 \), \( \sup_{[0, \tau]} |(V_n - V_0)(x)| \rightarrow 0 \), and in particular \( V_n(x) \rightarrow V(x) \) for all \( x \in [0, \tau] \), in probability. Suppose that \( V_0 \) is continuous on \( [\tau - \epsilon_1, \tau] \) for some \( \epsilon_1 > 0 \). The consistency of \( g_n(\tau) \) implies by (5.6) consistency of \( V_n(\tau) \). If a sequence of monotone functions converges pointwise to a continuous function, then it converges uniformly. Applying this result to \( V_n \) on \( [\tau - \epsilon, \tau] \) provides us with uniform consistency of \( V_n \) on \( [0, \tau] \).

The \( \rho_{P_0} \)-consistency condition is proved by lemma 5.5, using the consistency of \( g_n(\tau) \). This completes the supnorm-efficiency proof for \( W_n \).

This proves the following theorem, under the assumption that \( g_n(\tau) \) is consistent (see section 6).

**Theorem 5.1** \( h_n \) is an efficient estimator of \( h_0 \). Assume \( g_0(\tau) > 0 \). Then

\[ \sup_{x \in [0, \tau]} |(W_n - W_0)(x)| = O_P(1/\sqrt{n}). \]

If \( V_0 \) is continuous on \( [\tau - \epsilon, \tau] \) for an \( \epsilon > 0 \), then \( V_n \) is uniformly consistent on \([0, \tau]\) and \( W_n \) is a supnorm-asymptotically efficient estimator of \( W_0 \):

\[ \sqrt{n}(W_n(t) - W_0(t)) = \int \tilde{I}(W_0, t) d(\sqrt{n}(P_n - P_{\mathcal{G}})) + R_{n,t}, \]

where \( P(\|R_n\|_{\infty} > \epsilon) \rightarrow 0 \) for all \( \epsilon > 0 \) and \( Z_0(\cdot) \equiv \sqrt{n}(P_n - P_{\mathcal{G}})(\tilde{I}(W_0, \cdot)) \) converges weakly in \( (D[0, \tau], \mathcal{B}, \| \cdot \|_{\infty}) \) to a (pointwise) mean zero measurable Gaussian process \( Z \) with covariance structure given by:

\[ E(Z(s)Z(t)) = E_0 \left( \tilde{I}(W_0, s)(Y) \tilde{I}(W_0, t)(Y) \right). \]
If \( g_0(\tau) = 0 \), i.e. \( V_0(\tau) = 1 \), then one can just shrink down the window \([0, \tau]\) to \([0, \tau']\) where \( \tau' \) is chosen so that a fraction of the singly censored or uncensored observations become doubly censored. Then the theorem tells us that the NPMLE based on these reduced observations is efficient for these reduced observations and one can obtain efficiency by letting this fraction converge to zero slowly enough for \( n \to \infty \).

## 5.3.1 Construction of confidence intervals.

We will discuss two methods for construction of a pointwise confidence interval for \( W(t) \) and estimation of the variance of the estimator \( W_n(t) \). The first method is the nonparametric bootstrap. This means that we estimate the distribution of \( W_n(t) \) by computing a large number of estimators \( W_n(t)^\# \) based on samples \( Y_1^\#, \ldots, Y_n^\# \) drawn from the empirical distribution function \( P_n \). The asymptotic validity of the nonparametric bootstrap is proved straightforwardly by using identity (5.14)

\[
W_n^\#(t) - W_n(t) = (P_n^\# - P_{V_n, h_n})(\tilde{I}(W_n^\#, t)),
\]

and repeating our efficiency proof, in exactly the same way (see section 4.6). Hereby we use that all our results (lemmas) are established uniformly in \( V \). Similarly, asymptotic validity of the semiparametric bootstrap holds. In this case we would resample from \( P_{V_n, h_n} \), where \( V_n, h_n \) is the sieved-NPMLE.

In the second method we estimate the limiting distribution of \( W_n(t) \) by estimation of the variance of \( \tilde{I}(W, t)(Y) \). We can estimate \( \tilde{I}(W, t) = A_Y \tilde{I}_R(\kappa_t) \), which depends on \( (V, h) \), by substitution of \( (V_n, h_n) \), which provides us with an estimate \( \tilde{I}_n(W, t) \). Now, we can estimate the variance with:

\[
\frac{1}{n} \sum_{i=1}^{n} \tilde{I}_n(W, t)(Y_i)^2.
\]

The computation of \( \tilde{I}_n(W, t)(Y_i) \) involves inverting the information operator. However, as we will see this comes down to inverting a Volterra integral operator which is an infinite dimensional equivalent of a lower-triangular matrix and as shown in subsection 4.3 inversion at a discrete \( V_n \) with \( k \) support points is inverting a lower-triangular \( k \) by \( k \) matrix.

The remaining program is as follows: In section 4 we will prove the (hardest) \( P_\theta \)-Donsker class condition and thereby in the course of establishing this that \( h_{V_n, t} \) is bounded in supnorm. In section 5 the \( \rho_P \) consistency and identity conditions will be verified.
5.4 Donsker class condition, uniform bound on the variation of the efficient influence function.

In the sequel integrals \( \int_0^x \), from zero to any point \( x \), are integrals over \([0, x)\) and integrals \( \int_y^z \), from \( y \) to any \( z \), are integrals over \([y, z)\). The score operator \( A_{V_0} \) is given by:

\[
E_V(h(X)|\bar{X} = \bar{z}, D = d) = h(\bar{z})I(d = 0) + \int_x^\infty \frac{h(u)}{u + x} dV(u)I(d = 1) \\
+ \int_r^\infty \frac{(u - r)h(u)}{u + x} dV(u)I(d = 2).
\]

The adjoint \( A_V^* : L_0^2(P_V) \rightarrow L_0^2(V) \) of \( A_V \) is given by:

\[
A_V^*(\eta)(x) = E(\eta(\bar{X}, D)|X = x) \\
= \frac{\tau - x}{\tau + x}\eta(x, 0)I(x \leq \tau) + \frac{2}{\tau + x} \int_0^{x \wedge \tau} \eta(\bar{z}, 1)d\bar{z} \\
+ \frac{x - \tau}{x + \tau}\eta(\tau, 2)I(x \geq \tau).
\]

Consequently, the information operator \( I_V = A_V^* A_V : L_0^2(V) \rightarrow L_0^2(V) \) is given by:

\[
I_V(h)(x) = \frac{\tau - x}{\tau + x}h(x)I(x < \tau) + \frac{2}{\tau + x} \int_0^{x \wedge \tau} \frac{h(u)}{u + x} dV(u)I(x \geq \tau) \\
+ \frac{x - \tau}{x + \tau} \int_r^{\infty} \frac{(u - r)h(u)}{u + x} dV(u)I(x \geq \tau).
\]

Consider the equation (in \( h_t \))

\[
I_V(h_t)(x) = \kappa_t(x) = I_{(0,t]}(x)(\tau - x),
\]

which should be considered as solving for the hardest submodel in \( \mathcal{F} \) for estimating \( W(t) \) using data from \( P_V \). Notice that \( h_t \) depends on \( V \). Instead of \( h_tV_n, h_tV \) we use the notation \( h_tn, h_t \), respectively. In the next subsection we will show that this hardest underlying score \( h_t - W(t) = I_V(\kappa_t) - W(t) \) exists and that it is given by a Neumann series.

By analyzing this Neumann series we will show that \( h_{nt} \equiv I_{V_n}(\kappa_{nt}) \) is of uniformly (in \( V_n \) and \( t \)) bounded variation and thereby, using (5.11), that \( \tilde{I}(W_n, t)I(D = d) \) is of bounded variation for \( d = 0, 1, 2 \) uniformly in \( n \).
5.4.1 Solving for the hardest submodel.

We split the inversion \( I_V(h_t)(x) = (\tau - x)I_{(0,\tau]}(x) \) in two parts, namely we consider this equation for \( x \geq \tau \) and for \( x \leq \tau \).

**Inversion for** \( x \geq \tau \). For \( x \geq \tau \) we have \( \kappa_t(x) = (\tau - x)I_{(0,\tau]}(x) = 0 \). Recall the definition \( g(y) = \int_y^{\infty} 1/(\tau + u)dV(u) \). We define also:

\[
C(h)(\tau) = \frac{\int_0^\infty \frac{(u-x)h(u)}{u+x}dV(u)}{\int_0^\infty \frac{1}{\tau+u}dV(u)}.
\]

For \( x \geq \tau \) \( h_t \) (see (5.16)) is determined by the equation:

\[
2\int_0^\tau \int_y^\infty \frac{h(u)}{u+y}dV(u)dy + (x-\tau)C(h)(\tau) = 0. \tag{5.17}
\]

Consequently, we have that \( h_t \) solves:

\[
\begin{align*}
\int_0^\tau \int_y^\infty \frac{h_t(u)}{u+y}dV(u)dy &= 0 \tag{5.18} \\
C(h_t)(\tau) &= 0. \tag{5.19}
\end{align*}
\]

**Inversion for** \( x \in [0,\tau) \) **using** (5.18). We use that \( h_t \) solves (5.18). For \( x \leq \tau \) the third term in \( I_V(h_t)(x) \) equals zero. Consequently, for \( x \leq \tau \) we have (at the second equality we use (5.18) and at the third equality we split up the integration area \( [y,\infty) = [y_t,\tau] \cup [\tau,\infty) \)):

\[
I_V(h_t)(x) = \frac{\tau - x}{\tau + x}h_t(x) + \frac{2}{\tau + x}\int_0^{\tau+x} \int_y^\infty \frac{h_t(u)}{u+y}dV(u)dy.
\]

\[
= \frac{\tau - x}{\tau + x}h_t(x) - \frac{2}{\tau + x}\int_0^x \int_y^\infty \frac{h_t(u)}{u+y}dV(u)dy.
\]

\[
= \frac{\tau - x}{\tau + x}h_t(x) - \frac{2}{\tau + x}\int_x^\infty \int_y^\infty \frac{h_t(u)}{u+y}dV(u)dy.
\]

\[
= \frac{\tau - x}{\tau + x}\int_0^\tau \frac{1}{g(y)}dy \times \int_0^\infty h_t(u)dV(u). \tag{5.20}
\]

Now, we will use (5.18) in order to express \( \int_0^\infty \frac{h_t(u)}{u+y}dV(u) \) in an integral which only uses the values \( h_t(x) \), \( x \in [0,\tau] \). By using Fubini at the second equality below, we have:

\[
0 = \int_0^\tau \frac{1}{g(y)}\int_y^\infty \frac{h_t(u)}{u+y}V(du)dy
\]

\[
= \int_0^\infty \left( \int_0^\tau \frac{1}{g(y)}dy \right) h_t(u)_\tau + u V(du)
\]

\[
= \int_0^\tau \left( \int_0^\tau \frac{1}{g(y)}dy \right) h_t(u)_\tau + u V(du) + \int_0^\tau \frac{1}{g(y)}dy \times \int_\tau^\infty \frac{h_t(u)}{u+y}V(du),
\]
and consequently
\[ \int_{\tau}^{\infty} \frac{h_t(u)}{\tau + u} V(du) = -\frac{\int_{0}^{\tau} \left( \int_{0}^{u} \frac{1}{g(y)} dy \right) \frac{h_t(u)}{\tau + u} V(du)}{\int_{0}^{\tau} \frac{1}{g(y)} dy}. \] (5.21)

Substitute this in (5.20) and we multiply both sides with \((\tau + x)/(\tau - x)\). Before we write down the obtained expression we make some definitions. Define the operator \( B : (D[0, \tau], \| \cdot \|_{\infty}) \to (D[0, \tau], \| \cdot \|_{\infty}) \) by
\[ B(h)(x) = \frac{2}{\tau - x} \int_{x}^{\tau} \int_{0}^{\tau} \frac{h(u)}{\tau + u} \frac{dV(u)}{g(y)} dy \text{ for } x \in [0, \tau) \text{ and } B(h)(\tau) = 0. \]

Notice that \( \lim_{x \to \tau} B(h)(x) = 0 = B(h)(\tau) \) and therefore this operator indeed maps cadlag functions on \([0, \tau]\) to cadlag functions on \([0, \tau]\). Moreover, define:
\[ \alpha_1(x) \equiv \frac{2}{\tau - x} \int_{0}^{x} \int_{0}^{\tau} \frac{1}{g(y)} dy \frac{h_t(u)}{\tau + u} V(du). \]
\[ \alpha_2(h)(\tau) \equiv \int_{0}^{\tau} \left( \int_{0}^{\tau} \frac{1}{g(y)} dy \right) \frac{h(u)}{\tau + u} V(du). \]

Substituting (5.21) into (5.20) and multiplying both sides of \( I_{\nu}(h_t) = \kappa_t \) with \((\tau + x)/(\tau - x)\) tells us that \( h_t \) solves the following equation for \( x \in [0, \tau) \):
\[ (I - B)(h_t)(x) = -\alpha_1(x) \alpha_2(h_t)(\tau) + I_{0, \nu}(x) \cdot (\tau + x) \] (5.22)
and for \( x \geq \tau \), \( h_t \) has to satisfy (5.18) and (5.19).

**B is a Volterra operator.** Notice that (by using Fubini):
\[ B(h)(x) = \int_{x}^{\tau} \left( \frac{2}{\tau - x} \int_{y = x}^{\tau} \frac{1}{g(y)} dy \right) \frac{h(u)}{\tau + u} dV(u) = \int_{y = x}^{\tau} K_g(x, u) h(u) dV_1(u), \]
where
\[ K_g(x, u) \equiv \frac{2}{\tau - x} \int_{y = x}^{\tau} \frac{1}{g(y)} dy, \text{ } u \in (x, \tau] \]
\[ dV_1(u) \equiv \frac{1}{\tau + u} dV(u). \]
If \( g(\tau) > 0 \), then
\[ \sup_{x \in [0, \tau], u \in (x, \tau]} K_g(x, u) \leq \frac{2}{g(\tau)} < \infty. \]
By the Volterra structure of $B$ (Kantorovich and Aiklov, 1982, Gill and Johansen, 1990, see also Gill, van der Laan, Wellner, 1993), we have:

$$\|B^k(h)\|_\infty \leq \frac{1}{k!} \left( \frac{2}{g(\tau)} V_1(0, \tau) \right)^k \|h\|_\infty.$$ 

Therefore for any $h \in D[0, \tau]$ we have:

$$\|\sum_{k=0}^{\infty} B^k(h)\|_\infty \leq \exp \left( V_1(0, \tau) \frac{2}{g(\tau)} \right) \|h\|_\infty.$$ 

This proves the following lemma:

**Lemma 5.1** Assume that $g(\tau) > 0$. We have the following results:

1. $I - B : (D[0, \tau], \| \cdot \|_\infty) \rightarrow (D[0, \tau], \| \cdot \|_\infty)$ has a bounded inverse given by $\sum_{k=0}^{\infty} B^k(h)$.

2. If $h \geq 0$, then $B(h) \geq 0$, and consequently $B^k(h) \geq 0$, $k = 1, 2, \ldots$.

3. For any $h \in D[0, \tau]$

$$\|B^k(h)\|_\infty \leq \frac{1}{k!} \left( \frac{2}{g(\tau)} V_1(0, \tau) \right)^k \|h\|_\infty.$$ 

Notice that $\alpha_{1g} \in D[0, \tau]$. Now, we can apply the Neumann series (i.e. the inverse of $I - B$) to the left and right-hand side of (5.22). This provides us with the following equation for $h_t \in D[0, \tau]$:

$$h_t = \sum_{k=0}^{\infty} B^k \left( I_{0, t} \right) (\cdot + \cdot) - \alpha_2(h_t)(\tau) \sum_{k=0}^{\infty} B^k (\alpha_{1g}) \overset{\text{def}}{=} f_{1t} - \alpha_2(h_t)(\tau) f_2.$$ 

(5.23)

It remains to find $\alpha_2(h_t)(\tau)$. $\alpha_2$ is a linear mapping in $h$ and therefore it makes sense to apply $\alpha_2$ to the left and right-hand side of (5.23). This provides us with:

$$\alpha_2(h_t)(\tau) = \alpha_2(f_{1t})(\tau) - \alpha_2(h_t)(\tau) \alpha_2(f_2)(\tau).$$

By lemma 5.1 $\alpha_{1g} \geq 0$ implies that $f_2 = \sum_{k=0}^{\infty} B^k (\alpha_{1g}) \geq 0$. Consequently $\alpha_2(f_2)(\tau) \geq 0$ and therefore

$$\alpha_2(h_t)(\tau) = \frac{\alpha_2(f_{1t})(\tau)}{1 + \alpha_2(f_2)(\tau)} \equiv \alpha_{3t}.$$
Donsker class condition

This proves that $h_t$ is uniquely determined on $[0, \tau)$. So $h_t(x)$ is uniquely determined on $[0, \tau)$ and for $x \geq \tau$ it only has to satisfy (5.18) and (5.19) (several solutions are possible). From now on $h_t \in D[0, \tau]$ (from which its restriction to $[0, \tau)$ is the solution we were looking for) will be this unique part which lives on $[0, \tau]$ and $h_t^r$ will be that part on $[\tau, \infty)$ for which $h_t + h_t^r$ solves (5.18) and (5.19). By substituting this $h_t$ in (5.18) we find that $h_t^r(x), x \geq \tau$ has to satisfy

$$\int_\tau^\infty \frac{h_t^r(u)}{\tau + u} dV(u) = -\frac{\int_\tau^\infty \frac{h_t(u)}{\tau + u} dV(u)}{\int_\tau^\infty \frac{1}{g(y)} dy} \equiv C(h_t, V).$$

Moreover it has to satisfy $C(h_t)(\tau) = 0$. This proves the following lemma.

**Lemma 5.2** Assume $g(\tau) > 0$. Define (they are all well defined)

$$f_{1t} \equiv \sum_{k=0}^\infty B^k \left( I_{[0,\tau]}(\cdot)(\tau + \cdot) \right) \in D[0, \tau]$$

$$f_2 \equiv \sum_{k=0}^\infty B^k(\alpha_1) \in D[0, \tau]$$

$$\alpha_{3t} \equiv \frac{\alpha_2(f_{1t})(\tau)}{1 + \alpha_2(f_2)(\tau)} \in \mathbb{R}.$$  

We have: $I_V(h_t)(x) = \kappa_t(x)$ for all $x \in [0, \infty]$ if and only if $h_t(x) = f_{1t}(x) - \alpha_{3t} f_2(x)$ for $x \in [0, \tau]$ and if $h_t^r(\tau) \equiv h_t(x)I(x \geq \tau)$ satisfies

$$\int_\tau^\infty \frac{h_t^r(u)}{\tau + u} dV(u) = C(h_t, V) \land C(h_t^r)(\tau) = 0. \quad (5.24)$$

Moreover, $||h_t||_\infty \leq C/g(\tau)$ for a $C < \infty$ which does not depend on $V$ and $t$.

The last statement is a trivial consequence of lemma 5.1. If one wants to have the solution of $I_V(h) = \kappa$ for a general $\kappa$, then one replaces in this lemma $I_{[0,\tau]}(x)$ by $\kappa(x)(\tau + x)/((\tau - x)$, where it is required that $\kappa(x)(\tau + x)/(\tau - x) \in D[0, \tau]$. Lemma 5.2 tells us that $I_V(h) = \kappa_t$ is solved by $h(x) = h_t(x)I_{[0,\tau]}(x) + h_t^r(x)I_{[\tau, \infty)}$. Consequently, we have $I(W, t) = A_V(h_t) + A_V(h_t^r)$. In the next section we will show the Donsker class condition for $A_V(h_t)$. Before we do this we will show that the Donsker class condition certainly holds for $A_V(h_t^r)$ and that in fact the $L^2$-consistency and Donsker class analysis of $A_V(h_t)$ provides us certainly with these results for $A_V(h_t^r)$. 
5.4.2 The information after $\tau$.

Recall the score operator $A_V$. We have that $A_V(h_\tau^* \mid I(D = 2) = C(h_\tau^*)(\tau)$ and consequently this equals zero because $h_\tau^*$ satisfies (5.24). $A_V(h_\tau^*)(\bar{x}, 0) = h_\tau^*(\bar{x})$ and because $P_V(\cdot, 0)$ puts only mass on $[0, \tau)$ this equals $0$ $P_V$ a.e. Finally, we have by using that $h_\tau^*(x) = 0$ for $x < \tau$ and by (5.24) that:

$$A_V(h_\tau^*)(\bar{x}, 1) = \int_{\bar{x}}^{\infty} \frac{h_\tau^*(u)}{\tau + u} \frac{dV(u)}{g(\bar{x})}$$

$$= \int_{\tau}^{\infty} \frac{h_\tau^*(u)}{\tau + u} \frac{dV(u)}{g(\bar{x})}$$

$$= \frac{C(h_\tau^*, V)}{g(\bar{x})}.$$ 

Let $\| \cdot \|_c$ denote the variation norm. Notice that $g$ is a monotone function. Therefore for showing that $\| A_{V_n}(h_{nt}^*) I(D = 1) \|_c < M$ for certain $M < \infty$ it suffices to have that $g_n(\tau) > \delta > 0$ for certain $\delta > 0$ and that $\| h_{nt} \|_\infty < M_1$ for certain $M_1 < \infty$. By the last statement of lemma 5.2 the latter follows from $g_n(\tau) > \delta > 0$ for some $\delta > 0$. Using that $g_n(\tau)$ is consistent, this follows from $g(\tau) > 0$. This proves the $P$-Donsker class condition for $A_{V_n}(h_{nt}^*)$.

Because convergence of $C(h_{nt}, V_n)$ to $C(h_t, V)$ follows from convergence of $V_n$ to $V$ on $[0, \tau]$ and $h_{nt}$ to $h_t$ it is now also clear that the proved convergence of $h_{nt}^*$ in the $P$-consistency-analysis in section 6 provides us also with the required convergence for $h_{nt}^*$ and hence for the $P$-consistency condition for $A_{V_n}(h_{nt}^*)$.

5.4.3 Estimation of the efficient influence curve in practice.

In this section we explain how $A_{V_n}(h_{nt} + h_{nt}^*)$ is computed, as needed for computation of the estimated variance (5.15). Firstly, as shown above we have that $A_{V_n}(h_{nt}^*) = I(D = 1)C(h_{nt}, V)/g_n(\bar{x})$. Hence once we have a quick way of computing $h_{nt}$ from $V_n, g_n(\tau)$ we are done. Lemma 5.2 tells us that this is established once we can quickly invert $(I - B_{V_n}) (h_{nt}^*)(x) = f(x)$ for some given function $f(x)$. The lemma suggest to invert this equation by applying the Neumann series of $B_{V_n}$ to $f$, which is indeed a quick method since $k$ iterations is already enough to have reduced the error to the order $1/k!$. However, here we show what inversion of the Volterra operator $I - B$ really stands for in the case that $V_n$ is discrete. Suppose $V_n$ puts mass on $k$ points $x_1, \ldots, x_k$, namely the uncensored $\bar{X}_i$. Then the only values of $h_{nt}^*$ which count are $h_{nt}^*(x_i)$, $i = 1, \ldots, k$. Hence we can represent $h_{nt}^*$ as $\bar{h}_{nt} \in \mathbb{R}^k$. Similarly, the relevant
values for the kernel $K_{g_n}$ are $K_{g_n}(x_i, x_j)$, $i = 1, \ldots, k$, $j = 1, \ldots, k$, and also $B_{V_n}(h)(x)$ only jumps at $x_1, \ldots, x_k$. Consequently, we can represent $B_{V_n}$ as a matrix operator $(B^n_{ij}) : \mathbb{R}^k \to \mathbb{R}^k$, where

$$B^n_{ij} = 0 \text{ if } i > j \text{ and } B_{ij} = K_{g_n}(x_i, x_j)v_n(x_j) \text{ if } j \geq i.$$ 

This is due to the fact that the Volterra integral at $x = x_i$ only integrates (sums) over the values $h^n_i(x_j)$ with $j \geq i$. So inverting $(I - B_{V_n})(h^n_i)(x_i) = f(x_i)$, $i = 1, \ldots, k$, comes now down to solving $(\delta_{ij} - B^n_{ij})(\tilde{h}_{nl}) = f$, where $\delta_{ij} = 1$ if $i = j$ and zero elsewhere. So $\delta_{ij} - B^n_{ij}$ is an upper triangular matrix so that $\tilde{h}_{nl}$ is found by first obtaining $h^n_i(x_k)$ from the last equation, then obtain $h^n_{i}(x_{k-1})$ from the $k-1$th equation using $h^n_i(x_k)$ and go on like this till you arrive at the first equation. In this way we find in $k$ simple steps $\tilde{h}_{nl}$. This shows that inverting the information operator at a discrete $V_n$ is not computer intensive at all and can be easily implemented. This provides us with a quick way of estimating the limit variance of $\sqrt{n}(W_n(t) - W(t))$ and hence for constructing pointwise confidence intervals.

### 5.4.4 Bounded variation of the hardest underlying scores.

In this section we will show that $\sup_{t \in [0, \tau]} \|h_t\|_v = O(1)$ and $\lim \sup_{n \to \infty} \sup_{t \in [0, \tau]} \|h_{tn}\|_v = O(1)$ a.s. Lemma 5.2 tells us that $h_{tn} = f_{tn} + \alpha_{3n}f_{2n}$. We have that $\alpha_{3n} \leq \alpha_{2n}(f_{tn}) \leq \|f_{tn}\|_{\infty} \alpha_{2n}(1)$. By lemma 5.1 we have that $\|f_{tn}\|_{\infty} \leq \exp (2V_n[0, \tau]/g_n(\tau)) \tau$. Therefore for showing that $\alpha_{3n} \leq M < \infty$ for some $M < \infty$ for $n$ large enough we need that $g_n(\tau) > \delta > 0$ (some $\delta > 0$) for $n$ large enough, which follows from consistency of $g_n(\tau)$ to $g(\tau) > 0$. This shows that $\lim \sup_{n \to \infty} \alpha_{3n}$ is bounded a.s.

Now, lemma 5.2 tells us that for showing $\lim \sup_{n \to \infty} \sup_t \|h_{tn}\|_v = O(1)$ a.s. it suffices to show that (a.s.) for some $M < \infty$

$$\limsup_{n \to \infty} \sum_{k=0}^{\infty} \sup_t \|B^k_n(I_{(0,\tau]}(\cdot)(\tau + \cdot))\|_v \leq M < \infty \quad (5.25)$$

$$\limsup_{n \to \infty} \sum_{k=0}^{\infty} \|B^k_n(\alpha_{1g_n})\|_v \leq M < \infty. \quad (5.26)$$

We will prove (5.26) (the hardest of the two). For proving (5.25) one just substitutes $I_{(0,\tau]}(\cdot)/(\tau + \cdot)$ for $\alpha_{1g_n}$.

Consider the first term $\alpha_{1g_n}$ of (5.26). Define

$$h_{1n} \equiv \frac{1}{\tau - x} \int_x^\tau \frac{1}{g_n(y)} \, dy,$$
and notice that \( \alpha \gamma_n = c_n h_{1n} \), where \( c_n = 2 \int_0^1 (1/(g_n(y))) \, dy \leq 2g_n(0)/\tau \) and therefore \( \limsup_{n \to \infty} c_n < \infty \). Now \( \sum_{k=0}^{\infty} \|B_k^k(h_{1n})\|_V \leq c_n \sum_{k=0}^{\infty} \|B_k^k(h_{1n})\|_V \). So it suffices to study the series \( \sum_{k=0}^{\infty} \|B_k^k(h_{1n})\|_V \).

We have
\[
\frac{1}{\tau - x} \frac{1}{g_n(x)} = \frac{1}{(\tau - x)^2} \int_x^\tau \frac{1}{g_n(x)} \, dy.
\]

Using this it follows that
\[
\frac{d}{dx} h_{1n}(x) = \frac{1}{(\tau - x)^2} \int_x^\tau \left( \frac{1}{g_n(y)} - \frac{1}{g_n(x)} \right) dy \geq 0,
\]
by the fact that \( g_n \) is monotone. Consequently, \( h_{1n} \) is monotone increasing and larger than or equal to zero and therefore \( \|h_{1n}\|_V = \|h_{1n}\|_\infty \leq \frac{1}{g_n(\tau)} \), which is uniformly bounded by the preceding argument. This proves:

**Lemma 5.3** We have that \( \|h_{1n}\|_V = \|h_{1n}\|_\infty \leq 1/g_n(\tau) \). If \( g(\tau) > 0 \), then \( g_n(\tau) > 0 \) for every \( \delta > 0 \) with probability tending to 1.

Consider now the term \( m(\cdot) = B_n^{k+1}(h_{1n})(\cdot) \). Define for a function \( f \)
\[
a_n^k(f)(y) = \int_y^\tau \frac{B_n^k(f)(u)}{\tau + u} \, dV_n(u).
\]

We have:
\[
\frac{d}{dx} B_n^{k+1}(h_{1n})(x) = \frac{d}{dx} \left( \frac{1}{\tau - x} \int_x^\tau \frac{a_n^k(h_{1n})(y)}{g_n(y)} \, dy \right)
\]
\[
= \frac{1}{(\tau - x)^2} \int_x^\tau \frac{a_n^k(h_{1n})(y)}{g_n(y)} \, dy - \frac{1}{\tau - x} \frac{a_n^k(h_{1n})(x)}{g_n(x)}
\]
\[
= \frac{1}{(\tau - x)^2} \int_x^\tau \left( \frac{a_n^k(h_{1n})(y)}{g_n(y)} - \frac{a_n^k(h_{1n})(x)}{g_n(x)} \right) dy.
\]

Consider a point \( x \) where this derivative is larger than or equal to zero. By lemma (5.1) \( \|a_n^k(f)\|_\infty \leq C_n^k \|f\|_\infty \) and if \( f \geq 0 \), then \( a_n^k(f) \) is decreasing, where \( C_n \) is bounded by \( 1/(\tau g_n(\tau)) \). Therefore, if \( x \leq y \), then \( a_n^k(h_{1n})(y) \geq a_n^k(h_{1n})(x) \). Hence we have:
\[
0 \leq \frac{1}{(\tau - x)^2} \int_x^\tau \left( \frac{a_n^k(h_{1n})(y)}{g_n(y)} - \frac{a_n^k(h_{1n})(x)}{g_n(x)} \right) dy
\]
\[
\leq a_n^k(h_{1n})(x) \frac{1}{(\tau - x)^2} \int_x^\tau \left( \frac{1}{g_n(y)} - \frac{1}{g_n(x)} \right) dy
\]
\[
\leq a_n^k(h_{1n})(x) \frac{d}{dx} h_{1n}(x) \text{ by (5.27)}
\]
\[
\leq C_n^k \|h_{1n}\|_\infty \frac{d}{dx} h_{1n}(x).
\]
(5.28)
We can write \( m = m_1 + m_2 \) where \( m_1 \) is increasing and \( m_2 \) is decreasing. (5.28) and lemma 5.3 show that

\[
||m_1||_v \leq \frac{C_n}{k!}||h_{1n}||_v ||h_{1n}||_\infty = \frac{C_n}{k!}||h_{1n}||_\infty^2.
\]

We also know by lemma 5.1 that \( ||m||_\infty \leq \frac{C_n}{k!}||h_{1n}||_\infty \). This tells us that

\[
||m_2||_v \leq 2||m_2||_\infty \leq 2(||m||_\infty + ||m_1||_\infty)
\]

\[
\leq 2 \left( \frac{C_n}{k!}||h_{1n}||_\infty + \frac{C_n}{k!}||h_{1n}||_\infty^2 \right).
\]

Consequently,

\[
||m||_v \leq ||m_1||_v + ||m_2||_v \leq 2\frac{C_n}{k!}||h_{1n}||_\infty + 3\frac{C_n}{k!}||h_{1n}||_\infty^2 \leq 5\frac{C_n}{k!}||h_{1n}||_\infty^2,
\]

assuming that \( ||h_{1n}||_\infty > 1 \), if not the bound is even better. This proves that

\[
\sum_{k=0}^{\infty} ||B_n^k(\alpha_{1n})||_v \leq c_n \sum_{k=0}^{\infty} ||B_n^k(h_{1n})||_v
\]

\[
\leq 5c_n||h_{1n}||_\infty^2 \exp(C_n)
\]

\[
\leq M \frac{\exp(1/g_n(\tau))}{g_n(\tau)^2},
\]

where we used lemma 5.3 and \( C_n \leq 1/(\tau g_n(\tau)) \) at the last inequality. This proves (5.26). This provides us with the following result.

**Lemma 5.4** If \( g(\tau) > 0 \), then

\[
\lim_{n \to \infty} \sup \, \sup ||h_{tn}||_v < M \text{ a.s. and } \sup \, ||h_t||_v \leq M \text{ for certain } M < \infty.
\]

### 5.4.5 Donsker class condition.

Recall \( \tilde{I}(W, t)(\cdot) = A_{V_n}(h_{tn} + h_{tn}^*) - W(t) \). Lemma 5.4 tells us that \( h_{tn} \) is of bounded variation uniformly in \( V_n \) and \( t \). We also have that \( A_{V_n}I(D = d) : (D[0, \tau], ||\cdot||_v) \to (D[0, \tau], ||\cdot||_v) \) is a bounded linear mapping for \( d \in \{0, 1, 2\} \).

This follows from the fact that \( A_{V_n}I(D = d) \) maps monotone functions to monotone functions, which is in fact a quite general fact which holds in missing data models. Recalling the subsection about \( A_{V_n}(h_{tn}) \), it follows that this provides us with the following corollary of lemma 5.4:

**Corollary 5.1** (Uniform bound on variation of efficient influence curve). If \( g(\tau) > 0 \), then

\[
\lim_{n \to \infty} \sup \, \sup ||\tilde{I}(W, t)I(D = d)||_v < M \text{ a.s.}
\]
\[ \sup_t \| I(W, t) I(D = d) \|_\nu \leq M \]

for \( d = 0, 1, 2 \) and some \( M < \infty \).

This proves the \( P_0 \)-Donsker class condition.

### 5.5 Consistency condition for the efficient influence function.

As shown in the general proof, for verifying this condition we can use that
\[ \sup_{x \in [0, \tau]} \{ \langle V_n - V_0 \rangle(x) \} \rightarrow 0 \] and \( g_n(\tau) \rightarrow g(\tau) \), both in probability.

By lemma 5.2 the hardest score is given by \( I_{V_n}^{-1}(\kappa_{nt} - W_n(t)) = \sum_{k=0}^{\infty} B_{V_n}(f_{nt}) + h_{nt} - W_n(t) \), where \( f_{nt}(\cdot) \equiv I_{[0, \tau]}(\cdot)(\tau + \cdot) - \alpha_n \alpha_{2g_n}(\cdot) \). The efficient influence function at \( V_n \) is given by \( A_{V_n} I_{V_n}^{-1}(\kappa_{nt} - W_n(t)) \). By lemma 5.2 and the subsection 5.4.2 it follows that the convergence of \( A_{V_n} (h_{nt}) \) follows easily from the convergence of \( A_{V_n} (h_{nt}) \) shown below.

Denote \( J_n = I - B_{V_n} \) and \( J_n^{-1} \equiv \sum_{k=0}^{\infty} B_{V_n}^k \). Because \( W_n(t) \rightarrow W(t) \) we only have to consider:

\[
A_{V_n} J_n^{-1}(f_{nt}) - A_{V} J_n^{-1}(f_t) = (A_{V_n} - A_{V}) J_n^{-1}(f_t) + A_{V_n} J_n^{-1}(f_{nt} - f_t) + A_{V_n} J_n^{-1}(J_n - J) J^{-1}(f_t). \tag{5.29}
\]

We have to prove that the \( L^2(P_V) \)-norm of these terms converge to zero uniformly in \( t \in [0, \tau] \) in probability. Firstly, we will study the third term. \( f_{nt} - f_t \) involves the difference

\[
\alpha_{2g_n}(x) - \alpha_{2g}(x) = c \frac{1}{\tau - x} \int_x^\tau \left( \frac{1}{g_n(y)} - \frac{1}{g(y)} \right) dy. \tag{5.30}
\]

We have

\[
g(y) = \int_y^\tau \frac{1}{\tau + x} dV(x) + g(\tau).
\]

Consequently, the uniform consistency of \( V_n \) on \([0, \tau]\) and the consistency of \( g_n(\tau) \) provides us with uniform consistency of \( g_n(\cdot) \) on \([0, \tau]\). The fact that \( g_n(\tau) > \delta > 0 \) with probability tending to 1 tells us now that the integrand converges uniformly to zero in probability. This proves the convergence of (5.30) to zero in probability. By using the same arguments as we do below for the first and second term we can show that \( \alpha_{3n} - \alpha_3 \rightarrow_\mathcal{P} 0 \). This proves that
\[ || f_{n_i} - f ||_{\infty} \rightarrow 0. \] By lemma 5.1 \( J_n^{-1} \) is a bounded (uniformly in \( n \)) operator on \((D[0, \tau], || \cdot ||_{\infty})\). This proves the convergence to zero of the third term.

Let's now consider the first term of (5.29). Define \( h_t \equiv J^{-1}(f_t) \). Recall the score operator \( A_V \), where we only have to consider the first two terms because \( h_t \) lives on \([0, \tau)\). By telescoping, the first term of \((A_{V_n} - A_V)(h)\) can be written as a sum of two similar terms and one is given by:

\[ \int_{\tau}^{\tau} \frac{h_t(x)}{x+y} (V_n - V)(dx) g_n(y). \]

Applying integration by parts gives:

\[ \frac{1}{g_n(y)} \left( -\int_{\tau}^{\tau} (V_n - V)(x) d\left( -\frac{h_t}{x+y}\right)(x) - (V_n - V)(y) \frac{h_t(y)}{x+y} \right). \]

(5.31)

Using \( g_n > \delta > 0 \) with probability tending to 1, we can bound this by the supnorm of \( V_n - V \) and the variation norm of \( h_t \). Lemma 5.4 tells us that \( h_t \) is of bounded variation uniformly in \( t \). This proves the uniform convergence of the first term.

Let's now consider the second term of (5.29). In \((J_n - J)(h_t) = (B_n - B)(h_t)\) we have to deal with the following kind of terms:

\[ \frac{1}{\tau - x} \int_{\tau}^{\tau} \int_{\tau}^{\tau} h_t(u)d(V_n - V)(u)dy. \]

(5.32)

We can bound, by integration by parts, \( \int_{\tau}^{\tau} h_t(u)d(V_n - V)(u) \) by the supnorm of \( V_n - V \) and the variation norm of \( h_t \), where the latter is bounded uniformly in \( t \). This proves the uniform convergence of \((J_n - J)(h_t)\) and the boundedness of the operator \( J^{-1} \) finishes the proof of the convergence of the second term of (5.29). This proves:

**Lemma 5.5 (\( \rho \)-consistency condition).** If \( V_n \) is uniformly consistent for \( V \) on \([0, \tau]\) and \( g_n(\tau) \) is consistent for \( g(\tau) > 0 \), then

\[ \sup_{t \in [0, \tau]} || \tilde{I}(W_n, t) - \tilde{I}(W, t) ||_{P_{\nu}} \rightarrow 0 \text{ in probability}. \]

### 5.5.1 The identity condition

For \( \alpha \in [0, 1] \) we define the line \( V_n(\alpha) = \alpha V + (1 - \alpha)V_n \) of distributions. Then \( V \ll V_n(\alpha) \). This shows that the identity (5.12) holds for \( P_{V_n(\alpha), g_n(\alpha)}(\tau) \):

\[ W_n(\alpha)(t) - W(t) = -P_{V_n, \tilde{I}}(W_n(\alpha), t). \]

(5.33)

We have \( V_n(\alpha) - V_n = \alpha(V_n - V) \). Hence for \( \alpha \to 0 \) \( V_n(\alpha) \) converges uniformly to \( V_n \) on \([0, \tau]\) and the corresponding \( g_n(\alpha)(\tau) \) converges to \( g_n(\tau) \). Hence if \( \alpha \to 0 \),
then the left-hand side of (5.33) converges to $W_n(t) - W(t)$. Since $V_n(\alpha) - V_n$ converges to zero uniformly on $[0, \tau]$, by imitating the steps in the proof for the $\rho$-consistency condition (using the bounded invertibility of $I - BV$ w.r.t. the variation and supnorm, uniformly in $V$) it follows that $\tilde{I}(W_n(\alpha), t)(\cdot, d)$ converges uniformly to $\tilde{I}(W_n, t)(\cdot, d)$, which shown that in particular

$$P_{V, \alpha} \tilde{I}(W_n(\alpha), t) \rightarrow P_{V, \alpha} \tilde{I}(W_n, t).$$

This proves that we have the wished identity:

$$W_n(t) - W(t) = -P_{V, \alpha} \tilde{I}(W_n, t).$$

(5.34)

This proves the lemma as needed in the general proof in section 3.

**Lemma 5.6** Let $V_n(\alpha) = \alpha V + (1 - \alpha)V_n$. Then for $d \in \{0, 1, 2\}$

$$||\tilde{I}(W_n(\alpha), t)(\cdot, d) - \tilde{I}(W_n, t)(\cdot, d)||_{\infty} \rightarrow 0.$$  

(5.35)

This completes the proof of all conditions we needed in the proof of theorem 5.1: the uniform bound on the variation of $\tilde{I}(W_n, t)$, the efficient score-equation, the identity for the Sieved-NPMLE and the $\rho$-consistency of $\tilde{I}(W_n, t)$.

### 5.6 Discussion.

Our results used that $g_n(\tau)$, or equivalently $V_n(\tau - \cdot)$, is consistent, which has not been proved. The reason why the original proof of Wijers (1991) broke down at $\tau$ was the fact that one could not establish $g_n(\tau) > \delta > 0$ for some $\delta > 0$; a condition we also needed in our analysis. Wijers (1993, page 136) proposed a slight extra censoring of the data to $[0, \tau - \epsilon]$ which guarantees that $g_n(\tau - \epsilon) > \delta > 0$. Hence our results apply to the Sieved-NPMLE based on the slightly transformed data; $W_n$ is an almost efficient estimator on $[0, \tau - \epsilon]$ for every $\epsilon > 0$.

For $T_i \leq 0$ we observe pairs $(Z_i, D_i)$

$$Z_i = \min(T_i + X_i, \tau - \epsilon), \quad D_i = \begin{cases} 1 & T_i + X_i \leq \tau - \epsilon \\ 2 & T_i + X_i > \tau - \epsilon \end{cases}$$

and for the $T_i \in (0, \tau)$ we observe

$$Z_i = \min(X_i, \tau - T_i, \tau - \epsilon), \quad D_i = \begin{cases} 0 & T_i + X_i \leq \tau, \quad X_i \leq \tau - \epsilon \\ 1 & T_i + X_i > \tau, \quad T_i > \epsilon \\ 2 & X_i > \tau - \epsilon, \quad T_i \leq \epsilon \end{cases}$$

$D_i = 0$ corresponds with an uncensored line-segment on $[0, \tau - \epsilon]$, $D_i = 1$ corresponds with a singly-left or right-censored line-segment on $[0, \tau - \epsilon]$, but
right-censored so that it would also have been right-censored when using the window \([0, \tau]\), \(D_i = 2\) corresponds with a doubly censored line-segment on \([0, \tau - \epsilon]\) and \(D_i = 3\) corresponds with a singly-right censored line-segment on \([0, \tau - \epsilon]\), but which would have uncensored on \([0, \tau]\). Define \(h_\epsilon \equiv h + \int_0^\tau g(\tau - z)dz\). Now, the distributions of the data are:

\[
\begin{align*}
P(dz, 0) &= I_{[0,\tau-\epsilon]}(z) \frac{\tau - u}{\tau + u} dV(u) \\
P(dz, 1) &= I_{[0,\tau-\epsilon]}(z) g(z)dz \\
P(D = 2) &= h_\epsilon \\
P(D = 3) &= eg(\tau - \epsilon).
\end{align*}
\]

The equivalent of the relation (5.6) is

\[
\hat{V}(\tau - \epsilon) = (2\tau - \epsilon)g(\tau - \epsilon) + h_\epsilon.
\]

(5.36)

This shows that the distribution of the data is indexed by \(V\) on \([0, \tau - \epsilon]\) and \(h_\epsilon\). The EM-equations are the same: just replace \(h\) by \(h_\epsilon\) and (5.6) by (5.6). For this case it can be shown (see Wijers, 1993, page 139) that \(V_n\), the sieved-NPML for this transformed data, is uniformly consistent on \([0, \tau - \epsilon]\) and hence \(g_n(\tau - \epsilon)\) is consistent so that our analysis can be imitated for this case. The reason that his proof now works is that \(P_n(D = 3)\) is uniformly (in \(n\)) bounded away from zero which by the loglikelihood principle enforces the NPML \(P_{V_n,h_n}(D = 3)\) of \(P(D = 3) = eg(\tau - \epsilon)\) to be uniformly bounded away from zero and hence that \(g_n(\tau - \epsilon) = P_{V_n,h_n}(D = 3)/\epsilon\) is bounded way from zero. In order to obtain a fully efficient estimator \(W_n^*\) of \(W\) one should let \(\epsilon_n \to 0\) slowly enough when the number of observations converge to infinity. A practical suggestion is given in Wijers (1993).

5.6.1 Inhomogeneous Poisson Process.

Suppose that the starting points \(T\) of the line-segments follow an inhomogeneous Poisson process with intensity measure \(\lambda(t)dt\). By going through the same steps as in beginning of section 1 we show that after having conditioned on the observed line-segments each line-segment corresponds with an i.i.d. observation \((X_i, T_i)\):

\[
X \sim dV(x) \equiv \frac{S(x)}{S} dF(x),
\]

where

\[
S(x) = \int_{-x}^\tau \lambda(t)dt \text{ and } S = \int_0^\infty \int_{t = x}^\tau \lambda(t)tdt dF(x),
\]
and \( T \), given \( X = x \in [0, \tau) \), have conditional distribution

\[
dA(t \mid X = x) \equiv \mathbf{I}_{(-x, \tau)}(t) \frac{\lambda(t) dt}{S(x)}.
\]

This means that in the distribution of the data we replace the uniform on \((-x, \tau)\) by \( dA(t \mid x) \) and similarly one rewrites the EM-equations in this way. We can estimate \( \lambda(t) \) on \([0, \tau)\). Hence by assuming a certain parametric shape this can provide us with an estimate of \( \lambda(t) \) on \((-\tau, \tau)\) which is all we need. In this way our estimation method is easily generalized to the case where \( \lambda(t) \) is not constant, but is replaced by an estimate. Also our efficiency results did not rely on the fact that \( T \mid X = x \) was uniform, but go through for any other known distribution.
Part II
Inefficient Estimation in Semiparametric Models
Chapter 6

Inefficient Estimators of the Bivariate Survival Function in the Bivariate Censoring Model

6.1 Three approaches to estimation.

In this section we will describe three representations of the bivariate survival function, as maps from the distribution function of the data, on which three estimators can be based. The estimators are obtained by substituting the empirical distribution of the data into the representation.

Our aim is to prove that these estimators are uniformly consistent and that the estimators converge weakly as random elements in the bivariate cadlag function space $D[0, r]$ endowed with the supremum norm at root-$n$ rate to a Gaussian process. Moreover, we also want to show that the bootstrap can be used to estimate the variance of these estimators and we obtain some local efficiency results for these estimators.

The weak convergence and bootstrap results can be proved by applying the functional delta-method (see theorem 1.6). This means that we have to verify the required differentiability of the representation and the weak convergence of the empirical process which we plug into the representation. We are able to verify these conditions under essentially no conditions on the model. For a formal statement of our results see our final theorem in section 5. We also succeeded in proving that the Dabrowska and Prentice-Cai estimator are efficient under
independence. Practical simulations show that the asymptotic distribution is closely approached for surprisingly small samples (Bakker, 1990, Prentice and Cai, 1992a and chapter 8 van der Laan, 1993d).

The organization of the chapter is as follows. In section 2 we will give the basic techniques as lemmas for obtaining the required differentiability result for the representations and illustrate how these lemmas lead to the required convergence of the hardest terms which appear in our differentiability proofs. In section 3 we will prove the differentiability results by applying these lemmas. In section 4 we will see how each representation leads to an estimator by just substituting the empirical distribution of the data. In section 5 we verify the weak convergence of these empirical processes which provide us, by application of the functional delta method, with results which are summarized in our final theorem. Finally, in section 6 we prove that for the bivariate censoring model the Dabrowska and Prentice-Cai estimator are efficient under independence. For the sake of completeness we describe the bivariate censoring model once more:

**Model. Bivariate random censoring.**

Suppose that \((T_{11}, T_{21}), \ldots, (T_{1n}, T_{2n})\) are independent and identically distributed copies of \(T = (T_1, T_2)\) which has distribution function \(F\) on \(\mathbb{R}_{\geq 0}^2 \equiv [0, \infty)^2\), that \((C_{11}, C_{21}), \ldots, (C_{1n}, C_{2n})\) are independent and identically distributed with distribution function \(G\) on \(\mathbb{R}_{\geq 0}^2\) independent of all of the \((T_1, T_2)\)'s, and that we observe \(n\) i.i.d. copies

\[
\left(\tilde{T}_{1i}, \tilde{T}_{2i}, D_{1i}, D_{2i}\right) \equiv (T_{1i} \land C_{1i}, T_{2i} \land C_{2i}, I(T_{1i} \leq C_{1i}), I(T_{2i} \leq C_{2i})).
\]

**Problem:** Use the observed data to estimate \(F\).

We assumed that we have observations in \(\mathbb{R}_{\geq 0}^2\). The estimators we propose are invariant under monotone transformations. Therefore our results can be generalized to data on \(\mathbb{R}^2\).

The analyzed estimators have natural generalizations to the \(k\)-variate case, and the \(k\)-variate analysis can be done by simply using \(k\)-variate analogues of the ingredients we use in the analysis for the case \(k = 2\); for some of these, see Gill (1992). (He shows that no further ingredients are needed for general \(k\).)

We refer to the bibliography on the bivariate random censoring model at the end of chapter 4. In chapter 4 we proposed a modified maximum likelihood estimator, a SOR-MLE, which depends on a grid-width \(h_n\) (\(n\) is the number of observations), which is proved to be efficient for \(h_n \to 0\) slowly enough. The
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choice of the grid-width in practice is as with density estimation a problem. Moreover, we needed an additional smoothness assumption on $F$ (though a rather weak one). This estimator had to be computed with the EM-algorithm, which is quite computer intensive. We also saw that the efficient influence function is implicitly defined. Only in the special case of independence will we (see section 6 of this chapter) succeed in obtaining an explicit expression for the information bound.

These difficulties in constructing efficient estimators; that they only seem to work under additional regularity assumptions and/or reduction of the data; and that they are computer intensive; are a motivation for considering inefficient estimators.

In this chapter we focus on three inefficient estimators, but estimators (except the Volterra estimator) which have been shown to have good practical performance. We included the Volterra representation because it is included in the Prentice-Cai representation, and the analysis of the Dabrowska and Volterra estimator gives the analysis of the Prentice-Cai estimator for free. The estimators are explicit and easy (quickly) to compute. The estimators are very smooth functions of the observations and therefore they are very robust: i.e. insensitive to small changes of the underlying distributions. Moreover, the only condition we need for obtaining consistency, weak convergence and bootstrap results on $[0, \tau]$ is that there is mass on $[\tau, \infty)$ in $F$ and $G$. Also the last two properties are certainly not shared with efficient estimators: in chapter 4 we needed beyond the grid-reduction of the singly censored observations to reduce the data to $[0, \tau]$ before we were able to prove these results.

Our approach to estimation of $F$ in these three models is as follows: we find representations of $F$ as maps $\Phi$ from the distribution of the data, which can be estimated from the observed data, to $F$. The three particular representations which we study here are given by:


B. The Volterra equation.

C. Prentice and Cai (1992a) representation.

We give a new proof of the Prentice and Cai (1992a) representation.
Notation and Definition of $[0, \tau]$. If we write $\leq, \geq, <, >$ then this should hold componentwisely for both components: so if $x \in \mathbb{R}^2$ then $x \leq y \iff x_1 \leq y_1, x_2 \leq y_2$. We often will not use a special notation for the bivariate time-vector; if we do not mean a vector this will be made clear. If $F(t) = P(X \leq t)$ is a distribution function we will denote its survival function with $S(t) = P(X > t)$. All functions we encounter are defined on a rectangle $[0, \tau] \subset \mathbb{R}^2_{\geq 0}$ where $\tau$ can be chosen arbitrarily large except that $S(\tau-) > 0$ and $H(\tau-) > 0$ is required. Finally, we define for a bivariate function $f : \mathbb{R}^2 \to \mathbb{R}$, $\|f\|_{\infty} \equiv \sup_{x \in [0, \tau]} |f(x)|$.

A. Dabrowska's Representation. The representation, the estimator and $L$-measure were all introduced by Dabrowska (1988), but in a rather different way than we do here; we take the representation in terms of product-integrals as done in Gill, 1990 (see also Andersen, Borgan, Gill, Keiding, 1993). We define the following three hazard measures with their heuristic interpretation:

$$
\begin{align*}
\Lambda_{10}(du, dv) &= P(T_1 \in [u, u+du) \mid (T_1, T_2) \geq (u, v)), \\
\Lambda_{01}(u-, dv) &= P(T_2 \in [v, v+dv) \mid (T_1, T_2) \geq (u, v)), \\
\Lambda_{11}(du, dv) &= P(T_1 \in [u, u+du), T_2 \in [v, v+dv) \mid T_1 \geq u, T_2 \geq v).
\end{align*}
$$

Formally, we introduce a vector hazard function $\tilde{\Lambda} : [0, \tau] \subset \mathbb{R}^2_{\geq 0} \to \mathbb{R}^3_{\geq 0}$ as follows: $\tilde{\Lambda}(t) \equiv (\Lambda_{10}(t), \Lambda_{01}(t), \Lambda_{11}(t)), t \in \mathbb{R}^2_{\geq 0}$, where

$$
\begin{align*}
\Lambda_{10}(t) &= \int_{[0,t]} \frac{1}{S(u-, t_2)} F(du, t_2) \quad (6.1) \\
\Lambda_{01}(t) &= \int_{[0,t]} \frac{1}{S(t_1, v-)} F(t_1, dv) \\
\Lambda_{11}(t) &= \int_{[0,t]} \frac{1}{S(u-, v-)} F(du, dv).
\end{align*}
$$

One of the main advantages of modeling in terms of hazards is that they are undisturbed by censoring and therefore we can get natural estimates of the integrated hazards by replacing them by their natural empirical counterparts (see section 4).

For a bivariate distribution $M$ (i.e. measure) $\int_{[0,t]} (1 + dM)$ is the bivariate product integral over the rectangle $[0,t]$ (see Gill, Johansen, 1990, or our section 3.2). It is just like the univariate product integral defined as the limit of finite products over finite rectangular partitions of $[0, t]$. Now, the following
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representation can be proved:

\[
S(t) = \prod_{[0,t]} \left( 1 - \Lambda_{10}(du, 0) \right) \prod_{[0,t]} \left( 1 - \Lambda_{01}(0, dv) \right) \prod_{[0,t]} \left( 1 - L(du, dv) \right) \tag{6.2}
\]

\[\equiv \Gamma_1 \left( \Lambda_{10}(\cdot, 0), \Lambda_{01}(0, \cdot), \Gamma_2(L) \right), \]

\(L\) is defined by

\[
L(t) \equiv \int_{[0,t]} \frac{\Lambda_{10}(du, v-)\Lambda_{01}(u-, dv) - \Lambda_{11}(du, dv)}{(1 - \Lambda_{10}(\Delta u, v-))(1 - \Lambda_{01}(u-, \Delta v))} \tag{6.3}
\]

\[\equiv \Gamma_3(\Lambda_{10}, \Lambda_{01}, \Lambda_{11}), \]

and \(\Gamma_2\) represents the bivariate product-integral mapping. With \(\Lambda_{10}(\Delta u, v-) = \Lambda_{10}(u, v-) - \Lambda_{10}(u-, v-)\) we denote the jump of \(s \rightarrow \Lambda_{10}(s, v-)\) at \(u\). Assume that for each \(v\) \((u \mapsto F(u, v)) \ll \mu_1\) and for each \(u\) \((v \mapsto F(u, v)) \ll \mu_2\) for certain (signed) measures \(\mu_1\) and \(\mu_2\). We define

\[
\int F(du, v)G(u, dv) \equiv \int \frac{dF}{d\mu_1}(u, v) \frac{dG}{d\mu_2}(u, v) d\mu_1(u) d\mu_2(v), \tag{6.4}
\]

where the Radon-Nykodem derivatives are taken in \(u\) for fixed \(v\) and in \(v\) for fixed \(u\), respectively. These assumptions are easily verified for the hazard measures by choosing \(\mu_1 = S_1\) and \(\mu_2 = S_2\), the marginals of \(S\). We will see in section 4 that the empirical counterpart \(\tilde{\Lambda}_n\) of \(\Lambda\) is obtained by replacing in the representation of \(\Lambda\) \(S\) by an empirical survival function. Therefore, the assumptions are verified in exactly the same way by choosing \(\mu_1\) and \(\mu_2\) the marginals of this empirical survival function. We will do this in the proof of the final theorem in section 5.

Note that by (6.2) and (6.3) this gives a map \(\Gamma\) such that

\[
S = \Gamma(\tilde{\Lambda}) \equiv \Gamma_1 \left( \Lambda_{10}(\cdot, 0), \Lambda_{01}(0, \cdot), \Gamma_2(L) \right)
\]

\[= \Gamma_1 \left( \Lambda_{10}(\cdot, 0), \Lambda_{01}(0, \cdot), \Gamma_2\Gamma_3(\tilde{\Lambda}) \right). \tag{6.5}
\]

This representation can quite easily be heuristically verified, basically using the same idea as with the one-dimensional Kaplan-Meier product-integral.

In section 4 we will give natural empirical estimators of \(\tilde{\Lambda}\) which generalize the famous Nelson-Aalen estimator from the one dimensional case.

If we denote the estimate of \(\tilde{\Lambda}\) with \(\tilde{\Lambda}_n\), then the estimate of \(S\) based on Dabrowska’s representation is simply

\[
S_n = \Gamma(\tilde{\Lambda}_n).
\]

This estimator was studied by Dabrowska (1988, 1989). Gill (1990) generalized the representation to dimension \(k \geq 2\) and analyzed the estimator by applying the functional delta-method.
B. The Volterra equation. This equation is derived by extending the following argument for \( k = 1 \): let

\[
\Lambda(t) \equiv \int_{[0,t]} \frac{1}{S_-} dF \text{ for } t \geq 0
\]

be the cumulative hazard function corresponding to \( F \). Then

\[
F(t) = \int_{[0,t]} S_- d\Lambda
\]

and consequently

\[
S(t) = 1 - \int_{[0,t]} S_- d\Lambda.
\]

For a given function \( \Lambda \), this is a homogeneous Volterra equation for \( S \), where the solution is given by the Peano series (a special Neumann series) \( \sum_{i=1}^{\infty} A^i(1) \), where \( A(S) = \int_{[0,\cdot]} S_- d\Lambda \). In this case, \( k = 1 \), this is solved explicitly by the product-integral of \( \Lambda \):

\[
S(t) = \prod_{[0,t]} (1 - d\Lambda(s)).
\]

For theory about the univariate product-integral and in particular the equivalence between the univariate Peano series and the univariate product-integral we refer to Gill and Johansen (1990).

For \( k = 2 \) the argument generalizes as follows. For \( F \) on \([0, \infty)^2\), we define as above

\[
\Lambda_{11}(t) \equiv \int_{[0,t]} \frac{1}{S_-} dF, \text{ where } S(x) \equiv P(X > x).
\]

This implies that

\[
F(t) = \int_{[0,t]} S_- d\Lambda_{11}.
\]  (6.6)

It remains only to relate \( F \) to \( S \) and the marginal distributions: let \( F_1 \) and \( F_2 \) denote the marginal distributions of \( F \). Then since

\[
F_1(t_1) + F_2(t_2) - F(t) + S(t) = 1,
\]

(6.6) yields

\[
S(t) = 1 - F_1(t_1) - F_2(t_2) + \int_{[0,t]} S_- d\Lambda_{11}
\]

\[
= \Psi(t) + \int_{[0,t]} S_- d\Lambda_{11},
\]  (6.7)
where $\Psi(t) = 1 - F_1(t_1) - F_2(t_2)$ involves only the marginal distributions $F_1$ and $F_2$. Regarded as an equation for $S$ given fixed functions $\Psi$ and $\Lambda_1$, (6.7) is an inhomogeneous Volterra equation with a unique solution $\Phi_1(\Psi, \Lambda_{11})$ (Gill and Johansen (1990), Kantorovich and Akilov (1982), page 396). This can be seen as follows. Represent the equation as $(I - A_\Lambda)(S) = \Psi$ where $A_\Lambda(S)(t) = \int_{[0,t]} S - d\Lambda$. It is easy to check that this structure takes care that

$$\|A^k_\Lambda(\Psi)\|_\infty \leq \|\Psi\|_\infty \|\Lambda\|_\infty^k,$$

where one has to notice that by definition of $\tau$ the supremum norm (over $[0, \tau]$) $\|\Lambda\|_\infty$ is bounded.

Consequently, $\sum_{k=0}^{\infty} A^k_\Lambda$ is a bounded operator:

$$\|\sum_{k=0}^{\infty} A^k_\Lambda(h)\|_\infty \leq \|h\|_\infty \exp(\|\Lambda\|_\infty).$$

This proves that $S$ is given by the Neumann series of $A_{11}$:

$$S = \sum_{k=0}^{\infty} A^k_{11}(\Psi). \tag{6.8}$$

Because $A_{11}$ depends only on $\Lambda_{11}$ and

$$\Psi(t) = 1 - \prod_{(0,t_1]} (1 - \Lambda_{10}(ds_1, 0)) - \prod_{(0,t_2]} (1 - \Lambda_{10}(0, ds_2))$$

$$\equiv \Phi_2(\Lambda_{10}(\cdot, 0), \Lambda_{01}(0, \cdot))$$

(6.8) defines a map

$$S = \Phi(\Lambda) \equiv \Phi_1(\Psi, \Lambda_{11}) = \Phi_1(\Phi_2(\Lambda_{10}(\cdot, 0), \Lambda_{01}(0, \cdot)), \Lambda_{11}). \tag{6.9}$$

It is not clear from (6.8) that $F$ depends continuously on $\Lambda_{11}$, but we will prove in section 3, as in Gill and Johansen (1990), that the bivariate Peano series, and thereby also $\Phi_1$, satisfies the characterization of *weak continuous compact differentiability* at $(\Psi, \Lambda)$ as stated in theorem 3.6.

Finally, it should be noticed that because of the exponential convergence of the terms $A^k_{11}$ to zero, (6.8) provides us also with an exponentially fast algorithm for finding a solution of the Volterra equation for known $(\Psi, \Lambda_{11})$. Finally, the Volterra estimator of $S$ is given by:

$$S_n \equiv \Phi(\Lambda_n).$$
C. Prentice and Cai’s representation. We give a new proof of the Prentice-Cai representation (see also Prentice and Cai, 1992a). For still another proof, see Wellner (1993). For this we need the following differentiability rules for $U: \mathbb{R} \rightarrow \mathbb{R}$ and $V: \mathbb{R} \rightarrow \mathbb{R}$:

$$d(UV) = U_dV + dUV$$

$$d\left(\frac{1}{U}\right) = \frac{dU}{UU_-}.$$ If we apply these one dimensional rules to the sections $u \rightarrow F(u,v)$ and $v \rightarrow F(u,v)$ of a bivariate function $F$, then we denote these with $d_1$ and $d_2$, respectively. We apply these two one dimensional rules to each of the two variables of $R \equiv S/S_1S_2$ in turn in order to express $dR = d_{12}R = d_1(d_2(R))$ as follows:

$$dR = R_d\tilde{L}$$

for certain measure $\tilde{L}$.

Define the familiar univariate hazards $\Lambda_1(ds_1) \equiv \Lambda_{10}(ds_1,0)$, $\Lambda_2(ds_2) \equiv \Lambda_{01}(0,ds_2)$. The reader can easily verify the following formulas (when applying the product rule to $S/S_i$ we give the left continuous version to $S$ instead of one of the $S_i$, $i = 1, 2$), and we denote $F_{(-1)}(s_1, s_2) \equiv F(s_1-, s_2)$, $F_{(-2)}(s_1, s_2) \equiv F(s_1, s_2-)$:

$$dR = d_{12}R$$

$$= \frac{d_{12}S}{S_1S_2} - \frac{d_{2}S_2d_{1}S_{(-2)}}{S_2S_1S_2} - \frac{d_{1}S_1d_{2}S_{(-1)}}{S_1S_1S_2} + \frac{d_1S_1d_2S_2S_-}{S_1S_1S_2S_-}$$

$$= R_\frac{S_1S_2}{1-(1/\Lambda_1(\Delta s_1))(1-\Lambda_2(\Delta s_2))} \left(\frac{d_{12}S}{S_1S_2} - \frac{d_2S_2}{S_2^-} - \frac{d_1S_1}{S_1^-} + \frac{d_1S_1d_2S_2S_-}{S_1S_1S_2S_-} \right)$$

$$= R_\frac{\Delta_1(ds_1)\Delta_{10}(ds_1, s_2-)}{1-\Lambda_1(\Delta s_1)(1-\Lambda_2(\Delta s_2))}$$

$$\equiv R_\frac{\Delta_2(ds_2)}{1-\Lambda_1(\Delta s_1)(1-\Lambda_2(\Delta s_2))}$$

At the third equality notice that $1/(1-\Lambda_1(\Delta s_1))(1-\Lambda_2(\Delta s_2)) = S_1S_2^-/S_1S_2$.

Integrating the left and right-hand side over the rectangle $(0, t]$ provides us with:

$$R(t) = 1 + \int_{(0,t]} R(s-)\tilde{L}(ds).$$

(6.10)

Here one has to notice that $R(t_1, 0) = R(0, t_2) = 1$ for all $t$. This is a homogeneous Volterra equation with a unique solution given by the Peano series of $\tilde{L}$ which we will write out below.
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By definition of $R$ and the well known product integral representation of the univariate $S_i$, $i = 1, 2$, this provides us with the following representation for the bivariate survival function:

$$S(t) = \prod_{[0,t]} (1 - \Lambda_{10}(du, 0)) \prod_{[0,t]} (1 - \Lambda_{01}(0, dv)) R(t) \equiv \Theta_1(\Lambda_{10}, \Lambda_{01}, R),$$

(6.11)

where $R$ is the unique solution of (6.10), just the Neumann series $\sum_{k=0}^{\infty} A_L^k(1)$ as given in (6.8), given by the Peano series:

$$R = 1 + \sum_{n=1}^{\infty} \int \cdots \int_{0 \leq u^1 < u^2 < \ldots < u^n \leq t} \prod_{j=1}^{n} \tilde{L}(du^j) \equiv \Theta_2(\tilde{L}).$$

Define

$$\beta(s) \equiv (1 - \Lambda_{10}(\Delta s_1, 0))(1 - \Lambda_{01}(0, \Delta s_2)).$$

Above, we derived the following representation of $\tilde{L}$ in terms of the hazards $\tilde{A}$

$$\tilde{L}(t) = \int_{[0,t]} \frac{1}{\beta(s)} \left\{ \Lambda_{11}(ds) - \Lambda_{10}(ds_1, s_2-)\Lambda_{01}(0, ds_2) - \Lambda_{10}(ds_1, 0)\Lambda_{01}(s_1-, ds_2) + \Lambda_{10}(ds_1, 0)\Lambda_{01}(0, ds_2) \right\} \equiv \Theta_3\left(\tilde{A}\right).$$

Note that this gives a map

$$S = \Theta(\tilde{A}) = \Theta_1(\Lambda_{10}, \Lambda_{01}, \Theta_2(\tilde{L})) = \Theta_1(\Lambda_{10}, \Lambda_{01}, \Theta_2 \Theta_3\left(\tilde{A}\right)).$$

(6.12)

Again, the estimate of $S$ based on the Prentice-Cai representation is simply

$$S_n = \Theta(\tilde{A}_n).$$

Prentice and Cai (1992a) motivated this representation through a connection between $\tilde{L}$ and the covariance of univariate counting process martingales. Moreover, they proved almost sure consistency of the resulting estimator via continuity of $\Theta$.

Remark. Firstly, the Volterra estimator is based on the idea to express $dS$ in $S_\cdot dA$ for a certain measure $A$ which makes $S$ a solution of an inhomogeneous Volterra equation, while in Prentice-Cai's representation we do the same with
which leads in this case to a homogeneous Volterra equation. The Volterra estimator uses an estimate of only one bivariate hazard $\lambda_{11}$, while the Dabrowska and the Prentice-Cai representations involve other functions $L$ and $\tilde{L}$ which describe the covariance structure. Furthermore, notice the similarity in the structure of $L$ and $\tilde{L}$; this will save work in the differentiability proofs.

The functional delta-method. Our approach to studying the estimators, which we will denote by $S_n^V, S_n^D, S_n^{PC}$ will be to study the maps $\Phi, \Gamma$ and $\Theta$ which define them (analytically). In sections 2 and 3 we show that these satisfy weak continuous Hadamard differentiability with respect to the supremum norm-metric for the sequences which can occur in practice. In section 4 we represent $\tilde{A}$ as differentiable maps from the distribution function of the data to $\tilde{A}$, which, by the chain-rule gives us differentiable mappings $\Phi \circ \tilde{A}, \Gamma \circ \tilde{A}$ and $\Theta \circ \tilde{A}$. Application of the functional delta-method theorem 1.6 to these representations in the distribution of the data provides us with consistency, weak convergence, and asymptotic validity of the bootstrap for $S_n^V, S_n^D, S_n^{PC}$.

These results are summarized in theorem 5.1.

This approach provides us with optimal results for the estimators in the sense that we essentially do not need any conditions. The only improvements can be made by extending these results to the whole plane and by investigating the rate at which the normalized estimators converge to its linearization in terms of the empirical processes we plug in.

Also, the analysis has been separated into a purely analytical part (differentiability of $\Phi$) and a purely probabilistic part (weak convergence of $Z_n = \sqrt{n}(P_n - P)$), where the latter is well known in our case. After establishing these purely analytical properties of components of $\Phi$ one may also conclude similar results for different sampling methods or models (e.g. models 1–3 in Gill, van der Laan and Wellner, 1993) without repeating the analysis. The supremum norm might be considered as a quite naive choice in order to get an optimal weak convergence result, but the supremum norm is easy to use, to interpret, and has an easy generalization to higher dimensions.

After establishing the differentiability of the functionals which appear in the representation $\Gamma$ and $\Phi$ we will get the differentiability of the Prentice-Cai representation for free: by the chain-rule a differentiability result for a functional can be used for establishing differentiability for any composition of several mappings involving this functional. Because of this property, other proposed explicit estimators can immediately be put into our framework.
6.2 Lemmas.

In this section we give lemmas containing the basic analytic techniques for establishing the required differentiability property. Moreover, we will give two illustrations which show how these techniques can be used for this purpose.

Definitions and Notation. All functions we encounter are considered as elements of the space of bivariate cadlag functions on \([0, \tau]\) which is denoted by \(D[0, \tau]\), endowed with the supremum norm (see definition 1.2). If \(F_n\) converges in supremum norm to \(F\), then we will denote this with \(F_n \to F\) (no other types of convergence are needed here). Furthermore, we refer to some basic facts mentioned in section 2.3: If a cadlag function is of bounded variation, then it generates a signed measure and we refer to the telescoping lemma 1.6. If for \(F\) we write \(F(du, v), F(u, dv), F(du, dv)\), we mean the one dimensional measures generated by the sections \(u \mapsto F(u, v), v \mapsto F(u, v)\) and the two dimensional measure generated by \((u, v) \mapsto F(u, v)\), respectively, and it will be automatically assumed that these sections and the function itself are of bounded variation.

In our applications we want to be able to define integrals \(\int FdH\) and \(\int F(du, v)H(u, dv)\), when \(H\) is of unbounded variation and \(F\) is of bounded uniform sectional variation. This can be done by applying integration by parts so that \(H\) appears as function. We want to have an integration by parts formula which takes account of mass given to the edge of the rectangle \([0, \tau]\). The following does this (here \(\int_0^t = \int_{[0,t]}\), the first formulas is the same as in lemma (1.3)):

Lemma 6.1 (Integration by Parts).

\[
\int_0^t \int_0^t F(u, v)H(du, dv) = \int_0^t \int_0^t H \left(\left(\{u, s\} \times \{v, t\}\right)\right) F(du, dv)
+ \int_0^t H \left(\left(\{u, s\} \times (0, t]\right)\right) F(du, 0) + \int_0^t H \left(\left(0, s\} \times [v, t]\right)\right) F(0, dv)
+ F(0, 0)H \left(\left(\{0, s\} \times (0, t]\right)\right).
\]

\[
\int_0^t \int_0^t F(du, v)H(u, dv) = \int_0^t \int_0^t H(u, [v, t])F(du, dv) + \int_0^t H(u, (0, t])F(du, 0).
\]

Notice that with these formulas we can also define these integrals for \(H\) of unbounded variation. We can bound both integrals by \(16\|H\|_\infty\|F\|_1\). Notice that if \(F\) is zero at the bottom edges of \([0, \tau]\), then only the first term on the right hand-sides is non-zero.
Proof. We refer to (Gill, 1990) for the general $\mathbb{R}^k$ case. It works as follows. For the first integral, substitute

$$F(u, v) = \int_{(0,v) \times (0,v)} F(du', dv') + \int_{(0,v)} F(du', 0) + \int_{(0,v)} F(0, dv') + F(0, 0)$$

and for the second integral substitute

$$F(du, v) = \int_{(0,v)} F(du, dv') + F(du, 0)$$

and apply Fubini's theorem. □

Assume that $F_1, F_2$ are of bounded variation and that $F_i(s_i, s_2)$ or $F_i(s_1, s_2)$ or $F_i(s_1, s_2)$ or $F_i(s_1, s_2)$ is cadlag, $i = 1, 2$. Then $F_1$ and $F_2$ generate signed measures and we have

$$\int F_1(u)F_2(u)dH(u) = \int F_1(u)d\left(\int_0^u F_2(v)dH(v)\right). \quad (6.13)$$

So by applying lemma 6.1 to $\int F_1(u)F_2(u)dH(u) = \int F_1(u)d\left(\int_0^u F_2(v)dH(v)\right)$ we can do integration by parts so that $H$ appears as function and $F_1, F_2$ as measures.

The following lemma is trivially checked, but useful.

**Lemma 6.2 (d-Δ interchange).** We have:

$$\int \int F(\Delta s, \Delta t)G(ds, dt) = \int \int F(ds, dt)G(\Delta s, \Delta t)$$

$$\int \int F(ds, t)G(\Delta s, dt) = \int \int F(\Delta s, t)G(ds, dt).$$

Recall the denominator in the mappings $L$ and $\tilde{L}$ which appear in $\Gamma$ and $\Theta$, which are of the form $1/(1-a)(1-b)$, where $a, b$ are of only nice functions in one coordinate, and therefore certainly do not generate a measure. Therefore it is not clear how we can integrate w.r.t. this denominator. The following lemma will take care of this problem.

**Lemma 6.3 (Denominator splitting).** Let $a_1, a_2$ be real numbers.

Then the following holds:

$$\frac{1}{(1-a_1)(1-a_2)} = \frac{1}{1-a_1} + \frac{a_2}{(1-a_1)(1-a_2)}$$

or

$$\frac{1}{(1-a_1)(1-a_2)} = 1 + \frac{a_1}{1-a_1} + \frac{a_2}{1-a_2} + \frac{a_1a_2}{(1-a_1)(1-a_2)}.$$
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In general, we have:

\[
\frac{1}{\prod_{i=1}^{n}(1 - a_i)} = 1 + \sum_{i} \frac{a_i}{1 - a_i} + \sum_{i,j, i \neq j} \frac{a_ia_j}{(1 - a_i)(1 - a_j)} + \ldots + \frac{\prod_{i=1}^{n} a_i}{\prod_{i=1}^{n}(1 - a_i)}.
\]

This follows from the identity \(1/(1 - a_i) = 1 + a_i/(1 - a_i)\).

Now, we are able to define the following terms with integration by parts as follows:

**Corollary 6.1** Define \(\beta(u, v) \equiv (1 - \Lambda_{10}(\Delta u, v))(1 - \Lambda_{01}(u, \Delta v))\). We have:

\[
\int \int \frac{H(du, dv)\Lambda(u, dv)}{\beta(u, v)} = \int \int H(du, dv) \frac{\Lambda(u, dv)}{1 - \Lambda_{01}(u, \Delta v)} + \int \int \frac{H(\Delta u, dv)\Lambda_{10}(u, dv)}{\beta(u, v)}
\]

\[
\int \int \frac{H(du, dv)}{\beta(u, v)} = \int \int H(du, dv) + \int \int H(du, \Delta v) \frac{\Lambda_{01}(u, dv)}{1 - \Lambda_{01}(u, \Delta v)} + \int \int \frac{H(\Delta u, dv)\Lambda_{10}(du, v)}{\beta(u, v)}.
\]

\(H\) plays the role of a function of unbounded variation (Brownian bridge) and \(\Lambda, \Lambda_{10}, \Lambda_{01}\) are c\text{ad}lag functions of bounded uniform sectional variation. Notice that all terms on the right-hand side of the equalities where \(H\) appears as measure are of the form \(\int FdH\) where \(F\) generates a finite measure. Therefore, for all these terms we can apply the integration by parts formulas of lemma 6.1 in order to make \(H\) appear as function.

Again, this corollary is simple to prove by applying denominator splitting and \(d - \Delta\)-interchange. In the differentiability proof of the \(L\)-mapping we have to be able to bound the terms above in the supremum norm of \(H\). It is now clear that this can be done with the integration by parts formulas. We will see that this is the whole story of the differentiability proofs: we use denominator-splitting and \(d - \Delta\)-interchange in order to produce an integral \(\int FdH\), where \(F\) generates a measure and is of bounded uniform sectional variation. Then we apply integration by parts in order to bound these terms in the supremum norm of \(H\) and the uniform sectional variation of \(F\).

We did not deal, yet, with an integral of the form \(\int HdF_n, \|F_n\|_\infty \to 0, \|H\|_v = \infty\), which we want to show to converge to zero. Since \(H\) is not of finite variation one cannot do integration by parts in order to bound this in the supremum norm of \(F_n\). The next ingredient takes care of this, the so called Helly-Bray lemma:
Lemma 6.4 (Helly-Bray lemma). If $\mathcal{H} \in (\mathcal{D}[0, \tau], ||\cdot||_\infty)$ is of unbounded variation, then we can approximate $\mathcal{H}$ with a sequence $\mathcal{H}_m$ where $||\mathcal{H}_m||_v^* \leq M(m) < \infty$ and $||\mathcal{H} - \mathcal{H}_m||_v \to 0$. This gives us the following bound:

$$|| \int \mathcal{H} dF ||_\infty \leq ||\mathcal{H} - \mathcal{H}_m||_\infty ||F||_v^* + 16||F||_\infty M(m).$$

For $\mathcal{H}_m$ one can (e.g.) take the step function equal to $\mathcal{H}$ on a grid $\pi^m$. We did the substitution $\mathcal{H} = (\mathcal{H} - \mathcal{H}_m) + \mathcal{H}_m$, integration by parts and bounding terms like $\int F d\mathcal{H}_m$ by $||F||_\infty ||\mathcal{H}_m||_v^*$. The bound in lemma 6.4 is useful because it proves that integrals of the form $\int \mathcal{H} dF_n$ converge to zero when $||F_n||_\infty \to 0$, even if $||\mathcal{H}||_v = \infty$, provided that $||F_n||_v^* < \infty$ (just let $m \to \infty$ slowly enough).

Illustration 1. We will illustrate how these lemmas easily provide us with compact differentiability (see theorem 1.5) of $\Phi : (F, G) \to \int F dG$ at a point $(F, G)$ with $F$ and $G$ cadlag functions of bounded uniform sectionial variation for sequences $F_n, G_n$ of uniformly (in $n$) bounded uniform sectionial variation: if $Y_n \equiv \sqrt{n}(F_n - F) \to Y$, $Z_n \equiv \sqrt{n}(G_n - G) \to Z$, then

$$\sqrt{n}(\Phi(F_n, G_n) - \Phi(F, G)) - d\Phi(F, G)(Y, Z) \to 0$$

for a certain continuous linear mapping $d\Phi(F, G) : (\mathcal{D}[0, \tau])^2 \to \mathbb{R}$. We have by telescoping:

$$\sqrt{n}(\Phi(F_n, G_n) - \Phi(F, G)) = \int Y_n dG + \int F_n dZ_n.$$ 

So if we subtract from this its supposed limit $d\Phi(F, G)(Y, Z) = \int Y dG + \int F dZ$, then we obtain by telescoping:

$$\int (Y_n - Y) dG + \int (F_n - F) dZ + \int F_n d(Z_n - Z),$$

where the last two integrals are defined by integration by parts (lemma 6.1). The first integral can immediately be bounded by $||Y_n - Y||_\infty ||G||_v \to 0$. The second integral converges to zero by the Helly-Bray lemma 6.4. For the third integral we can do integration by parts with respect to $F_n$ and thereby bound this term by $c||Z_n - Z||_\infty ||F_n||_v^* \to 0$.

Illustration 2. We will give an illustration of how these lemmas are used to prove convergence to zero of quite complicated terms which we will encounter in our analysis of Dabrowska’s estimator. Consider the term

$$\int \frac{1}{\beta_n(u, v)} - \frac{1}{\beta(u, v)} \mathcal{H}(du, dv),$$

(6.14)
where $H$ is of unbounded variation. $\beta_n(u, v)$ (i.e., $\beta(u, v)$) is the denominator of $L$ as defined above corresponding to $\{(\Lambda_{10}^n, \Lambda_{01}^n) \mid (\Lambda_{10}, \Lambda_{01})\}$ and $(\Lambda_{10}^n, \Lambda_{01}^n)$ converges in supremum norm to $(\Lambda_{10}, \Lambda_{01})$. We will show that this term converges to zero if $\Lambda_{10}, \Lambda_{01}, \Lambda_{10}^n, \Lambda_{01}^n$ have the following four properties:

1) $\beta > \delta > 0$ on $[0, \tau]$ for certain $\delta > 0$.
2) There exists a sequence of uniformly in $n$ finite (signed) measures $\mu_{2n}$ so that $\Lambda_{10}^n(u, dv) \ll \mu_{2n}(dv)$ for all $u$. Similarly for $\Lambda_{10}, \Lambda_{01}, \Lambda_{10}^n$.
3) There exists a sequence of uniformly in $n$ finite (signed) measures $\mu_{1n}$ so that $\Lambda_{10}^n(du, v) \ll \mu_{1n}(du)$ for all $v$. Similarly for $\Lambda_{10}, \Lambda_{01}, \Lambda_{10}^n$.
4) $\|\Lambda_{10}^n(u, v)/\mu_{1n}(du)\|_{\infty} < M$ and $\|\Lambda_{10}(u, dv)/\mu_{2n}(dv)\|_{\infty} < M$ for certain $M < \infty$ (uniform boundedness of the Radon-Nykodym derivatives). Similarly for $\Lambda_{10}, \Lambda_{01}, \Lambda_{10}^n$.

In our applications the assumptions 2–4 are easily verified by a simple choice of $\mu_{1n}, \mu_{11}, \mu_{2n}, \mu_2$ and by choice of $[0, \tau]$ assumption 1 will hold trivially. This will be done in the proof of the final theorem in section 5.

The term (6.14) involves all the above mentioned techniques. Apply the denominator splitting lemma to rewrite $1/\beta_n(u, v) - 1/\beta(u, v)$. This gives

$$
\frac{1}{\beta_n(u, v)} - \frac{1}{\beta(u, v)} = \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} - \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} + \frac{\Lambda_{01}(u, \Delta v)}{1 - \Lambda_{01}(u, \Delta v)} - \frac{\Lambda_{01}(u, \Delta v)}{1 - \Lambda_{01}(u, \Delta v)} + \frac{\Lambda_{10}(\Delta u, v)\Lambda_{01}(u, \Delta v)}{\beta_n(u, v)} - \frac{\Lambda_{10}(\Delta u, v)\Lambda_{01}(u, \Delta v)}{\beta(u, v)}.
$$

Then the integral (6.14) is the sum of three integrals which we will denote with $A, B$ and $C$ respectively. The first term $A$ is given by:

$$
\int \left( \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} - \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} \right) H(du, dv)
$$

$$
= \int \left( \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} - \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} \right) (H - H_m)(du, dv)
$$

$$
+ \int \left( \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} - \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} \right) H_m(du, dv)
$$

$$
= \int \left( \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} - \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} \right) (H - H_m)(\Delta u, dv)
$$

$$
+ \int \left( \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} - \frac{\Lambda_{10}(\Delta u, v)}{1 - \Lambda_{10}(\Delta u, v)} \right) H_m(du, dv).
$$

We did the substitution $H = H - H_m + H_m$ (Helly-Bray) and applied $d$–$\Delta$-interchange. Consider the first term, say $A1$. 

---
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A1. Here, we can apply the second integration by parts formula of lemma 6.1. Then one of the terms is given by:

\[
\int (H - H_m)(\Delta u, [v, \tau]) \frac{1}{(1 - \Lambda_{10}(\Delta u, v))^2} \Lambda_{10}^n(du, v) \Lambda_{10}^n(\Delta u, dv)
\]

\[
\leq \frac{4}{\inf_{(u,v) \in [0,\tau]} |1 - \Lambda_{10}^n(\Delta u, v)|^2} ||H - H_m||_{\infty} \int |\Lambda_{10}^n(du, v)\Lambda_{10}^n(\Delta u, dv)|
\]

\[
\leq C ||H - H_m||_{\infty} \int |\Lambda_{10}^n(du, v)\Lambda_{10}^n(\Delta u, dv)|,
\]

where we used assumption \(\beta_n > \delta > 0\) on \([0,\tau]\) for certain \(\delta > 0\) in the last line, which follows from assumption 1 and the uniform convergence of \(\beta_n\) to \(\beta\). The other terms which one gets after applying integration by parts are dealt in the same way. By assumption 2-4 we have:

\[
\int |\Lambda_{10}^n(du, v)\Lambda_{10}^n(\Delta u, dv)| = \int \left| \frac{\Lambda_{10}^n(du, v)}{\mu_{1n}(du)} \frac{\Lambda_{10}^n(\Delta u, dv)}{\mu_{2n}(dv)} \right| |\mu_{1n}(du)\mu_{2n}(dv)|
\]

\[
\leq M^2 ||\mu_{1n}||_{\infty} ||\mu_{2n}||_{\infty} \leq M',
\]

for some \(M' < \infty\). So if \(\Lambda_{10}^n\) satisfies assumptions 1–4, then \(C ||H - H_m||_{\infty} \int |\Lambda_{10}^n(du, v)\Lambda_{10}^n(\Delta u, dv)| \to 0\) for \(m \to \infty\). The other terms are dealt similarly using the assumptions 1–4 for \(\Lambda_{10}\) and \(\Lambda_{10}^n\).

A2. The second term can be bounded by the supremum norm of 
\(\Lambda_{10}(\Delta u, v) / (1 - \Lambda_{10}(\Delta u, v)) - \Lambda_{10}(\Delta u, v) / (1 - \Lambda_{10}(\Delta u, v))\) (which converges to zero) times the variation norm of \(H_m\).

So if we let \(m = m(n) \to \infty\) slowly enough for \(n \to \infty\), then both terms A1 and A2 converge to zero.

The second term \(B\) is dealt similarly. Now, we will deal with the third term \(C\). Firstly, by telescoping we can rewrite:

\[
\frac{\Lambda_{10}^n(\Delta u, v)\Lambda_{01}^n(u, \Delta v)}{\beta_n(u, v)} - \frac{\Lambda_{10}(\Delta u, v)\Lambda_{01}(u, \Delta v)}{\beta(u, v)}
\]

\[
= \left( \frac{1}{\beta_n(u, v)} - \frac{1}{\beta(u, v)} \right) \Lambda_{10}(\Delta u, v)\Lambda_{01}(u, \Delta v)
\]

\[
+ \frac{1}{\beta_n(u, v)} (\Lambda_{10}^n(\Delta u, v) - \Lambda_{10}(\Delta u, v))\Lambda_{01}(u, \Delta v)
\]

\[
+ \frac{1}{\beta_n(u, v)} \Lambda_{10}^n(\Delta u, v) (\Lambda_{01}^n(u, \Delta v) - \Lambda_{01}(u, \Delta v)).
\]

We have to integrate these terms with respect to \(H\). We set \(H = (H - H_m) + H_m\) (here an application of the Helly-Bray-lemma starts). By using the \(d-\Delta\)-
interchange trick we can transform all three terms with \( H - H_m \) into integrals where \( H - H_m \) appears as a function: e.g.

\[
\int (H - H_m)(du, dv) \frac{1}{\beta_n(u, v)} (\Lambda_{10}^n(\Delta u, v) - \Lambda_{10}^n(\Delta u, v)) \Lambda_{01}(u, \Delta v)
\]

\[
= \int (H - H_m)(\Delta u, \Delta v) \frac{1}{\beta_n(u, v)} (\Lambda_{10}^n(du, v) - \Lambda_{10}(du, v)) \Lambda_{01}(u, dv).
\]

So if assumption 1–4 holds, then as we did above we can bound this term by

\[
c\|H - H_m\|_\infty M^2 (\|\mu_{11}\|_v \|\mu_2\|_v + \|\mu_1\|_v \|\mu_2\|_v) \leq M^2 \|H - H_m\|_\infty.
\]

Similarly, we have this bound for the other terms with \( H - H_m \). The three terms with \( H_m \) we can directly bound by \( \|1/\beta_n(u, v) - 1/\beta(u, v)\|_\infty M(m) \)

\[
, \|\Lambda_{10}^n_0(\Delta u, v) - \Lambda_{10}(\Delta u, v)\|_\infty M(m), \|\Lambda_{01}^n(u, \Delta v) - \Lambda_{01}(u, \Delta v)\|_\infty M(m),
\]

where \( M(m) \) stands for a constant times the variation norm of \( H_m \). So we can conclude that we have the following bound:

\[
\| \int H(du, dv) \left( \frac{\Lambda_{10}^n(\Delta u, v)\Lambda_{01}^n(u, \Delta v)}{\beta_n(u, v)} - \frac{\Lambda_{10}(\Delta u, v)\Lambda_{01}(u, \Delta v)}{\beta(u, v)} \right) \|_\infty
\]

\[
\leq c\|H - H_m\|_\infty + \epsilon_n M(m),
\]

where \( \epsilon_n \) converges to zero. Let now \( m \to \infty \) slowly enough to obtain that the left-hand side bound converges to zero. This proves the convergence of (6.14).

In general all terms we will encounter in the differentiability proofs are dealt in the following way:

**Telescoping.** Step 1. Firstly, we do telescoping in order to rewrite a difference of two products as a sum of single differences: \( \int A_n B_n - \int A B = \int (A_n - A) B + \int A_n (B_n - B) \). Consider one term (e.g.) \( \int (A_n - A) B \). Here, we know that \( A_n \to A \), but \( A_n \) can appear as a measure in one or two coordinates: \( \int (A_n - A)(du, dv)B(u, v) \) or \( \int (A_n - A)(du, v)B(u, dv) \) or the easiest case \( \int (A_n - A)(u, v)B(du, dv) \).

**Goal.** Step 2. We want to bound the term \( \int (A_n - A)B \), where we usually have that \( A_n - A \) appears as a measure, in the supremum norm of \( A_n - A \) which is known to converge to zero. Therefore if \( A_n - A \) does not appear as a function, then our goal is to get this term in a form so that we can apply integration by parts with respect to \( B \).

**Denominator-splitting, \( d-\Delta \)-interchange.** Step 3.

**Case 0** If \( A_n - A \) appears as function we can immediately bound \( \int (A_n - A)(du, dv)B(u, v) \).
$A) dB$ by the supnorm of $A_n - A$.

**Case 1** If $B$ is of bounded uniform sectional variation or is it a product of such functions (of bounded uniform sectional variation but some left and some right continuous) we can bound the term in the supremum norm of $A_n - A$ by applying the integration by parts formula of lemma 6.1.

**Case 2** If $B$ is of unbounded variation, we substitute $B = (B - B_m) + B_m$ and we now want to bound the term with $B - B_m$ in the supremum norm of $B - B_m$ and the term with $B_m$ in the uniform sectional variation norm of $B_m$ (Helly-Bray lemma 6.4). We go back to step 3.

**Case 3** If $B$ involves the denominator $eta$ we firstly apply the denominator trick lemma 6.3 and $d - \Delta$-interchange lemma 6.2 as in corollary 6.1 in order to rewrite the term to a term of Case 0 or 1.

### 6.3 Differentiability of the Dabrowska, Volterra, and Prentice and Cai representations of $F$.

In this section our goal is to establish weak continuous Hadamard differentiability (see theorem 1.6) of the Volterra, Dabrowska, and Prentice-Cai representations of $F$, thereby paving the way for validity of the bootstrap in each case.

**Notation and assumptions on sequences.** For any symbol which occurs as argument of the analyzed mapping, say $\Lambda$, $\Lambda_n$ and $\Lambda^\#$ are sequences which both converge in supremum norm to $\Lambda$ and moreover it will be automatically assumed that they are of bounded uniform sectional variation uniformly in $n$. The latter can be done by choosing $D_n$ in theorem 1.6 appropriately and because these properties hold for the estimators we plug in.

$\Lambda_n$ plays the role of the estimator of $\Lambda$ using the original data and $\Lambda^\#$ plays the role of the same estimator, but using a bootstrap sample of the original data.

#### 6.3.1 The Volterra Representation.

We give the proof of the Volterra representation before the proof of the bivariate product integral (as part of the Dabrowska representation), because the proof is easier to generalize from the univariate case and for the Dabrowska representation we will be able to refer to the main lines of the differentiability proof given here.
Consider the inhomogeneous Volterra equation

$$S(t) = \Psi(t) + \int_{[0,t]} S(s-)d\Lambda_{11}(s).$$

(6.15)

We consider this equation as an implicit equation for $S$ for given functions $\Psi$ and $\Lambda_{11}$. For any measure $\alpha$ on $\mathbb{R}^2$ set:

$$\mathcal{P}((s,t]; \alpha) = 1 + \sum_{n=1}^{\infty} \int_{s \leq u_1 \leq \ldots \leq u_n \leq t} \alpha(du^1) \ldots \alpha(du^n).$$

(6.16)

$\mathcal{P}_\alpha \equiv \mathcal{P}(\cdot; \alpha)$ is the Peano series corresponding to $\alpha$. The following propositions will be proved below in a separate subsection. The proofs are similar to the proofs given in Gill and Johansen (1990) as they already remarked on page 1531. The inhomogeneous Volterra equation has a unique solution in terms of $\mathcal{P}(\cdot; \Lambda_{11})$:

**Proposition 6.1** If $S$ satisfies (6.15), then

$$S(t) = \Psi(t) + \int_{0 \leq s \leq t} \Psi(s-) \mathcal{P}((s,t]; \Lambda_{11}) d\Lambda_{11}(s).$$

Repeated substitution of the Volterra equation into itself and interchange of the order of integration make the claim intuitively clear. Here are two propositions giving useful properties of the Peano series $\mathcal{P}$.

**Proposition 6.2** (Kolmogorov equations). The Peano series $\mathcal{P} \equiv \mathcal{P}_\alpha$ defined by (6.16) satisfies

$$\mathcal{P}_\alpha(s,t) = 1 + \int_{s \leq u \leq t} \mathcal{P}_\alpha(s,u) \alpha(du) = 1 + \int_{s \leq u \leq t} \mathcal{P}_\alpha(u,t) \alpha(du).$$

**Proposition 6.3** (Duhamel equation). If $\alpha$ and $\beta$ are two measures on $\mathbb{R}^2$ with corresponding Peano series $\mathcal{P}_\alpha$ and $\mathcal{P}_\beta$, then

$$\mathcal{P}_\beta(s,t) - \mathcal{P}_\alpha(s,t) = \int_{s \leq u \leq t} \mathcal{P}_\alpha(s,u) \mathcal{P}_\beta(u,t)(\beta - \alpha)(du).$$

(6.17)

With the Duhamel equation one can show the following differentiability result for the Peano series. For all propositions and theorems recall our assumptions on the sequences $\Lambda_n$. 

Proposition 6.4 (weak continuous compact differentiability of $P_n$ in supremum norm). Assume

$$h_n \equiv \sqrt{n}(\alpha_n^* - \alpha_n) \rightarrow h \text{ in } D[0, \tau].$$

Then, with $P_n^* \equiv P(\cdot; \alpha_n^*)$, $P_n \equiv P(\cdot; \alpha_n)$

$$\sqrt{n} \left( P_n^* - P_n \right) \rightarrow \dot{P}h \text{ in } D[0, \tau],$$

where $\dot{P}$ is given by

$$\dot{P}h(s, t) = \int_{s < u \leq t} P(s, u) \dot{P}(u, t) dh(u).$$

If $h$ is of unbounded variation this is defined by (repeated) integration by parts (see lemma 6.19).

Consistency. In general, notice that this differentiability result for a mapping $A$ certainly implies continuity of $A$; if $F_n \rightarrow F$ then $A(F_n) \rightarrow A(F)$. Therefore our differentiability results will also provide us with almost sure uniform consistency of our estimators.

Now, we have the tools to prove the weak continuous compact differentiability property of the Volterra representation $\Phi_1(\Psi, \Lambda_{11})$.

Theorem 6.1 (weak continuous compact differentiability of $\Phi_1$). Suppose that

$$t_n^{-1}(\Psi_n^* - \Psi_n) \rightarrow \alpha \text{ in } D[0, \tau]$$
$$t_n^{-1}(\Lambda_{11}^* - \Lambda_{11}) \rightarrow \beta \text{ in } D[0, \tau].$$

Then

$$t_n^{-1} \left( \Theta(\Psi_n^*, \Lambda_{11}^*) - \Theta(\Psi_n, \Lambda_{11}) \right) \rightarrow d\Theta(\Psi, \Lambda_{11})(\alpha, \beta) \text{ in } D[0, \tau],$$

where $d\Theta(\Psi, \Lambda_{11})(\cdot, \cdot)$ is a continuous linear functional defined on $(D[0, \tau], \| \cdot \|_\infty)^2$.

Proof of theorem 6.1. For convenience denote $\Lambda_{11}$ with $\Lambda$.

$$P_n^*(s, t) \equiv P((s, t]; \Lambda^*_n)$$
$$P_n(s, t) \equiv P((s, t]; \Lambda_n),$$
and write \( S_n^\# = \Phi_2(\Psi_n^\#, \Lambda_n^\#) \), \( S_n = \Phi_2(\Psi_n, \Lambda_n) \) and \( S = \Phi_2(\Psi, \Lambda) \). By equation (6.15)

\[
S_n^\#(t) = \Psi_n^\#(t) + \int_{s \leq t} \Psi_n^\#(s-)P_n^\#(s,t)d\Lambda_n^\#(s)
\]  

(6.21)

and

\[
S_n(t) = \Psi_n(t) + \int_{s \leq t} \Psi_n(s-)P_n(s,t)d\Lambda_n(s)
\]  

(6.22)

so that subtraction yields (by telescoping)

\[
t_n^{-1}(S_n^\#(t) - S_n(t)) = t_n^{-1}(\Psi_n^\#(t) - \Psi_n(t)) \\
+ \int_{s \leq t} t_n^{-1}(\Psi_n^\#(s) - \Psi_n(s))P_n^\#(s,t)d\Lambda_n^\#(s) \\
+ \int_{s \leq t} \Psi_n(s-)t_n^{-1}(P_n^\# - P)(s,t)d\Lambda_n^\#(s) \\
+ \int_{s \leq t} \Psi_n(s-)P_n(s,t)t_n^{-1}(d\Lambda_n^\# - d\Lambda)(s)
\]

\[
= I_n + II_n + III_n + IV_n.
\]

\( I_n \to I \) by hypothesis. Our goal is to show that \( II_n, III_n, IV_n \) converge to their supposed limits \( II, III, IV \). Firstly, one should notice that the supposed limits are well defined: for example \( IV = \int_{s \leq t} \Psi(s-)P(s,t)d\beta(s) \) is defined by repeated integration by parts (lemma 6.13). Here we need that \( s \to P(s,t) \) is of bounded uniform sectional variation, which follows from the bounded uniform sectional variation of \( \Lambda_n^\# \) as shown in the proof of proposition 6.4. By telescoping we have:

\[
II_n - II = \int_{s \leq t} (\alpha_n^\# - \alpha)(s-)P(s,t)d\Lambda(s) \\
+ \int_{s \leq t} \alpha_n^\#(s-)P_n^\#(s,t)d\Lambda_n^\#(s) \\
+ \int_{s \leq t} \alpha(s-)P_n^\#(s,t)d(\Lambda_n^\# - \Lambda)(s). \\
+ \int_{s \leq t} (\alpha_n^\# - \alpha)(s-)P_n^\#(s,t)d(\Lambda_n^\# - \Lambda)(s).
\]

Because \( \Lambda \) is of bounded variation the first two terms can directly be bounded by a constant times the supremum norm of \( (\alpha_n^\# - \alpha) \) and \( (P_n^\# - P)(s,t) \), respectively. \( (\alpha_n^\# - \alpha) \) converges to zero by hypothesis and \( (P_n^\# - P)(s,t) \) converges to zero by proposition 6.4. Similarly, using that \( \Lambda_n, \Lambda_n^\# \) are of bounded variation uniformly in \( n \), we prove that the fourth term converges to zero by
bounding it in the supremum norm of \((\alpha^\#_n - \alpha)\). For the third term we write 
\(\mathcal{P}^\#_n = \mathcal{P} + (\mathcal{P}^\# - \mathcal{P})\) and for the non-trivial term with \(\mathcal{P}\) we apply the Helly-Bray lemma 6.4 with \(H(s) = \alpha(s)\mathcal{P}(s,t)\) and \(F(s) = \Lambda^\#_n - \Lambda\), because \(\alpha\) is of unbounded variation.

The convergence of \(\text{III}_n, \text{IV}_n\) to their supposed limits is proved, similarly: only integration by parts and Helly-Bray are needed. This completes the proof. \(\square\)

**Proofs of propositions.**

**Proof of proposition 6.2** (Kolmogorov equations). For convenience, we define the region which appears in each term of the Peano series: 
\(B_n(s,t) \equiv \{(u^1, \ldots, u^n) \in (\mathbb{R}^2)^n : s < u^1 < \ldots < u^n \leq t\}\). Now, 
\[
\mathcal{P}_\alpha(s,u) = 1 + \sum_{n=1}^{\infty} \int_{B_n(s,u)} \alpha(du^1) \cdots \alpha(du^n),
\]
(6.23)
so
\[
\int_{s < u \leq t} \mathcal{P}_\alpha(s,u) \alpha(du) = \int_{s < u \leq t} 1 \alpha(du) + \sum_{n=1}^{\infty} \int_{B_{n+1}(s,t)} \alpha(du^1) \cdots \alpha(du^n) \alpha(du) 
= \sum_{n=1}^{\infty} \int_{B_n(s,t)} \alpha(du^1) \cdots \alpha(du^n) 
= \mathcal{P}_\alpha(s,t) - 1.
\]
The backward equation is similarly proved. \(\square\)

**Proof of proposition 6.3** (Duhamel equation). Consider the following \(m+n\)-fold integral:
\[
\int_{B_{m+n}(s,t)} \alpha(du^1) \cdots \alpha(du^m) \beta(du^{m+1}) \cdots \beta(du^{m+n}).
\]
(6.24)

By splitting the integration on \(u^m\) we can write this as:
\[
\int_s^t \left\{ \int_{B_{m-1}(s,u^m)} \alpha(du^1) \cdots \alpha(du^{m-1}) \right\} \left\{ \int_{B_n(u^m,t]} \beta(du^{m+1}) \cdots \beta(du^{m+n}) \right\} \alpha(du^m).
\]
Similarly, splitting the integration on \(u^{m+1}\), we can also write it as:
\[
\int_s^t \left\{ \int_{B_{m}(s,u^m+1)} \alpha(du^1) \cdots \alpha(du^m) \right\} \left\{ \int_{B_{n+1}(u^{m+1},t]} \beta(du^{m+2}) \cdots \beta(du^{m+n}) \right\} \beta(du^{m+1}).
\]
Differentiability of the Representations

Since these two integrals are equal to each other for all \( m \) and \( n \), we can sum up the resulting identity on \( m \) and \( n \) to obtain

\[
\int_{s < u \leq t} \mathcal{P}_\alpha(s, u) \left\{ \mathcal{P}_\beta(u, t) - 1 \right\} \alpha(du) = \int_{s < u \leq t} \left\{ \mathcal{P}_\alpha(s, u) - 1 \right\} \mathcal{P}_\beta(u, t) \beta(du)
\]

(6.25)

Combining (6.25) with the Kolmogorov equations yields the Duhamel equation. □

Proof of proposition 6.4 (weak continuous compact differentiability of \( \mathcal{P}_\alpha \)).

By the Duhamel equation we have:

\[
t_n^{1} \left( \mathcal{P}_n - \mathcal{P}_n^\# \right)(s, t) = \int_{s < u \leq t} \mathcal{P}_n(s, u) \mathcal{P}_n(u, t) dh_n^\#(u).
\]

(6.26)

The difference with its supposed limit is given by (telescoping)

\[
\int_s^t (\mathcal{P}_n - \mathcal{P})(u, t) dh(u) + \int_s^t \mathcal{P}_n(s, u) \left( \mathcal{P}_n^\# - \mathcal{P} \right)(u, t) dh(u)
+ \int_{s < u \leq t} \mathcal{P}_n(s, u) \mathcal{P}_n(u, t) dh(h_n^\# - h)(u).
\]

Firstly, notice that all three terms are defined by repeated integration by parts (corollary 6.13), which can be done because \( s \rightarrow \mathcal{P}_n(s, t) \) (and \( \mathcal{P}_n^\#, \mathcal{P} \)) are of bounded uniform sectional variation uniformly in \( n \) (see below). The first and second term converge to zero by the Helly-Bray lemma 6.4 and the third term can be bounded by the supremum norm of \( h_n^\# - h \) by applying integration by parts (lemma 6.1). In all three bounds the uniform sectional variation norm of \( \mathcal{P}_n, \mathcal{P}_n^\#, \mathcal{P} \) considered as functions \( s \rightarrow \mathcal{P}_n(s, t) \) appear which are uniformly bounded. This is seen as follows. From the definition (6.16) of the Peano series it follows directly that \( ||\mathcal{P}_\alpha||_\infty \leq \exp(||\alpha||_\infty) \) (see (6.8). Then by the Kolmogorov equation we have:

\[
||\mathcal{P}_\alpha||_v^* \leq ||\mathcal{P}_\alpha||_\infty ||\alpha||_v^* \leq \exp(||\alpha||_\infty) ||\alpha||_v^*.
\]

So if \( ||\alpha||_v^* < M \), then \( ||\mathcal{P}_\alpha||_v^* \) is bounded. This proves the bounded uniform sectional variation property of \( \mathcal{P}_n, \mathcal{P}_n^\#, \mathcal{P} \) by assumption on \( \alpha_n \). This completes the proof. □

6.3.2 The Dabrowska representation.

The covariance-mapping.

We will state the differentiability result for the by far most complicated mapping \( L \) in the Dabrowska representation.
Proposition 6.5 \ Denote $\bar{\Lambda} = (\Lambda_{10}, \Lambda_{01}, \Lambda_{11})$. Let $\Gamma_3 = \Gamma_{31} - \Gamma_{32}$, where

$$\Gamma_{31}(\bar{\Lambda}) = \int_{[0, \tau]} \frac{\Lambda_{10}(du, v-) \Lambda_{01}(u-, dv)}{\beta(u, v)} \quad \text{and} \quad \Gamma_{32}(\bar{\Lambda}) = \int_{[0, \tau]} \frac{\Lambda_{11}(du, dv)}{\beta(u, v)}.$$ 

Assume that $\|(\Lambda_{11}^n, \Lambda_{71}^n)\|_4 < M < \infty$ and

1. $\beta > \delta > 0$ on $[0, \tau]$ for certain $\delta > 0$.

2. There exists a sequence of uniformly in $n$ finite (signed) measures $\mu_{2n}$ so that $\Lambda_{10}^n(u, dv) \ll \mu_{2n}(dv)$ for all $u$. Similarly for $\Lambda_{10}, \Lambda_{10}^\#,$ $\Lambda_{01}, \Lambda_{01}^\#$.

3. There exists a sequence of uniformly in $n$ finite (signed) measures $\mu_{1n}$ so that $\Lambda_{10}^n(du, v) \ll \mu_{2n}(dv)$ for all $v$. Similarly for $\Lambda_{10}, \Lambda_{10}^\#,$ $\Lambda_{01}, \Lambda_{01}^\#$.

4. $\|\Lambda_{10}^n(du, v)/\mu_{1n}(dv)\|_\infty < M$ and $\|\Lambda_{10}^n(u, dv)/\mu_{2n}(dv)\|_\infty < M$ for certain $M < \infty$ (uniform boundedness of the Radon-Nykodym derivatives). Similarly for $\Lambda_{10}, \Lambda_{10}^\#,$ $\Lambda_{01}, \Lambda_{01}^\#$.

If $\bar{\Lambda}_n^\# \equiv \sqrt{n}(\bar{\Lambda}_n^\# - \bar{\Lambda}_n)$, then we have:

$$\sqrt{n}(\Gamma(\bar{\Lambda}_n^\#) - \Gamma(\bar{\Lambda}_n)) - d\Gamma(\bar{\Lambda}_n^\#) \to 0,$$ (6.27)

for a certain continuous linear map $d\Gamma(\Lambda) : (D[0, \tau], \|\cdot\|_\infty)^3 \to (D[0, \tau], \|\cdot\|_\infty)$. 

Proof. \ We will give the proof of ordinary compact differentiability, i.e. we replace $\Lambda_n$ by $\Lambda$ and $\Lambda_n^\#$ by $\Lambda_n$ in (6.27). The reader can easily verify that the proof goes through when we do not do this. We have by telescoping:

$$\sqrt{n}(\Gamma_{31}(\Lambda_{10}^n, \Lambda_{10}^n) - \Gamma_{31}(\Lambda_{01}, \Lambda_{10}))$$

$$= \sqrt{n} \int \frac{\beta(u, v)(\Lambda_{10}(du, v-)\Lambda_{01}(u-, dv) - \Lambda_{10}(du, v-)\Lambda_{01}(u-, dv))}{\beta_n(u, v)\beta(u, v)}$$

$$+ \sqrt{n} \int \frac{(\beta - \beta_n)(u, v)\Lambda_{10}(du, v-)\Lambda_{01}(u-, dv)}{\beta_n(u, v)\beta(u, v)}$$

$$= \int \frac{\sqrt{n}\beta(u, v)(\Lambda_{10}(du, v-)\Lambda_{01}(u-, dv) + \beta_n(u, v)\Lambda_{10}^n(du, v-))}{\beta(u, v)}$$

$$+ \int \sqrt{n}\frac{\beta(u, v)(\Lambda_{10}(du, v-)\Lambda_{01}(u-, dv))}{\beta_n(u, v)\beta(u, v)}.$$ 

It is easy to check that $\sqrt{n}(\beta - \beta_n)/(\beta_n \beta) \to H(u, v)$ for a fixed function $H(h_{10}, h_{01})$ linear in $(h_{10}, h_{01})$ which we will not write down. So the last term converges in $\|\cdot\|_\infty$ to $\int \int H(h_{10}, h_{01})(u, v)\Lambda_{10}(du, v-)\Lambda_{01}(u-, dv)$. Notice that the supposed limit $d\Phi(\Lambda)$ is a continuous linear map because all terms can be defined by integration by parts with lemma 6.1. We only consider the second integral. The first is dealt similarly. The difference between the second integral
and its supposed limit can by telescoping be rewritten as the following sum of terms:

\[
\int \int \frac{(h_{00}^n - h_{01})(u, v)\lambda_{01}(du, dv))}{\beta_n(u, v)} + \int \int \frac{(\lambda_{10} - \Lambda_{10})(du, dv))h_{01}(u, v)}{\beta_n(u, v)}
\]

\[
+ \int \int \left( \frac{1}{\beta_n} - \frac{1}{\beta} \right)(u, v) + h_{01}(u, v)\Lambda_{10}(du, dv).
\]

**Term i.** Use corollary 6.1 with \(H = h_{01}^n - h_{01}, \Lambda = \Lambda_{10}^n, \beta = \beta_n\). Then apply integration by parts (the second part of lemma 6.1) and bound this term by the supremum norm of \(h_{10}^n - h_{10}\) times integrals like \(f | 1/\beta(\Lambda_{10}(du, dv) - \Lambda_{01}(u, dv)) |\). For the rest we refer to the techniques in illustration 2 where we show, by using the assumptions 1–4, that this variation is bounded.

**Term ii.** Substitute \(h_{01} = (h_{01} - h_{01}^n) + h_{01}^n\). Now bound the term with \((h_{01} - h_{01}^n)\) in the supremum norm of \((h_{01} - h_{01}^n)\) times a constant, and bound the term with \(h_{01}^n\) in the supremum norm of \(\Lambda_{10}^n - \Lambda_{10}\) times the uniform sectional variation of \(h_{01}^n\), both in exactly the same way as we did in term i. Now, let \(m \to \infty\) slowly enough (Helly-Bray lemma 6.4).

**Term iii.** Similar to our illustration II with \(h(du, dv)\) replaced by \(h_{01}(u, dv)\Lambda_{10}(du, dv)\).

The proof for \(\Gamma_{22}\) is similar, but easier. □

### Bivariate product-integral.

The essential ingredient for establishing differentiability results for the product-integral is the Duhamel equation. For the univariate product integral theory we refer to Gill and Johansen (1990). They also sketch how the proofs can be generalized to the multivariate product-integral. Here, we will present and prove the bivariate analogues of the Kolmogorov equations and Duhamel equation and finally state the differentiability result for the bivariate product-integral.

For any signed measure \(L\) on \(\mathbb{R}^2\) set

\[
\int_{L}(s, t), L = \int_{(s, t)}(1 + L(du, dv)),
\]

where the bivariate product-integral \(\int_{L}(s, t)\equiv \int_{((s, t), L) = \int_{(s, t)}(1 + L(du, dv))\) is defined as the limit of finite products of \(\prod_{i=1}^{n}(1 + L((u_{i-1}, v_{j-1}), (u_i, v_j)))\) over partition-elements \(J_{i,j} \equiv ((u_{i-1}, v_{j-1}), (u_i, v_j))\) with \(\max_{i,j} \{|(u_{i-1}, v_{j-1}) - (u_i, v_j)|\} \to 0\). The ordering (specifying in what way we multiply over the elements of the partition) of this product
is not relevant by the commutativity of multiplication in \( \mathbb{R} \), but for our proofs we choose the video ordering (left under to right under then to left under one strip higher etc.). The proof that this product-integral is uniquely defined (that each sequence of partitions of rectangles with mesh converging to zero has the same limit) is exactly the same as the proof for the univariate product-integral as given in Gill and Johansen (1990), page 1515 (see Gill, 1993a).

**Remark.** In one dimension the product integral equals the Peano-series. In two dimensions the same properties (Kolmogorov equations, Duhamel equation) for both can be proved. By using the total ordering in \( \mathbb{R}^2 \) we can obtain all one dimensional results and we can go back and forth from total ordering to partial ordering.

**Property 6.1** \( \int_{(0,t]} (1 + L(du, dv)) \leq \exp(|L|_{\infty}) \) So if \( L \) is of bounded variation, then \( t \to \int \int (\{(0,t], L) \) is bounded in supremum norm.

This follows immediately from \( 1 + |L(J_{i,j})| \leq \exp(|L(J_{i,j})|) \). We will see that we can easily get generalizations of the Kolmogorov and Duhamel equation of the univariate case by replacing univariate intervals by rectangles with respect to the total (video) ordering. That is indeed what we will do. Then we will show that we can rewrite the obtained results in terms of rectangles with respect to the usual partial ordering.

**Lemma 6.5** Write \((0,t] = \{ x \in \mathbb{R}^2 : 0 < x \leq t \}\) for an interval with respect to the partial ordering on \( \mathbb{R}^2 \). Denote \(([0,t])\) for an interval with respect to the total (video) ordering on \( \mathbb{R}^2 \): \((x,y) \in ([0,t]) \iff 0 < y < t_2 \) or \( y = t_2, x \leq t_1 \). Then

\[
\begin{align*}
(0,t] \cap [0,s] & = ((0,t_1] \times (0,s_2)) \cup ((0,s_1] \times \{s_2\}) \\
(0,t] \cap [s,\infty) & = ((s_1,t_1] \times \{s_2\}) \cup ((0,t_1] \times (s_2,t_2)) .
\end{align*}
\]

The lemma says that we can describe these intersections as the union of one two dimensional rectangle and a one-dimensional line segment, both with respect to the partial ordering. The proof is trivial.

For the next proposition and lemma it should be remarked that the Kolmogorov and Duhamel equations are certainly not true if the rectangles w.r.t. the total ordering are replaced by a partial ordering; by the total ordering, if we walk in video ordering from left under to right above the region grows monotonically to the total rectangle and that makes the identities essentially the same as the univariate identities.
**Proposition 6.6 (Kolmogorov equations).** Denote \((0, t] \text{ for an interval with respect to the partial ordering on } \mathbb{R}^2 \text{ and denote } ][0, t]\) for an interval with respect to the total ordering on \(\mathbb{R}^2\). The bivariate product-integral \(\mathcal{J} \equiv \mathcal{J}_L\) satisfies:

\[
\mathcal{J}_L[(s, t)] = 1 + \int_{(s, t]} \mathcal{J}_L((s, t][\cap])s, u[[]]L(du)
\]

\[
= 1 + \int_{(s, t]} \mathcal{J}_L((s, t][\cap])u, t[[]]L(du).
\]

**Proof.** We prove the first equality. Consider a finite partition \(\pi_{h_m}\) of \((s, t]\) of rectangles with diameter smaller than \(h_m\). Replace the product-integrals by a finite product in video ordering over this partition. Then the integral is an integral of a simple function with respect to the measure \(L\). Because of the identity \(\prod_{i=1}^m(1 + a_i) = 1 + \sum_{i=1}^m \prod_{j=1}^{i-1}(1 + a_j)a_i\) it follows that the equality holds for this finite partition. By the convergence of this product to the product integral for \(h_m \to 0\) (see definition of product integral) the left-hand side \(\mathcal{J}_L^m((s, t])\) and the integrand on the right-hand side \(\mathcal{J}_L^m((s, t][\cap])s, u[[]]L(du)\) converge to \(\mathcal{J}_L((s, t])\) and \(\mathcal{J}_L((s, t][\cap])s, u[[]]L(du)\), respectively. The dominated convergence theorem tells us that the right-hand side converges for this sequence of partitions to \(1 + \int_{(s, t]} \mathcal{J}_L((s, t][\cap])s, u[[]]L(du)\). \(\square\)

**Corollary 6.2** If \(L\) is of bounded variation, then \(t \to \mathcal{J}_L((0, t])\) is of bounded variation. Similarly, for bounded uniform sectional variation.

**Proof.** This follows straightforwardly from property 6.1 and the Kolmogorov equations. For the precise argument see the proof of proposition 6.4. \(\square\)

**Lemma 6.6 (Duhamel equation with total ordering).** We have:

\[
\mathcal{J}_L[0, t] - \mathcal{J}_L[0, t] = \int_{(0, t]} \mathcal{J}_L((0, t][\cap])0, s[[]] d(\alpha - \beta)(s) \mathcal{J}_L((0, t][\cap])s, \infty[[]].
\]

**Proof.** The proof is the same as the proof for the Kolmogorov equations except that we now have to use the telescoping-identity \(\prod_{i=1}^m a_i - \prod_{i=1}^n b_i = \sum_{i=1}^n \prod_{j=1}^{i-1} a_j(a_i - b_i) \prod_{j=i+1}^n b_j. \) \(\square\)

Now, with lemmas 6.5 and 6.6 we are able to write down a Duhamel equation which involves product-integrals over rectangles or lines with lower and upper corner chosen out of the corners of \((s, t]\). We can simplify this to only product-integrals over rectangles and lines with lower corner at \((0, 0)\) as follows.
Lemma 6.7
\[ \mathcal{J}_\alpha(s; t) = \left( \mathcal{J}_\alpha(0; t) \mathcal{J}_\alpha(0; s) \right) / \left( \mathcal{J}_\alpha(0; (s_1, t_1)) \mathcal{J}_\alpha(0; (t_1, s_2)) \right), \]
which is the generalized ratio of the product-integral over a rectangle with lower corner at \((0, 0)\) and upper corner at one of the four corners of \((s, t)\).

Proof. The proof follows straightforwardly from the multiplicativity of the product-integral. \(\Box\)

Proposition 6.7 (Duhamel equation). Define
\[ V(s, t) \equiv \mathcal{J}_\alpha((0, t_1) \times (0, s_2)) \mathcal{J}_\alpha((0, t_1) \times \{s_2\}) \]
\[ \times \mathcal{J}_\beta((s_1, t_1) \times \{s_2\}) \mathcal{J}_\beta((0, t_1) \times (s_2, t_2)), \]
where \(\mathcal{J}_\beta((s_1, t_1) \times \{s_2\})\) and \(\mathcal{J}_\beta((0, t_1) \times (s_2, t_2))\) can be written as a generalized ratio of product-integrals over rectangles with lower corners at \((0, 0)\) and upper corners with coordinates taken from \(s\) and \(t\) (see lemma 6.7). Then
\[ \mathcal{J}_\alpha[0, t] - \mathcal{J}_\beta[0, t] = \int_{[0,t]} V(s, t) d(\alpha - \beta)(s). \] (6.29)

All these product-integrals are of bounded (uniformly in \(t\)) variation in \(s\) by application of the property 6.1. So by our repeated integration by parts formula (6.13) we can do integration by parts so that \(\alpha - \beta\) appears as a function and thereby bound it in the supremum norm of \(\alpha - \beta\) and the uniform sectional variation norm of \(V\).

Proof. (Duhamel equation). Firstly, apply lemma 6.6. Then by lemma 6.5 and the multiplicativity of \(\mathcal{J}_\alpha\), we can write the product-integrals as a product over product-integrals over rectangles and hyperplanes with respect to the partial ordering. Finally apply lemma 6.7. \(\Box\)

Theorem 6.2 (Weak continuous compact differentiability of the bivariate product integral). The bivariate product-integral \(\mathcal{J} : (D[0, \tau], \|\cdot\|_\infty) \to (D[0, \tau], \|\cdot\|_\infty)\):
\[ L \mapsto \mathcal{J} \left[ 0, \tau \right] (1 - L(du, dv)) \]
satisfies differentiability property (6.27) for sequences \(\|L_n\|_\tau^* < C, \|L_\#\|_\tau^* < C\) converging to a signed measure \(L\).
It is already known that it holds for the univariate product-integral (Gill and Johansen, 1990).

**Proof.** For this we refer to the differentiability proof of the bivariate Peano series in the preceding section: the same ingredients (Kolmogorov equations, Duhamel, repeated integration by parts) have to be used in the same way. □

### 6.3.3 The Prentice-Cai representation.

Recall the Prentice-Cai representation

\[
S(t) = \Theta_1 (\Lambda_{10}(\cdot, 0), \Lambda_{01}(0, \cdot), R) = \Theta_1 \left(\Lambda_{10}(\cdot, 0), \Lambda_{01}(0, \cdot), \Theta_2(L)\right)
\]

\[
= \Theta_1 \left(\Lambda_{10}(\cdot, 0), \Lambda_{01}(0, \cdot), \Theta_2(\Theta_3(\Lambda))\right) = \Theta(\Lambda),
\]

where \(\Theta_1\) is a product of two univariate product integrals w.r.t. \(\Lambda_{10}(\cdot, 0)\) and \(\Lambda_{01}(0, \cdot)\), respectively, times \(R\); \(\Theta_2 = \Phi_2\) is the Volterra representation; \(\Theta_3\) is the \(L\) mapping which has the same structure (slightly easier) as the \(\Gamma_3 = L\) mapping of Dabrowska's representation. So the weak continuous differentiability has been proved for \(\Theta_1\) in Gill and Johansen (1990), for \(\Theta_2\) in theorem 6.1, for \(\Theta_3\) by copying the proof of proposition 6.5. The chain rule provides us now with the weak continuous differentiability of \(\Theta\).

### 6.3.4 Differentiability theorem for the three representations.

**Theorem 6.3** All three representations are defined in section 1. Let \(\Gamma\) be the Dabrowska representation and \(\Lambda\) the vector of hazard measures corresponding with \(S\) as defined in section 1: \(S = \Gamma(\Lambda)\).

**Dabrowska representation.**

**Assumptions.** Assume that \(||\Lambda|^\#_{10}||_v < M < \infty, ||\Lambda|^\#_{11}||_v < M < \infty\) and

1. \(S(\tau) > 0\).
2. There exists a sequence of uniformly in \(n\) finite (signed) measures \(\mu_{2n}\) so that \(\Lambda_{10}^n(u, dv) \ll \mu_{2n}(dv)\) for all \(u\). Similarly for \(\Lambda_{10}, \Lambda_{10}^n, \Lambda_{01}, \Lambda_{01}^n\).
3. There exists a sequence of uniformly in \(n\) finite (signed) measures \(\mu_{1n}\) so that \(\Lambda_{11}^n(du, v) \ll \mu_{2n}(du)\) for all \(v\). Similarly for \(\Lambda_{10}, \Lambda_{11}^n, \Lambda_{01}, \Lambda_{01}^n\).
4. \(||\Lambda_{10}^n(du, v)/\mu_{1n}(du)||_\infty < M\) and \(||\Lambda_{10}^n(u, dv)/\mu_{2n}(dv)||_\infty < M\) for some \(M < \infty\) (uniform boundedness of the Radon-Nykodym derivatives). Similarly for \(\Lambda_{10}, \Lambda_{10}^n, \Lambda_{01}, \Lambda_{01}^n\).
If \( Z^n_{\tilde{\Lambda}} \equiv \sqrt{n}(\tilde{\Lambda}^n - \tilde{\Lambda}_n) \rightarrow Z_{\tilde{\Lambda}} \), then

\[
\sqrt{n}(\Gamma(\tilde{\Lambda}^n) - \Gamma(\tilde{\Lambda}_n)) - d\Gamma(\tilde{\Lambda})(Z^n_{\tilde{\Lambda}}) \rightarrow 0,
\]

for a continuous linear map \( d\Gamma(\Lambda) : (D[0, \tau], \| \cdot \|_\infty)^3 \rightarrow (D[0, \tau], \| \cdot \|_\infty) \).

**Volterra representation.** The same statement holds for the Prentice-Cai representation \( S = \Theta(\tilde{\Lambda}) \).

**Proof.** This differentiability property has been proved for the univariate product integral in Gill and Johansen (1990) (so this gives it for \( \Gamma_1, \Theta_1, \Phi_2 \)), for the bivariate product integral in theorem 6.2 (so this gives it for \( \Gamma_2 \)), for the bivariate Volterra representation (bivariate Peano series) in theorem 6.1 (so this gives it for \( \Theta_2, \Phi_1 \)), for the \( L \) mapping in proposition 6.5 (here we need the denominator assumptions) (so this gives it for \( \Gamma_3, \Theta_3 \)), where one has to notice that assumption 1 tells us that \( \beta > 0 \) (denominator in \( L \) and \( \tilde{L} \)). Now, the theorem follows from the chain rule. \( \Box \)

### 6.4 The estimators.

Let \( \Phi, \Gamma \) and \( \Theta \) denote the Volterra, Dabrowska and Prentice-Cai representations, respectively, which were defined and studied in sections 2 and 3. Now, we will construct the estimators which are based on these representations. From now everything indexed by \( n \) is random.

**Estimators for the hazards.** First define the following subdistributions of the data corresponding with the four kinds of censoring which can occur.

\[
P_{ij}(t) \equiv P \left( \tilde{T}_1 \leq t_1, \tilde{T}_2 \leq t_2, D_1 = i, D_2 = j \right) \text{ for } i, j \in \{0, 1\}, \ t \in \mathbb{R}_{\geq 0}^2
\]

and

\[
P(t) \equiv P \left( \tilde{T}_1 \leq t_1, \tilde{T}_2 \leq t_2 \right) = \sum_{i,j} P_{ij}(t).
\]

Then, on \( [0, \tau] \) with \( \bar{P}(\tau-) = SH(\tau-) > 0 \),

\[
\Lambda_{11}(t) = \int_{[0,t]} \frac{H(s-)}{S(s-)H(s-)} dF(s) = \int_{[0,t]} \frac{1}{\bar{P}(s-)} dP_{11}(s) \quad (6.30)
\]

\[
\Lambda_{10}(t) = \int_{[0,t_1]} \frac{H(u-, t_2)}{S(u-, t_2)H(u-, t_2)} F(du, t_2) \quad (6.31)
\]
Asymptotic Properties

\[ \Lambda_{01}(t) = \int_{[0,t]} \frac{1}{P(u-, t_2)} (P_{11} + P_{10})(tu, t_2) \]

\[ = \int_{[0,t_2]} \frac{H(t_1, v-)}{S(t_1, v-)} H(t_1, v-) F(t_1, dv) \]

\[ = \int_{[0,t_2]} \frac{1}{P(t_1, v-)} (P_{11} + P_{10})(t_1, dv). \]  

(6.32)

If we define \( \tilde{\Phi} = (P_{10}, P_{01}, P_{00}, P_{11}) \), then \( \tilde{\Lambda} = \tilde{\Lambda}(\tilde{\Phi}) \). Let

\[ P_{nij} \equiv \frac{1}{n} \sum_{k=1}^{n} I(\tilde{T}_{1k} \leq t_1, \tilde{T}_{2k} \leq t_2, D_{1k} = i, D_{2k} = j) \]

be the empirical distribution of \( P_{ij} \) for \( i, j \in \{0,1\} \) and \( \tilde{P}_n = (P^n_{10}, P^n_{01}, P^n_{00}, P^n_{11}) \). We estimate \( \tilde{\Lambda} \) with the Nelson-Aalen estimator

\[ \tilde{\Lambda}_n = \tilde{\Lambda}(\tilde{P}_n) \text{ for } t \in W^+_n = \{ t : \tilde{P}(t) > 0 \}. \]

In other words, \( \tilde{\Lambda}_n \) is given by the formulas above with \( P_{ij} \) replaced by \( P^n_{ij} \).

The Dabrowska estimator. Recall the representation \( S = \Gamma(\tilde{\Lambda}) \). We have

\[ S^D_n(t) = \Gamma(\tilde{\Lambda}_n)(t) \text{ for } t \in W^+_n, \]

which equals the product \( S_{1n} S_{2n} \bar{f}(1 - L(\tilde{\Lambda}_n)) \) where \( S_{1n}, S_{2n} \) are the univariate Kaplan-Meier estimators of the marginals \( S_1, S_2 \), respectively.

The Volterra estimator. Recall the representation \( S = \Phi(\tilde{\Lambda}) \). We have

\[ S^V_n = \Phi(\tilde{\Lambda}_n) \text{ for } t \in W^+_n, \text{ where } \Phi_2(\tilde{\Lambda}_n) = 1 - F_{1n} - F_{2n}. \]

The Prentice-Cai estimator. Recall the representation \( S = \Theta(\tilde{\Lambda}) \). So

\[ S^{PC}_n = \Theta_{\tilde{\Lambda}_n} \text{ for } t \in W^+_n, \]

which is equal to the product \( F_{1n} F_{2n} \Theta_2(\Theta_3(\tilde{\Lambda}_n)) \).

6.5 Asymptotic properties of the estimators.

We will use the results of section 3 to establish a functional central limit theorem for the estimators defined in section 4. As outlined in section 1, we do this by applying the functional delta-method theorem 1.6 to the representations \( \Phi \circ \tilde{\Lambda}, \Gamma \circ \tilde{\Lambda} \) and \( \Theta \circ \tilde{\Lambda} \) as functionals in \( \tilde{P} \). Since weak continuous Hadamard differentiability of \( \Phi, \Gamma \) and \( \Theta \) has been established in section 3, by the chain
rule, the remaining differentiability result for the delta-method which we need to verify is the weak continuous Hadamard differentiability for $\tilde{P} \to \tilde{\Lambda}(P)$. The weak convergence hypothesis of the delta-method requires that the bootstrap works for the empirical process $\tilde{P}_n$. $\tilde{P}_n$ is the usual empirical process indexed by the indicators $I_{[\cdot,t]}$ and therefore its bootstrap result is well known; let $\tilde{P}_n^\#$ be the bootstrapped empirical process obtained by resampling from the empirical $\tilde{P}_n$, then $Z_n = \sqrt{n}(\tilde{P}_n - \tilde{P}) \overset{D}{\to} Z$, where $Z$ is a Gaussian process with the same covariance structure as the left-hand side, and $Z_n^\# = \sqrt{n}(\tilde{P}_n^\# - \tilde{P}_n) \overset{D}{\to} Z$ given $\tilde{P}_n$.

The following lemma provides us easily with the weak continuous differentiability of the representation $\tilde{\Lambda}$.

**Lemma 6.8** The functional

$$A : (F,G) \mapsto \int F(s)dG(s)$$

satisfies the differentiability property (6.27) at any point $(F,G)$ where $F$ and $G$ are of bounded uniform sectional variation for sequences $(F_n, G_n), (F_n^\#, G_n^\#)$ of bounded uniform sectional variation uniformly in $n$.

The proof is a copy of illustration I and this mapping is also contained in the mapping $L$ and $\tilde{L}$: the integration by parts lemma 6.1 and the Helly-Bray lemma 6.4 are the only ingredients we need.

Recall the representation $\tilde{\Lambda}$: it is a composition of $Y \to 1/Y$ and $A$. So the weak continuous differentiability of $\tilde{\Lambda}$ follows directly by the weak continuous differentiability of $Y \to 1/Y$ at a $Y > \delta > 0$ on $[0,\tau]$ for some $\delta > 0$ and application of lemma 6.8 and the chain rule, using the fact that, by lemma 1.5, the uniform sectional variation of $1/Y$ is bounded by the uniform sectional variation norm of $Y$. Here $SH$ plays the role of $Y$. So we need that $S(\tau)H(\tau) > 0$.

### 6.5.1 Final results.

**Theorem 6.4** (Functional central limit theorems for the estimators $S_n^D, S_n^{PC}$ and $S_n^Y$). Suppose that

$$S(\tau)H(\tau) > 0.$$  

Recall the definitions of $Z \in D[0,\tau]^4$ and the representations $\tilde{P} \to \tilde{\Lambda}(\tilde{P})$, $\tilde{\Lambda} \to \Gamma(\tilde{\Lambda})$, $\tilde{\Lambda} \to \Phi(\tilde{\Lambda})$, $\tilde{\Lambda} \to \Theta(\tilde{\Lambda})$ as given in section 1. We denote the derivatives
with $d\Gamma, d\Phi$ and $d\Theta$.

The Dabrowska estimator.

$$S_n^D \to S \ a.s.$$  

and

$$\sqrt{n}(S_n^D - S) \Rightarrow^D \left(d\Gamma(\tilde{A}) \circ d\tilde{A}(F)\right)(Z) \text{ in } (D[0,\tau], \mathcal{B}, \|\cdot\|_\infty)$$

for a continuous linear map $d\Gamma(\tilde{A}) \circ d\tilde{A}(F) : (D[0,\tau], \|\cdot\|_\infty)^4 \to (D[0,\tau], \|\cdot\|_\infty)$. Moreover,

$$\sqrt{n}(S_n^D - S) \Rightarrow^D d\Gamma(\tilde{A})(Z) \ a.s. \text{ in } (D[0,\tau], \|\cdot\|_\infty).$$

So this estimator is consistent, its normalized version converges weakly to a Gaussian process and the bootstrap is asymptotically valid.

The Prentice-Cai estimator. The same statement holds for $S_n^{PC}$ with $\Gamma$ replaced by $\Theta$ everywhere.

The Volterra estimator. The same statement holds for $S_n^V$ with $\Gamma$ replaced by $\Phi$ everywhere.

**Proof.** We have to verify the conditions of the functional delta-method theorem 1.6 and apply it to $\Gamma \circ A, \Theta \circ A$ and $\Phi \circ A$ all three considered as functionals in $\hat{P}$. The weak convergence of $\sqrt{n}(\hat{P}_n^\# - \hat{P}_n)$ (a.s.) and of $\sqrt{n}(\hat{P}_n - \hat{P})$ has already been established above. Because we already verified the differentiability condition for $\tilde{A}$ it remains (by the chain-rule) to verify the conditions of theorem 6.3. Assumption 1 in theorem 6.3 is $S(\tau) > 0$. For the other assumptions it suffices to show that $\tilde{A}, \tilde{A}_n$ and $\tilde{A}_n^\#$ satisfy the assumptions 2-4 stated in theorem 6.3 (the bounded Radon-Nykodym derivatives assumptions). Here, one has to notice that assumption 2-4 for $\Lambda_{11}^n, \Lambda_{11}^n^\#$ are stronger than the requirement of theorem 6.3 that these functions are of bounded variation uniformly in $n$.

**Verification of assumptions 2-4 of theorem 6.3.** We will prove these conditions for $\Lambda_{10}(t) = -\int S(du, t_2)/S(u-, t_2)$. It will be clear that the proof for $\Lambda_{01}$ and $\Lambda_{11}$ is similar. We have

$$\Lambda_{10}(du, v) = -\frac{S(du, t_2)}{S(u-, t_2)} \leq \frac{1}{S(\tau)} S(du, 0).$$

Therefore we have $\Lambda_{10}(du, v) \ll S(du, 0)$ and $\Lambda_{10}(du, v)/S(du, 0) \leq 1/S(\tau)$ (i.e. Radon-Nykodym derivative is bounded). Furthermore we have:

$$\Lambda_{10}(u, dv) = -\int_{(0,u]} \frac{S(ds, dv)}{S(s-, v)} + \int_{(0,u]} \frac{S(ds, v)}{S(s-, v)} \frac{S(s-, dv)}{S(\tau)^2} S(s-, dv) \leq \frac{1}{S(\tau)} S(0, dv) + \frac{1}{S(\tau)^2} S(0, dv).$$
Therefore we also have $\Lambda_{10}(du, v) \ll S(0, dv)$ and $\Lambda_{10}(u, du)/S(du, 0) \leq 1/S(\tau) + 1/S(\tau)^2$. This proves conditions 2-4 for $\Lambda_{10}$ by setting $\mu_1 = S_1$ and $\mu_2 = S_2$ (the marginals of $S$). The formulas (6.30) tell us that $\Lambda_{10}^n(t) = - \int P'_n(du, t)/\tilde{P}_n(u, t) + P''_n(u, t)$ for $P'_n = P''_n + P''_1$ and $\tilde{P}_n = \sum_{i,j} \tilde{P}''_{i,j}$, where the latter converges a.s. to $SH \gg \delta > 0$. So by copying the proof of assumptions 2-4, above, we obtain bounds $1/\tilde{P}_n(\tau)$ and $1/\tilde{P}''_n(\tau) + 1/\tilde{P}''_n(\tau)^2$ for the Radon-Nykodym derivatives. By the almost sure convergence of $\tilde{P}_n$, these bounds are bounded uniformly in $n$. Similarly, for $\Lambda_{10}^n(\tau)$ Therefore the same proof works for all hazard measures. This completes the verification of the assumption 2-4.

We can now apply theorem 6.3 and thereby we can apply the functional delta-method theorem 1.6. This proves the weak convergence and bootstrap results of the theorem.

The consistency follows from the continuity of the representations $\Gamma \circ \Lambda_n \circ \Phi \circ \Lambda$ in $\tilde{P}$ and the almost sure consistency of $\tilde{P}_n$ to $\tilde{P}$ in supremum norm (Glivenko-Cantelli). \qed

So far we did not write down the influence curves (derivatives) $d\Gamma(\Lambda) \circ d\Lambda(\tilde{P})(Z)$, $d\Theta(V) \circ d\Lambda(\tilde{P})(Z)$ and $d\Phi(\Lambda) \circ d\Lambda(\tilde{P})(Z)$ of the estimators because these formulas are large and not necessary for this work. The variance of these influence curves equal the variance of the limiting distributions of the estimators. Therefore, the influence curves become useful if one wants to estimate the variance of the limiting distribution or in any other efficiency analysis. Below we will write down the proof of efficiency of the Dabrowska and Prentice-Cai estimator in case of independence, and thereby also give an illustration of how an influence curve can be fairly easily obtained.

### 6.6 Influence curves.

If an estimator is a compactly differentiable function of the empirical distribution of an i.i.d. sample $X_1, \ldots, X_n \sim P$, then it is asymptotically linear by application of the functional delta-method theorem 1.5; one can write

$$\Theta_n = \Theta + \frac{1}{n} \sum_{i=1}^n I(P, \Theta)(X_i) + o_P(n^{-1/2}),$$

where $I(P, \Theta)(X_i)$, called the influence curve at the point $X_i$, is the derivative of the function in question applied to the centred empirical process, at sample size 1, based on the single observation $X_i$. This follows from linearity of the derivative and the fact that an empirical distribution function is a sample average. One has $E_{\Theta}(I(P, \Theta)(X_i)) = 0$, while $\text{Var}(I(P, \Theta)(X_i))$ is the asymptotic
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variance of $\sqrt{n}(\Theta_n - \Theta)$. It is not surprising that the influence curve plays an important role in efficiency and robustness studies.

We discuss here computation of the influence curves of our three estimators $S_n^D(t)$, $S_n^Y(t)$, $S_n^{PC}(t)$, for given $t$, as function of a bivariate censored observation $(\tilde{T}_1, \tilde{T}_2, D_1, D_2)$. The form of the influence curve also depends on the point at which we make the calculations, i.e. on the assumed ‘true’ values of $F$ and $G$.

In principle, using the chain rule, one can write down formulas by applying the derivative of each composing mapping in turn. The resulting formulas are very large and not very illuminating. The procedure can be speeded up by noting the following algorithm for computing the derivative of our mappings, applied to any function: consider integrals and product-integrals as ordinary sums and products, consider differentials $dF, dh$ etc. as ordinary variables indexed by (e.g.) $t$; apply the usual rules of algebra, and then convert back to a proper mathematical expression by replacing sums and products involving differentials by the ‘obvious’ integrals or product integrals. This also applies to the Peano series since it is an infinite sum of multiple integrals.

The above statement is trivially true if the distributions involved are discrete. By approximating the continuous distributions by discrete distributions and using that the algorithm is correct for discrete distributions, the result for continuous distributions follows straightforwardly from appropriate continuity of the compact derivative in the sense that $I(P_n, \Theta_n)(X) \rightarrow I(P, \Theta)(X)$, $\Theta_n = \Theta(P_n)$, for sequences $P_n \rightarrow P$. So the idea which makes this algorithm work is that by appropriate continuity of the derivative one can determine the derivative at a general point from the derivative at a discrete approximation and the derivative at a discrete approximation is obtained by applying the usual rules of algebra (i.e. the algorithm is then trivially correct). This is proved for the Dabrowska representation in van der Laan (1990).

We will compute the influence curve by direct formal algebraic manipulation of the representations of the estimators. We will use the chain rule in the sense that we will decompose the calculation in two steps: from the empirical distributions to the empirical hazards, and from the empirical hazards to the survival functions.

Also we will only compute the influence curve at a special point: namely $F$ is continuous, $F = F_1F_2$, and $G = G_1G_2$. We call this ‘complete independence’ (of all survival and all censoring variables), and continuity of survival. The simplification caused by independence of the survival variables is obvious. Continuity of survival means that all unpleasant terms like $1/(1 - \Delta \Lambda)$, both
arising as derivatives and as part of the representations themselves (the $\beta$ function in the Dabrowska and Prentice-Cai representations) disappear completely. That the terms arising from the derivatives of $\beta$ disappear, is a more subtle point (this is shown by using the $d - \Delta$-interchange lemma and that by continuity the underlying hazards have no jumps), but fortunately true. Finally, independence of censoring makes the probabilistic structure of the influence curves easier still and also allows optimality calculations (computation of the efficient influence curve) to be done explicitly.

The finding will be: at complete independence the Dabrowska and the Prentice-Cai estimators are efficient. We prove this 'at continuity' and conjecture it is also true without this restriction. The Volterra estimator is not efficient at this point. We will not write down the influence curve of Volterra’s estimator, but refer to Gill, van der Laan and Wellner (1993). The result means that the Dabrowska and Prentice-Cai are very similar under complete independence and close to efficient under weak dependence, while the Volterra estimator is much inferior. This finding has been supported by extensive simulations (Bakker, 1990, Prentice-Cai, 1992a, Pruitt, 1992, and chapter 8).

6.6.1 Computation of the influence curves.

We do not go through the computation in detail but just make the remark that each step is made rigorous by application of our differentiability results for all mappings which occur. Since we are going to suppress $T_1, T_2$ etc. a different notation is more convenient. We replace $n$ by $\hat{n}$ and use 1, 2 to indicate functions only depending on the first or second variable. In particular we use:

$$\Lambda, \Lambda_1, \Lambda_2, \Lambda_{1|2} \text{ and } \Lambda_{2|1}$$

instead of

$$A_{11}(\cdot, \cdot), A_{10}(\cdot, 0), A_{01}(0, \cdot), A_{10}(\cdot, \cdot) \text{ and } A_{01}(\cdot, \cdot).$$

The influence curves for $\hat{\Lambda}, \hat{\Lambda}_1$ etc. are very simple and are given by:

$$d\hat{\Lambda} - d\Lambda \approx \frac{dM}{y}$$

$$d\hat{\Lambda}_i - d\Lambda_i \approx \frac{dM_i}{y_i} \quad i = 1 \text{ or } 2$$

$$d\hat{\Lambda}_{ij} - d\Lambda_{ij} \approx \frac{dM_{ij}}{y} \quad i, j = 1, 2 \text{ or } 2, 1.$$
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Here for one bivariate censored observation \((\tilde{T}_1, \tilde{T}_2, D_1, D_2)\),

\[
M(s, t) = I(\tilde{T}_1 \leq s, \tilde{T}_2 \leq t, D_1 = 1, D_2 = 1) \\
- \int_0^s \int_0^t I(\tilde{T}_1 \geq u, \tilde{T}_2 \geq v) \Lambda(du, dv)
\]

\[
M_1(s) = I(\tilde{T}_1 \leq s, D_1 = 1) - \int_0^s I(\tilde{T}_1 \geq u) \Lambda_1(du)
\]

\[
M_2(t) = I(\tilde{T}_2 \leq t, D_2 = 1) - \int_0^t I(\tilde{T}_2 \geq v) \Lambda_2(dv)
\]

\[
M_{12}(s, t) = I(\tilde{T}_1 \leq s, \tilde{T}_2 \leq t, D_1 = 1) - \int_0^s I(\tilde{T}_1 \geq u, \tilde{T}_2 \geq t) \Lambda_{12}(ds, dt)
\]

\[
y(s, t) = P(\tilde{T}_1 \geq s, \tilde{T}_2 \geq t)
\]

\[
y_1(s) = P(\tilde{T}_1 \geq s)
\]

Using \(\int(1 + dL)\) for the product integral of \(L\) and \(P_{[0,t]}(L)\) for the Peano series \(\mathcal{P}([0,t]: L)\) of \(L\), we note that

\[
\int(1 + d\tilde{L}) - \int(1 + dL) \approx \int(1 + dL) \int \frac{d\tilde{L} - dL}{1 + \Delta L}
\]

\[
P_{[0,t]}(\tilde{L}) - P_{[0,t]}(L) \approx \int P_{[0,s]}(L)(\tilde{L} - L)(ds)P_{(s,t]}(L).
\]

The two representations for Dabrowska and Prentice-Cai are:

\[
\int_{[0,t_1]}(1 - d\Lambda_1) \int_{[0,t_2]}(1 - d\Lambda_2) \int_{[0,t]} \left(1 + \frac{d\Delta_2 - d\Delta_{12}}{(1 - \Delta_{12})2(1 - \Delta_{21})2}\right) \mathcal{P}_{[0,t_1]}(\Lambda_1) \mathcal{P}_{[0,t_2]}(\Lambda_2) P_{[0,t]} \left(\int \frac{d\Delta - d\Delta_{12}d\Delta_2}{(1 - \Delta_1)(1 - \Delta_2)}\right).
\]

This gives us then, by inspection (just notice that the denominator of \(L\) and \(\tilde{L}\) do not contribute to the influence curve by the \(d - \Delta\) interchange lemma and noting that \(f(\Delta s) = 0\) if \(f\) is continuous) the following influence curve for Dabrowska

\[
S\left\{-\int \frac{dM_1}{y_1} - \int \frac{dM_2}{y_2} + \int \left(\frac{dM - dM_{12}d\Delta_{21} - dM_{21}d\Delta_{12}}{y}\right)\right\}
\]

and for Prentice-Cai we have

\[
S\left\{-\int \frac{dM_1}{y_1} - \int \frac{dM_2}{y_2}\right\} + S_1 S_2 \left\{\int P_{[0,s]}(L)(\tilde{L} - L)(ds)P_{(s,t]}(L)\right\}
\]
where
\[
(\hat{d}L - \bar{d}L) 
\approx \frac{dM}{y} - \frac{d\Lambda_{1\mid 2}}{y_2} - \frac{dM_{1\mid 2}}{y} - \frac{d\Lambda_{1\mid 1}}{y_1} - \frac{dM_1}{y_1} - \frac{d\Lambda_1}{y} + \frac{dM_2}{y_2} d\Lambda_2 + \frac{dM_2}{y_2} d\Lambda_1.
\]

Next, simplification arises on assuming independence in \(F\) and \(G\). Then \(\Lambda_{1\mid 2} = \Lambda_1, \Lambda = \Lambda_1 \Lambda_2, y = y_1 y_2, P(\bar{L}) = 1 (\bar{L} = 0)\) and \(L = 0\).

\[
S \left\{ - \int \frac{dM_1}{y_1} - \int \frac{dM_2}{y_2} + \int \int \left( \frac{dM - dM_{1\mid 2} d\Lambda_2 - dM_{2\mid 1} d\Lambda_1}{y_1 y_2} \right) \right\}
\]

and notice that by cancellation of terms \(PC\) simplifies to exactly the same influence curve as Dabrowska's! Now, let \(dN_1, dN_2, Y_1, Y_2\) be defined by \(dM = dN - Y d\Lambda, dM_{1\mid 2} = dN_1 Y_2 - Y_1 Y_2 d\Lambda_1\) etc. Then we obtain for Dabrowska and Prentice-Cai

\[
S \left\{ - \int \frac{dM_1}{y_1} - \int \frac{dM_2}{y_2} + \int \int \left( \frac{dN_1 dN_2 - Y_1 Y_2 d\Lambda_1 d\Lambda_2}{y_1 y_2} \right) \right\}
\]

\[
= S \left\{ - \int \frac{dM_1}{y_1} - \int \frac{dM_2}{y_2} + \int \frac{dM_1}{y_1} \int \frac{dM_2}{y_2} \right\}.
\]

We will now show that this is also the optimal influence curve.

### 6.6.2 Optimal influence curve under complete independence.

Denote the bivariate censored data with \(Y\): so \(Y = (\bar{T}_1, \bar{T}_2, D_1, D_2)\). The score operator for \(S\) is given by:

\[
A_F : L^2(F) \rightarrow L^2(P_{F,G}) : A_F(h)(Y) = E_F(h(T_1, T_2) \mid Y).
\]

The information operator \(A_F^\top A_F : L^2(F) \rightarrow L^2(F)\) is given by

\[
A_F^\top A_F(h)(T_1, T_2) = E_{P_{F,G}}(E_F(h(T_1, T_2) \mid Y) \mid (T_1, T_2)).
\]

Define \(\kappa_t \equiv I_{(t, \infty)} - S(t) \in L^2(F)\). Then the efficient influence curve for estimating \(S(t)\) is given by (see corollary 2.1):

\[
\tilde{I}(F, t) = A_F(A_F^\top A_F)^{-1}(\kappa_t) \in L^2(P_{F,G}).
\]

Assume now complete independence. Let \(t = (t_1, t_2), \kappa_{t_1} \equiv I_{(t_1, \infty)} - S_1(t_1), \kappa_{t_2} \equiv I_{(t_2, \infty)} - S_2(t_2)\). Define \(h_1\) (univariate function in \(T_1\)) by \(A_F^\top A_F(h_1) = \kappa_{t_1}\).
and \( h_2 \) (univariate function in \( T_2 \)) by \( A_F^{	op} A_F(h_2) = \kappa_2 \). Then by complete independence (notice that \( A_F^{	op} A_F(h_1h_2) = A_F^{	op} A_F(h_1)A_F^{	op} A_F(h_2) \)) we have

\[
A_F^{	op} A_F(h_1h_2 + h_1S_2(t) + h_2S_1(t)) = A_F^{	op} A_F(h_1)A_F^{	op} A_F(h_2) + S_2(t)A_F^{	op} A_F(h_1) + S_1(t)A_F^{	op} A_F(h_2) \\
= \kappa_1\kappa_2 + S_2(t)\kappa_1 + S_1(t)\kappa_2 \\
= \kappa_4.
\]

So under complete independence we have:

\[
\tilde{I}(F, t) = A_F(h_1h_2 + h_1S_2(t) + h_2S_1(t)).
\]

Again, by complete independence we have \( A_F(h_1h_2) = A_{F_1}(h_1)A_{F_2}(h_2) \) where \( A_{F_1}(h_1) = E(h_1|T_1), (\bar{T}_1, D_1) \) and \( A_{F_2}(h_2) = E(h_2|T_2), (\bar{T}_2, D_2) \). \( A_{F_1}(h_1) \) is the efficient influence curve for estimating \( S_1(t_1) \) for the univariate censoring model where we only observe \((\bar{T}_1, D_1)\) and we have a same statement for \( A_{F_2}(h_2) \). So \( A_{F_i}(h_i), i = 1, 2 \), equals the influence curve of the Kaplan-Meier estimator for estimating \( F_i \) which is given by: \( IC_i(t_i) \equiv -S_i(t_i)\int dM_i/y_i \), \( i = 1, 2 \). So under complete independence we have

\[
\tilde{I}(F, t) = IC_1(t_1)IC_2(t_2) + IC_1(t_1)S_2(t_2) + IC_2(t_2)S_1(t_1) \tag{6.37}
\]

and this is exactly the influence curve of the Dabrowska and Prentice-Cai estimator under complete independence. This proves that the Dabrowska and Prentice-Cai estimator are efficient under complete independence. Finally notice that (6.37) provides us with a nice and simple formula for the variance of the efficient influence curve:

\[
\text{Var}(IC_1(t_1))\text{Var} (IC_2(t_2)) + S_1^2(t_1)\text{Var} (IC_2(t_2)) + S_2^2(t_2)\text{Var} (IC_1(t_1)).
\]

For example, in the case that \( T_1, T_2, C_1, C_2 \) are all four independent and uniform(0, 1), the reader can easily verify that this variance equals:

\[
\frac{1}{4} (1 + (1 - t_1)^2 + (1 - t_2)^2 - 3(1 - t_1)^2(1 - t_2)^2) . \tag{6.38}
\]

Computer simulations for the Prentice-Cai and Dabrowska estimator show that this limiting variance is already closely approximated for \( n = 100 \) (see Bakker, 1990, Prentice and Cai, 1992a, 1992b and chapter 8 of van der Laan, 1993).
Chapter 7

Modified EM-Estimator of the Bivariate Survival Function

7.1 Introduction.

In chapter 4 we proposed a SOR-MLE based on a modification of the data and explained why a solution of the self-consistency equation, computed by the EM-equations (iterating the self-consistency equation), will not be consistent for continuous data; the singly censored observations are not told how to redistribute their mass $1/n$ over their associated lines.

Pruitt (1991b) proposed an interesting estimator which is a solution of a modification of the self-consistency equation. Pruitt modifies the self-consistency equation by replacing the singly censored terms by ad hoc estimates (which are fixed in the subsequent EM-iterations) and thereby the singly censored observations are now told how to redistribute their mass. So it is not an NPMLE, and not efficient, but it shares several of the appealing properties of a self-consistent estimator and hence (see theorem 3.1) of a NPMLE.

Each observation in the bivariate censoring model (doubly, singly censored and uncensored) tells us that the survival time has fallen in a certain region: points for uncensored, lines for singly censored and quadrants for doubly censored. Iterating Pruitt's modified self-consistency equation tells us now that his estimator works as follows: each observation gets mass $1/n$ which it has to redistribute over its associated region for the survival time. By using kernel density estimators the singly censored observation are told how to redistribute their
mass $1/n$ over their associated lines. The uncensored observations give mass $1/n$ to the observed survival time. By solving the modified EM-equations the mass $1/n$ of the doubly censored observations is redistributed self-consistently over their associated quadrants: i.e. a point $t$ in the quadrant gets mass $1/n$ times the conditional density under the estimator, given the survival time lies in the quadrant. Consequently, the estimator is a distribution function and the mass $1/n$ corresponding with each observation is redistributed over the region where it belongs in a self-consistent (for the uncensored and doubly censored) or consistent way by listening to the other observations. The singly censored redistribution is estimated with product limit estimators of univariate kernel density estimators. Pruitt (1991b) makes his estimator intuitively clear and proves its self-consistency properties. Uniform consistency, asymptotic normality and asymptotic validity of the bootstrap has not yet been proved, and is done in this chapter (based on van der Laan, 1991).

We consider a slightly different version of his estimator: we use edge corrected bivariate kernel density estimators while he smoothes in one direction.

There are several motivations for being interested in Pruitt's estimator. Simulations (Pruitt, 1991b, and chapter 8 van der Laan, 1993d) show that his estimator is competitive with Dabrowska's and Prentice and Cai's estimators, while his estimator does not put negative mass on points (which is not true for Dabrowska's and Prentice and Cai's estimators). His idea of telling the singly censored observations how to redistribute its mass invites for less ad hoc estimators by not using kernel density estimators, but using the SOR-MLE in order to obtain an estimate of the conditional density over the lines (see van der Laan, 1993f, for practical results with these estimators).

Pruitt's estimator uses kernel density estimators and therefore also depends on a bandwidth, but simulations show that his estimator is less sensitive to the choice of the bandwidth than the SOR-MLE of chapter 4 to the choice of the grid-width. This is intuitively clear because the bandwidth of Pruitt's estimator influences only the redistribution of mass $1/n$ over lines, while a change of the grid-width in the SOR-MLE changes all interactions between the regions generated by the observations and hence the estimator might change at all its support points. Pruitt's estimator is also less computer-intensive than the SOR-MLE.

In the special submodel of the bivariate censoring model where one of the two survival times is always uncensored and the other is randomly censored, Pruitt's estimator is explicitly known and it is a NPMLE which by our results converges at root-$n$ rate. Gill and van der Vaart (1993) have a general theory
which shows efficiency of NPMLE which are known to be root-\(n\) consistent. Unfortunately, their theory requires one cumbersome regularity condition which is expected to hold but which is hardly verifiable. All other conditions hold trivially. This submodel has an important application in regression analysis. Ritov (1992) proposes an efficient estimator for this submodel. For this submodel Pruitt's estimator is similar to Ritov's estimator. By explicitly writing out the influence curve of Pruitt's estimator one should be able to check that its asymptotic distribution is indeed the optimal one as given in Ritov (1992), but this goes beyond the scope of this chapter.

Finally, we have some remarks on points of technique: we use some novel methods which may well be useful in other analyses of \(M\)-estimators and analyses which involve density estimators. Pruitt's estimator is analyzed by applying the implicit function theorem. The implicit function theorem requires invertibility of a derivative of the modified self-consistency equation solved by Pruitt's estimator and a strong differentiability condition. We apply a general trick in order to get an equation with the required smoothness, see section 3. The invertibility proof (section 4) is highly non-trivial and might give techniques for proving invertibility of quite complicated operators of the form \(I - A\) where \(A\) has a norm larger than 1: so where it is certainly non-trivial that the Neumann series \(\sum_{i=1}^{\infty} A^i(h)\) converges. We also formulate a functional delta-method for functionals like \(\int \phi(f_n) d\mu\), where \(f_n\) is a density estimator of \(f_0\).

In this chapter we will prove (beyond existence of Pruitt's estimator \(S_n\)) strong uniform consistency of \(S_n\) and weak convergence of the normalized difference \(\sqrt{n}(S_n - S)\). The main work consists of proving weak convergence of the singly-censored terms in Pruitt's modified self-consistency equation (7.4), below, which involve density estimators, and proving the necessary conditions for the implicit function theorem for Banach spaces (Hildebrandt and Graves, 1927, Flett, 1980), to take care of the implicit character of equation (7.4) (its fourth term).

The organisation of this chapter is as follows. In section 2 we define the estimator and the modified self-consistency equation which is solved by it. We also define that part of the equation which is explicitly known and denote it by \(\Psi_n\). In section 3 we state the consistency and weak convergence theorem and give the outline of the proof which is based on the implicit function theorem and the functional delta-method. The ingredients we need to verify will be formulated (like weak convergence and consistency of the explicit term \(\Psi_n\) and invertibility of the derivative of the modified self-consistency equation). In section 4 we prove the first two ingredients; in particular the required invert-
ibility of the derivative of the modified self-consistency-equation. It remains to cover the analysis of \( \Psi_n \). This requires a functional delta-method for density estimators as proved in section 5. In section 6 this functional delta-method is applied in the analysis of \( \Psi_n \). The probabilistic conditions of this delta-method are covered in generality in section 6.1 and 6.2 and the result is summarized in lemma 7.4. In section 6.3 we make clear how to apply this delta method to our specific term and in section 6.4 the differentiability condition is proved, which completes the proof of all four ingredients.

7.2 A Modified EM-estimator (Pruitt).

For the description of the bivariate censoring model and notation we refer to chapter 4 and 6. In our analysis we need the following assumptions on \( F_0 \) and \( G_0 \):

Assumptions.
1. We restrict functions to a rectangle \( [0, \tau] \subset [0, \infty)^2 \), \( \tau = (\tau_1, \tau_2) \), where \( \tau \) is chosen so that \( G_0(\tau-) = \delta_1 < 1 \), \( G_0(\tau) = 1 \) and \( G_0 \) has an atom at \( \tau \): \( G_0(\{\tau\}) = \delta > 0 \).
2. We assume that \( G_0 \) has a density \( g_0 \) w.r.t. the Lebesque measure on \([0, \tau)\) and that \( F_0 \) has a density \( f_0 \) w.r.t. the Lebesque measure on \([0, \tau + \epsilon)\) for certain \( \epsilon > 0 \). Furthermore we assume that \( f_0, g_0 \in C^0[0, \tau] \).
3. Moreover, we assume that for some \( \epsilon = (\epsilon_1, \epsilon_2) \) \( f_0 \) is strictly positive on \([0, \tau + \epsilon) \setminus [0, \tau] \).

Assumption 1 can be accomplished by censoring observations which do not fall in the rectangle \([0, \tau)\) at the edge of the rectangle. In real life this means a small loss of information, but a gain in stability of the estimator.

Let \( P_n \) be the empirical distribution function of \( Y_i, i = 1, \ldots, n \). The EM-algorithm finds a solution of the self-consistency equation:

\[
S_n(t) = \int P_{S_n}(T > t \mid y) dP_n(y).
\]

(7.1)

We refer to chapter 3 for a discussion on the EM-algorithm and its heuristics. The integral w.r.t. \( P_n \) in equation (7.1) can be written as a sum of four integrals, namely w.r.t. the empirical distribution \( P_{1n} \) of the uncensored observations, two with respect to the empirical distributions \( P_{10}^n \) and \( P_{01}^n \) of the singly censored observations and one with respect to the empirical distribution \( P_{00}^n \) of the doubly censored observations. Pruitt's estimator is the solution
of the equation obtained by replacing in (7.1) the integrands $P_{S_n}(T > t \mid y)$ in the two singly censored terms, which involve the unknown $S_n$, by explicit estimators.

Let’s write down the modified self-consistency equation which is solved by $S_n$ (Pruitt’s estimator). The two conditional densities over the lines corresponding with the singly censored observations which appear in the self-consistency equation are given by:

\[
W_{1,F_0}(t_1, y_1, y_2) \equiv P_{F_0}(T_1 > t_1 \mid T_1 > y_1, T_2 = y_2)
\]

\[
W_{2,F_0}(t_2, y_1, y_2) \equiv P_{F_0}(T_2 > t_2 \mid T_2 > y_2, T_1 = y_1).
\]

Pruitt estimates them with two weighted product limit estimators $\widehat{W}_1, \widehat{W}_2$, respectively. We will define these product limit estimators in section 6 (see (7.17)).

We have the equation $S(t) = \int P_0(T > t \mid y) dP_{F,G}(y)$. In formulas, using at the second equality that $G$ has support on $[0, \tau]$, it is given by:

\[
S(t) = \int_{t_1}^{\tau} \int_{t_2}^{\tau} dP_{11}(y_1, y_2) + \int_{0}^{\tau} \int_{t_2}^{\tau} W_{1,F}(t_1, y_1, y_2) dP_{01}(y_1, y_2) + \int_{t_1}^{\tau} \int_{0}^{\tau} W_{2,F}(t_2, y_1, y_2) dP_{10}(y_1, y_2) + \int_{0}^{\tau} \int_{0}^{\tau} \frac{S(t_1 \lor y_1, t_2 \lor y_2)}{S(y_1, y_2)} dP_{00}(y_1, y_2)
\]

\[
\equiv \Psi(t) + \int_{0}^{\tau} \int_{0}^{\tau} \frac{S(t_1 \lor y_1, t_2 \lor y_2)}{S(y_1, y_2)} dP_{00}(y_1, y_2),
\]

where $S(t_1 \lor y_1, t_2 \lor y_2)/S(y_1, y_2) = P(T_1 > t_1, T_2 > t_2 \mid T_1 > y_1, T_2 > y_2)$ and

\[
\Psi(t) \equiv \overline{P}_{11}(t) + \int_{0}^{\tau} \int_{t_2}^{\tau} W_1(t_1, y)dP_{01}(y) + \int_{t_1}^{\tau} \int_{0}^{\tau} W_2(t_2, y)dP_{10}(y).
\]

If we replace $P_{F,G}$ by $P_n$, then we obtain the self-consistency equation. $S_n$ (Pruitt’s estimator) solves

\[
S_n(t) = \frac{1}{n} \sum_{i=1}^{n} I(T_i > t, D_1 = D_2 = 1) + \int_{0}^{\tau} \int_{t_2}^{\tau} \widehat{W}_1(t_1, y)dP_{01}^n(y) + \int_{t_1}^{\tau} \int_{0}^{\tau} \widehat{W}_2(t_2, y)dP_{10}^n(y) + \int_{0}^{\tau} \int_{0}^{\tau} \frac{S_n(t \lor y)}{S_n(y)} dP_{00}^n(y)
\]

\[
\equiv \Psi_n(t) + \int_{0}^{\tau} \int_{0}^{\tau} \frac{S_n(t \lor y)}{S_n(y)} dP_{00}^n(y).
\]
The only difference with the self-consistency equation is that in the self-consistency equation we have $\tilde{W}_1F_n$, $\tilde{W}_2F_n$, self-consistent redistribution of mass $1/n$, instead of $\tilde{W}_1$, $\tilde{W}_2$, redistribution of the mass $1/n$ according to a predetermined estimate. $\Psi_n$ represents the empirical counterpart of $\Psi$.

### 7.3 Outline of proof of consistency and weak convergence.

We will prove the following theorem.

**Theorem 7.1** Assume that the underlying densities $f, g$ satisfy assumptions 1, 2 and 3 made in the introduction. Assume that for $\tilde{W}_1, \tilde{W}_2$ we use kernel density estimators with a kernel $K$ satisfying the assumptions as stated in lemma 7.4 and bandwidth $h_n = n^{-1/7}$.

Then $||(S_n - S)||_\infty \to 0$ in supnorm a.s. and $\sqrt{n}(S_n - S)$ converges weakly in $(D[0, \tau], \mathcal{B}, \cdot, \cdot)$. 

**Outline of Proof.** Equation (7.3) is given by:

$$S(t) = \Psi(t) + \int_0^\tau \int_0^{\tau_n} \frac{S(t \lor y)}{S(y)} dP_0(y). \quad (7.5)$$

If we consider $P_0$ as fixed (known), then $S$ can be considered as a solution of $K(S, \Psi) = 0$, where

$$K(S, \Psi)(t) = \Psi(t) - S(t) + \int_0^{\tau_2} \int_0^{\tau_n} \frac{S(t \lor y)}{S(y)} dP_0(y). \quad (7.6)$$

Pruitt's estimator $S_n$ is a solution of (7.4) which is the same equation but where $P_{11}, P_{01}, P_{10}, P_{00}$ are replaced by their empirical distributions and the singly censored conditional probabilities $W_1$ and $W_2$ are replaced by the weighted product limit estimators $\tilde{W}_1$ and $\tilde{W}_2$, respectively, defined by equation (7.17) in section 6. In formulas we have:

$$S_n(t) = \Psi_n(t) + \int_0^{\tau_1} \int_0^{\tau_n} \frac{S_n(t \lor y)}{S_n(y)} dP_0^n(y) = \Psi_n^*(t) + \int_0^{\tau_2} \int_0^{\tau_n} \frac{S_n(t \lor y)}{S_n(y)} dP_0(y),$$

where

$$\Psi_n^*(t) = \Psi_n(t) + \int_0^{\tau_1} \int_0^{\tau_n} \frac{S_n(t \lor y)}{S_n(y)} d(P_0^n - P_0)(y).$$

Consequently, $S_n$ is an implicit solution of $K(S_n, \Psi_n^*) = 0$. 

We will apply the implicit function theorem for Banach spaces (Hildebrandt and Graves, 1927, Flett, 1980, p. 205) to

\[ K : (D([0, \tau]), \| \cdot \|_\infty)^2 \to (D([0, \tau]), \| \cdot \|_\infty) : (S, \Psi) \to K(S, \Psi). \]

It says:

**Theorem 7.2** (Implicit function theorem). Assume

1. \( K \) is a continuously Fréchet differentiable functional from an open subset \( W \) of \( (D([0, \tau]), \| \cdot \|_\infty)^2 \) into \( (D([0, \tau]), \| \cdot \|_\infty) \), with \( (S, \Psi) \in W \). Continuity of the derivative is defined as continuity with respect to the operator norm: if \( \|x_n - x\|_\infty \to 0 \), then \( \sup_{\| h \|_\infty = 1} \| dK(x_n)(h) - dK(x)(h) \|_\infty \to 0 \).

2. The partial derivative \( d_1 K(S, \Psi) : (D([0, \tau]), \| \cdot \|_\infty) \to (D([0, \tau]), \| \cdot \|_\infty) \) is invertible, and its inverse is continuous (i.e., it is an isomorphism).

Then there are open neighborhoods \( U_0 \) of \( S \) and \( V_0 \) of \( S \) in \( (D([0, \tau]), \| \cdot \|_\infty) \) such that for each \( \Psi' \in U_0 \), there is a unique \( S' \in V_0 \) such that \( K(S', \Psi') = 0 \). Moreover, if we define \( \Theta \) by \( S' = \Theta(\Psi') \), then for \( U \) and \( V \) small enough, \( \Theta(\cdot) \) is a continuously Fréchet differentiable mapping from \( U \) into \( V \). Its derivative is given by

\[ d\Theta(\Psi) = -(d_1 K(\Theta(\Psi), \Psi))^{-1} \circ d_2 K(\Theta(\Psi), \Psi). \]

Because of the simple structure of \( K \) (\( P_{00} \) is fixed), continuous Fréchet differentiability of \( K \) is easy to verify, provided that \( S > \epsilon > 0 \) as is guaranteed by our assumptions.

All the work has to be done in the verification of 2. The partial derivative \( d_1 K(S, \Psi) \) of \( K \) with respect to \( S \) is given by: \(- (I - A) : (D([0, \tau]), \| \cdot \|_\infty) \to (D([0, \tau]), \| \cdot \|_\infty) \), where

\[ (I - A)(t) = h(t) - \int_0^\tau \int_0^y \frac{h(t \vee y)S'(y) - h(y)S(t \vee y)}{S'(y)} \, dP_{00}(y). \]

In the next section it will be proved that \( I - A \) is invertible and that its inverse \( \sum_{n=0}^\infty A^n \) is a continuous operator (see theorem 7.3). In this proof it is important to notice that the integrand \( (h(t \vee y)S(y) - h(y)S(t \vee y))/S'(y) \) is zero at point \( \tau \). Therefore we only have to integrate over \( \overline{B} \equiv [0, \tau] \setminus \{ \tau \} \), and by assumption 1 we have that

\[ \int_{\tau} \frac{dP_{00}}{S} = G([0, \tau]) - G(\{ \tau \}) = 1 - \delta < 1, \]
which we will need in the invertibility proof.

Consequently, we can apply the implicit function theorem. The implicit function theorem tells us that there exists a solution \( S_n' \) close to \( S \) where \( S_n' = \Theta(\Psi_n^*) \). In section 5 we will prove that \( \Psi_n \) is uniformly consistent and that \( \sqrt{n}(\Psi_n - \Psi) \) converges weakly as elements of \( (D[0, \tau], B, \| \cdot \|_{\infty}) \). This does not immediately imply the same results for \( \Psi_n^* \) because it involves \( S_n \). However, the following argument proves it.

The modified self-consistency equation (7.4) tells us that \( S_n(t) > \bar{F}_{11}(t) \). By assumption 2 and 3 on \( f, g \) we have that \( \bar{F}_{11} \) is uniformly bounded away from zero on \([0, \tau]\) and we know by Glivenko-Cantelli that \( \bar{F}_{11} \rightarrow \bar{F}_{11} \). Consequently \( S_n(t) > \delta > 0 \) with probability tending to 1. Moreover, \( S_n \) is monotone (\( S_n \) only assigns positive mass) and \( y \rightarrow S_n(t \lor y)/S_n(y) \) is bounded by 1 and, by lemma 1.5, is of uniformly (in \( n \) and \( t \)) bounded uniform sectional variation. Now, by using integration by parts we can bound \( \int_0^1 \int_0^x S_n(t \lor y)/S_n(y) d(P_{00} - P_{0n})(y) \) by a bounded constant (involving the latter variation) times the supremum norm of \( P_{00} - P_{0n} \), and consequently it follows that this term converges uniformly to zero with probability one, independently of the asymptotic behaviour of \( S_n \). Therefore, if \( \Psi_n \) converges uniformly with probability one to \( \Psi \) then \( \Psi_n^* \) converges uniformly with probability one to \( \Psi \), independently of the asymptotic behaviour of \( S_n \).

Consequently the consistency of \( \Psi_n \) provides us with consistency of \( \Psi_n^* \) and therefore the continuous mapping theorem 1.2 provides us with uniform consistency of \( S_n = \Theta(\Psi_n^*) \) (\( \Theta \) is Fréchet differentiable). Moreover, the continuous mapping theorem provides us also straightforwardly with the following: if \( S_n \) is uniformly consistent and \( \sqrt{n}(\Psi_n - \Psi) \) converges weakly to a Gaussian process, then \( \sqrt{n}(\Psi_n^* - \Psi) \) converges weakly to a Gaussian process, but another process. Now, the functional delta method theorem 1.5 applied to \( \Theta(\Psi_n^*) \) provides us with the weak convergence of \( \sqrt{n}(S_n - S) \) to a Gaussian process, namely a linear transformation of the limiting distribution of \( \sqrt{n}(\Psi_n^* - \Psi) \).

The implicit function theorem tells us that there exists a solution \( S_n' \) close to \( S \) where \( S_n' = \Theta(\Psi_n^*) \) and the result derived above holds for this \( S_n' \). Because \( K(S, \Psi_n^*) = 0 \) might have several solutions, the \( S_n \) which we compute with the EM-algorithm is not necessarily the \( S_n' = \Theta(\Psi_n^*) \) given by the implicit function theorem. However, if we prove that each survival function \( S_n \) which solves \( K(S_n, \Psi_n^*) = 0 \) is consistent, then for \( n \) large enough we have \( S_n = \Theta(\Psi_n^*) \). We will prove this in the next section (lemma 7.1).

We conclude that in the next sections the following four things have to be proved:
Invertibility

- $I - A$ is invertible, and has a continuous inverse (theorem 7.3).

- Each survival function $S_n$ which solves $K(S_n, \Psi^*_n) = 0$ is consistent (lemma 7.1).

- $\|\Psi_n - \Psi\|_\infty$ converges with probability 1 to zero (section 6).

- $\sqrt{n}(\Psi_n - \Psi)$ converges weakly as elements of $(D[0, \tau], R, \| \cdot \|_\infty)$, jointly with the empirical process $\sqrt{n}(P_n - P_{F,G})$. This is also proved in section 6 by application of the results of section 5.

Notice that $\Psi_n$ involves density estimators so that the second and third point do not follow from empirical process theory and are certainly not trivial. In order to carry through the analysis we need conditions on the kernel and the bandwidth (see theorem 7.1).

**Bootstrap.** We can explicitly write down the linearization of $\sqrt{n}(\Psi^*_n - \Psi)$ in terms of Gaussian processes. Denote this derivative with $d\Psi(Z)$ where $Z$ is a Gaussian process. Then we have that $\sqrt{n}(S_n - S) \xrightarrow{D} \sum_{i=1}^{\infty} A^i(d\Psi(Z))$. It is clear that this is a quite complicated expression which cannot be explicitly written down, just as the efficient influence curve for the bivariate censoring model. Therefore the most one can do is to approach the covariance structure of the limit distribution of $S_n$ numerically (for certain known $F$ and $G$). We can also use a semiparametric bootstrap (sampling from a smoothed $P_{F_n,G_n}$) in order to estimate the variance of $S_n$ (see van der Laan, 1991).

### 7.4 Invertibility of the derivative of the modified self-consistency equation.

Recall $\tilde{B} \equiv [0, \tau] \setminus \{\tau\}$, and define the operator: $I - A : (D[0, \tau], \| \cdot \|_\infty) \to (D[0, \tau], \| \cdot \|_\infty)$ by

$$(I - A)(h)(t) = h(t) - \int_{\tilde{B}} \left\{ \frac{h(t \vee y)S(y) - h(y)S(t \vee y)}{S^2(y)} \right\} dP_0(y).$$

As shown in the general proof, in order to apply the implicit function theorem to the equation $K(S, \Psi)$ we need to prove that the linear operator $(I - A)$ is an isomorphism.
Theorem 7.3 The linear operator \( I - A : (D[0,\tau], || \cdot ||_{\infty}) \to (D[0,\tau], || \cdot ||_{\infty}) \) as defined above is an isomorphism (i.e. a linear invertible mapping with continuous inverse). Its inverse is given by:

\[
(I - A)^{-1} = \sum_{n=0}^{\infty} A^n.
\]

Proof. Define

\[
A_1(h) \equiv \int_{\tau} \left( \frac{h(t \vee y)S(y)}{S^2(y)} \right) dP_{00}(y)
\]

\[
A_2(h) \equiv \int_{\tau} \left( \frac{h(y)S(t \vee y)}{S^2(y)} \right) dP_{00}(y)
\]

\[
A(h) \equiv A_1(h) - A_2(h).
\]

One should notice that if for an \( h \in D([0,\tau]) \) the series \( T(h) \equiv \sum_{n=0}^{\infty} A^n(h) \) converges, then \( (I - A) \left( \sum_{n=0}^{\infty} A^n \right) (h) = (\sum_{n=0}^{\infty} A^n)(I - A)(h) = h. \) Assume that for \( h \geq 0: ||T(h)||_{\infty} \leq M||h||_{\infty}. \) Then the same inequality holds for \( h \leq 0. \) Consider now a general \( h \in D([0,\tau]) \) with \( h = hI(h > 0) + hI(h \leq 0) \equiv h_1 + h_2, h_1, h_2 \in \{0,\tau]\). Then

\[
||T(h)||_{\infty} \leq ||T(h_1)||_{\infty} + ||T(h_2)||_{\infty} \leq M(||h_1||_{\infty} + ||h_2||_{\infty}) \leq 2M||h||_{\infty}.
\]

So, then \( T \) is a well defined bounded linear operator, which proves the theorem. So it remains to prove that if \( h \geq 0 \), then \( ||T(h)||_{\infty} \leq M||h||_{\infty}. \)

Here follows the proof of this. Let \( h \geq 0 \) be fixed. For a constant \( c \) we have that \( A_1(c) = \delta c, \) where \( \delta \equiv \int_{\beta} 1/sdP_{00}. \) Using this tells us that:

\[
A(h) = A_1(h) - A_2(h) = A_1(h - ||h||_{\infty}) - (A_2(h) - \delta||h||_{\infty}).
\]  

One should notice that (use \( S > 0 \)) \( \delta = \int_{\beta} 1/sdP_{00} = \int_{\beta} P(C_1 \in dy_1, C_2 \in dy_2) = P(C \in \bar{B}). \) By assumption 1 \( G \) has an atom in the point \( \{\tau\}. \) Therefore we have \( \delta < 1. \)

We have for each \( h \in D([0,\tau]): ||A_1(h)||_{\infty} \leq \delta||h||_{\infty}, \) \( i = 1,2. \) If in the sequel we say that \( f \) is non-increasing, then we mean: if \( t \geq s, \) so \( t_1 \geq s_1, t_2 \geq s_2, \) then \( f(t) \leq f(s). \) We have that \( A_2(h) - \delta||h||_{\infty} \leq 0 \) and because \( S \) is non-increasing \( A_2(h) - \delta||h||_{\infty} \) is non-increasing (recall \( h \geq 0. \)). With the use of this fact we can prove the following property for \( h \geq 0: \)

\[
||A^n(A_2(h) - \delta||h||_{\infty})||_{\infty} \leq \delta^{n+1}||h||_{\infty}.
\]  

Proof of Property (7.8). Assume that \( h \in D([0,\tau]) \) is non-decreasing and \( h \geq 0 \) (we will denote this with \( h \geq 0 \)). Then it is easy to see that \( A(h) \) is also non-decreasing: if \( t \geq s, \) then \( A(h)(t) = A(h)(s) \) equals

\[
\int \left( \frac{h(t \vee y) - h(s \vee y)}{S^2(y)} \right) S(y) + h(y) \left( \frac{S(s \vee y) - S(t \vee y)}{S^2(y)} \right) dP_{00}(y).
\]
Because $h(t \vee y) - h(s \vee y) \geq 0$ and $S(s \vee y) - S(t \vee y) \geq 0$ this term is equal or larger than zero. Now, rewrite the numerator of the integrand of $A$ as follows:

$$h(t \vee y)S(y) - h(y)S(t \vee y) = (h(t \vee y) - h(y))S(y) + h(y)(S(y) - S(t \vee y)).$$

So we have $A(h) \geq 0$. This shows that: if $h \geq 0 \uparrow$, then $A(h) \geq 0 \uparrow$. We also have that if $h \geq 0$, then $\|A(h)\|_\infty \leq \delta\|h\|_\infty$. Therefore, if $h \geq 0 \uparrow$, then $\|A^n(h)\|_\infty \leq \delta^n\|h\|_\infty$. This provides us also with the following result:

$$\text{if } h \leq 0 \downarrow \text{, then } \|A^n(h)\|_\infty \leq \delta^n\|h\|_\infty. \quad (7.9)$$

Now, by applying (7.9) to $A_2(h) - \delta\|h\|_\infty \leq 0 \downarrow$ we have:

$$\|A^n(A_2(h) - \delta\|h\|_\infty)\|_\infty \leq \delta^n\|A_2(h) - \delta\|h\|_\infty\|_\infty \leq \delta^{n+1}\|h\|_\infty \quad (7.10)$$

which proves (7.8).

Notice also that $A_1(h - \|h\|_\infty) \leq 0$. Now, we are ready to prove with induction that the following statement $P(n)$ is true for all $n \in \mathbb{N}$:

$$P(n), \quad n \in \mathbb{N}: \text{ if } h \geq 0, \text{ then } \|A^n(h)\|_\infty \leq n\delta^n\|h\|_\infty.$$ 

$P(1)$ is trivially true. Assume $P(n)$ is true. We will prove $P(n + 1)$.

$$\|A^{n+1}(h)\|_\infty \leq \|A^nA_1(\|h\|_\infty - h)\|_\infty + \|A^n(A_2(h) - \delta\|h\|_\infty)\|_\infty \quad \text{(by (7.7) and the triangle inequality, respectively.)}$$

$$\leq n\delta^n\|A_1(\|h\|_\infty - h)\|_\infty + \delta^{n+1}\|h\|_\infty \quad \text{(by } P(n) \text{ and (7.8), respectively).}$$

$$\leq n\delta^{n+1}\|h\|_\infty + \delta^{n+1}\|h\|_\infty = (n + 1)\delta^{n+1}\|h\|_\infty.$$ 

So with induction we proved: if $h \geq 0$, then $\|A^n(h)\|_\infty \leq n\delta^n\|h\|_\infty$. Consequently, if $h \geq 0$, then:

$$\|T(h)\|_\infty \leq \sum_{n=0}^\infty \|A^n(h)\|_\infty \leq \|h\|_\infty \sum_{n=0}^\infty n\delta^n = \|h\|_\infty \frac{\delta}{(1 - \delta)^2}.$$ 

This completes the proof of theorem 7.3. $\Box$

We will now prove consistency for each survival function $S_n$ which solves $K(S_n, \Psi_n^*) = 0$. We have

$$S_n(t) = \Psi_n^*(t) + \int \frac{S_n(t \vee y)}{S_n(y)} dP_0(y)$$
and

\[ S_0(t) = \Psi_0(t) + \int \frac{S_0(t \vee y)}{S_0(y)} dP_0(y). \]

Subtracting these two equations provides us with:

\[
(S_n - S_0)(t) = (\Psi_n^* - \Psi_0)(t) + \int (S_n - S_0)(t \vee y) \frac{dP_0(y)}{S_0(y)} \\
- \int (S_n - S_0)(y) \frac{S_n(t \vee y)}{S_n(y)S_0(y)} dP_0(y). \tag{7.11}
\]

Denote

\[
A_{S_n}(S_n - S_0)(t) \equiv \int (S_n - S_0)(t \vee y) \frac{dP_0(y)}{S_0(y)} \\
- \int (S_n - S_0)(y) \frac{S_n(t \vee y)}{S_n(y)S_0(y)} dP_0(y) \\
\equiv A_1(S_n - S_0)(t) - A_2^{S_n}(S_n - S_0)(t),
\]

where \( A_1 \) is the same as defined in the proof of theorem 3.3 and \( A_2^{S_n} \) is slightly different from the operator \( A_2 \). Now, (7.11) reduces to:

\[
(I - A_{S_n})(S_n - S_0) = (\Psi_n^* - \Psi_0).
\]

Therefore for consistency of \( S_n \) it suffices to prove that \( \sum_{k=0}^{\infty} A_{S_n}^k \) is a bounded linear operator (uniformly in \( n \)). However, because \( A_2^{S_n} \) has all the properties which we needed from \( A_2 \) (as the reader can verify for himself) we can do exactly the same proof as the proof of theorem 3.3 and we also get the same bound \( \delta/(1 - \delta)^2 \) of the norm of \( (I - A_{S_n})^{-1} \). The only condition we need is that \( S_n > \epsilon > 0 \) on \([0, \tau]\) which holds for \( n \) large enough (because \( S_n > \bar{P}_1^m \) and \( P_1^n \to \bar{P}_1^1 \to \delta > 0 \), by assumption 1). This proves that \( \|S_n - S_0\|_\infty \to 0 \) a.s.

In the same way it is proved that \( K(S, \Psi_n^*) = 0 \) has a unique solution among the survival functions \( S > 0 \) on \([0, \tau]\). This provides us with the following lemma:

**Lemma 7.1** Recall the assumptions on the model. Each survival function \( S_n \) which solves \( K(S_n, \Psi_n^*) = 0 \) is strongly uniformly consistent and if \( S_n > 0 \) on \([0, \tau]\), then \( S_n \) is also the unique survival function solution of \( K(S, \Psi_n^*) = 0 \) in the class of survival functions \( S \) with \( S > 0 \) on \([0, \tau]\).
7.5 Functional delta-method for functionals of density estimators.

Consider the problem of estimation of a functional \( \Phi(F) = \Gamma(f) \in (D[0, \tau], \| \cdot \|_\infty) \), where \( f \equiv dF/d\mu : \mathbb{R}^d \to \mathbb{R} \) is the density of a \( d \)-variate distribution \( F \) w.r.t. to the Lebesque measure \( \mu \), using i.i.d. observations \( X_1, \ldots, X_n \), \( X_i \sim F \). We can estimate \( \Gamma(f) \) with \( \Gamma(f_n) \) where \( f_n(x) = (n h^d)^{-1} \sum_{i=1}^n K((x - X_i)/h) \) is the usual \( d \)-variate kernel density estimator (Silverman, 1986) with a bandwidth \( h = h(n) \to 0 \). In this section we show how we can use theorem 1.5 in order to obtain a functional delta method theorem for the analysis of functionals of density estimators.

Lemma 7.2 Assume that:

1. \( \|f_n - f_0\|_\infty \to 0 \) a.s.
2. Define \( \tilde{F}_n(x) \equiv \int_0^x f_n(z)dz \) and let \( F_n \) be the empirical distribution function of \( X_i \), \( i = 1, \ldots, n \). Denote the limiting distribution of \( \sqrt{n}(F_n - F) \) with \( Z \) (i.e. the \( F \)-Brownian bridge), where \( Z \) is a Borel measurable Gaussian process concentrated on a separable subset \( D_0 \) of \( (D[0, \tau], B, \| \cdot \|_\infty) \). Assume that \( \tilde{Z}_n = \sqrt{n}(F_n - F) \overset{D}{\to} Z \) in \( (D[0, \tau], B, \| \cdot \|_\infty) \).
3. \( \lim \sup_n \|f_n\|_\psi < M < \infty \) a.s.

Assume now that \( \Phi \) satisfies the following purely analytical property: For each sequence \( \tilde{Z}_n = \sqrt{n}(\tilde{F}_n - F) \to Z \) in supnorm for \( Z \in D_0 \), \( \|f_n - f\|_\infty \to 0 \)
and \( \|f_n\|_\psi = O(1) \), we have:

\[
\sqrt{n}(\Phi(\tilde{F}_n) - \Phi(F)) - d\Phi(F)(Z) \to 0
\]

in supnorm for a continuous linear mapping \( d\Phi(F) : (D[0, \tau], \| \cdot \|_\infty) \to (D[0, \tau], \| \cdot \|_\infty) \).

Then

\[
\sqrt{n}(\Phi(\tilde{F}_n) - \Phi(F)) \overset{D}{\to} d\Phi(F)(Z) \text{ in } (D[0, \tau], B, \| \cdot \|_\infty). \tag{7.12}
\]

The proof of this lemma is nothing else than an application of theorem 1.5 applied to \( \Phi : (D[0, \tau], \| \cdot \|_\infty) \to (D[0, \tau], \| \cdot \|_\infty) \) with a good choice for \( D_0 \) so that we only have to verify the differentiability property for sequences \( \tilde{F}_n \) for which \( f_n \to f \) and \( \|f_n\|_\psi < M < \infty \). Firstly, notice that \( \|f_n - f\|_\infty \to 0 \) a.e. is equivalent with: for each \( \epsilon > 0 \) \( P(\lim_{N \to \infty} \sup_{n \geq N} \|f_n - f\|_\infty > \epsilon) = 0 \). By Fatou's lemma this implies that for all \( \epsilon > 0 \) \( \lim_{N \to \infty} P(\sup_{n \geq N} \|f_n - f\|_\infty > \epsilon) = 0 \). This implies that there
exist sequences \( \epsilon_n \to 0, \delta_n \to 0 \) and \( N(\delta_n) \in \mathbb{N} \) so that

\[
P \left( \sup_{n > N(\epsilon_n)} \| f_n - f \|_\infty < \epsilon_n \right) > 1 - \delta_n. \tag{7.13}
\]

Now, we will define the \( D_n \) in theorem 1.5. Let \( \mathcal{F} \) be the set of all distribution functions \( F_1 : \mathbb{R}^d \to \mathbb{R} \) which are absolute continuous w.r.t. the Lebesgue measure. Define now

\[
D_n \equiv \{ \sqrt{n}(F_1 - F) : F_1 \in \mathcal{F}, \| f_1 - f \|_\infty < \epsilon_n, \| f^*_n \|_\infty \leq M \}
\]

and

\[
\tilde{Z}^*_n \equiv \tilde{Z}_n I(\tilde{Z}_n \in D_n),
\]

where we mean with \( I(\tilde{Z}_n \in D_n) \) that if \( \tilde{Z}_n \notin D_n \), then \( I(\tilde{Z}_n \in D_n) = 0 \). Consequently \( \tilde{Z}_n \in D_n \). By \( \limsup_n \| f_n \|_*^* = O(1) \) and (7.13) we have that for each \( \epsilon > 0 \), there exists a \( N(\epsilon) \) so that \( \tilde{Z}_n \in D_n \) for all \( n > N(\epsilon) \) with probability \( 1 - \epsilon \). Therefore, \( \tilde{Z}_n \xrightarrow{D} Z \) implies \( \tilde{Z}^*_n \xrightarrow{D} Z \). Now, apply theorem 1.5 to \( \Phi(\tilde{F}^*_n) \), where \( \tilde{F}^*_n = F + 1/\sqrt{n}\tilde{Z}^*_n \). This provides us with:

\[
\sqrt{n} \left( \Phi(\tilde{F}^*_n) - \Phi(F) \right) \xrightarrow{D} d \Phi(F)(Z).
\]

Because \( Z^*_n = Z_n \) with probability tending to 1 we have that

\[
\| \sqrt{n} \left( \Phi(\tilde{F}^*_n) - \Phi(F) \right) - \sqrt{n} \left( \Phi(\tilde{F}_n) - \Phi(F) \right) \|_\infty = o_P(1).
\]

The required weak convergence follows now from the general fact that

\[
X_n \xrightarrow{D} X, \quad Y_n = o_P(1) \Rightarrow Z_n \equiv X_n + Y_n \xrightarrow{D} X,
\]

which completes the proof of the lemma.

The lemma can be immediately generalized to all kinds of properties of the sequences \( \tilde{F}_n \) which we plug in, as long as these properties hold with probability tending to 1. The lemma will be applied in the analysis of \( \sqrt{n}(\Psi_n - \Psi) \) in the next section. Here, the probabilistic conditions of the lemma will be analyzed in generality.

### 7.6 Weak convergence of the explicit part.

We will apply the refined functional delta-method lemma 7.2 in the analysis of \( \sqrt{n}(\Psi_n - \Psi) \). We will see in the next subsection that \( \int W_1 dP_{01} \) has a representation in terms of two distribution functions \( F_N \) and \( F_Y \) of the data, and of course a symmetric version of this statement holds for \( \int W_2 dP_{10} \) (say \( F'_N, F'_Y \)).
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So we can represent \( \Psi \) in terms of distribution functions of the data for which we have a joint weak convergence result for its empirical counterpart, namely \( P \equiv (F_N, F_Y, F_Y', F_Y'', P_{11}, P_{01}, P_{10}, P_{00}) \). In order to get \( \Psi_n \) one replaces these distributions by their empirical versions: so \( \Psi = \Psi(P) \) and \( \Psi_n = \Psi(P_n) \) where we know that \( \sqrt{n}(P_n - P) \overset{D}{\longrightarrow} Z \) for a certain Gaussian process \( Z \). The refined delta method lemma 7.2 states now that in order to prove weak convergence of \( \sqrt{n}(\Psi_n - \Psi) \) it is enough to show that this representation satisfies the characterization of compact differentiability for all sequences \( Z_n = \sqrt{n}(P_n - P) \in D_n \), where \( D_n \) is chosen so that the empirical process \( Z_n \in D_n \) with probability tending to 1.

Define the following normalized estimators:

\[
U_{01}^n(t) \equiv \sqrt{n}(P_{01}^n - P_{01})(t) \\
U_{11}^n(t) \equiv \sqrt{n}(P_{11}^n - P_{11})(t) \\
U_{10}^n(t) \equiv \sqrt{n}(P_{10}^n - P_{10})(t).
\]

Then we can rewrite \( \sqrt{n}(\Psi_n - \Psi)(t) = U_{11}^n(t) \)

\[
+ \int_{t_1}^{t_2} \int_{s_2}^{s_1} W_1(t_1, y_1, y_2) dU_{01}^n(y) + \sqrt{n} \int_{t_1}^{t_2} \int_{s_2}^{s_1} (\widetilde{W}_1 - W_1)(t_1, y_1, y_2) dP_{01}(y) \\
+ \int_{t_1}^{t_2} \int_{s_2}^{s_1} W_2(t_2, y_2, y_1) dU_{0e}^n(y) + \sqrt{n} \int_{t_1}^{t_2} \int_{s_2}^{s_1} (\widetilde{W}_2 - W_2)(t_2, y_2, y_1) dP_{10}(y) \\
+ \int_{t_1}^{t_2} \int_{s_2}^{s_1} (\widetilde{W}_1 - W_1)(t_1, y_1, y_2) dU_{02}^n(y) + \int_{t_1}^{t_2} \int_{s_2}^{s_1} (\widetilde{W}_2 - W_2)(t_2, y_2, y_1) dU_{10}^n(y).
\]

We will now verify the purely analytical characterization of compact differentiability. Assume that \( \sqrt{n}(P_n - P) \) converges in supremum norm to \( Z \). In order to prove the characterization of compact differentiability we need to prove that the first, second, third, fourth and fifth term converge in supremum norm, and that the last terms converge to zero in supremum norm. The third term will be analyzed in the next subsection. In that analysis one has to keep continually in mind that if we consider weak convergence of the normalized empirical processes which occur in this term that these should be taken jointly with the other normalized empirical processes! (we will not remind the reader again of this fact). The fifth term is of exactly the same structure. The first term is trivial. For the convergence of the second and fourth term we apply integration by parts lemma 6.1 so that the integrals become integrals with respect to \( W_1 \).
and $W_2$ and that $U_{01}^n$ and $U_{10}^n$ appear as functions. This can be done because $W_1$ and $W_2$ are of bounded uniform sectional variation uniformly in $t \in [0, \tau]$, by assumption 2 about $f, g$ and $S(\tau) > 0$. This proves the convergence of the second and fourth integral. In the next section we will see that $\widehat{W}_1, \widehat{W}_2$ are continuous functionals of strongly uniformly consistent estimators. This gives that $\widehat{W}_1 - W_1$ and $\widehat{W}_2 - W_2$ converge uniformly to zero almost everywhere. Furthermore, we will show that $\widehat{W}_1$ and $\widehat{W}_2$ are of bounded uniform sectional variation uniformly in $n$. Therefore the last two terms are of the form:

**Lemma 7.3 (Helly-Bray).** Let $f_n, Z_n, Z \in (D[0, \tau], \| \cdot \|_\infty)$. Assume $\|f_n\|_\infty \to 0$, $\|f_n\|_v < M < \infty$, $\|Z_n - Z\|_\infty \to 0$. Then $\int f_n dZ_n \to 0$.

**Proof.** These terms are shown to converge to zero as follows. $\int f_n dZ_n = \int f_n d(Z_n - Z) + \int f_n dZ$. Apply integration by part to the first term so that we can bound it by $C\|Z_n - Z\|_\infty \|f_n\|_v$. For the second term we apply the Helly-Bray lemma 6.4. □

This proves the convergence to zero of the last two terms. Now, we have verified the required differentiability of $\Psi(P)$ at $P$. Application of the functional delta method provides us now with weak convergence of $\sqrt{n}(\Psi_n - \Psi)$.

Similarly, but easier, it is shown that the strong uniform consistency of $\widehat{W}_1, \widehat{W}_2$ and $P_{01}^n$, $P_{10}^n$, $P_{11}^n$ provides us with the strong uniform consistency of $\Psi_n$.

It remains to analyze the third term. We will do this by application of the functional delta-method for functionals of density estimators as stated in lemma 7.2 in the preceding section. For this we need uniformly consistent density estimators on $[0, \tau]$ which are of bounded uniform sectional variation and the integrated density estimator should be asymptotically equivalent with the empirical distribution function. These will be constructed in the next two subsections. The uniform consistency on $[0, \tau]$ requires an edge-correction at the edge of $[0, \tau]$. We will study this in the next subsection.

### 7.6.1 Uniformly consistent edge-corrected bivariate density estimators.

If we have a density which is uniformly continuous on $\mathbb{R}^2$, then necessary and sufficient conditions for strong uniform consistency of the kernel density estimator $f_n$ with kernel $K$ and bandwidth $h_n$ are: $h_n \to 0$, $(nh_n^2)/\log n \to \infty$ as $n \to \infty$, $K$ measurable w.r.t. Lebesgue measure, $\int |K(t)| dt < \infty$, $\int K(t)dt = 1$ (see Bertrand-Retalí, 1974, 1978). We will also assume that
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$K$ has compact support within $[-1, 1]^2$. Schuster (1985) shows how to get uniformly consistent estimators of univariate densities with support $[c, d]$, by using symmetrization techniques which brings one back to the problem of estimating a uniformly continuous density on $\mathbb{R}$. In van der Laan (1991) this method is generalized to the two dimensional case. Here we only discuss a method introduced by Richard Gill. From now on we will work with a symmetric kernel which satisfies the conditions mentioned above.

Gill's method. This method requires that $f$ also puts mass outside the rectangle $[0, \tau]$. Let $f_n$ be the kernel density estimator with bandwidth $h$. Let $\vec{h} = (h, h)$. Now, define the edge corrected kernel density estimator $f_n^*$ as follows: $f_n^*$ equals $f_n$ on $[\vec{h}, \tau - \vec{h}]$, and $f_n^*(x)$ gets the value of $f_n(x')$, where $x'$ is the closest point to $x$ on the edge of $[\vec{h}, \tau - \vec{h}]$. We will prove that $f_n^*$ is uniformly consistent.

We have:

$$\sup_{x \in [0, \tau]} | f_n^*(x) - f(x) | \leq \sup_{x \in [\vec{h}, \tau - \vec{h}]} | f_n(x) - f(x) | + \sup_{x \in [\vec{h}, \tau - \vec{h}^c]} | f_n(x') - f(x') |,$$

where the complement is taken within $[0, \tau]$. Consider the first term. $f_n$ uses here only data on $[0, \tau]$. Therefore, if there is mass outside $[0, \tau]$, then the data is indistinguishable from a uniformly continuous density which equals $f$ on $[0, \tau]$, but nicely bends down to zero outside $[0, \tau]$. Now, by Bertrand-Retali’s result $f_n$ is uniformly consistent on $[\vec{h}, \tau - \vec{h}]$, which proves that the first term converges to zero.

For the second term we have:

$$| f_n(x') - f(x) | \leq | f_n(x') - f(x') | + | f(x') - f(x) |.$$

So the supremum over $[\vec{h}, \tau - \vec{h}^c]$ of the first term converges to zero by the uniform consistency of $f_n$ on $[\vec{h}, \tau - \vec{h}]$ and the supremum of the second term converges to zero by the uniform continuity of $f$.

7.6.2 Bivariate kernel density estimators: simultaneous uniform consistency, consistency of derivative and asymptotic normality of the integrated kernel density estimator.

Let $X_i$, $i = 1, \ldots, n$ be $n$ i.i.d. copies of a bivariate random variable $X = (X_1, X_2) \sim f$, where $f$ is a bivariate continuous density on $[0, \tau]$ w.r.t. the
Lebesque measure. Let
\[
    f_n(x_1, x_2) = \frac{1}{nh^2} \sum_{i=1}^{n} K\left(\frac{x_1 - X_{1i}}{h}, \frac{x_2 - X_{2i}}{h}\right)
\]
be the bivariate kernel density estimator with kernel \(K\).

We will now find conditions on \(f\), \(K\) and \(h\) which provides us with a kernel density estimator which is uniformly consistent, which is of bounded uniform sectional variation uniformly in \(n\) and for which the integrated density estimator is asymptotically equivalent with the empirical distribution. We know already the conditions for uniform consistency (see above): for the bandwidth we need \((nh^2)/\log(n) \to \infty\). We will find the conditions for each of the two remaining properties and then combine them in a lemma.

**Pointwise consistency of derivative of density.** Assume that \(K\) has compact support and that \(K^{1,1}(x) \equiv (d^2/dx_1dx_2)K(x_1, x_2)\) is continuous on \([0, \tau]\).

Firstly, we will find conditions which guarantee that \(\limsup ||f_n||^*_r = O_P(1)\).

By the triangle inequality we have
\[
|f_n^{1,1}(x) - f^{1,1}(x)| \leq |f_n^{1,1}(x) - Ef_n^{1,1}(x)| + |Ef_n^{1,1}(x) - f^{1,1}(x)|,\quad (7.14)
\]

where
\[
f_n^{1,1}(x_1, x_2) \equiv \frac{d^2}{dx_1dx_2} f_n(x_1, x_2) = \frac{1}{nh^4} \sum_{i=1}^{n} K^{1,1}\left(\frac{x_1 - X_{1i}}{h}, \frac{x_2 - X_{2i}}{h}\right).
\]

Firstly, we will study the second term. We have that
\[
Ef\left(f_n^{1,1}(x_1, x_2)\right) = \frac{1}{h^4}Ef\left(K^{1,1}\left(\frac{x_1 - X_{1i}}{h}, \frac{x_2 - X_{2i}}{h}\right)\right)
\]
\[
= \frac{1}{h^4} \int K^{1,1}\left(\frac{x_1 - y_1}{h}, \frac{x_2 - y_2}{h}\right)f(y_1, y_2)dy_1dy_2
\]
\[
= \frac{1}{h^3} \int K^{1,1}(z_1, z_2)f(x_1 - hz_1, x_2 - hz_2)dz_1dz_2.
\]

We will say that \(f \in C^k[0, \tau]\) if \(f\) has \(k\) derivatives in both coordinates and \(f^{k,k}\) is continuous. If \(f \in C^k[0, \tau]\), then we have the following Taylor expansion:
\[
f(x_1 + hz_1, x_2 + hz_2) = \sum_{i \geq 0, j \geq 0, i+j \leq k} \frac{(hz_1)^i(hz_2)^j}{i!j!} f^{i,j}(x_1, x_2) + o(h^k).
\]

Assume that \(K^{1,1}\) satisfies the following **orthogonality conditions.**
\[
\int K^{1,1}(z_1, z_2)z_1^i z_2^j dz_1dz_2 = 0, \quad i \geq 0, \quad j \geq 0, \quad 1 \leq i + j \leq k.
\quad (7.15)
Then we have
\[ E f_{n}^{1,1}(x_1, x_2) = f^{1,1}(x_1, x_2) + o\left(\frac{1}{h^2} h^k \int \mid K^{1,1}(z_1, z_2) \mid dz_1 dz_2 \right) \]
\[ = f^{1,1}(x_1, x_2) + o(h^{k-2}), \]
(7.16)
using that \( \int \mid K^{1,1}(z_1, z_2) \mid dz_1 dz_2 < \infty \) because \( K \in C^1[0, \tau] \). So if \( f \in C^2[0, \tau] \), then \( |Ef_{n}^{1,1}(x_1, x_2) - f^{1,1}(x_1, x_2)| = o(1) \), uniformly in \( x \in [0, \tau] \).

Let's now consider the first term of (7.14). The variance of \( f_{n}^{1,1}(x_1, x_2) \) is given by
\[ \frac{1}{nh^8} \text{Var} \left( K^{1,1} \left( \frac{x_1 - X_{1n}}{h}, \frac{x_2 - X_{2n}}{h} \right) \right), \]
where the variance of the \( K^{1,1} \) term is bounded from above by
\[ E \left( K^{1,1} \left( \frac{x_1 - X_{1n}}{h}, \frac{x_2 - X_{2n}}{h} \right) \right)^2 = O(h^2). \]
Here we use that we only have to integrate over a square with width \( h \). So we conclude that if \( f \in C^2[0, \tau] \), then
\[ \sup_{x \in [0, \tau]} \text{Var} \left( |f_{n}^{1,1}(x) - f^{1,1}(x)| \right) = O \left( \frac{1}{nh^8} \right) + o(1). \]
This tells us that if we choose \( h \) so that \( h_n n^{1/6} \to \infty \), then \( f_{n}^{1,1}(x) \to f^{1,1}(x) \) a.s. for all \( x \). Moreover, by the triangle inequality, \( E \left( \int |f_{n}^{1,1} - Ef_{n}^{1,1}| (x) dx \right) \to 0 \) and (7.16) it follows also that
\[ \limsup_{n \to \infty} \int |f_{n}^{1,1}(x)| dx = \int |f^{1,1}(x)| dx < \infty \text{ a.s.} \]
By doing similar calculation for the sections this provides us with: \( \limsup_{n \to \infty} \|f_{n}\| < \infty \).

**Weak convergence of the integrated kernel density estimator.** Let \( F_n \) be the empirical distribution function and \( k_n(x) \equiv 1/h^2 K(x) \). Then
\[ \tilde{F}_n(x) \equiv \int_{0}^{x} f_n(y) dy = F_n * k_n(x), \text{ the convolution of } F_n \text{ and } k_n. \]
Now,
\[ \sqrt{n}(\tilde{F}_n - F) = \sqrt{n} (F_n * k_n - F + k_n) + \sqrt{n} (F * k_n - F). \]
The first term is an empirical process indexed by smoothed indicators which clearly form a Donsker class and therefore empirical process theory provides us
immediately with weak convergence of the first term. The second term is the bias of which we have to take care. We have \( (\int K(z)dz = 1) \)

\[
(F * k_n - F)(x) = \int F(x - y) \frac{1}{h^2} K \left( \frac{y}{h} \right) dy - F(x) \\
= \int (F(x_1 - h z_1, x_2 - h z_2) - F(x)) K(z_1, z_2)dz_1dz_2.
\]

Assume \( F \in C^k[0, \tau] \) and that \( K \) satisfies (7.15). Then we have that

\[
(F * k_n - F)(x) = o(h^k).
\]

In other words we have to choose \( k \) so that \( \sqrt{n}o(h^k) \to 0 \). However, for the bounded variation condition we needed that \( h_n \) converges to zero slower than \( n^{-1/6} \). So we need that \( F \in C^4[0, \tau] \) and hence that \( f \in C^3[0, \tau] \). This proves the following lemma:

**Lemma 7.4** Let \( X_i \) be n i.i.d. copies of a bivariate \( X \sim f \), where \( f \in C^3[0, \tau] \). Let \( f_n \) be a bivariate kernel density estimator with kernel \( K \) and bandwidth \( h_n \), as defined above and let \( \bar{F}_n = \int_0^x f_n(y)dy \) be the integrated kernel density estimator.

Assume that \( K \in C^1[0, \tau] \), \( K \) satisfies the orthogonality conditions (7.15) for \( k = 4 \) and \( \int K(t)dt = 1 \).

- If \( h_n \to 0 \), \( nh_n^2 / \log(n) \to \infty \), then \( f_n \) is uniformly consistent.
- If \( h_n n^{1/6} \to \infty \), then \( f_n^{-1}(x) \to f^{-1}(x) \) a.s. for all \( x \in [0, \tau] \) and \( \limsup_{n \to \infty} ||f_n||_* \leq M < \infty \) a.s.
- If \( \sqrt{n}o(h_n^4) \to 0 \), then the integrated density estimator is asymptotically equivalent with the empirical distribution function.

Consequently, if \( h_n = n^{-1/7} \), then \( ||f_n - f||_* \to 0 \) a.s. \( \limsup_n ||f_n||_* = O(1) \) a.s. and \( \sqrt{n}(\bar{F}_n - F) \overset{D}{\to} Z \) where \( Z \) is the F-Brownian bridge.

If we choose a \( K \) of the form \( K(z_1, z_2) = g_1(z_1)g_2(z_2) \) for a certain differentiable \( g : \mathbb{R} \to \mathbb{R} \), then it is trivial to construct a kernel which satisfies the orthogonality conditions (7.15) for \( k = 4 \).

**Remark.** In our application we have that \( f_n \) is an edge-corrected kernel density estimator. In the preceding section we already showed that under the same assumptions as with the uncorrected kernel density estimator it will be uniformly consistent on \( [0, \tau] \). It is straightforward to verify that we can also apply the lemma to the edge corrected \( f_n \), we will not go into these technical details.
7.6.3 Application of the functional delta-method for density estimators.

Here, we will prove weak convergence of 
\[ \sqrt{n} \int_0^1 \int_{t_2}^\tau (\hat{W}_1 - W_1)(t_1, y_1, y_2) dP_{y_1}(y_1, y_2) \] as random elements of the cadlag function space \( D([0, \tau]) \) endowed with the supremum norm and the Borel sigma-algebra, by application of the delta-method lemma 7.2. Let \( K \) be a kernel satisfying the properties as mentioned in Lemma 7.4. We will now define \( \hat{W}_1 \).

Firstly, we define
\[
F_N(t_1, t_2) \equiv P(\hat{T}_1 \leq t_1, \hat{T}_2 \leq t_2, D_1 = 1, D_2 = 1) \\
F_Y(t_1, t_2) \equiv P(\hat{T}_1 > t_1, \hat{T}_2 \leq t_2, D_2 = 1).
\]

So \( F_N \) is the subdistribution of the doubly uncensored observations and \( F_Y \) is the subdistribution of the in the second coordinate uncensored observations. Moreover, we define their derivatives w.r.t. the second coordinate.
\[
N(y_1, y_2) \equiv \frac{d}{dy_2} F_N(y_1, y_2) \\
Y(y_1, y_2) \equiv \frac{d}{dy_2} F_Y(y_1, y_2).
\]

These are densities which appear in \( W_1 \). We will estimate them with kernel density estimators \( N_n, Y_n \) which converges uniformly on the rectangle \([0, \tau]\). This means that we make the usual kernel density estimator constant at distance \( h \) from the edge of \([0, \tau]\), as discussed in section 6.1. In order not to complicate the notation we will suppress this fact in the notation. We denote these density estimators with \( N_n \) and \( Y_n \):
\[
N_n(y_1, y_2) \equiv \int_0^{y_1} \frac{1}{n h^2} \sum_{i=1}^n K \left( \frac{u - \hat{T}_{1i}}{h}, \frac{y_2 - \hat{T}_{2i}}{h} \right) I(D_{i1} = 1, D_{i2} = 1) du \\
Y_n(y_1, y_2) \equiv \int_{y_1}^{\tau} \frac{1}{n h^2} \sum_{i=1}^n K \left( \frac{u - \hat{T}_{1i}}{h}, \frac{y_2 - \hat{T}_{2i}}{h} \right) I(D_{i2} = 1) du.
\]

We define \( S(\cdot \mid y_2) \) as the survival function of \( T_1 \) given \( T_2 = y_2 \). Therefore \( S(\cdot \mid y_2) \) has the well known product limit representation in terms of its conditional hazard \( \int_0^{y_1} N(du, y_2)/Y(u-, y_2) \) (Gill and Johansen, 1990):
\[
S(y_1 \mid y_2) \equiv P(T_1 > y_1 \mid T_2 = y_2)
\]
\[
= \prod_{(0,y_1]} \left( 1 - \frac{P(T_1 \in du \mid T_2 = y_2)}{P(T_1 \geq u \mid T_2 = y_2)} \right)
= \prod_{(0,y_1]} \left( 1 - \frac{N(du,y_2)}{Y(u-,y_2)} \right).
\]

Of course, a natural estimator of \( S \) is obtained by replacing \( N,Y \) by \( N_n,Y_n \):

\[
S_n(y_1 \mid y_2) \equiv \prod_{(0,y_1]} \left( 1 - \frac{N_n(du,y_2)}{Y_n(u-,y_2)} \right).
\]

We can now define \( \bar{W}_1 \):

\[
W_1(t_1,y_1,y_2) \equiv \frac{S(t_1 \vee y_1 \mid y_2)}{S(y_1 \mid y_2)}
\]

\[
\bar{W}_1(t_1,y_1,y_2) \equiv \frac{S_n(t_1 \vee y_1 \mid y_2)}{S_n(y_1 \mid y_2)}.
\] (7.17)

Because we are also concerned with the probabilistic behaviour of the integrated density estimators, which play the role of \( \bar{F}_n \) in lemma 7.2, we also need notation for them.

\[
\bar{F}_n(t_1,t_2) \equiv \int_0^{t_2} Y_n(t_1,y_2)dy_2
\]

\[
\bar{F}_n(t_1,t_2) \equiv \int_0^{t_2} N_n(t_1,y_2)dy_2.
\]

So these are smoothed empirical distribution functions \( F_n \), \( F_Y \) of \( F_N \) and \( F_Y \), respectively. Now, we define the following mappings:

\[
\Phi_1 : D([0, \tau])^2 \rightarrow D([0, \tau]) : (F_N, F_Y) \mapsto \int_0^{y_1} \frac{N(du, y_2)}{Y(u, y_2)} \equiv \Lambda(y_1 \mid y_2)
\]

\[
\Phi_2 : D([0, \tau]) \rightarrow D([0, \tau]) : \Lambda \mapsto \int_0^{\tau_1} \int_{t_2}^{\tau_2} \prod_{[y_1, t_1 \vee y_1]} (1 - \Lambda(du \mid y_2)) dP_{01}(y_1, y_2)
\]

\[
= \int_0^{\tau_1} \int_{t_2}^{\tau_2} W_1(t_1, y_1, y_2) dP_{01}(y_1, y_2).
\]

Define \( \Lambda_n(y_1 \mid y_2) \equiv \int_0^{y_1} N_n(du, y_2)/Y_n(u-, y_2) \). Finally, we can define the \( \Phi \) to which we apply the refined functional delta method lemma 7.2.

\[
\Phi \equiv \Phi_2 \circ \Phi_1 : D([0, \tau])^2 \rightarrow D([0, \tau]).
\] (7.18)
We want to prove weak convergence of

$$
\sqrt{n} \left( \Phi(\widetilde{F}_{Nn}, \widetilde{F}_{YN}) - \Phi(F_N, F_Y) \right) (t_1, t_2)
$$

which equals

$$
\sqrt{n} \int_{t_1}^{t_2} \int_{t_1}^{t_2} \left( \widetilde{W}_1 - W_1 \right) (t_1, y_1, y_2) dP_{01}(y_1, y_2).
$$

We apply lemma 7.2 with \((F_n)\) is the empirical df. of \(F\):

\[
\begin{align*}
F &= (F_N, F_Y) \\
F_n &= (F_{Nn}, F_{YN}) \\
\widetilde{F}_n &= (\widetilde{F}_{Nn}, \widetilde{F}_{YN}) \\
f_n &= \left( \frac{d}{dy_1} N_n(y_1, y_2), \frac{d}{dy_2} Y_n(y_1, y_2) \right) \\
f &= \left( \frac{d}{dy_1} N(y_1, y_2), \frac{d}{dy_1} Y(y_1, y_2) \right).
\end{align*}
\]

According to lemma 7.2 we can separate the analysis in a purely probabilistic part and a purely analytical part. For the probabilistic conditions we just have to apply lemma 7.4 with the \(f, f_n, F, \widetilde{F}_n\) above. This provides us with the following proposition:

**Proposition 7.1** Assume \(f, g \in C^3[0, \tau]\), \(K \in C^1[0, \tau]\), \(K\) satisfies the orthogonality conditions (7.15) for \(k = 4\) and \(\int K(t) dt = 1\). Moreover assume that \(h_n = n^{-1/7}\). Then:

1. \(m_n(y_1, y_2) \equiv (d/dy_1 N_n(y_1, y_2), d/dy_2 Y_n(y_1, y_2))\) is a uniformly consistent estimator of \(m \equiv (d/dy_1 N(y_1, y_2), d/dy_1 Y(y_1, y_2))\).
2. \(m_n^{1,1}(x) \rightarrow m^{1,1}(x)\) a.s. for all \(x \in [0, \tau]\) and \(\lim_{x \rightarrow \tau} \sup_{m_n} \|m_n\|^* = O(1)\) a.s.
3. \(\overline{M}_n(z) \equiv f_0^{(1)} m_n(z) dx\) is asymptotically equivalent with the empirical distribution \(M_n = (F_{Nn}, F_{YN})\) of \(M \equiv (F_N, F_Y)\).

Notice that if \(f, g \in C^3[0, \tau]\), then \(m \in C^3[0, \tau]\). Moreover notice that \(m_n\) is the kernel density estimator of \(m\). Therefore, this proposition is an immediate corollary of lemma 7.4.

### 7.6.4 Analytical part of the analysis.

We will now prove the differentiability property for \(\Phi\) as stated in lemma 7.2. We can consider sequences \(N_n, Y_n\) with: \(N_n \rightarrow N, Y_n \rightarrow Y, \|N_n\|^* = O(1), \|Y_n\|^* = O(1), H_{Nn}^p \equiv \sqrt{n}(\widetilde{F}_{Nn} - F_N) \rightarrow H_N, H_{YN} = \sqrt{n}(\widetilde{F}_{YN} - F_Y) \rightarrow H_Y, \) where
$F_Y(y_1, y_2) = \int_{y_1}^{y_2} Y(y_1, v)dv$ and similarly for $F_N$, $\hat{F}_Y$ and $\hat{F}_N$. Firstly, we will consider the difference $W_{1n} - W_1$.

Recall the definition of $\Lambda(du \mid y_2) = N(du, y_2)/Y(u-, y_2)$ and its empirical version $\Lambda_n(du \mid y_2) = N_n(du, y_2)/Y_n(u-, y_2)$. We can consider $S(\cdot \mid y_2)$ also as a measure: $S((a, b] \mid y_2) \equiv P(T_1 \in (a, b] \mid T_2 = y_2)$. Recalling its product integral representation w.r.t. $\Lambda$ it follows that:

$$S((a, b] \mid y_2) = \prod_{[a,b]} (1 - \Lambda(du \mid y_2))$$

$$S_n((a, b] \mid y_2) = \prod_{[a,b]} (1 - \Lambda_n(du \mid y_2)).$$

Now, we have that

$$(W_{1n} - W_1)(t_1, y_1, y_2) = \prod_{[y_1, t_1 \wedge y_1]} (1 - \Lambda_n(du \mid y_2)) - \prod_{[y_1, t_1 \wedge y_1]} (1 - \Lambda(du \mid y_2))$$

$$= S_n([y_1, t_1 \wedge y_1] \mid y_2) - S([y_1, t_1 \wedge y_1] \mid y_2).$$

Duhamel’s equation for the product integral (see Gill and Johansen, 1990, equation 42) tells us that:

$$(S_n - S)([y_1, t_1 \vee y_1] \mid y_2) = \int_{y_1}^{t_1 \vee y_1} (\Lambda_n - \Lambda)(du \mid y_2)S_n([y_1, u] \mid y_2)S([u, t_1 \vee y_1] \mid y_2).$$

So we have the need to study the difference $(\Lambda_n - \Lambda)(du \mid y_2) = (\Phi_1(N_n, Y_n) - \Phi_1(N, Y))(du, y_2)$.

We have that

$$(\Lambda_n - \Lambda)(du \mid y_2) = D\Phi_1(ab, y_2) + R_1(ab, y_2),$$

where

$$D\Phi_1(ab, y_2) \equiv \frac{(N_n - N)(du, y_2)}{Y(u, y_2)} + \frac{N(du, y_2)(Y - Y_n)(u, y_2)}{Y^2(u, y_2)}$$

$$R_1(ab, y_2) \equiv \frac{(N_n - N)(du, y_2)(Y - Y_n)(u, y_2)}{Y^2(u, y_2)} + \frac{N_n(du, y_2)(Y - Y_n)^2(u, y_2)}{YY^2(u, y_2)}.$$

This is trivially verified.

Furthermore, we have by using the multiplicativity of the product integral that

$$S_n([y_1, u] \mid y_2)S([u, t_1 \vee y_1] \mid y_2) = (S_n - S)([y_1, u] \mid y_2)S([u, t_1 \vee y_1] \mid y_2)$$
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\[ + S([y_1, u] | y_2) S((u, t_1 \vee y_1) | y_2) = W_1(t_1, y_1, y_2) + R_\alpha^1(u, t_1, y_1, y_2), \]

where

\[ R_\alpha^2(u, t_1, y_1, y_2) \equiv (S_n - S)([y_1, u] | y_2) S((u, t_1 \vee y_1) | y_2). \]

So we have that \((W_{1n} - W_1)(t_1, y_1, y_2)\) equals

\[ \int_{y_1}^{t_1 \vee y_1} (D\Phi_\alpha^1(du, y_2) + R_\alpha^1(du, y_2)) (W_1(t_1, y_1, y_2) + R_\alpha^2(u, t_1, y_1, y_2)). \]

This provides us with:

\[ \sqrt{n} \left( \Phi(N_n, Y_n) - \Phi(N, Y) \right) (t) = \sqrt{n} \int_0^{t_1} \int_{t_2}^{t_3} (W_{1n} - W_1)(t_1, y_1, y_2)dP_0(y_1, y_2) = \sqrt{n} \int_0^{t_1} \int_{t_2}^{t_3} D\Phi_\alpha^1(du, y_2) W_1(t_1, y_1, y_2)dP_0(y_1, y_2) + \text{Rem. (7.19)} \]

The expression (7.19) consists of four terms of which three involve \(R_\alpha^1\) or \(R_\alpha^2\) or both. These three terms form the remainder and are shown to converge to zero (below). Firstly, we will be concerned with the main term which is linear in \(N_n - N\) and \(Y_n - Y\).

Because \(N, Y, N_n, Y_n, W_1\) are of bounded uniform sectional variation, integrals with respect to \(N, Y, N_n, Y_n, W_1\) are well defined. The terms are of the form \(f(N_n - N)Gdz\) for a function \(G\) which involves \(Y, N\) in numerator and \(Y\) in denominator. By using integration by parts they become of the form \(f(N_n - N)Gdz\) (and similar one dimensional integrals over sections). Because \(N, Y\) are of bounded uniform sectional variation and \(Y\) is uniformly bounded away from zero by assumption 3 (that \(f, g\) are strictly positive on \([0, \tau + \epsilon]\) \([0, \tau]\), see introduction) this \(G\) is of bounded uniform sectional variation (lemma 1.5). Therefore, we can linearize the expression above in \(H_\gamma^r, H_\gamma^q\).

After having linearized in \(H_\gamma^r, H_\gamma^q\) and using that \(H_\gamma^r\) and \(H_\gamma^q\) converge in supremum norm to \(H_Y, H_N\), it is trivial to see that this term converges in supremum norm to an expression linear in \(H_N\) and \(H_Y\): just bound terms of the form \(f(H_n^r - H)Gdz\) \(\leq \|H_n^r - H_N\|_\infty \|G\|_r\) and use that we know that \(\|H_n^r - H_N\|_\infty\) converges to zero and that \(G\) is of bounded uniform sectional variation because \(N\) and \(Y\) are. This expression is written down in van der Laan (1991) and we will denote it with \(d\Phi(N, Y)(H_N, H_Y)\).
**Remainder.** Because $N_n, N, Y_n, Y$ are of uniformly bounded uniform sectional variation and $Y_n$ is uniformly bounded away from zero (because $Y$ is uniformly bounded away from zero and $Y_n \to Y$) $y \to R^2_n(u, t_1, y)$ is of bounded uniform sectional variation uniformly in $n$ and $(u, t)$. The product integral is a continuous functional in $(N, Y)$ with respect to the supremum norm (see Gill and Johansen 1990). Therefore $R^2_n$ converges uniformly to zero. Here we use for the first time that $N_n - N \to 0$ and $Y_n - Y \to 0$.

All three terms are in fact dealt with in the same way. These terms have the following structure:

$$
\sqrt{n} \int_0^{\gamma_1} \int_{\tau_2}^{\tau_1} \int_{\gamma_1}^{\gamma_2} (Y_n - Y)^2(s, y_2) m_n(s, y_1, y_2) ds dy_1 dy_2
$$

$$
= \sqrt{n} \int_0^{\gamma_1} \int_{\tau_2}^{\tau_1} ((F^*_n - F)(s, \cdot)(Y_n - Y)(s, \cdot)m_n(s, y_1, \cdot))(t_2, \tau_2) ds dy_1
$$

$$
- \sqrt{n} \int_0^{\gamma_1} \int_{\tau_2}^{\gamma_2} (F^*_n - F)(s, y_2)(Y_n - Y)(s, \cdot)m_n(s, y_1, \cdot))(dy_2) ds dy_1
$$

$\to 0$ w.r.t. the supremum.

Here $m_n$ involves $N_n, N, Y_n, Y$, which are of uniformly bounded uniform sectional variation. The convergence to zero in supremum of the first term is trivial. The second integral is of the structure $\int Z_n dF_n$, where $\|Z_n - Z\|_\infty \to 0$ (for $\|H^*_n - H\|_\infty \to 0$) and $\|F_n\|_r = O(1)$ (for $\|(Y_n, m_n)\|_r = O(1)$) and $\|F_n - F\|_\infty \to 0$ (for $\|Y_n - Y\|_\infty \to 0$). Therefore convergence to zero follows from the Helly-Bray lemma 7.3 with $Z_n \equiv \sqrt{n}(F^*_n - F)$ and $F_n(\cdot) \equiv (Y_n - Y)(s, \cdot)m_n(s, y_1, \cdot)$.

Consider the term $\sqrt{n} \int D \Phi^*_n (N_n - N, Y_n - Y) R^2_n dP_0$. Just as above we linearize this in $H^*_n$ and $H^*_n$. Then we obtain a term of the form $\int Z_n dF_n$ where $\|Z_n - Z\|_\infty \to 0$ (for $\|H^*_n - H\|_\infty \to 0$), $\|F_n\|_r = O(1)$ (for $\|R^2_n\|_r = O(1)$) and $\|F_n - F\|_\infty \to 0$ (for $\|R^2_n - R_2\|_\infty \to 0$). The Helly-Bray lemma 7.3 tells us now that this term converges to zero.

Consider now the term $\sqrt{n} \int R^2_1 R^2_2 dP_0$. Again, by doing integration by parts we can linearize in $H^*_n$ (or $H^*_n$) and these will be integrated with respect to a measure which involves $d(Y_n - Y)$ (or $d(N_n - N)$). Therefore this term is again of the form $\int Z_n dF_n$ where $\|Z_n - Z\|_\infty \to 0$ (for $\|H^*_n - H\|_\infty \to 0$), $\|F_n\|_r = O(1)$ (for $\|(N_n, Y_n, N, Y)\|_r = O(1)$) and $\|F_n - F\|_\infty \to 0$ (for $\|(N_n, Y_n) - (N, Y)\|_\infty \to 0$). The Helly-Bray lemma 7.3 tells us now that this term converges to zero.

The term $\sqrt{n} \int R^2_1 R^2_2 dP_0$ is proved to converge to zero in the same way as $\sqrt{n} \int R^2_1 W_1 dP_0$. This completes the differentiability proof.
We conclude that once we have arranged that we only have to verify the differentiability property in lemma 7.2 for sequences with a consistent density which is of uniformly (in $n$) bounded uniform sectional variation, then integration by parts and the Helly-Bray technique are the only ingredients one needs in order to prove that the remainder converges in supremum norm to zero. We have proved the analytical condition of lemma 7.2. Application of lemma 7.2 provides us now with weak convergence of $\sqrt{n} \int (W_{1n} - W_1) dP_0$ to the Gaussian process $d\Phi(N,Y)(H_N, H_Y)$.

This completes the proof of all four ingredients as stated in section 3 and hence the proof of theorem 7.1.
References


D.M. Bakker (1990), *Two nonparametric estimators of the survival function of bivariate right censored observations*, Report BS-R9035, Centre for mathematics and computer science, Amsterdam.


P.J. Bickel and Y. Ritov (1992), *Efficient estimation using both direct and indirect observations*, technical report, Department of Statistics, University of California, Berkeley.


A.P. Dempster, N.M. Laird and D.B. Rubin (1977), Max-


D.F. Heitjan (1993), Ignorability and coarse data: some biomedical examples, Biometrics 49, 1099–1109.


J. Hoffmann-Jørgensen (1984), Stochastic processes on Polish Spaces, Unpublished manuscript.


C.A.J. Klaassen (1987), Consistent estimation of the influence function of lo-


M.J. van der Laan (1990), *Dabrowska’s multivariate product limit estimator and the delta-method*, Master’s Thesis, Department of Mathematics, Utrecht, the Netherlands.

M.J. van der Laan (1991), *Analysis of Pruitt’s estimator of the bivariate survival function*, Preprint nr. 648, Department of Mathematics, Utrecht, the Netherlands.


B.W. Turnbull (1976), The empirical distribution with arbitrarily grouped cen-


A.W. van der Vaart (1992b), Efficiency of infinite dimensional M-estimators, submitted to *Statistica Neerlandica*.


B.J. Wijers (1991), *Consistent nonparametric estimation for a one-dimensional line segment process observed in an interval*, preprint Nr. 683, Department of Mathematics, Utrecht, the Netherlands, to appear in *Scand. J. Statist.*.


Notation

\( F \ll G \): \( F \) is absolutely continuous w.r.t. \( G \), page 17.
\( F \equiv G \): \( F \ll G \) and \( G \ll F \).
supp\((F)\): the support of \( F \).
\( L_P \): the law under \( P \), page 20
\( EX \): the expectation of the random variable \( X \), page 19
\( \text{Var}(X) \): the variance of the random variable \( X \), page 19
\( f(a,b) \): generalized difference of \( f : \mathbb{R}^d \to \mathbb{R} \) over the rectangle \( (a,b] \subset \mathbb{R}^d \), page 13
\( \| \cdot \|_p \): variation norm, page 13
\( \| \cdot \|_* \): uniform sectional variation norm, page 13
\( D[0,\tau] \): space of multivariate cadlag functions, page 13
\( (B(K),\| \cdot \|_\infty) \): space of uniformly bounded functions on \( K \), page 68

Notation for weak convergence theory.
\( Pf = \int f dP \), page 8
\( P^* \): outer probability, page 8
\( P^*f \): outer expectation, page 8
\( C_b(D) \): the class of bounded real valued continuous functions on \( D \), page 8
\( X_n \overset{D}{\to} X_0 \): weak convergence, page 8

Notation for empirical process theory.
\( P_n \): the empirical distribution, page 4
\( \mathcal{F} \): a class of measurable real valued functions, page 8
\( \| \cdot \|_\mathcal{F} \): supnorm over \( \mathcal{F} \), page 8
\( L^\infty(\mathcal{F}) \): the space of uniformly bounded real valued functions on \( \mathcal{F} \), page 8
\( \rho_2 \): variance metric on \( \mathcal{F} \), page 9
\( G_n f \): normalized empirical process, page 10
\( G_P \): \( P \)-Brownian-bridge, page 11
\( \mathcal{F}_\delta = \{ f - g : f, g \in \mathcal{F}, \rho_2(f,g) < \delta \} \), page 11

Notation for efficiency theory.
\( \mathcal{M} \): collection of all possible probability measures of a random variable \( X \) (i.e. model), page 17
\( \mathcal{M}(\mu) \): measures in \( \mathcal{M} \) which are dominated by \( \mu \), page 17
\( \mathcal{P}(\mu) \): collection of densities w.r.t. \( \mu \) corresponding with \( \mathcal{M}(\mu) \), page 17
\( (D,\| \cdot \|) \): normed vector space, page 18
\( \vartheta : \mathcal{M} \to \Theta \subset (D,\| \cdot \|) \): \( D \)-valued parameter, page 18
\( b : (D,\| \cdot \|) \to \mathbb{R} \): a real valued linear mapping on \( D \), page 18
\( B \): a collection of \( b : (D,\| \cdot \|) \to \mathbb{R} \), page 18
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\( \theta_n \): estimator of \( \theta \), page 18

\( (L_2^2(P), \| \cdot \|_P) \): Hilbert space of square integrable functions with mean zero, page 8

\( P_{c,g}, (p_{c,g}) \): one dimensional differentiable submodel of measures (densities w.r.t. a certain fixed measure) with score \( g \), page 18

\( S(P) \): class of one dimensional submodels, for all our applications it is the class of lines as defined in (2.12), page 18

\( S(P) \): tangent cone, page 18

\( T(P) \): tangent space, page 19

\( b \theta : T(P) \rightarrow \mathbb{R} \): pathwise derivative of \( b \theta \) at \( P \) relative to \( S(P) \), page 19

\( I(P, b \theta) \): efficient influence function for estimating \( b \theta(P) \), page 19

\( I(P, b \theta) \): influence curve for estimating \( b \theta(P) \), page 21

\( \|f\|_B \equiv \sup_{B \in B^{*}} |bf| \), page 21

\( A_\theta : T(\theta) \rightarrow L_2^2(P_\theta) \): score operator at \( P_\theta \), page 36

\( A_\theta^* : L_2^2(P_\theta) \rightarrow T(\theta) \): adjoint of \( A_\theta \), page 36

\( I_\theta = A_\theta^* A_\theta : T(\theta) \rightarrow T(\theta) \): information operator at \( P_\theta \), page 38

\( I_\theta^* \): the generalized inverse of \( I_\theta \).
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