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## Introduction

Much has been written on commutative formal group theory and undoubtedly much more will be written. This work is another contribution to the theory of commutative formal groups. The main body of this work consists of a) a more or less self-contained presentation of commutative formal group theory in a covariant way, b) a theorem on the classification up to isomorphism of commutative formal groups defined over an algebraically closed field of positive characteristic. In the last chapter various applications are given.
In the first chapter the concept of DPS-Hopf algebras is introduced. The category DPS-cHopf of DPS-Hopf algebras will turn out to be equivalent to the category of commutative formal group laws. Classical concepts as curvilinearity and $S$ typicality have well defined counterparts in DPS-cHopf. Within one chapter we will develop most of the classical theory found in [Haz] or [Laz]. New is the emphasis on the universal object $C(\mathcal{A})$, whose group structure seems to reflect the menagerie of integrality lemmas necessary in the theory of commutative formal group laws. Witt and Hilbert rings will be seen to arise naturally in this setting.
The second chapter deals with $F$-types. We will show that the Witt and Hilbert (if they exist) $F$-types of a curvilinear commutative formal group law $G$ fully describe the formal group law $G$. In the process we will construct a universal DPS-Hopf algebra over a polynomial ring $L$, and thus give a new proof of the fact that the Lazard ring is a polynomial ring. We proceed to give connections with the theory of Dieudonné [Dieu] and of Honda [Hon]. We adapt a lemma of Dieudonné in order to obtain a very computable algorithm for finding the isogeny type of a commutative formal group law given by its $F$-type.
In the third chapter we prove our main result: A commutative formal group law defined over an algebraically closed field $k$ of positive characteristic of finite height is isomorphic to a commutative formal group law having a finite $F$-type. This finite $F$-type is described by a new set of invariants, called the jump data. Thus as a corollary we obtain: there is a catalogue of finite dimension over $k$ of commutative formal group laws defined over $k$ with bounded height.

In this chapter we also prove a theorem on the reduction of formal group laws defined over $W(k)$ given by their Hilbert $F$-types. This theorem will then be used to lift the problem of classification up to isomorphism over $k$ to a well-described classification problem over $W(k)$.
The last chapter then gives several applications: We give a complete classification in the 2-dimensional case (this has also been done by Manin [Man] and Kneppers [Kne]). In the 2- and 3-dimensional case we give the isogeny types as function of the parameters in the finite $F$-type. In the 2-dimensional case this has been already be done by Kneppers [Kne90], but this is new in the 3-dimensional case. Moreover using our theory there is now no obstruction for doing the same in any dimension. The chapter ends by treating a problem suggested by N. Yui: describe the structure (of the isomorphism classes) of the formal Brauer groups of Fermat hypersurfaces defined over an algebraically closed field $k$ of positive characteristic. Again the solution of this problem lies in lifting the problem to a problem over $W(k)$, solving that problem using the theory of Hilbert $F$-types (and the Serre-Witt cohomology as described in [SPM]) and then reducing the solution using a reduction theorem from chapter II.

## Some notation and conventions

0.1 General conventions: We use the well known notation $\mathbb{N}=\{1,2, \ldots\}, \mathbb{Z}, \mathbb{Q}$ and $\mathbb{F}_{q},\left(q=p^{a}\right)$. By $\mathcal{P}$ we will denote the set of all rational primes.
0.2 For a given totally ordered finite (!) set $E$, we denote by $\mathrm{MI}(E)$ the set of multi-indices on $E$, i.e., $\operatorname{MI}(E):=(\mathbb{N} \cup\{0\})^{E}$. The set $\mathrm{MI}(E)$ becomes an abelian monoid under entrywise addition, and an ordered set under the lexicographic order.
0.3 All rings and algebras are considered to be commutative and unitary. Therefore, a ring homomorphism $\phi: R_{1} \rightarrow R_{2}$ will always satisfy the property $\phi(1)=1$.
Let $R$ be a commutative unitary ring and let CUR $_{R}$ be the category of commutative unitary $R$-algebras. Especially, $C U R:=\mathrm{CUR}_{\mathbb{Z}}$ is the category of all commutative unitary rings. For $K \in \mathrm{CUR}_{R}$ we will denote the multiplication by $\mu: K \otimes K \rightarrow K$ and the unit map by $\eta: R \rightarrow K$ (unless otherwise stated, all tensor products are over the base ring $R$ ).
0.4 If $R \in \operatorname{CUR}$ and $x$ is a subset of an $R$-module $M$, then we denote by $R\{x\}$ the $R$-module span of all $x_{i} \in x$ in $M$. In this context $R[x]$ denotes the $R$-algebra generated by all $x_{i} \in x$ in $M$. By $R[[x]]$ we denote the formal power series ring over $R$ in the generic variables $x_{i} \in x$.
0.5 A sum of the form $\sum_{i=a}^{b} f_{i}$ with $a>b$ will be considered to be zero.
$0.6 \mathrm{By}(a, b)$ we denote the greatest common divisor of $a$ and $b$.
0.7 If $M$ is an $R$-module, then we denote by $M^{*}$ the linear dual of $M$. If $f \in M^{*}$ and $m \in M$ then we define $\langle f, m\rangle:=f(m)$.

## Chapter 1

## Generalities on DPS-Hopf algebras

## 1 DPS-Hopf algebras

1.1 For the definitions of coalgebra, bialgebra and Hopf algebra we follow closely [Haz], §37. Other references for the general theory of these concepts are [Abe] and [Yan].
1.2 Let $R \in$ CUR. A coalgebra over $R$ is an $R$-module $C$ together with two $R$ module homomorphisms $\Delta: C \rightarrow C \otimes C$ (the comultiplication) and $\epsilon: C \rightarrow R$ (the counit or the augmentation) such that
(i) $($ Id $\otimes \Delta) \circ \Delta=(\Delta \otimes$ Id $) \circ \Delta$,
(ii) $(\epsilon \otimes \mathrm{Id}) \circ \Delta=(\mathrm{Id} \otimes \epsilon) \circ \Delta=\mathrm{Id}$
(where we have identified $R \otimes C \cong C \cong C \otimes R$ ). In categorical terms a coalgebra over $R$ is a comonoid object in $\operatorname{Mod}_{R}$, the category of $R$-modules, with two-sided counit. Let $\tau: C \otimes C \rightarrow C \otimes C$ denote the switching morphism which interchanges the two factors. The coalgebra $C$ is said to be cocommutative if

$$
\text { (iii) } \tau \circ \Delta=\Delta .
$$

Let $R_{2} \in \operatorname{CUR}_{R_{1}}$ with canonical ring homomorphism $\imath: R_{1} \rightarrow R_{2}$. Let $C_{1}$ and $C_{2}$ be coalgebras over $R_{1}$ and $R_{2}$ respectively. An $R_{1}$-module homomorphism $f: C_{1} \rightarrow C_{2}$ is said to be a morphism of coalgebras if and only if $(f \otimes f) \circ \Delta_{1}=\Delta_{2} \circ f$ and $\epsilon_{2} \circ f=\imath \circ \epsilon_{1}\left(\right.$ in $\left.\operatorname{Mod}_{R_{1}}\right)$. Observe that we defined a coalgebra homomorphism between coalgebras over different base rings. In case the base rings are equal, we will sometimes say that $f$ is an $R$-coalgebra homomorphism.
1.3 An $R$-module $B$ is a called a bialgebra if
(i) $B$ is a commutative $R$-algebra (with structural morphisms $\mu, \eta$ ),
(ii) $B$ is a coalgebra over $R$ (with structural morphisms $\Delta, \epsilon$,
such that
(iii) $\mu$ and $\eta$ are $R$-coalgebra morphisms,
(iv) $\Delta$ and $\epsilon$ are $R$-algebra morphisms.

There is some redundancy in these requirements, see [Haz] 37.1.2 for details. An algebra homomorphism between two bialgebras (possibly over different base rings) is a morphism of bialgebras if it also is a morphism of coalgebras. A bialgebra is called cocommutative if the underlying coalgebra is cocommutative. Denote by ${ }^{\mathrm{cBial}}{ }_{R}$ the category of cocommutative bialgebras over $R$.
Let $H$ be a bialgebra and let $x=\left\{x_{1}, x_{2}, \ldots\right\}$ be a set of generic variables. Then we denote by $H_{x_{1}, x_{2}, \ldots .}:=H_{x}:=\mathbb{Z}[x] \otimes H$ the bialgebra over $\mathbb{Z}[x]$ obtained by extension of scalars.
A topological bialgebra is a bialgebra $B$ together with a topology on $B$ such that the structural morphisms of $B$ are continuous.
1.4 Let $H$ be a bialgebra over $R$. Then the $R$-module homomorphism $\gamma: H \rightarrow H$ is called an antipode if
(i) $\mu \circ(\gamma \otimes \mathrm{ld}) \circ \Delta=\eta \circ \epsilon=\mu \circ(\mathrm{Id} \otimes \gamma) \circ \Delta$.

A Hopf algebra is a pair consisting of a bialgebra $H$ with an antipode $\gamma$. If $H$ is (co)commutative, then $\gamma$ is a morphism of (co)algebras ([Haz], proposition 37.1.8). A morphism of Hopf algebras simply is a morphism of the underlying bialgebras (but by [Haz], proposition 37.1 .10 we know that a morphism of bialgebras commutes with the antipode). We denote by $\mathrm{cHopf}_{R}$ the category of commutative and cocommutative Hopf algebras over $R$.
In categorical terms we may say that $\mathrm{cHopf}_{R}$ is the category of commutative cogroup objects of $\mathrm{CUR}_{R}$. Equivalently $H \in \mathrm{cHopf}_{R}$ if and only if $\operatorname{Spec}(H)$ is an affine commutative group scheme over $R$.
1.5 We give an easy example: Let $X=\left\{X_{i} \mid i \in I\right\}$ be a set of indeterminates. Then $R[X]$ becomes a Hopf algebra if we define $\Delta\left(X_{i}\right):=X_{i} \otimes 1+1 \otimes X_{i}, \epsilon\left(X_{i}\right):=0$ and $\gamma\left(X_{i}\right):=-X_{i}$.
1.6 An element $x$ in a bialgebra $H$ such that $\Delta(x)=x \otimes 1+1 \otimes x$, is called primitive. The abelian group of primitive elements of $H$ will be denoted $P(H)$.
1.7 A sequence $x=\left\{x_{i} \mid i \geq 0\right\} \subset H$ is called a sequence of divided powers, if and only if $x_{0}=1$ and $\Delta\left(x_{n}\right)=\sum_{i+j=n} x_{i} \otimes x_{j}$ for all $n$.
In the terminology of [Haz], 38.2.1 this would be a divided power sequence over 1. The name "divided powers" arises from the fact that this notion in a way
generalizes $x^{n} / n$ ! (as does another, different, notion in algebra that also goes by the name "divided powers"). For details, see [Haz], 38.2.2.
1.8 For $H \in \operatorname{cBialg}_{R}\left(\right.$ resp. $\left.H \in \mathrm{cHopf}_{R}\right)$ we define $\Delta:=\Delta_{t}: H[[t]] \rightarrow(H \otimes H)[[t]]$ by

$$
\Delta\left(\sum_{i \geq 0} h_{i} t^{i}\right):=\sum_{i \geq 0} \Delta\left(h_{i}\right) t^{i} .
$$

Thus $\Delta$ is continuous with respect to the $t$-adic topologies. We then have the following basic relation between divided power sequences and primitive elements.
1.9 Lemma. Let $H \in$ cBialg $_{\mathbb{Q}}$. Suppose given in $H$ two sequences of elements $\left(x_{i}\right)_{i \geq 0},\left(r_{j}\right)_{j \geq 0}$ such that $x_{0}=1, r_{0}=0$ and such that the following relation holds for $n \geq 0$

$$
n x_{n}=\sum_{i+j=n} x_{i} r_{j} .
$$

(So in particular we have for all $m$ that $r_{m} \in \mathbb{Z}\left[x_{1}, \ldots, x_{m}\right]$.) Then relation 1.9.1 is equivalent to the following relation in $H[[t]]$

$$
\sum_{i=0}^{\infty} x_{i} t^{i}=\exp \left(\sum_{m=1}^{\infty} \frac{r_{m}}{m} t^{m}\right) .
$$

Moreover, the sequence $x=\left\{x_{i} \mid i \geq 0\right\}$ is a sequence of divided powers in $H$, if and only if all $r_{m}(m \geq 1)$ are primitive.

Relation (1.9.1) is called the Newton relation.
proof: For the equivalence of relations 1.9.1 and 1.9.2: Differentiate both sides of 1.9 .2 with respect to $t$. Then compare the coefficients of powers of $t$.

In order to obtain the second assertion apply $\Delta$ to both sides of 1.9.2, and compare the coefficients of powers of $t$. Note that we need the commutativity of $a$ and $b$ for the relation $\exp (a+b)=\exp (a) \cdot \exp (b)$.
1.10 We use the previous lemma to construct an important example of a Hopf algebra: $\mathcal{A}$, the bialgebra of the symmetric functions. Let $\sigma=\left\{\sigma_{m} \mid m \in \mathbb{N}\right\}$ be the set of indeterminates $\sigma_{m}$. Define $\mathrm{A}=\left\{\mathbf{a}_{i} \mid i \in \mathbb{N}\right\} \subset \mathbb{Q}[\sigma]$ by the following relation in $\mathbb{Q}[\sigma][[t]]$ :

$$
\sum_{i=0}^{\infty} \mathrm{a}_{i} t^{i}=\exp \left(\sum_{m=1}^{\infty} \frac{\sigma_{m}}{m} t^{m}\right)
$$

(so $a_{0}=1$ ). Then it is easily verified using (1.9.1) that $\mathbb{Q}[A]=\mathbb{Q}[\sigma]$. We now give $\mathbb{Q}[\sigma]$ the structure of a Hopf algebra as in example 1.5. By lemma 1.9 this means that $a:=\left\{a_{i} \mid i \geq 0\right\}$, is a sequence of divided powers. Thus in particular, if we
define $\mathcal{A}:=\mathbb{Z}[\mathrm{A}]$, then $\Delta\left(\mathrm{a}_{i}\right) \in \mathcal{A} \otimes \mathcal{A}$. Notice that the Newton relation holds in $\mathcal{A}$ :

$$
n a_{n}=\sum_{i+j=n} a_{i} \sigma_{j} .
$$

Thus in particular $\sigma_{m} \in \mathcal{A}$. In order to show that $\left.\gamma\right|_{\mathcal{A}}$ is an endomorphism of $\mathcal{A}$, consider the following relation in $\mathbb{Q} \otimes \mathcal{A}[[t]]$

$$
\sum \gamma\left(\mathrm{a}_{i}\right) t^{i}=\exp \left(\sum \frac{\gamma\left(\sigma_{m}\right)}{m} t^{m}\right)=\left(\exp \left(\sum \frac{\sigma_{m}}{m} t^{m}\right)\right)^{-1}=\left(\sum \mathrm{a}_{i} t^{i}\right)^{-1} \in \mathcal{A}[[t]]
$$

So $\mathcal{A}$ is a subHopf algebra of $\mathbb{Q}[\sigma]$. One easily finds that $P(\mathcal{A})=\mathbb{Z}\{\sigma\}$, the $\mathbb{Z}$-module span of all $\sigma_{m}$.
The name "symmetric functions" stems from the fact that, introducing a new set of generic variables $y_{i}, i \in \mathbb{N}$, the $a_{n}$ may be considered as the elementary symmetric functions in the $y_{i}$. The $\sigma_{j}$ then turn out to be symmetric functions in the $y_{i}$. The classical proof of the equivalence between relations 1.9.1 and 1.9.2 is based on this fact (see [Haz], §17).
1.11 We generalize 1.10 as follows: Let $S \subset \mathcal{P}$ be an arbitrary set of rational primes, possibly empty, and let $\mathbb{N}(S)$ be the multiplicative submonoid of the natura' numbers, generated by $S \cup\{1\}$. Let $\mathbb{Z}_{S}$ be the intersection of all localized rir.gs $\mathbb{Z}_{(p)}, p \in S$. Here $\mathbb{Z}_{\emptyset}=\mathbb{Q}$, by definition. Put $\sigma_{S}=\left\{\sigma_{m} \mid m \in \mathbb{N}(S)\right\}$ for iudeterminates $\sigma_{m}$. Consider the relation

$$
\sum_{n \geq 0} E_{n} t^{n}=\exp \left(\sum_{m \in \mathbb{N}(S)} \frac{\sigma_{m}}{m} t^{m}\right)
$$

in the bialgebra $\mathbb{Q}\left[\sigma_{S}\right]$, where we assume that all $\sigma_{m}$ are primitive. If $m \in \mathbb{N}(S)$, then we define $\mathrm{a}_{m}:=\mathrm{a}_{m, S}:=E_{m}$. (Notice the double meaning of the $\mathrm{a}_{m}$.) Let $\mathrm{A}_{S}$ denote the set $\left\{a_{m} \mid m \in \mathbb{N}(S)\right\}$. Let $a_{m}$ have weight $m$. We easily see that $\mathbb{Q}\left[\sigma_{S}\right]=$ $\mathbb{Q}\left[\mathrm{A}_{S}\right]$, and the $E_{n}$, for natural numbers $n$, then become isobaric polynomials of weight $n$ over $\mathbb{Q}$ in the indeterminates $a_{m}$ for $m \in \mathbb{N}(S)$. However, the following generalization of a theorem of Dieudonné ([Dieu52]) shows, that actually all $E_{n}$ have coefficients in $\mathbb{Z}_{S}$.
1.12 Lemma. The sequence $\left\{E_{n} \mid n \geq 0\right\}$ is a sequence of divided powers in $\mathcal{A}_{S}:=$ $\mathbb{Z}_{S}\left[\mathrm{~A}_{S}\right]$. Consequently $\mathcal{A}_{S}$ is a bialgebra over $\mathbb{Z}_{S}$. Also, $P\left(\mathcal{A}_{S}\right)=\mathbb{Z}_{S}\left\{\sigma_{S}\right\}$, the $\mathbb{Z}_{S^{-}}$ module span of all $\sigma_{m}, m \in \mathbb{N}(S)$.
proof: Let $m$ be the smallest integer such that $E_{m}=\sum_{\beta} e_{\beta} a^{\beta} \notin \mathbb{Z}_{S}\left[\mathrm{~A}_{S}\right]$, and let $\beta$ be a multi-index such that $e_{\beta} \notin \mathbb{Z}_{S}$. Then $m \notin \mathbb{N}(S)$. Consider the following relation:

$$
\Delta E_{m}-E_{m} \otimes 1-1 \otimes E_{m}=\sum_{i+j=m, i, j \neq 0} E_{i} \otimes E_{j} \in \mathbb{Z}_{S}\left[\mathrm{~A}_{S}\right] \otimes \mathbb{Z}_{S}\left[\mathrm{~A}_{S}\right]
$$

We have the following two possibilities:
$1^{0}$ ) There is an index $i$ such that $\beta=\left(\beta_{1}, \ldots, \beta_{r}\right)$ with $\beta_{i}, \beta_{r} \neq 0, i \neq r$. We then find that the coefficient of $\mathrm{a}_{1}^{\beta_{1}} \ldots \mathrm{a}_{r-1}^{\beta_{r-1}} \otimes \mathrm{a}_{r}^{\beta_{r}}$ in the left hand side of this relation is $e_{\beta}$. Therefore $e_{\beta}$ is an element of $\mathbb{Z}_{S}$. This is a contradiction.
$\left.2^{o}\right) \beta=\left(\beta_{r}\right)$, so because of weight considerations $\beta_{r}=m / r$. Now the coefficient $c_{a}$ of $a_{r}^{a} \otimes a_{r}^{\beta_{r}-a}$ in the left hand side of the relation is seen to be

$$
c_{a}=e_{\beta}\binom{\beta_{r}}{a} \in \mathbb{Z}_{S}, \quad a=1, \ldots, \beta_{r}-1
$$

The gcd of all $c_{a}$ is $p e_{\beta}$ if $\beta_{r}=p^{n}$ (for some prime $p$ and $n \in \mathbb{N}$ ) and is $e_{\beta}$ otherwise. But in any event $\beta_{r} \notin \mathbb{N}(S)$ (as $r \beta_{r}=m \notin \mathbb{N}(S)$ already) so in the first situation $p$ is invertible in $\mathbb{Z}_{S}$. Therefore $e_{\beta} \in \mathbb{Z}_{S}$ and this again leads us to a contradiction.

We call $\mathcal{A}_{S}$ the bialgebra of the $S$-typical symmetric functions. Notice that we have a homomorphism of bialgebras $\mathcal{A} \rightarrow \mathcal{A}_{S}$ defined by $\sigma_{n} \mapsto 0$ if $n \notin \mathbb{N}(S)$ and $\sigma_{n} \mapsto \sigma_{n}$ for $n \in \mathbb{N}(S)$.
1.13 Let $H \in \mathrm{cHopf}_{R}$. A basis $\phi=\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ for $H$ considered as an $R$-module is called a structural basis if

$$
\Delta \phi_{I}=\sum_{L+K=I} \phi_{L} \otimes \phi_{K} .
$$

A DPS-Hopf algebra over $R$ is a pair $(H, \phi)$, where $H \in \mathrm{cHopf}_{R}$ and $\phi$ is a structural basis for $H$. But we usually just say $H$ is a DPS-Hopf algebra. A morphism of DPSHopf algebras is a morphism between the underlying Hopf algebras. Especially an isomorphism of DPS-Hopf algebras may be considered as a change of structural basis. The category of DPS-Hopf algebras over $R$ will be denoted as DPS-cHopf ${ }_{R}$. The dimension of a DPS-Hopf algebra is defined as the cardinality of $E$. Notice that for $H \in \mathrm{DPS}_{-\mathrm{cHopf}_{R}}$ we have that $P(H)=R\left\{\phi_{\epsilon_{i}}\right\}\left(i \in E, \epsilon_{i}\right.$ is the $i$-th unit multi-index).
1.14 Remark. -Recall that we have (subsection 0.2) adopted the convention that the index set $E$ is finite. One might also define the notion of a DPS-Hopf algebra for infinite index sets $E$. A non-trivial example of such a DPS-Hopf algebra is $\mathcal{A}$ (note that the $\mathbb{Z}$-module basis $\left\{\mathrm{a}^{I} \mid I \in \mathrm{MI}(\mathbb{N})\right\}$ is not structural). For a proof of this fact see [Scho].
-We might define a DPS-bialgebra as a bialgebra which admits a structural basis. In the sequel we will see, however, that a DPS-bialgebra always admits an antipode.
1.15 Let $H \in \mathrm{DPS}-\mathrm{cHopf}_{R}$ and $f: R \rightarrow R^{\prime}$ a ring homomorphism. Then we define $f_{*}(H) \in \mathrm{DPS}-\mathrm{cHopf}_{R^{\prime}}$ by the following procedure: Let $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ be
a structural basis for $H$ with algebra structure defined by

$$
\phi_{I} \phi_{J}=\sum_{K} a_{I, J, K} \phi_{K} .
$$

Then $f_{*}(H)$ is the DPS-Hopf algebra over $R^{\prime}$ defined as the free $R^{\prime}$-module on the structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ and with algebra structure defined by

$$
\phi_{I} \phi_{J}=\sum_{K} f\left(a_{I, J, K}\right) \phi_{K} .
$$

One easily checks that $f_{*}(H)$ is indeed a Hopf algebra.
1.16 Denote for $H \in \mathrm{cBialg}_{R}$ the linear dual as $H^{*}$, and for a topological bialgebra $H$ the continuous linear dual as $H^{* c}$. (The continuous linear dual consists of all linear functionals which are continuous.) Let $X_{E}$ be the set $\left\{X_{e} \mid e \in E\right\}$. For an $H \in \mathrm{DPS}-\mathrm{cHopf}_{R}$ with structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ the linear dual $H^{*}$ has the following properties.
1.17 Proposition. Let $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}$ with structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$. Then
(i) $H^{*} \cong R\left[\left[X_{E}\right]\right]$ as $R$-algebras.
(ii) $H^{*}$ is a topological bialgebra under the $X_{E}$-adic topology.
(iii) $\left(H^{*}\right)^{*_{c}} \cong H$.
proof: (i): Let $H \in \mathrm{DPS}-\mathrm{cHopf}_{R}$ with structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$. Let $\delta_{I, \bullet}: H \rightarrow R$ be defined by $\delta_{I, \bullet}\left(\phi_{J}\right):=\delta_{I, J}$. (Thus $\delta_{I, J}=1$ if $I=J$ and $\delta_{I, J}=0$ if $I \neq J$.) Then the isomorphism of $R$-algebras between $H^{*}$ and $R\left[\left[X_{E}\right]\right]$ is given by $\delta_{I, \bullet} \mapsto X^{I}$. (Indeed use:

$$
\delta_{I, \bullet} . \delta_{J, \bullet}=\left(\delta_{I, \bullet} \otimes \delta_{J, \bullet}\right) \circ \Delta=\delta_{I+J, \bullet}
$$

(ii) Straightforward dualization. (Notice $(H \otimes H)^{*} \cong H^{*} \hat{\otimes} H^{*}$ as topological $R$ algebras because of (i).)
(iii): Continuous linear functionals on $H^{*}$ are zero on monomials of sufficiently high degree, so an $R$-module basis for $\left(H^{*}\right)^{*_{c}}$ is given by $\delta_{X^{I}, \bullet},(I \in \mathrm{MI}(E))$. This basis is easily seen to be structural. The isomorphism $\left(H^{*}\right)^{* c} \cong H$ now is given by $\delta_{X^{I}, \bullet} \mapsto \phi_{I}$.
Note that we have used the cocommutativity.
1.18 Let $H, H^{\prime} \in$ DPS-cHopf ${ }_{R}$ and $f: H \rightarrow H^{\prime}$ a homomorphism of Hopf algebras. Then $f^{*}: H^{\prime *} \rightarrow H^{*}$ is a homomorphism of topological Hopf algebras, completely determined by $f^{*}\left(X_{e}^{\prime}\right), e \in E^{\prime}$.

Conversely: Of course, if $T, T^{\prime}$ are topological Hopf algebras over $R$, isomorphic as topological algebras to $R\left[\left[X_{E}\right]\right]$ respectively $R\left[\left[X_{E^{\prime}}\right]\right]$, then any homomorphism $f: T \rightarrow T^{\prime}$ induces a homomorphism of DPS-Hopf algebras $f^{*}: T^{*} \rightarrow T^{*}$.
We denote the full subcategory of $\mathrm{cHopf}_{R}$ consisting of all topological Hopf algebras over $R$, isomorphic as topological $R$-algebras to $R\left[\left[X_{E}\right]\right]$, for some finite index set $E$, as smooth-cHopf ${ }_{R}$. As we have seen in the proof of proposition 1.17, part (iii), if $H \in$ smooth-cHopf ${ }_{R}$, then $H^{*} \in \operatorname{DPS}-\mathrm{cHopf}_{R}$.
1.19 Corollary. (Cartier) The categories DPS-cHopf ${ }_{R}$ and smooth-cHopf ${ }_{R}$ are anti-equivalent.
1.20 The following will often be useful to us: Let $Y_{i} \in H^{*}, i \in E$ be algebraically independent such that $R\left[\left[Y_{E}\right]\right]=H^{*}$. Then we define an isomorphism of topological algebras $\Phi: R\left[\left[Z_{E}\right]\right] \rightarrow H^{*}$ by $\Phi\left(Z_{i}\right):=Y_{i}(i \in E)$. We extend this to an isomorphism of topological Hopf algebras by defining $\Delta\left(Z_{i}\right):=\Phi^{-1}\left(\Delta\left(Y_{i}\right)\right)$.

## 2 Curves

2.1 A curve in a bialgebra $H$ over $R$ is a bialgebra morphism $\phi: \mathcal{A} \rightarrow H$, or equivalently, $\phi$ is given by a sequence of divided powers $\left\{\phi_{i}:=\phi\left(\mathrm{a}_{i}\right) \mid i \geq 0\right\}$ in $H$. We will usually write $\phi$ as an element of $H[[t]]: \phi=\sum_{i \geq 0} \phi_{i} t^{i}$. We denote the set of curves as $C(H)$. We define the $m$-th ghost component of $\phi \in C(H)$ as $r_{m}(\phi):=\phi\left(\sigma_{m}\right)$ (recall $\sigma_{m} \in \mathcal{A}$ ). We give the set $C(H)$ a topology by considering $C(H)$ as a subset of $H[[t]]$, endowed with the $t$-adic topology.
2.2 If $H \in \mathrm{cBialg}_{R}$ and $H$ has no additive torsion (or equivalently, $H$ flat over $\mathbb{Z}$ ), then as in lemma 1.9 we may write in $\mathbb{Q} \otimes H[[t]]$

$$
\phi=\sum_{i \geq 0} \phi_{i} t^{i}=\exp \left(\sum_{m \in \mathbb{N}} \frac{r_{m}(\phi)}{m} t^{m}\right)
$$

So in this case the curve $\phi$ is determined by the set $\left\{r_{m}(\phi) \mid m \geq 1\right\}$ of (primitive) ghost components.
2.3 Lemma. $C(H)$ becomes an abelian group if we define

$$
\phi+\psi:=\mu_{H} \circ(\phi \otimes \psi) \circ \Delta_{\mathcal{A}}, 1_{C(H)}\left(\mathrm{a}_{i}\right):=\delta_{0, i} \text { and }-\phi:=\phi \circ \gamma_{\mathcal{A}} .
$$

As an element of $H[[t]]$ the curve $\phi+\psi$ is obtained by multiplication of power series. For the ghost components we have the relations:

$$
r_{m}(\phi+\psi)=r_{m}(\phi)+r_{m}(\psi), r_{m}(-\phi)=-r_{m}(\phi)
$$

2.4 The following obvious observation will often be useful: Let $H$ have no additive torsion, $\phi \in C(H)$ and suppose $\phi_{i}=0(1 \leq i<n)$ or equivalently $r_{m}(\phi)=0$ $(1 \leq m<n)$. Then $\phi_{n}=r_{n}(\phi) / n \in P(H)$ (Newton relation).
2.5 If $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}$ with structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ we still have another presentation of curves. Notice that $R$-algebra morphisms of $H^{*}$ to $R[[t]]$ (with the $t$-adic topology) are necessarily continuous.
2.6 Lemma. Let $H \in \mathrm{DPS}_{-\mathrm{cHopf}_{R} \text {. We have an isomorphism of groups }}$

$$
C(H) \cong \operatorname{Alg}_{R}\left(H^{*}, R[[t]]\right)
$$

proof: By lemma 1.17 we know that $H^{*} \cong R\left[\left[X_{E}\right]\right]$ as topological $R$-algebras.
If $\phi=\sum \phi_{i} t^{i} \in C(H)$, we define $\tilde{\phi} \in \operatorname{Alg}_{R}\left(H^{*}, R[[t]]\right)$ by $\tilde{\phi}\left(X_{e}\right):=\sum\left\langle X_{e}, \phi_{i}\right\rangle t^{i}$, $e \in E$.
Conversely: Assume that $\psi \in \operatorname{Alg}_{R}\left(H^{*}, R[[t]]\right)$. Then we may write $\psi=\sum \psi_{i} t^{i}$ for $\psi_{i} \in H^{* *}$. Since $\psi$ necessarily is continuous, we have that $\psi\left(X_{e}\right) \in t R[[t]$, and therefore that $\psi_{i}$ is zero on monomials of total degree greater than $i$. So especially $\psi_{i}$ is continuous and thus may be considered as an element of $H$. That the sequence $\left.{ }_{\text {, }} \psi_{i} \mid i \geq 0\right\}$ is a sequence of divided powers follows from

$$
\sum_{n}\left\langle\Delta \psi_{n}, x \otimes y\right\rangle t^{n}=\psi(x y)=\psi(x) \psi(y)=\sum_{n}\left\langle\sum_{i+j=n} \psi_{i} \otimes \psi_{j}, x \otimes y\right\rangle t^{n}
$$

2.7 An $S$-typical curve in a $\mathbb{Z}_{S}$-bialgebra $H$ is a curve which factors via $\mathcal{A}_{S}$ or equivalently a morphism of bialgebras $\mathcal{A}_{S} \rightarrow H$. Such a curve is determined by the values on the elements of $\mathrm{A}_{S}$. If moreover $H$ has no additive torsion, an $S$-typical curve can therefore be written as

$$
\phi=\sum_{i \geq 0} \phi_{i} t^{i}=\exp \left(\sum_{m \in \mathbb{N}(S)} \frac{r_{m}(\phi)}{m} t^{m}\right)
$$

The set of all $S$-typical curves is denoted $C_{S}(H)$. We will usually write $\sum_{S}$ or $\sum_{S, m}$ instead of $\sum_{m \in \mathbb{N}(S)}$. Since $\mathcal{A}_{S}$ is a subHopf algebra of $\mathbb{Z}_{S} \otimes \mathcal{A}$ we see from lemma 2.3 that $C_{S}(H)$ is a subgroup of $C(H)$.
2.8 If $f: H \rightarrow H^{\prime}$ is a homomorphism of bialgebras, then we denote by $C(f)$ : $C_{S}(H) \rightarrow C_{S}\left(H^{\prime}\right)$ the induced homomorphism of groups sending $\phi \in C_{S}(H)$ to $f \circ \phi \in C_{S}\left(H^{\prime}\right)$. Note that we have $(C(f) \phi)_{n}=f(\phi)_{n}$.

## Operators on the group of curves

2.9 Following Cartier, we will define three types of operators on $C_{S}(H), H \in$ $\mathrm{cBialg}_{R}$. For $a \in \mathbb{N}(S)$ we will define $V_{a}$, the $a$-th Verschiebung, and $F_{a}$, the $a$-th Frobenius operator, and for $r \in R$ we will define $[r]$, the Witt operator or homothety.
Since there are some subtilities involved which tend to mess up a clear understanding, we introduce some additional notations.
2.10 Recall that for a generic $\lambda, \mathcal{A}_{\lambda}:=\mathbb{Z}[\lambda] \otimes \mathcal{A}$ and $\mathcal{A}_{S, \lambda}:=\mathbb{Z}[\lambda] \otimes \mathcal{A}_{S}$ are bialgebras over $\mathbb{Z}[\lambda]$ and $\mathbb{Z}_{S}[\lambda]$ respectively, obtained by extension of scalars. Also let $\rho_{r}: \mathbb{Z}[\lambda] \rightarrow R$ for $r \in R$, be defined by $\rho_{r}(\lambda):=r$. We will define $F_{a}^{e}, V_{a}^{e} \in$ End ${ }_{\mathrm{cBialg}}(\mathcal{A})$ and $[\lambda]^{e} \in \operatorname{cBialg}{ }_{\mathbb{Z}}\left(\mathcal{A}, \mathcal{A}_{\lambda}\right)$ and use these to define

$$
F_{a} \phi:=\phi \circ F_{a}^{e}, V_{a} \phi:=\phi \circ V_{a}^{e} \text { and }[r] \phi:=\left(\rho_{r} \otimes \phi\right) \circ[\lambda]^{e} .
$$

Especially we have thus defined generic operators $F_{a}^{g}, V_{a}^{g}$ on $C(\mathcal{A})$ and $[\lambda]$ on $C\left(\mathcal{A}_{\lambda}\right)$. We then have, for example, that $F_{a}^{g}\left(\operatorname{ld}_{\mathcal{A}}\right)=F_{a}^{e}$. Therefore defining $F_{a}^{e}$ is equivalent to giving the curve $F_{a}^{g}\left(\operatorname{ld}_{\mathcal{A}}\right) \in C(\mathcal{A})$. The same applies for the other operators. Notice that the ring generated by all $F_{a}^{e}, V_{a}^{e},[\lambda]^{e}$ is the opposite ring of the ring generated by all $F_{a}^{g}, V_{a}^{g},[\lambda]$. Hence we see that in order to prove relations between $F_{a}^{e}, V_{a}^{e}$ and $[\lambda]^{e}$ (and thus the "opposite" of these relations hold between $F_{a}, V_{a}$ and $[r]$ on $C(H), H \in \mathrm{cBialg}_{R}$ ) it suffices to prove the corresponding relations for $F_{a}^{g}, V_{a}^{g}$ and $[\lambda]$ on $C\left(\mathcal{A}_{\lambda}\right)$. We will say that it suffices to check the relations generically. But as $\mathcal{A}_{\lambda}$ has no additive torsion we may restrict ourselves to checking the relations we want to prove for the ghost components. This fact will turn out to be a strong tool, for example lemma 2.16 now is reduced to almost a triviality, contrary to [ Haz ], 16.2.
2.11 We start by defining $V_{a}^{e}$. Under the notations of 1.10 , we easily define $V_{a}^{e}$ by

$$
V_{a}^{e}\left(\mathrm{a}_{m}\right):=\mathrm{a}_{m / / a}
$$

(where $\mathrm{a}_{m / / a}:=\mathrm{a}_{m / a}$ if $a \mid m$ and $\mathrm{a}_{m / / a}:=0$ if $a \nmid m$ ), or equivalently,

$$
V_{a}^{g}\left(\operatorname{ld}_{\mathcal{A}}\right)=V_{a}^{g}\left(\sum_{n \geq 0} \mathrm{a}_{n} t^{n}\right):=\sum_{n \geq 0} \mathrm{a}_{n} t^{a n}
$$

or equivalently,

$$
V_{a}^{g}\left(\operatorname{Id}_{\mathcal{A}}\right)=V_{a}^{g}\left(\exp \left(\sum \frac{\sigma_{m}}{m} t^{m}\right)\right):=\exp \left(\sum \frac{\sigma_{m}}{m} t^{a m}\right)
$$

From 2.11 .1 or 2.11 .2 one immediately has that $V_{a}^{e}$ is a $\mathbb{Z}$-algebra endomorphism, while from 2.11 .3 one has (using lemma 1.9) that $V_{a}^{g}\left(\mathrm{Id}_{\mathcal{A}}\right)$ is a coalgebra morphism $\mathcal{A} \rightarrow \mathbb{Q} \otimes \mathcal{A}$. Thus $V_{a}^{g}\left(\operatorname{ld}_{\mathcal{A}}\right) \in C(\mathcal{A})$.
2.12 The generic Witt operator $[\lambda]$ is also easily defined by

$$
[\lambda]^{e}\left(\mathrm{a}_{m}\right):=\lambda^{m} \mathrm{a}_{m},
$$

or equivalently,

$$
[\lambda]\left(\operatorname{Id}_{\mathcal{A}}\right)=[\lambda]\left(\sum_{n \geq 0} a_{n} t^{n}\right):=\sum_{n \geq 0} a_{n} \lambda^{n} t^{n}
$$

or equivalently,

$$
[\lambda]\left(\mathrm{Id}_{\mathcal{A}}\right)=[\lambda]\left(\exp \left(\sum \frac{\sigma_{m}}{m} t^{m}\right)\right):=\exp \left(\sum \frac{\sigma_{m}}{m} \lambda^{m} t^{m}\right)
$$

Again: From 2.12 .1 or 2.12 .2 one immediately has that $[\lambda]^{e}$ is an $\mathbb{Z}$-algebra morphism $\mathcal{A} \rightarrow \mathcal{A}_{\lambda}$, while from 2.12 .3 one has (using lemma 1.9) that $[\lambda]\left(\mathrm{Id}_{\mathcal{A}}\right) \in$ $C\left(\mathbb{Q} \otimes \mathcal{A}_{\lambda}\right)$. Thus $[\lambda]\left(\mathrm{Id}_{\mathcal{A}}\right) \in C\left(\mathcal{A}_{\lambda}\right)$.
2.13 For the ghost components we find the following relation

$$
r_{m}\left(V_{a}^{g}(\phi)\right)=V_{a}^{g}(\phi)\left(\sigma_{m}\right)=\phi\left(V_{a}^{e}\left(\sigma_{m}\right)\right)=\phi\left(a \sigma_{m / / a}\right)=a r_{m / / a}(\phi)
$$

Analogously we find $r_{m}([\lambda](\phi))=\lambda^{m} r_{m}(\phi)$.
2.14 The generic Frobenius operator is defined in terms of ghost components as follows

$$
r_{m}\left(F_{a}^{g}\left(\operatorname{ld}_{\mathcal{A}}\right)\right):=\sigma_{a m} .
$$

So we clearly have that $F_{a}^{g}\left(\operatorname{ld}_{\mathcal{A}}\right) \in C(\mathbb{Q} \otimes \mathcal{A})$, but we have to check whether $F_{a}^{g}\left(\operatorname{ld}{ }_{\mathcal{A}}\right)$ is still defined over $\mathcal{A}$. For this let $\zeta_{a}$ be a primitive $a$-th root of unity. From $\sum_{i=1}^{a} \zeta_{a}^{i m}=a \delta_{a,(m, a)}$ we see that

$$
\begin{aligned}
V_{a}^{g} F_{a}^{g}\left(\mathrm{ld}_{\mathcal{A}}\right) & =\exp \left(\sum \frac{\sigma_{a m}}{a m} a t^{a m}\right)=\exp \left(\sum \frac{\sigma_{m}}{m}\left(\sum_{i=1}^{a} \zeta_{a}^{i m}\right) t^{m}\right) \\
& =\sum_{i=1}^{a}\left[\zeta_{a}^{i}\right] \mathrm{ld} \mathcal{A}_{\mathcal{A}} .
\end{aligned}
$$

Since $\sum_{i=1}^{a}\left[\zeta_{a}^{i}\right]{ }^{1 d} \mathcal{A}_{\mathcal{A}}$ is invariant under all $\rho \in \mathrm{Gal}(\mathbb{Q}(\zeta) / \mathbb{Q})$, we see that $V_{a}^{g} F_{a}^{g}\left(\operatorname{ld} \mathcal{A}_{\mathcal{A}}\right) \in$ $C(\mathcal{A})$. Therefore $F_{a}\left(\operatorname{ld}_{\mathcal{A}}\right) \in C(\mathcal{A})$, as $V_{a}^{g}$ does not change the ring of definition (2.11.1).
2.15 From the relations for the ghost components we immediately see that all three types of operators may be restricted to $S$-typical groups of curves. However for $a \notin \mathbb{N}(S)$ we have that $F_{a}$ and $V_{a}$ become the trivial operators.
2.16 Lemma. We have the following relations among the generic Frobenius, the generic Verschiebung and the generic Witt operators on the group $C\left(\mathcal{A}_{\lambda, \mu}\right)$

$$
\begin{gathered}
V_{1}^{g}=F_{1}^{g}=[1]=\mathrm{Id}_{\mathcal{A}}, \\
{[\lambda][\mu]=[\lambda \mu], V_{a}^{g} V_{b}^{g}=V_{a b}^{g}, F_{a}^{g} F_{b}^{g}=F_{a b}^{g},} \\
{[\lambda] V_{a}^{g}=V_{a}^{g}\left[\lambda^{a}\right], F_{a}^{g}[\lambda]=\left[\lambda^{a}\right] F_{a}^{g},} \\
F_{a}^{g} V_{a}^{g}=a, F_{a}^{g} V_{b}^{g}=V_{b}^{g} F_{a}^{g} \text { if }(a, b)=1 .
\end{gathered}
$$

2.17 Let $R$ have characteristic $p>0$. We will show that in $C_{S}(H), H \in \operatorname{cBialg}_{R}$ the operators $F_{p}$ and $V_{p}$ commute. Consider the generic relation

$$
\left(p-V_{p}^{g} F_{p}^{g}\right) \mathrm{Id}_{\mathcal{A}}=\exp \left(p \sum_{m \in \mathbb{M}_{p \mathbb{N}}} \frac{\sigma_{m}}{m} t^{m}\right)
$$

We immediately find the right hand side to be a curve in $p \mathbb{Z}_{(p)} \otimes \mathcal{A}$ (but actually it is, of course, a curve in $p \mathcal{A}$ since the left hand side is a curve in $\mathcal{A}$ ). Therefore after reducing we find that $p=V_{p} F_{p}$ as operators of $C_{S}(H)$, and thus (using lemma 2.16) we have shown $V_{p} F_{p}=p=F_{p} V_{p}$.
2.18 If $f: H \rightarrow H^{\prime}$ is a homomorphism of bialgebras, then $C(f)$ (see 2.8) commutes with $F_{a}, V_{a}$ and $C(f)[r] \phi=[f(r)] C(f) \phi$, as one easily checks.

## Topology and convergence

We will show that $C_{S}(H)$ is a complete separated (or Hausdorff) topological group. (Recall that separated means that any two different curves have non-intersecting neighbourhoods.)
2.19 Lemma. The group $C_{S}(H)$ is filtered by $\left\{V_{a} C_{S}(H) \mid a \in \mathbb{N}(S)\right\}$ and is complete in the following sense: Any sequence $\sum_{a \in \mathbb{N}(S)} V_{a} \psi_{a}$ for $\psi_{a} \in C_{S}(H)$, converges in $C_{S}(H)$ (We will say that $C_{S}(H)$ is $V$-complete).
proof: Observe that $r_{m}\left(V_{a} \phi\right)=0$ for $m<a$.
It is easy to see that $[\lambda], \lambda \in R$ and $F_{a}, a \in \mathbb{N}(S)$ are continuous operators with respect to this topology on $C_{S}(H)$.
2.20 We define $\pi_{t}: C_{S}(H) \rightarrow P(H)$ by

$$
\pi_{t}\left(\sum_{i \geq 0} \phi_{i} t^{i}\right):=\phi_{1}=r_{1}(\phi)
$$

Then it is easily seen that $\pi_{t}$ is a group homomorphism.
A set of curves $\left\{\psi_{i}\right\}$ ( $i \in I$ for some set $I$ ) such that $\left\{\pi_{t} \psi_{i}\right\}$ is a basis for $P(H)$ is called a fundamental set of curves
2.21 Let $H$ be the bialgebra $\mathbb{Z}[\sigma]$, for an indeterminate primitive $\sigma$. We will prove that $C(H)=\{0\}$, which shows that $\pi_{t}$ is in general not surjective.
Suppose $0 \neq \psi \in C(H)$. Without loss of generality we may assume that $\psi_{1} \neq 0$, so $\psi_{1}=z \sigma, z \in \mathbb{Z}-\{0\}$. Write the curve $\psi$ as $\exp \left(\sum m^{-1} r_{m}(\psi) t^{m}\right)$ in $C\left(H_{\mathbb{Q}}\right)$. Notice that $r_{m}(\psi)=z_{m} \sigma, z_{m} \in \mathbb{Z}$. Then we find from the Newton relation that $\psi_{i}=z^{i} \sigma^{i} / i!+$ lower order terms in $\sigma$. Thus $\psi_{i} \notin \mathbb{Z}[\sigma]$ for $i>|z|$.
2.22 Lemma. Let $I$ be a finite index set and let $\left\{\psi_{i} \mid i \in I, \psi_{i} \in C_{S}(H)\right\}$ be such that $\left\{\pi_{t}\left(\psi_{i}\right) \mid i \in I\right\}$ is a generating set for $\pi_{t}\left(C_{S}(H)\right)$. Then $\phi \in C_{S}(H)$ can be written as

$$
\phi=\sum_{a \in \mathbb{N}(S), i \in I} V_{a}\left[\lambda_{a, i}\right] \psi_{i}, \quad \lambda_{a, i} \in R .
$$

If $\left\{\pi_{t}\left(\psi_{i}\right) \mid i \in I\right\}$ is a basis for $\pi_{t}\left(C_{S}(H)\right)$, then the above expression is unique. So $C_{S}(H)$ is separated.
proof: Suppose $\phi_{m}=\left(\sum_{S, a<n, i \in I} V_{a}\left[\lambda_{a, i}\right] \psi_{i}\right)_{m}$, for $m<n$. Then by observation 2.4 we have that $\left(\phi-\sum_{S, a<n, i \in I} V_{a}\left[\lambda_{a, i}\right] \psi_{i}\right)_{n}$ is primitive. We therefore may write

$$
\left(\phi-\sum_{a<n, i \in I} V_{a}\left[\lambda_{a, i}\right] \psi_{i}\right)_{n}=\sum_{i \in I} \lambda_{n, i} \pi_{t}\left(\psi_{i}\right)=\pi_{t}\left(\sum_{i \in I}\left[\lambda_{n, i}\right] \psi_{i}\right)
$$

for some $\lambda_{n, i} \in R$. But then $\phi_{m}=\left(\sum_{S, a \leq n, i \in I} V_{a}\left[\lambda_{a, i}\right] \psi_{i}\right)_{m}$, for $m \leq n$.
2.23 Let $H$ be a DPS-Hopf algebra over $R$ with structural basis $\left\{\phi_{I} \mid I \in \operatorname{MI}(E)\right\}$. Let $\epsilon_{i}(i \in E)$ denote the $i$-th unit multi-index. Then we define the $i^{\text {th }}$ canonical curve $\phi_{H, i}$ by

$$
\phi_{H, i}:=\sum_{n \in \mathbb{N}} \phi_{n \epsilon_{i}} t^{n}
$$

(This is indeed a curve!) Notice that $r_{1}\left(\phi_{H, i}\right)=\phi_{\epsilon_{i}}$, and that the tempting definition $\psi_{i}:=\exp \left(\phi_{\epsilon_{i}} t\right)$ does only give a curve in $C(H)$ if $R \in \mathrm{CUR}_{\mathbb{Q}}$.
2.24 Corollary. Let $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}$ and $\phi \in C(H)$. Then $\phi$ can be uniquely written as

$$
\phi=\sum_{a \in \mathbb{N}, i \in E} V_{a}\left[\lambda_{a, i}\right] \phi_{H, i} \quad \lambda_{a, i} \in R .
$$

proof: The set $\left\{\pi_{t}\left(\phi_{H, i}\right) \mid i \in E\right\}=\left\{\phi_{\epsilon_{i}} \mid i \in E\right\}$ is a basis for $\pi_{t}(C(H))=P(H)$, so by lemma 2.22 we are done.

## Module structure

2.25 The group $C_{S}(H)$ is a module over the ring generated by all operators $F_{a}, V_{a}$ and $[\lambda](a \in \mathbb{N}(S), \lambda \in R)$. We will formalize this a little bit. Let $\operatorname{Cart}_{S}(R)$ be defined as set of formal sums of symbols by

$$
\operatorname{Cart}_{S}(R):=\left\{\sum_{a, b \in \mathbb{N}(S)} V_{a}\left[\lambda_{a, b}\right] F_{b} \mid \lambda_{a, b} \in R, \#\left\{b \mid \lambda_{a, b} \neq 0\right\}<\infty \text { for all } a\right\}
$$

Since $C_{S}(H)$ is $V$-complete, we may interpret the elements of $\operatorname{Cart}_{S}(R)$ as welldefined operators on $C_{S}(H), H \in \mathrm{cBialg}_{R}$. As such $\operatorname{Cart}_{S}(R)$ may be considered as a subset of the ring of operators on $C_{S}(H)$. From lemmas 2.16 and lemma 2.26 below we see that $\operatorname{Cart}_{S}(R)$ actually is a subring and that the ring structure is independent of $H$. Using 2.18 we conclude that $\operatorname{Cart}_{S}(\bullet)$ may even be considered as a functor CUR $\rightarrow$ UR.
2.26 Lemma. Let $\mathcal{A}_{S, \mu, \lambda}:=\mathbb{Z}[\mu, \lambda] \otimes \mathcal{A}_{S}$ be the bialgebra over $\mathbb{Z}_{S}(\mu, \lambda)$ (for generic $\mu, \lambda$ ), obtained by extension of scalars. We then have the following relation of generic operators on $C_{S}\left(\mathcal{A}_{S, \mu, \lambda}\right)$

$$
[\lambda]+[\mu]=\sum_{S} V_{a}^{g}\left[\nu_{a}\right] F_{a}^{g}
$$

with unique $\nu_{a} \in \mathbb{Z}[\lambda, \mu]$.
proof: One easily checks that $r_{m}\left(\sum_{S} V_{a}^{g}\left[\nu_{a}\right] F_{a}^{g}{ }^{\text {Id }}{ }_{\mathcal{A}_{S, \mu, \lambda}}\right)=\sum_{d \mid m} d \nu_{d}^{m / d} \sigma_{m}$. So assume that we found $\nu_{a} \in \mathbb{Z}[\lambda, \mu]$ for $a<n, n \in \mathbb{N}(S)$ such that $r_{m}([\lambda]]_{\mathcal{A}_{s, \mu, \lambda}}+$ $[\mu]$ Id $\left.\mathcal{A}_{S, \mu, \lambda}\right)=r_{m}\left(\sum_{S} V_{a}\left[\nu_{a}\right] F_{a}\right.$ Id $\left._{\mathcal{A}_{S, \mu, \lambda}}\right)$ for $m<n$. Now consider the relation in $C(\mathbb{Q}[\lambda, \mu] \otimes \mathcal{A}) \supset C_{S}\left(\mathbb{Q}[\lambda, \mu] \otimes \mathcal{A}_{S}\right)$

$$
\left([\lambda]+[\mu]-\sum_{a<n} V_{a}^{g}\left[\nu_{a}\right] F_{a}^{g}\right) \operatorname{ld}_{\mathcal{A}_{S, \mu, \lambda}}=\left(\sum_{a \geq n} V_{a}^{g}\left[\nu_{a}\right] F_{a}^{g}\right) \operatorname{ld}_{\mathcal{A}_{S, \mu, \lambda}}
$$

Then we find by comparing the coefficients of $t^{n}$ in both sides and using observation 2.4, that

$$
\frac{\lambda^{n}+\mu^{n}-\sum_{d \mid n, d \neq n} d \nu_{d}^{n / d}}{n} \sigma_{n}=\frac{n \nu_{n}}{n} \sigma_{n} .
$$

Now, since $C\left(\mathcal{A}_{\lambda, \mu}\right)$, is a group the left hand side of 2.26 .1 is an element of $C\left(\mathcal{A}_{\lambda, \mu}\right)$, therefore the left hand side of 2.26 .2 is an element of $\mathcal{A}_{\lambda, \mu}$. But then there is a unique $\nu_{n} \in \mathbb{Z}[\lambda, \mu]$ such that $\left.\left.r_{n}\left(\sum_{S} V_{a}^{g}\left[\nu_{a}\right] F_{a}^{g}{ }^{\text {Id }}{ }_{\mathcal{A}_{s, \mu, \lambda}}\right)=r_{n}([\lambda]]_{\mathcal{A}_{S, \mu, \lambda}}+[\mu]\right]_{\mathcal{A}_{S, \mu, \lambda}}\right)$.

We denote the $\operatorname{Cart}_{S}(R)$-module structure by $\odot$ on places where confusion might arise.
2.27 Remark. - The proof of lemma 2.26 is based on the very small trick:"use the group structure of $C(\mathcal{A})$ ". We will use this technique several times more, and each time it replaces some (ad hoc) integrality lemma in [Haz] (for instance, the proof of lemma 2.26 replaces [ Haz ], 16.2.10 and 17.1.3).

- There is a more elegant, but also more involved way of defining $\operatorname{Cart}_{s}(R)$. That is, we may define $\operatorname{Cart}_{S}(R)$ as End $\left(R \otimes \mathcal{A}_{S}\right)^{\text {opp }}$ (the opposite ring of End $\left(R \otimes \mathcal{A}_{S}\right)$ ). One then needs the fact that $\mathcal{A}$ is a DPS-Hopf algebra (remark 1.14), so especially $P(R \otimes \mathcal{A})=R \otimes P(\mathcal{A})$, and the technique of lemma 2.22 to describe End $\left(R \otimes \mathcal{A}_{S}\right)$.
2.28 From lemma 2.26 we immediately see that the subset $\mathcal{W}_{S}(R)$ of $\operatorname{Cart}_{S}(R)$ defined by $\mathcal{W}_{S}(R):=\left\{\sum_{S} V_{a}\left[\lambda_{a}\right] F_{a} \mid \lambda_{a} \in R\right\}$ is a subring. One may check that $\mathcal{W}_{S}(R)$ is commutative. Thus we may consider $\mathcal{W}_{S}(\cdot)$ as functor CUR $\rightarrow$ CUR. We will study this functor in the next section.


## 3 Witt vectors and Hilbert rings

All results of this section for $S=\{p\}$ or $S=\mathcal{P}$ can be found in [Haz, $\S 17$ and $\S 27]$, or in [Laz].
3.1 We define the ring of $S$-Witt vectors or the $S$-Witt ring $W_{S}(R)$ on $R \in \mathrm{CUR}_{\mathbb{Z}_{S}}$ as follows. As a set $W_{S}(R)$ is just $R^{\mathbb{N}(S)}$. If $x \in W_{S}(R)$, then we write $x=\left(x_{n}\right)_{n \in \mathbb{N}(S)}$. The addition and multiplication on $W_{S}(R)$ are defined via transport of structure using the isomorphism of sets $\Phi_{S}(R): W_{S}(R) \rightarrow \mathcal{W}_{S}(R), \Phi_{S}(R)(x):=\sum_{S} V_{a}\left[x_{a}\right] F_{a}$. In the sequel we identify $W_{S}(R)$ and $\mathcal{W}_{S}(R)$ via $\Phi_{S}(R)$.
3.2 Classically $W(R):=W_{\mathcal{P}}(R)$ is defined by means of the Witt coordinate (polynomials) $s_{n}: R^{\mathbb{N}} \rightarrow R$ with $s_{n}(x):=\sum_{d \mid n} d x_{d}^{n / d}$. One then proves that there are unique polynomials $g_{\times, i}(x, y), g_{+, i}(x, y) \in \mathbb{Z}\left[x_{1}, \ldots, x_{i}, y_{1}, \ldots, y_{i}\right]$ for $i \in \mathbb{N}$, giving $g_{+}(x, y), g_{\times}(x, y) \in W(\mathbb{Z}[x, y])$ such that

$$
s_{n}(x)+s_{n}(y)=s_{n}\left(g_{+}(x, y)\right) \text { and } s_{n}(x) \cdot s_{n}(y)=s_{n}\left(g_{\times}(x, y)\right)
$$

3.3 Notice that in order to prove relations in $W_{S}(R)$ it is sufficient to prove these relations generically (see 2.10 ), i.e., it suffices to check these relations in $C_{S}\left(\mathcal{A}_{S, \nu}\right)$, where $\nu$ is any appropriate set of generic variables. Thus we need only to consider the ghost components. But as $r_{m}(w \phi)=s_{m}(w) r_{m}(\phi), w \in W_{S}(\mathbb{Z}[\nu]), \phi \in C_{S}\left(\mathcal{A}_{S, \nu}\right)$ we may even restrict ourselves to comparing the Witt coordinates.
For example we easily prove relations 3.2 .1 as follows. Using lemma 2.26 we see that we have unique polynomials $g_{+, i}(x, y) \in \mathbb{Z}\left[x_{1}, \ldots, x_{i}, y_{1}, \ldots, y_{i}\right]$ such that we have the following relation of operators on $C_{S}\left(\mathcal{A}_{S, x, y}\right)$

$$
\sum_{S, a} V_{a}^{g}\left[x_{a}\right] F_{a}^{g}+\sum_{S, a} V_{a}^{g}\left[y_{a}\right] F_{a}^{g}=\sum_{S, a} V_{a}^{g}\left[g_{+, a}(x, y)\right] F_{a}^{g}
$$

Using lemma 2.16 we analogously prove the statement for $g_{\times}(x, y)$.
3.4 We will define operators $\mathrm{F}_{a}, \mathrm{~V}_{a}\left(a \in \mathbb{N}(S)\right.$ ) and $[\lambda]_{W}(\lambda \in R)$ on $W_{S}(R)$. (We use the sans serif font in order to distinguish the operators on $C_{S}(H)$ from the operators on $W_{S}(R)$.) Once again $\mathrm{V}_{a}$ and $[\lambda]_{W}$ are easily defined. For $w \in W_{S}(R)$ we define

$$
\left(\vee_{a}(w)\right)_{n}:=w_{n / / a} \text { and }\left([\lambda]_{W}(w)\right)_{n}:=\lambda^{n} w_{n}
$$

or equivalently (consider $W_{S}(R)$ as subring of $\operatorname{Cart}_{S}(R)$ )

$$
\vee_{a}(w):=V_{a} w F_{a} \text { and }[\lambda]_{W}(w):=[\lambda] w
$$

3.5 From the definitions we see that $\mathrm{V}_{a}$ and $[\lambda]_{W}$ are additive. As will be clear from definition 3.4.2, the operators $[\lambda]_{W}$ and $[\lambda]$ are closely related. Therefore we will omit the subscript $W$ and just write $[\lambda], \lambda \in R$ for the operator $[\lambda]_{W}$ on $W_{S}(R)$. One immediately checks

$$
s_{m}\left(\mathrm{~V}_{a} w\right)=a s_{m / / a}(w) \text { and } s_{m}\left([\lambda]_{W} w\right)=\lambda^{m} s_{m}(w)
$$

and

$$
\vee_{a} w=\sum_{m} V_{m}\left[w_{m / / a}\right] F_{m} \in V_{a} \operatorname{Cart}_{S}(R)
$$

3.6 Define the Teichmüller map $\tau_{R}=\tau: R \rightarrow W_{S}(R)$ by $\tau(r):=(r, 0,0, \ldots)$, or equivalently $\tau(r):=[r]$. Then we have $s_{m}(\tau(r))=r^{m}$. We also find that $w \in W_{S}(R)$ can uniquely be written as:

$$
w=\sum_{S} \mathrm{~V}_{a} \tau\left(w_{a}\right)
$$

3.7 We define $\mathrm{F}_{a}$ on $W_{S}(R)$ by the generic relation in $C_{S}\left(\mathcal{A}_{S, w}\right)$ for generic $w=$ $\left(w_{n}\right), n \in \mathbb{N}(S):$

$$
\left(\mathrm{F}_{a} w\right) \oslash F_{a}^{g} \operatorname{ld}_{\mathcal{A}_{S, w}}=F_{a}^{g}\left(w \bigcirc \operatorname{ld}_{\mathcal{A}_{S, w}}\right)
$$

In order to show that $F_{a}$ is thus well-defined we use the technique of lemma 2.26. Consider in $C_{S}\left(\mathbb{Q} \otimes \mathcal{A}_{S, w}\right)$, for generic $w=\left(w_{i}\right), i \in \mathbb{N}(S)$, the relation:

$$
\left(\sum_{b} V_{b}^{g}\left[\mu_{b}\right] F_{b}^{g}\right) \circ F_{a}^{g} \operatorname{ld}_{\mathcal{A}_{S, w}}=F_{a}^{g} \circ\left(\sum_{b} V_{b}^{g}\left[w_{b}\right] F_{b}^{g}\right) \odot \operatorname{ld}_{\mathcal{A}_{S, w}}
$$

Suppose we have found $\mu_{b} \in \mathbb{Z}[w]$ for $b<n, n \in \mathbb{N}(S)$ such that the $m$-th ghost component of the left hand side is the $m$-th ghost component of the right hand side for $m<n$. Then write:

$$
\begin{aligned}
\left(\sum_{b \geq n} V_{b}^{g}\left[\mu_{b}\right] F_{b}^{g}\right) & \circ F_{a}^{g} \odot \operatorname{ld}_{\mathcal{A}_{S, w}}= \\
& F_{a}^{g} \circ\left(\sum_{b} V_{b}^{g}\left[w_{b}\right] F_{b}^{g}\right) \odot \operatorname{ld}_{\mathcal{A}_{S, w}}-\left(\sum_{b<n} V_{b}^{g}\left[\mu_{b}\right] F_{b}^{g}\right) \circ F_{a}^{g} \odot \operatorname{ld}_{\mathcal{A}_{S, w}} .
\end{aligned}
$$

Comparing the coefficients of $t^{n}$ on both sides (using observation 2.4), we conclude $\mu_{n} \in \mathbb{Z}[w]$.
3.8 For the Witt coordinates we find $s_{m}\left(\mathrm{~F}_{a} w\right)=s_{a m}(w)$, so we may obtain the relations of lemma 2.16 for $\mathrm{F}_{a}, \mathrm{~V}_{a}$ and $[\lambda]$. One may also check the following relations in $\operatorname{Cart}_{S}(R)$ for $w \in W_{S}(R), r \in R$

$$
w V_{a}=V_{a}\left(\mathrm{~F}_{a} w\right) \text { and } \mathrm{F}_{a} \tau(r)=\tau\left(r^{a}\right)
$$

If the characteristic of $R$ is $p>0$, then we find in $\operatorname{Cart}_{S}(R)$ for $w \in W_{S}(R)$

$$
p w=V_{p} F_{p} w=V_{p}\left(F_{p} w\right) F_{p}=V_{p} F_{p} w
$$

A final remark: From the defining relation for $F_{a}$ (3.7.1) one immediately finds $\mathrm{F}_{a}: W(R) \rightarrow W(R)$ to be a ring homomorphism.

## A. special homomorphism

3.9 An $S$-Hilbert ring $R$ is a $\mathbb{Z}_{S}$-algebra without additive torsion for which there are endomorphisms $\sigma_{n}, n \in \mathbb{N}(S)$ such that:

$$
\begin{aligned}
& \sigma_{n} \sigma_{m}=\sigma_{n m}, \\
& \sigma_{p} \equiv()^{p} \bmod p R, p \in S
\end{aligned}
$$

(so $\sigma_{1}=\mathrm{Id}$ ).
3.10 Warning: The finiteness of human alphabets and convention have led us to a situation that we now have two meanings for the symbol $\sigma_{m}$. On the one hand it may be a distinguished element of $\mathcal{A}_{S}$, but it may also be an endomorphism of an $S$-Hilbert ring.
3.11 Remark. The notion of an $S$-Hilbert ring should be compared with the notion of a $p$-Hilbert domain in [Dit89], page 83 ( $p$-Hilbert rings $R$ which are $p$-complete integral domains where $p R$ is a prime ideal) and the notion of a preHilbert domain in [Hov], page 27 (integral domains $R$ in which $p$ is the only non invertible rational prime and which are equipped with an endomorphism $\sigma$ such that $\sigma(x) \equiv x^{p} \bmod p R$ ). Hilbert rings arise in many places in the literature ([Hon], [Haz], [SPM], etc.) but they have never acquired a name.
3.12 Lemma. Let $R$ be an $S$-Hilbert ring and $x \in R$. Then there are unique $\lambda_{d}(x) \in R, d \in \mathbb{N}(s)$, such that $\sum_{d \mid n} d \lambda_{d}(x)^{n / d}=\sigma_{n}(x)$ for all $n \in \mathbb{N}(S)$.
proof: Let $\lambda_{d}=\lambda_{d}(x)$ for $d<m$ be given such that $\sum_{d \mid n} d \lambda_{d}^{n / d}=\sigma_{n}(x)$ for $n<m$, $n, m, d \in \mathbb{N}(S)$. Write $m=p^{r} u$ with $(p, u)=1$. Then we first notice that:

$$
\sum_{d \mid m} d \lambda_{d}^{m / d}=p^{r} \sum_{d \mid u} d \lambda_{p^{r} d}^{u / d}+\sum_{d \mid p^{r-1} u} d \lambda_{d}^{m / d}
$$

Secondly

$$
\sigma_{m}(x)=\sigma_{p}\left(\sigma_{p^{r-1} u}(x)\right)=\sum_{d \mid p^{r-1} u} d \sigma_{p}\left(\lambda_{d}\right)^{p^{r-1} u / d} \equiv \sum_{d \mid p^{r-1} u} d \lambda_{d}^{m / d} \bmod p^{r} R .
$$

We conclude that $\lambda_{m} \in \mathbb{Z}_{(p)} \otimes R$ for all $p \mid m$, so $\lambda_{m} \in R$, since $R$ has no additive $S$-torsion.
3.13 Actually the proof of lemma 3.12 implies a little bit more, namely the following slightly generalized version of [Haz], lemma 17.6.1: Let $R$ be an $S$-Hilbert ring and let $\left\{x_{n} \mid n \in \mathbb{N}(S)\right\}$ be a series of elements of $R$ such that $\sigma_{p}\left(x_{n}\right) \equiv x_{p n} \bmod p^{\operatorname{ord}_{p}(n)+1}$ for $p \in S$. Then there is a unique $x \in W_{S}(R)$ such that $s_{n}(x)=x_{n}$.
3.14 We define a homomorphism $\lambda_{S}: R \rightarrow W_{S}(R)$ for all $S$-Hilbert rings $R$ by the relation:

$$
s_{n} \circ \lambda_{S}=\sigma_{n}
$$

That $\lambda_{S}$ is thus well defined follows from lemma 3.12.
3.15 Using Witt coordinates one easily checks the following relation in $W_{S}(R)$

$$
\mathrm{F}_{a} \lambda_{S}(r)=\lambda_{S}\left(\sigma_{a}(r)\right)
$$

3.16 A trivial example of an $S$-Hilbert ring is $\mathbb{Z}_{S}$ under the trivial homomorphisms $\sigma_{p}=$ Id,$p \in S$. If $R$ is an $S$-Hilbert ring, the free polynomial ring $R\left[X_{i}\right]_{i \in I}$, for some set $I$ has a canonical $S$-Hilbert structure if we extend $\sigma_{q}$ by defining $\sigma_{q}\left(X_{i}\right):=X_{i}^{q}$ $(q \in S, i \in I)$.
3.17 An important example of an $S$-Hilbert ring is $W_{S}(R)$ for any $\mathbb{Z}_{S}$-algebra $R$, under the homomorphisms $\mathrm{F}_{a}, a \in \mathbb{N}(S)$. In order to check the condition $\mathrm{F}_{p} w \equiv w^{p}$ $\bmod p W_{S}(R)$ consider $\mathbb{Z}_{S}[x]:=\mathbb{Z}_{S}\left[x_{i}\right]_{i \in \mathbb{N}(S)}$, for generic $x_{i}$, with the canonical Hilbert structure. Let $x=\left(x_{i}\right)_{i \in \mathbb{N}(S)} \in W_{S}\left(\mathbb{Z}_{S}[x]\right)$. Define $c_{n}:=p^{-1}\left(s_{n}\left(\mathrm{~F}_{p} x\right)-\right.$ $\left.s_{n}(x)^{p}\right), n \in \mathbb{N}(S)$. One easily checks that $c_{n} \in \mathbb{Z}_{S}[x]$. Some computations show that the set $\left\{c_{n} \mid n \in \mathbb{N}(S)\right\}$ satisfies the conditions of 3.13 (see [Haz], 17.6.10) and thus we conclude that $\mathrm{F}_{p} x-x^{p} \in p W_{S}\left(\mathbb{Z}_{S}[x]\right)$. Using the functoriality of $W_{S}(\cdot)$ we are done.
3.18 Remark. There is another notion in the literature which is closely related to that of Hilbert rings: Let $\pi: W(A) \rightarrow A$ be the projection on the first coordinate. A ring $A$ is called a $\lambda$-ring if there is a ring homomorphism $\lambda: A \rightarrow W(A)$ such that $\pi \circ \lambda=\mathrm{Id}_{A}$ and

$$
\lambda_{W(A)} \circ \lambda=W(\lambda) \circ \lambda,
$$

where $\lambda_{W(A)}: W(A) \rightarrow W(W(A))$ is the canonical ring homomorphism corresponding to the Hilbert ring $W(A)$, as we have constructed above. One easily checks that Hilbert rings are $\lambda$-rings (without additive torsion). Conversely, if $A$ is a $\lambda$-ring without additive torsion, $A$ becomes a Hilbert ring if we define $\sigma_{n}:=\pi \circ \mathrm{F}_{n} \circ \lambda$, $(n \in \mathbb{N})$. Though this can be found in [Bou], exercise 47 in chapter IX, $\S 1$, this does not seem to be widely known. For example in the book [FuL] on $\lambda$-rings, there is no reference at all to Witt vectors; Even in [Haz] where both concepts are treated, this specific connection is not mentioned.

The following lemma will be used in chapter III, section 2.
3.19 Lemma. Let $R \in$ CUR. Denote by $\pi: W_{S}(R) \rightarrow R$ the projection on the first coordinate. The following diagrams commute.

proof: In order to prove relation $i$ we need only consider the Witt coordinates $s_{0}: W_{S}\left(W_{S}(R)\right) \rightarrow W_{S}(R):$

$$
s_{a}\left(\lambda_{S}(\tau(r))\right)=F_{a}(\tau(r))=\tau\left(r^{a}\right)=\tau(r)^{a}=s_{a}(\tau(\tau(r)))
$$

Relation $i i$ may be directly checked. Combining relations $i$ and $i i$ we obtain relation iii. Relation iv follows from:

$$
\pi \circ W_{S}(\pi) \circ \lambda_{S}(a)=\pi \circ W_{S}(\pi)(a, \ldots)=\pi(\pi(a), \ldots)=\pi(a)
$$

We end this section with a small lemma. (Compare with [Haz], 17.6.19 or [Laz], IV.4.13 to appreciate its short proof.)
3.20 Lemma. If the rational prime $p$ is invertible in $R$, then it is also invertible in $W_{S}(R), S:=\mathcal{P} \backslash\{p\}$.
proof: Since $p$ is invertible in $R$ we have a ring homomorphism $\imath: \mathbb{Z}_{S} \rightarrow R$ and therefore by functoriality a ring homomorphism $W(\imath): W\left(\mathbb{Z}_{S}\right) \rightarrow W(R)$. Composing with the ring homomorphism $\lambda_{S}: \mathbb{Z}_{S} \rightarrow W\left(\mathbb{Z}_{S}\right)$ (indeed $\mathbb{Z}_{S}$ is an $S$-Hilbert ring) we obtain a ring homomorphism $\mathbb{Z}_{S} \rightarrow W_{S}(R)$.

## Hilbert operators

3.21 Let $R$ be an $S$-Hilbert ring, $H \in$ cBialg $_{R}$. The homomorphism $\lambda_{S}: R \rightarrow$ $W_{S}(R)$ as defined in 3.14, induces another set of operators on $C_{S}(H)$, the Hilbert operators $\{r\}$ for $r \in R$

$$
\{r\} \phi:=\lambda_{S}(r) \bigcirc \phi
$$

The group $C_{S}(H)$ thus becomes an $R$-module. Notice that $r_{m}(\{r\} \phi)=r^{\sigma_{m}} r_{m}(\phi)$.
3.22 Let $V_{S} \operatorname{Cart}_{S}(R)$ be the right ideal in $\operatorname{Cart}_{S}(R)$ generated by all $V_{p}, p \in S$. Then from $\{r\} \equiv[r] \bmod V_{S} \operatorname{Cart}_{S}(R)$ we find (using 2.22) that any curve $\psi \in C_{S}(H)$ can uniquely be written as

$$
\psi=\sum_{a \in \mathbb{N}(S)} \sum_{i \in I} V_{a}\left\{r_{a, i}\right\} \phi_{i}, \quad r_{a, i} \in R
$$

where $\left\{\pi_{t}\left(\phi_{i}\right) \mid i \in I\right\}$ is a basis for $P(H)$.
3.23 Combining (3.8.1) and (3.15.1) we easily check the following relations in $\operatorname{Cart}_{S}(R)$

$$
F_{a}\{r\}=\left\{r^{\sigma_{a}}\right\} F_{a} \text { and }\{r\} V_{a}=V_{a}\left\{r^{\sigma_{a}}\right\}
$$

## 4 The structure of DPS-Hopf algebras

4.1 Let $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}, R \in \mathrm{CUR}$ with structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$. Write $H^{*}=R\left[\left[X_{E}\right]\right]$, where $<X^{\pi}, \phi_{\kappa}>=\delta_{\pi, \kappa}$. Let $\phi_{H, i}=\sum_{n} \phi_{H, i, n} n^{n}$ be the $i$-th canonical curve and define

$$
\phi_{H, I}:=\prod_{i \in E} \phi_{H, i, I_{i}}\left(=\prod_{i \in E} \phi_{I_{i} \epsilon_{i}}\right)
$$

4.2 Lemma. The set $\phi_{H}:=\left\{\phi_{H, I} \mid I \in \operatorname{MI}(E)\right\}$ is another structural basis for $H$.
proof: Consider the curve $\phi_{H, i}(i \in E)$ as an element of $\operatorname{Alg}_{R}\left(H^{*}, R\left[\left[t_{i}\right]\right]\right) \subset$ $\operatorname{Alg}_{R}\left(H^{*}, R\left[\left[t_{E}\right]\right]\right)$. Then under the product structure on $\operatorname{Alg}_{R}\left(H^{*}, R\left[\left[t_{E}\right]\right]\right)$ induced by the comultiplication on $H^{*}$, the product $\prod_{i \in E} \phi_{H, i}=\sum_{\pi} \phi_{H, \pi} t^{\pi} \in H\left[\left[t_{E}\right]\right]$ may be considered as an algebra morphism $H^{*} \rightarrow R\left[\left[t_{E}\right]\right]$ determined by

$$
\left(\prod_{i \in E} \phi_{H, i}\right)\left(X_{j}\right):=\sum_{\pi \in \operatorname{Ml}(E)}<\phi_{H, \pi}, X_{j}>t^{\pi}
$$

for $j \in E$. Then

$$
\left(\prod_{i \in E} \phi_{H, i}\right)\left(X^{\kappa}\right)=\prod_{e \in E}\left(\prod_{i \in E} \phi_{H, i}\left(X_{e}\right)\right)^{\kappa_{e}} \equiv t^{\kappa} \bmod R\left\{t^{\pi}| | \pi|>|\kappa|\} .\right.
$$

(Indeed: $\left(\prod_{i \in E} \phi_{H, i}\right)\left(X_{e}\right)=\left(1+\sum_{i \in E} \phi_{H, i} t_{i}+\ldots\right)\left(X_{e}\right)=t_{e}+\ldots$ ) This gives $\phi_{H, \pi}\left(X^{\kappa}\right)=\delta_{\pi, \kappa}$ for $|\pi| \leq|\kappa|$, which means

$$
\phi_{H, \pi}=\phi_{\pi}+\sum_{|\tau|<|\pi|} c_{\tau} \phi_{\tau},
$$

for some $c_{\tau} \in R$. So the set $\left\{\phi_{H, \pi} \mid \pi \in \mathrm{MI}(E)\right\}$ is an $R$-module basis for $H$.
One easily checks that the basis $\left\{\phi_{H, \pi} \mid \pi \in \mathrm{MI}(E)\right\}$ is structural, i.e., that

$$
\Delta \phi_{H, \pi}=\sum_{\tau+\kappa=\pi} \phi_{H, \tau} \otimes \phi_{H, \kappa} .
$$

4.3 A structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ for a DPS-Hopf algebra $H$ will be called curvilinear if $\phi_{I}=\phi_{H, I}$. Thus lemma 4.2 says that every DPS-Hopf algebra admits a curvilinear structural basis.
4.4 Corollary. The functor $C(\cdot):$ DPS $-\mathrm{cHopf}_{R} \rightarrow \operatorname{Mod}_{\operatorname{Cart}(R)}$ is faithful.
proof: Let $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}$ with curvilinear structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$. Then $f \in \operatorname{DPS}-\mathrm{cHopf}_{R}\left(H, H^{\prime}\right)$ is completely determined by the set of all $f\left(\phi_{m \epsilon_{\mathrm{i}}}\right)$, $m \in \mathbb{N}, i \in E$, or equivalently by $C(f) \phi_{H, i}, i \in E$.
4.5 Lemma. Let $\psi=\left\{\psi_{i} \mid i \in E\right\}$ be any fundamental set of curves for $H \in$ DPS - cHopf $_{R}$. Then there are $Y_{e} \in H^{*}, e \in E$ such that $H^{*}=R\left[\left[Y_{E}\right]\right]$ and $\psi_{i}\left(Y_{e}\right)=$ $\delta_{i, e} t$.
proof: Write $\phi_{i, 1}=\sum_{j} M_{i, j} \psi_{i, 1}$. Define $Y_{2, i}:=\sum_{j} M_{j, i} X_{j}$, then one easily computes that $\psi_{i}\left(Y_{2, j}\right) \equiv \delta_{i, j} t \bmod t^{2}$. So assume we have $Y_{m, i} \in H^{*}$ such that $\psi_{i}\left(Y_{m, j}\right) \equiv \delta_{i, j} t+c_{i, j} t^{m} \bmod t^{m+1}$. Define $Y_{m+1, i}:=Y_{m, i}-\sum_{j} c_{j, i} Y_{m, j}^{m}$. Then one finds that $\psi_{i}\left(Y_{m+1, j}\right) \equiv \delta_{i, j} t \bmod t^{m+1}$. Thus $Y_{i}:=\lim _{m} Y_{m, i}$ satisfies the conditions of the lemma.
4.6 Remark. The $Y_{e}$ in the above lemma are far from unique. Suppose $\left\{Y_{e} \mid e \in\right.$ $E\}$ satisfies the conditions of the lemma. If $Y_{e_{1}}^{\prime}:=Y_{e_{1}}+Y_{e_{1}} Y_{e_{2}}, Y_{i}^{\prime}:=Y_{i}\left(i \neq e_{1}\right)$, then also $\left\{Y_{e}^{\prime} \mid e \in E\right\}$ satisfies the conditions of the lemma.
Combining lemmas 4.2 and 4.5 we obtain the following corollary.
4.7 Corollary. Let $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}$ and let $\left\{\psi_{i} \mid i \in E\right\}$ be a fundamental set of curves. Then $H$ admits a curvilinear structural basis $\left\{\psi_{I} \mid I \in \operatorname{MI}(E)\right\}$ such that the $i$-th canonical curve $\psi_{H, i}$ equals $\psi_{i}$.

## The case when $R$ has no additive torsion

4.8 Let $H \in \mathrm{DPS}_{-\mathrm{cHopf}_{R}}, R \in$ CUR without additive torsion and assume $H$ has a curvilinear structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$. Let $\# E=d$. We write $\partial_{j}:=\phi_{H, j, 1}=$ $\phi_{\epsilon_{j}}$ and the $i$-th canonical curve $\phi_{H, i}$ as

$$
\phi_{H, i}=\exp \left(\sum_{m=0}^{\infty} \frac{\sum_{j=1}^{d} r_{m, i, j} \partial_{j}}{m} t^{m}\right)
$$

Write $H^{*}=R\left[\left[X_{E}\right]\right]$, with $<\phi_{I}, X^{\beta}>=\delta_{I, \beta}$.
4.9 We will show that the algebra structure of $H$ (or equivalently the coalgebra structure on $H^{*}$ ) is completely determined by the set of all $r_{m, i, j}$.
We proceed as follows: Notice that $\left\{\partial^{\alpha}:=\prod_{i} \partial_{i}^{\alpha_{i}} \mid \alpha \in \mathrm{MI}(E)\right\}$ is a basis for $H_{\mathbb{Q}}$. (Indeed one immediately computes $\phi_{\alpha} \equiv \partial^{\alpha} / \alpha!\bmod \mathbb{Q}\left\{\partial^{\beta}| | \beta|<|\alpha|\}\right.$. Here we have used the curvilinearity.) So we may write

$$
\phi_{\alpha}=\sum_{u} P_{\alpha, u} \partial^{u} \text { and } \partial^{u}=\sum_{\alpha} Q_{u, \alpha} \phi_{\alpha}
$$

where $P_{\alpha, u}, Q_{u, \alpha}$ are rational numbers which depend only on the $r_{m, i, j}$. But then

$$
\begin{gathered}
<\phi_{\alpha} \phi_{\beta}, X_{i}>=<\sum_{u, v} P_{\alpha, u} P_{\beta, v} \delta^{u+v}, X_{i}>=\sum_{u, v} P_{\alpha, u} P_{\beta, v}<\sum_{\gamma} Q_{u+v, \gamma} \phi_{\gamma}, X_{i}>= \\
=\sum_{u, v} P_{\alpha, u} P_{\beta, v} Q_{u+v, \epsilon_{i}}=: G_{i}(\alpha, \beta),
\end{gathered}
$$

or equivalently

$$
\Delta X_{i}=\sum_{\alpha, \beta \in \mathrm{Ml}(E)} G_{i}(\alpha, \beta) X^{\alpha} \otimes X^{\beta} .
$$

4.10 A curvilinear structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ for $H \in \operatorname{DPS}-\operatorname{cHopf}_{R}(R \in$ CUR) is called additive if

$$
\phi_{\alpha} \cdot \phi_{\beta}=\binom{\alpha+\beta}{\alpha} \phi_{\alpha+\beta}
$$

or equivalently $\Delta X_{i}=X_{i} \otimes 1+1 \otimes X_{i}$. (Indeed

$$
\left.<\phi_{\alpha} \phi_{\beta}, X_{\gamma}>=\binom{\alpha+\beta}{\alpha} \delta_{\alpha+\beta, \gamma}=<\phi_{\alpha} \otimes \phi_{\beta}, \prod_{i}\left(X_{i} \otimes 1+1 \otimes X_{i}\right)^{\gamma_{i}}>\quad .\right)
$$

If $R$ has no additive torsion, then the canonical curves corresponding to an additive structural basis can be written as $\phi_{H, i}=\exp \left(\phi_{\epsilon_{i}} t\right), i \in E$.
4.11 Proposition. ( $\mathbb{Q}$-theorem) If $R$ is a $\mathbb{Q}$-algebra, then a DPS-Hopf algebra $H$ over $R$ admits an additive curvilinear structural basis.
proof: The set $\left\{\psi_{i}:=\exp \left(\partial_{i} t\right)\right\}$ is a fundamental set of curves in $C(H)$ for which we have

$$
\psi_{\alpha} \cdot \psi_{\beta}=\frac{\partial^{\alpha} \partial^{\beta}}{\alpha!\beta!}=\binom{\alpha+\beta}{\alpha} \psi_{\alpha+\beta}
$$

4.12 Describing the explicit bialgebra isomorphism of $H^{*}$ corresponding to the change of structural basis in proposition 4.11 is more involved. We claim that $Y_{i}=\sum_{m, j} \frac{r_{m, j, i}^{m}}{m} X_{j}^{m}$ satisfies $\Delta Y_{i}=Y_{i} \otimes 1+1 \otimes Y_{i}$.
In order to prove the claim we proceed as follows: One easily sees that $f \in$ $\operatorname{Alg}_{R}\left(H^{*}, R\left[\left[t_{E}, t_{E}^{\prime}\right]\right]\right)$ can be written as

$$
f=\sum_{\alpha} \phi_{\alpha} \prod_{i} f\left(X_{i}\right)^{\alpha_{i}}=\exp \left(\sum_{m \geq 1, i, j \in E} \frac{r_{m, i, j} \partial_{j}}{m} f\left(X_{i}\right)^{m}\right)
$$

Let $\Phi$ be the $R$-algebra isomorphism $\Phi: R\left[\left[X_{E}\right]\right] \hat{\otimes} R\left[\left[X_{E}\right]\right] \cong R\left[\left[t_{E}, t_{E}^{\prime}\right]\right]$. Consider $\phi_{i}$ as an element of $\operatorname{Alg}_{R}\left(H^{*}, R\left[\left[t_{i}\right]\right]\right)$. We write $\phi_{i}^{\prime}$ for $\phi_{i}$ when considered as an
element of $\operatorname{Alg}_{R}\left(H^{*}, R\left[\left[t_{i}^{\prime}\right]\right]\right)$. The set $\operatorname{Alg}_{R}\left(H^{*}, R\left[\left[t_{E}, t_{E}^{\prime}\right]\right]\right)$ has a group structure induced by the comultiplication on $H^{*}$, or equivalently by the multiplication on $H\left[\left[t_{E}, t_{E}^{\prime}\right]\right]$. The product $\Pi \phi \Pi \phi^{\prime}:=\prod_{i \in E} \phi_{i} \Pi_{i \in E} \phi_{i}^{\prime} \in \operatorname{Alg}_{R}\left(H^{*}, R\left[\left[t_{E}, t_{E}^{\prime}\right]\right]\right)$ may be written as

$$
\prod \phi \prod \phi^{\prime}=\exp \left(\sum_{m, i, j}\left(\frac{r_{m, i, j} \partial_{j}}{m} t_{i}^{m}+\frac{r_{m, i, j} \partial_{j}}{m} t_{i}^{\prime m}\right)\right)
$$

Therefore

$$
<\prod \phi \prod \phi^{\prime}, X_{l}>=\exp \left(\sum_{m, i}\left(\frac{r_{m, i, l}}{m} t_{i}^{m}+\frac{r_{m, i, l}}{m} t_{i}^{\prime m}\right)\right)
$$

On the other hand

$$
<\prod \phi \prod \phi^{\prime}, X_{l}>=\sum_{\alpha, \beta \in \mathrm{MI}_{(E)}}<\phi_{\alpha} \cdot \phi_{\beta}^{\prime}, X_{l}>t^{\alpha} t^{\prime \beta}=\Phi\left(\Delta\left(X_{l}\right)\right) .
$$

But then, using 4.12.1

$$
<\prod \phi \prod \phi^{\prime}, X_{l}>=\exp \left(\sum_{m, i} \frac{r_{m, i, l}}{m} \Phi\left(\Delta\left(X_{l}\right)\right)^{m}\right)
$$

Thus comparing (4.12.2) and (4.12.3) we find $\Phi\left(\Delta\left(Y_{i}\right)\right)=\Phi\left(Y_{i} \otimes 1\right)+\Phi\left(1 \otimes Y_{i}\right)$, which proves the claim.
4.13 Remark. We have just proven that any choice of $r_{m}=\left(r_{m, i, j}\right)_{i, j \in E} \in$ $M_{d}(R), m \in \mathbb{N}$, completely determines a DPS-Hopf algebra $H$ over $\mathbb{Q} \otimes R$, provided $R$ has no additive torsion.

## $S$-typification of DPS-Hopf algebras

4.14 Let $R \in$ CUR and let $S^{*}$ be a set of invertible rational primes in $R$. Let $S$ be the complement of $S^{*}$ in $\mathcal{P}$. Notice that by lemma 3.20 we have for $p \in S^{*}$ that $p^{-1} \in \operatorname{Cart}(R)$. So we may define $P_{S}:=\Pi_{p \in S^{*}}\left(1-\frac{1}{p} V_{p} F_{p}\right) \in \operatorname{Cart}(R)$.
4.15 A structural basis for a DPS-Hopf algebra is called S-typical if the canonical curves are $S$-typical.
4.16 Proposition. A DPS-Hopf algebra over $R$ admits an $S$-typical curvilinear structural basis.
proof: The set $\left\{P_{S}\left(\phi_{H, i}\right)\right\}$ is a fundamental set of $S$-typical curves in $C(H)$.
4.17 Corollary. The group of curves $C(H), H \in \mathrm{DPS}-\mathrm{cHopf}_{R}, R \in \mathrm{CUR}_{\mathbb{Z}_{s}}$ can be described as

$$
C(H) \cong C_{S}(H)^{\mathbb{N}\left(S^{*}\right)}
$$

proof: The isomorphism $\Phi$ is given by

$$
\Phi(\phi):=\left(P_{S} F_{n} \phi\right)_{n \in \mathbb{N}\left(S^{*}\right)} \quad\left(\text { and } \Phi^{-1}\left(\phi_{n}\right)_{n \in \mathbb{N}\left(S^{*}\right)}:=\sum_{n \in \mathbb{N}\left(S^{*}\right)} n^{-1} V^{n} \phi_{n}\right)
$$

4.18 Corollary. Let $R \in \mathrm{CUR}_{\mathbb{Z}_{s}}$. The functor

$$
C_{S}(\cdot):{\mathrm{DPS}-\mathrm{cHopf}_{R} \rightarrow \bmod _{\operatorname{Cart} s(R)}}
$$

is faithful.
proof: Let $\left\{\phi_{I} \mid I \in \operatorname{MI}(E)\right\}$ be an $S$-typical curvilinear structural basis for $H \in$ DPS-cHopf ${ }_{R}$. Then $f \in$ DPS-cHopf ${ }_{R}\left(H, H^{\prime}\right)$ is fully determined by the $S$-typical curves $C(f) \phi_{H, i}(i \in E)$.

## Height and jump sequence in positive characteristic

4.19 For the remainder of this section we assume either that $R$ is a perfect field of characteristic $p>0$, or that $R$ is a $p$-Hilbert ring on which $\sigma:=\sigma_{p}$ is an cutomorphism. Let $H \in \mathrm{DPS}-\mathrm{cHopf}_{R}$ have dimension $d$. Everything will be $p$ typical, thus we denote $W(R):=W_{p}(R), F:=F_{p}, V:=V_{p}$ and $C(H):=C_{p}(H)$.
4.20 We define the height $h$ of $H \in \mathrm{DPS}_{-\mathrm{cHopf}_{R}}$ as follows: If $C(H)$ is not a free $W(R)$-module, then we say that $h:=\infty$. If $C(H)$ is a free $W(R)$-module, then we define

$$
h:=\operatorname{rank}_{W(R)} C(H)=\operatorname{rank}_{R} C(H) /(\mathrm{V} W(R)) C(H)
$$

In the special case that $R=k$, a perfect field of characteristic $p>0$ we may even write $h=\operatorname{dim}_{k} C(H) / p C(H)$.
4.21 Let $M$ be a finitely generated $W(R)$-module. We denote by $\mathrm{mg}_{W(R)}(M)$ the minimum number of generators of $M$.
4.22 Define for $i \geq 0$

$$
R_{i}:=\operatorname{mg}_{W(R)} C(H) / V^{i+1} C(H)-\operatorname{mg}_{W(R)} C(H) / V^{i} C(H)
$$

Thus in particular $R_{0}$ is the dimension $d$ of $H$ and $R_{i} \leq d(i \geq 0)$.
4.23 Lemma. Let $H$ have finite height. Then $F$ is injective, the operators $F$ and $V$ commute and the sequence $\left(R_{i}\right)_{i \geq 0}$ is decreasing.
proof: Note that $C(H)$ is a free $W(R)$-module implies that $F$ is injective: $F \psi=0$ gives that $V F \psi=0$. Thus we see from $F(V F-F V)=0$ that $F V=V F$.
One easily checks that $V^{i_{0}+1} \phi_{j_{0}} \in W(R)\left\{V^{i} \phi_{H, j} \mid i \leq i_{0}, 1 \leq j \leq d\right\}$, implies that $V^{i_{0}+2} \phi_{j_{0}} \in W(R)\left\{V^{i_{j}} \phi_{H, j} \mid i_{j} \leq i_{0}+1\right.$ for $\left.j \neq j_{0}, i_{j_{0}} \leq i_{0}, 1 \leq j \leq d\right\}$. Thus with an easy induction we find that the sequence $\left(R_{i}\right)_{i \geq 0}$ is decreasing.
4.24 We now define the jump sequence $\left(h_{i} ; r_{i}\right)_{i \geq 1}$ of $H \in \mathrm{DPS}-\mathrm{cHopf}_{R}, H$ with finite height as follows: Let $h_{1}$ be the smallest number $i \geq 0$ such that $R_{i+1}<R_{i}$. Write $r_{1}:=R_{h_{1}}-R_{h_{1}+1}$. We inductively define $h_{j}$ as the smallest number $i>0$ such that

$$
r_{j}:=R_{\sum_{k=1}^{j-1} h_{k}+i}-R_{\sum_{k=1}^{j-1} h_{k}+i+1}>0 .
$$

4.25 We give an easy example: Let $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}$ be 1-dimensional with curvilinear $p$-typical structural basis $\phi$ such that $F \phi_{H, 1}=V \phi_{H, 1}+V^{3} \phi_{H, 1}$. Then one easily computes that $R_{0}=R_{1}=1, R_{i}=0$ for $i \geq 2$. Thus the jump sequence of $H$ is $(1,1)$.
We have the following easy lemma connecting the jump sequence with the height.
4.26 Lemma. Let $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}$ with height $h<\infty$. Then $H$ has jump sequence $\left(h_{i} ; r_{i}\right)_{1 \leq i \leq \gamma}$ if and only if the $W(R)$-module $C(H)$ has a basis

$$
\left\{V^{j_{l}} \phi_{i_{l}} \mid 0 \leq l<\gamma, 0 \leq j_{l} \leq \sum_{k=1}^{l+1} h_{k}, \sum_{k=1}^{l} r_{k}<i_{l} \leq \sum_{k=1}^{l+1} r_{k}\right\} .
$$

We then also have the relations

$$
d=\sum_{i=1}^{\gamma} r_{i} \text { and } h=\sum_{i=1}^{\gamma} r_{i}\left(1+\sum_{j=1}^{i} h_{j}\right) .
$$

4.27 Remark. We have the following corollary to chapter III, theorem 2.14 and theorem 5.17:

Corollary. Let $R$ be a local p-Hilbert domain and $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}$. Let $F$ be injective, then the $W(R)$-rank of $C(H)$ is finite, or equivalently, $H$ has finite height.

The proof can be sketched as follows:
Assume that $R$ is a local $p$-Hilbert domain and that $F$ is injective on $C(H)$. Denote $T:=F V-V F$. Then $F T=0$, which implies that $T=0$. We now use chapter III, theorem 2.14 to conclude that $F$ is injective on $C\left(\pi^{*}(H)\right)$. Thus the height of $\pi^{*}(H)$ is finite, and its jump-sequence is well defined. By chapter III, theorem 5.17
however, we know that the jump sequence of $H$ is the jump sequence of $\pi^{*}(H)$ and thus (using lemma 4.26) we have that the height of $H$ is finite.
The author believes that a direct proof of this corollary may be used together with chapter III, theorem 2.14 to give another (more elegant) proof of our main result, chapter III, theorem 5.17.

## 5 Commutative formal group laws

In this section we will translate our results obtained in the context of DPS-Hopf algebras into the terminology of the theory of commutative formal group laws. As corollaries we will rediscover some of the classical results of commutative formal group theory.
5.1 A formal group law of dimension $d$ defined over a ring $R$ is a $d$-tuple $G=$ $\left(G_{i}\right), 1 \leq i \leq d$ of formal power series $G_{i} \in R\left[\left[X_{1}, \ldots, X_{d}, Y_{1}, \ldots, Y_{d}\right]\right]$ such that

$$
\begin{gathered}
G(0, Y)=Y \text { and } G(X, 0)=X \\
G(X, G(Y, Z))=G(G(X, Y), Z)
\end{gathered}
$$

A formal group law is called commutative if

$$
G(X, Y)=G(Y, X)
$$

5.2 A homomorphism $f$ between a $d$-dimensional formal group law $G$ and an $n$ dimensional formal group law $H$ is by definition an $n$-tuple of power series $f_{i} \in$ $R\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ such that $f(0)=0$ and

$$
f(G(X, Y))=H(f(X), f(Y))
$$

We denote the category of ( $d$-dimensional) commutative formal group laws defined over $R$ by CFGL $_{R}^{(d)}$. An isomorphism $f$ is called a strong isomorphism if $f_{i} \equiv$ $X_{i} \bmod \operatorname{deg} 2$, otherwise it is called weak. The isomorphism $f$ is called specially weak if $f_{i}=\sum_{j} a_{i, j} X_{j}$.
The following proposition can be found in [Fro], Chapter I, §3, proposition 1.
5.3 Proposition. Let $G$ be a d-dimensional commutative formal group law. Then there is a unique d-tuple of power series $I_{i} \in R\left[\left[X_{1}, \ldots, X_{n}\right]\right]$ such that $G(I, X)=0$.
5.4 We associate with $G \in \operatorname{CFGL}_{R}^{d}$ a topological Hopf algebra, denoted $\Theta(G)$, and called the contravariant bialgebra of $G$. As topological algebra $\Theta(G)$ is defined as
$R\left[\left[X_{1}, \ldots, X_{d}\right]\right]$ equipped with the $X$-adic topology. The comultiplication on $\Theta(G)$ is defined by $\Delta\left(X_{i}\right):=G_{i}(X \otimes 1,1 \otimes X)$ and the counit is defined by $\epsilon\left(X_{i}\right):=0$. Using proposition 5.3 we find that the antipode is given by $\gamma\left(X_{i}\right)=I_{i}$.
If $f: G \rightarrow H$ is a homomorphism of formal group laws, then we denote by $\Theta(f)$ : $\Theta(H) \rightarrow \Theta(G)$ the induced homomorphism of Hopf algebras.
5.5 Proposition. (Dieudonné) The category $\mathrm{CFGL}_{R}$ is anti-equivalent to the category smooth-cHopf ${ }_{R}$.
5.6 We now define the covariant bialgebra, denoted $U(G)$, of $G$ as the topological dual of $\Theta(G)$. As we have remarked in $1.18, U(G)$ is a DPS-Hopf algebra over $R$. We denote the canonical structural basis constructed in proposition 1.17 as $\phi_{G}=\left\{\phi_{G, I} \mid I \in \operatorname{MI}(E)\right\}$. We then have canonical curves $\phi_{G, i}=1+\sum_{n \geq 1} \phi_{G, i, n} t^{n}$. If $f: G \rightarrow H$ is a homomorphism of formal group laws, then we denote by $U(f)$ : $U(H) \rightarrow U(G)$ the induced homomorphism of Hopf algebras.
5.7 Proposition. The category $\mathrm{CFGL}_{R}$ is equivalent to DPS-cHopf ${ }_{R}$. Especially an isomorphism $f$ of commutative formal group laws corresponds to a change of structural basis for $U(G)$. Moreover $f: G \rightarrow H$ is a strong isomorphism if and only if $\phi_{G, i, 1}=\phi_{G, \epsilon_{i}}=U(f)\left(\phi_{H, i, 1}\right), 1 \leq i \leq d$. The isomorphism $f$ is specially weak if $U(f)\left(\phi_{H}\right)=[\Lambda] \phi_{G}$ for some $\Lambda \in G l_{d}(R)$.
5.8 If $H \in \mathrm{DPS}-\mathrm{cHopf}_{R}$ we denote by $G_{H}$ the commutative formal group law such that $U\left(G_{H}\right)=H$. We may now prove the second part of remark 1.14: For a DPSbialgebra $H$ we have that the dual $H^{*}$ has an antipode, as we already observed, and thus $H=\left(H^{*}\right)^{*_{c}}$ is a DPS-Hopf algebra.
We now give some lemmas which show that the terminology we have defined in the context of DPS-Hopf algebras corresponds to the terminology as used in the theory of commutative formal groups.
5.9 Lemma. The commutative formal group law $G$ is curvilinear if and only if the covariant bialgebra $U(G)$ is curvilinear.
proof: For $I, J \in \mathrm{MI}(E)$ denote as $I J$ the multi-index obtained by entrywise multiplication. Write $G_{i}(X, Y)=\sum a_{I, J}^{(i)} X^{I} Y^{J}$, then the definition of curvilinearity given in [Haz], 12.1 reads as follows: $G$ is curvilinear if $I J=0,\|I\|,\|J\| \geq 1$ implies $a_{I, J}^{(i)}=0(1 \leq i \leq d)$.
Now assume that $U(G)$ has a curvilinear basis $\left\{\phi_{I} \mid I \in \operatorname{MI}(E)\right\}$, thus $I J=0$, $\|I\|,\|J\| \geq 1$ implies $\phi_{I+J}=\phi_{I} \phi_{J}$. Then

$$
0=<\phi_{I} \phi_{J}, X_{i}>=<\phi_{I} \otimes \phi_{J}, \Delta X_{i}>=a_{I, J}^{(i)}
$$

thus $G$ is curvilinear. The proof of the converse statement is left to the reader.
5.10 Lemma. The commutative formal group law $G$ is $S$-typical if and only if the covariant bialgebra $U(G)$ is $S$-typical.
proof: Corollary 4.17 is exactly definition IV.7.4 of [Laz].
5.11 Let $k$ be a perfect field of characteristic $p>0$. The height of a commutative formal group law over $k$ is defined in [Haz], definition 18.3.8. That this definition is equivalent to ours is proven in [Haz], corollary 28.2.9.
5.12 Define the $d$-dimensional additive formal group law $\hat{G}_{a}$ by the $d$-tuple of power series $\hat{G}_{a}=\left(\hat{G}_{a, i}\right)$ where

$$
\hat{G}_{a, i}:=X_{i}+Y_{i} \quad(1 \leq i \leq d) .
$$

5.13 Lemma. The commutative formal group law $G$ is additive if and only if the covariant bialgebra $U(G)$ is additive.

As corollaries we now may obtain the following classical results.
5.14 Corollary. (to lemma 4.2) Any commutative formal group law is strongly is smorphic to a curvilinear one.
5.15 Corollary. (to proposition 4.16) Any commutative formal group law defined over a $\mathbb{Z}_{S}$-algebra is strongly isomorphic to an $S$-typical one.
5.16 Corollary. (to proposition 4.11) All commutative formal group laws defined over $a \mathbb{Q}$-algebra are isomorphic to an additive formal group law.
The isomorphism $\log _{G}: G \rightarrow \hat{G}_{a}$ of corollary 5.16 is called the logarithm of $G$. From section 4.12 we now find the "first transition theorem" of [Dit90], pg 255.
5.17 Corollary. Let $R$ have no additive torsion, $G \in \mathrm{CFGL}_{R}, G$ curvilinear. Write the canonical curves as

$$
\phi_{G, i}=\exp \left(\sum_{m \geq 1, j \in E} \frac{r_{m, i, j} \partial_{j}}{m} t^{m}\right)
$$

then $\log _{G}=\sum_{m \geq 1} m^{-1} r_{m}^{T} X^{m}$, where, as usual, $r_{m}=\left(r_{m, i, j}\right)_{i, j}$.
5.18 We give another standard example. Define the $d$-dimensional multiplicative formal group law $\hat{G}_{m}$ over $R \in$ CUR by the $d$-tuple of power series $\hat{G}_{m}=\left(\hat{G}_{m, i}\right)$

$$
\hat{G}_{m, i}:=X_{i}+Y_{i}+X_{i} Y_{i} \quad(1 \leq i \leq d)
$$

If $R$ has no additive torsion, then the logarithm of $\hat{G}_{m}$ is $\sum_{m} m^{-1} X^{m}$. Thus by corollary 5.17 we find that the canonical curves are

$$
\phi_{\hat{G}_{m}, i}=\exp \left(\sum_{m \geq 1} m^{-1} \partial_{i} t^{m}\right)
$$

## Chapter 2

## F-types, universal DPS-Hopf algebras and the Lazard ring

## 1 Introduction

1.1 In this chapter $d=\# E$ will be a fixed natural number.
1.2 Let $H \in \mathrm{DPS}^{-\mathrm{cHopf}_{R}}, R \in \mathrm{CUR}_{\mathbb{Z}_{S}}$ with curvilinear structural basis $\left\{\phi_{I} \mid I \in\right.$ $\operatorname{MI}(E)\}, \# E=d$. Then in $C_{S}(H)$ we may write for $i \in E, a \in \mathbb{N}(S)$

$$
F_{a} \phi_{H, i}=\sum_{l \in \mathbb{N}(S)} V_{l}\left(\sum_{j \in E}\left[\lambda_{a, l, i, j}\right] \phi_{H, j}\right)
$$

for some unique $\lambda_{a, l, i, j} \in R$. We will write this as

$$
F_{a} \phi_{H}=\sum_{S, l} V_{l}\left[\lambda_{a, l}\right] \phi_{H}
$$

where $\lambda_{a, l}=\left(\lambda_{a, l, i, j}\right)_{i, j \in E} \in M_{d}(R)$. We will call this expression the Witt $F_{a}$-type of $H$ (with respect to $\phi_{H}$ ).
1.3 Moreover if $R$ is an $S$-Hilbert ring we analogously define the Hilbert $F_{a}$-type of $H$ (with respect to $\phi_{H}$ ) by

$$
F_{a} \phi_{H}=\sum_{S, l} V_{l}\left\{\mu_{a, l}\right\} \phi_{H}
$$

for some unique $\mu_{a, l} \in M_{d}(R)$.
1.4 As an example we will give the $F$-types of the additive and multiplicative formal group laws. From chapter I, subsection 4.10 we see that $F_{a} \phi_{\hat{G}_{a}}=0$, while from chapter I, subsection 5.18 we see that $F_{a} \phi_{\hat{G}_{m}}=\phi_{\hat{G}_{m}}$.
1.5 We will show (Theorem 4.5) that the $F_{a}$-types (Witt or, if they exist, Hilbert) completely determine the algebra structure of $H$ and that this algebra structure
is defined over $\mathbb{Z}\left[\lambda_{a, l, i, j}\right](a, l \in \mathbb{N}(S), i, j \in E)$. In the special case that $R$ has no additive torsion and $S=\mathcal{P}$ this statement for Witt $F$-types is easily seen to be equivalent to $[\mathrm{Haz}], 27.4 .15$, the entwined function theorem.
1.6 For any ring $R$ let $\mathrm{D}_{R}$ denote a (small) subcategory of DPS-cHopf ${ }_{R}$, such that for any homomorphism $f: R \rightarrow R^{\prime}$ and any $H \in \mathrm{D}_{R}$ the induced $f_{*}(H) \in$ $\mathrm{D}_{R^{\prime}}$. We call $H_{\mathrm{D}}^{U}$ defined over the ring $L_{\mathrm{D}}$ universal (for D ) if for any $H \in \mathrm{D}_{R}$ there is a unique ring homomorphism $\Phi: L_{\mathrm{D}} \rightarrow R$ such that $\Phi_{*}\left(H_{\mathrm{D}}^{U}\right)=H$. (This is equivalent to the statement that the functor $\mathcal{D}:$ CUR $\rightarrow$ Set, sending the ring $R$ to the set $\mathrm{D}_{R}$, is representable). For background on universal arrows and representability, see for example [MaL], chapter III.
1.7 Let $\mathcal{F}:$ CUR $\rightarrow$ Set denote the functor which assigns to a ring $R$ the set of all $d$-dimensional curvilinear commutative formal group laws defined over $R$. It is a well known result of Lazard that $\mathcal{F}$ is representable by a free polynomial ring $L$, called the ring of Lazard or the Lazard ring. Proofs can be found in [Haz], chapter II and in [Laz55]. Lazard's proof is direct but, to quote [Haz], E.1.3, "the proof is exceedingly tough and computational". The proof of Hazewinkel is based on arithmetic properties of the coefficients of the generic logarithm, using his functional equetion lemma. We present a third proof here, based on the construction of a universal curvilinear DPS-Hopf algebra $H^{U}$.
1.8 In the last three sections we give connections between the $F$-types of our theory, the theory of Hilbert and Witt functions of Ditters [Dit90], the special elements of Honda [Hon], $\S \S 2$ and 3 and the theory of Dieudonné as exposed in his book [Dieu]. In the last section we also prove a lemma which enables us to compute the isogeny type for $p$-typical commutative formal group laws defined over an algebraically closed field of positive characteristic $p$ from the $F_{p}$-type.
1.9 As a matter of notation: if $\lambda=\left(\lambda_{i, j}\right)_{i, j} \in M_{d}(R)$, then we denote by $\lambda^{(m)}$ the matrix $\left(\lambda_{i, j}^{m}\right)_{i, j}$. Analogously if $\sigma$ is an endomorphism of $R$, then we denote by $\lambda^{\sigma}$ the matrix $\left(\lambda_{i, j}^{\sigma}\right)_{i, j}$. If $R$ is a ring and $\lambda$ a matrix, then we denote by $R[\lambda]$ the $R$-algebra generated by the entries of $\lambda$. The notions $\mathcal{A}_{S}, a_{n}, E_{n}$ and $\sigma_{n}(n \in \mathbb{N})$ of chapter I, subsections 1.10 and 1.11 , will remain in force.

## 2 The $p$-typical case

In this section we will construct $H_{d, p}^{U}$, the universal $d$-dimensional $p$-typical curvilinear DPS-Hopf algebra and its ring of definition $\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]$.
2.1 Lemma. Let $H \in \mathrm{DPS}_{-\mathrm{cHopf}_{R}}, R \in \mathrm{CUR}_{\mathbb{Z}_{S}}, R$ without additive torsion. Let $H$ have Witt $F$-types as in 1.2.1 or, if $R$ is an $S$-Hilbert ring, Hilbert $F$-types as
in 1.3.1. Then the algebra structure of $H$ is completely determined by the set of all $F_{p}$-types with respect to an $S$-typical curvilinear structural basis for $H(p \in S)$. Moreover, write the canonical curves as in chapter I, 4.8

$$
\phi_{H, i}=\exp \left(\sum_{m \in \mathbb{N}(S)} \frac{\sum_{j} r_{m, i, j} \partial_{j}}{m} t^{m}\right)
$$

Then the following formula holds for the matrices of the Witt F-types

$$
r_{q m}=\sum_{d \mid m} d \lambda_{q, d}^{(m / d)} r_{m / d}
$$

while for the matrices of the Hilbert F-types we have

$$
r_{q m}=\sum_{d \mid m} d \mu_{q, d}^{\sigma_{m / d}} r_{m / d}
$$

$q, m \in \mathbb{N}(S), q>1$. If $V \subset \mathbb{N}(S)^{2}$ is any set such that $f: V \rightarrow \mathbb{N}(S)$ defined by $(u, v) \mapsto u v$ is a bijection, then $\mathbb{Q}\left[r_{m}\right]_{m \in \mathbb{N}(S)}=\mathbb{Q}\left[\lambda_{u, v}\right]_{(u, v) \in V}=\mathbb{Q}\left[\mu_{u, v}\right]_{(u, v) \in V}$
proof: We will only prove the statements for the Witt $F$-types since the statements for the Hilbert $F$-types are proven in the same manner.
Let $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ be an $S$-typical curvilinear structural basis for $H$ (chapter I, proposition 4.16). We have seen (chapter I, 4.9) that the set of all $r_{m, i, j}, m \in$ $\mathbb{N}(S), i, j \in E$ completely determines the algebra structure of $H$. Now consider for $i \in E$ and $q \in \mathbb{N}(S)$

$$
F_{q} \phi_{H, i}=\exp \left(\sum_{m, S} \frac{\sum_{j} r_{q m, i, j} \partial_{j}}{m} t^{m}\right)=\sum_{l, S} V_{l}\left(\sum_{j \in E}\left[\lambda_{q, l, i, j}\right] \phi_{H, j}\right)
$$

Comparing ghost components we find $(i \in E)$

$$
\sum_{j, S} r_{q m, i, j} \partial_{j}=\sum_{d \mid m, j \in E}\left(d \lambda_{q, d, i, j}^{m / d} \sum_{l \in E} r_{m / d, j, l} \partial_{l}\right)
$$

If we write this in terms of matrices, then we have found formula 2.1.1.
From formula 2.1.1 we inductively find that $\mathbb{Q}\left[\Lambda_{S}\right]=\mathbb{Q}\left[r_{m, i, j}\right]_{m \in \mathbb{N}(S), i, j \in E}$ and thus the set of all $\lambda_{q, m}, q, m \in \mathbb{N}(S)$ also completely determines the algebra structure of $H$. The third statement also follows directly from formula (2.1.1).
2.2 Notice that the lemma implies that the restriction of the functor $\mathcal{F}$ to the full subcategory $\operatorname{CUR}_{\mathbb{Q}}$ is represented by $\mathbb{Q}\left[\lambda_{u, v}\right]_{(u, v) \in V}$ or by $\mathbb{Q}\left[\mu_{u, v}\right]_{(u, v) \in V}$, for any $V$ as in the lemma.
2.3 For the remainder of this section we assume that we are in the $p$-typical context. We will therefore use "logarithmic" notations; indices of the form $p^{i}$ will be replaced by $i$. Precise definitions follow, of course.
2.4 Let $\lambda_{a, n, i, j}, a, n \in \mathbb{N}(\{p\}), a>1, i, j \in E$ be generic variables. Denote by $\Lambda_{p}$ the set of all $\lambda_{a, l, i, j}, a, l \in \mathbb{N}(\{p\}), a>1, i, j \in E$.
2.5 We will define $H_{p}^{U}:=H_{d, p}^{U}$ as a curvilinear $p$-typical DPS-Hopf algebra over $\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]$. As a set $H_{p}^{U}$ is defined by

$$
H_{p}^{U}:=\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]\left[a_{i, m}\right]_{1 \leq i \leq d, m \geq 0} .
$$

The comultiplication is defined by the condition that that $f_{i}: \mathcal{A}_{p} \rightarrow \mathbb{Z}_{(p)}\left[\mathrm{a}_{i, m}\right]_{m \geq 0}$, $f_{i}\left(\mathrm{a}_{p^{n}}\right):=\mathrm{a}_{i, n}$ is a surjection of bialgebras for all $1 \leq i \leq d$. The algebra structure is then defined by demanding that the $F_{p}$-type of $H_{p}^{U}$ is given by

$$
F_{p} \phi_{H_{p}^{U}}=\sum V_{p}^{i}\left[\lambda_{i}\right] \phi_{H_{p}^{U}} .
$$

Write $E_{i, n}:=f_{i}\left(E_{n}\right)$. Then a structural basis for $H_{p}^{U}$ is given by the set $E:=$ $\left\{E_{\pi}:=\Pi_{i} E_{i, \pi_{i}} \mid \pi \in \mathrm{MI}(E)\right\}$. The canonical curves are $p$-typical by definition, therefore $H_{p}^{U}$ is indeed a curvilinear $p$-typical DPS-Hopf algebra. Since $\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]$ has no additive torsion, we know by lemma 2.1 (and chapter I, remark 4.13) that the $F_{p}$-type determines the algebra structure of $\mathbb{Q} \otimes H_{p}^{U}$. A priori, the algebra structure is defined over $\mathbb{Q}\left[\Lambda_{p}\right]$, however, the following theorem asserts that $H_{p}^{U}$ is indeed defined over $\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]$.
2.6 Theorem. The DPS-Hopf algebra $H_{p}^{U}$ is actually defined over $\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]$ and thus $H_{p}^{U}$ is the universal d-dimensional p-typical curvilinear DPS-Hopf algebra.
proof: In the proof we denote $H:=H_{p}^{U}, \sigma_{j, i}:=f_{j}\left(\sigma_{p^{i}}\right)$, and a the set of all $\mathbf{a}_{i, m}, 1 \leq i \leq d, m \in \mathbb{N}$.
We have to show that the algebra structure of $H$ is defined over $\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]$, i.e., that $E_{i, n} E_{i, m} \in \mathbb{Z}_{(p)}\left[\Lambda_{p}\right]\left\{E_{\pi} \mid \pi \in \mathrm{MI}(E)\right\}$.
We proceed in several steps.
Step 1: First we define a filtration $\mathcal{B}=\left\{\mathcal{B}_{i} \mid i \geq 0\right\}$ on $H$. For a monomial $\prod_{i} a_{j_{i}, n_{i}}^{b_{i}}$ we define its weight $\left\|\prod_{i} a_{j_{i}, n_{i}}^{b_{i}}\right\|$ as $\sum_{i} b_{i} p^{n_{i}}$. We extend this to polynomials $P \in$ $\mathbb{Z}_{(p)}\left[\Lambda_{p}\right][a]$ by defining the weight $\|P\|$ of $P$ to be the maximum of the weight of its terms. A polynomial is called isobaric if the weights of all its terms are equal. Now define

$$
\mathcal{B}_{i}:=\left\{P \in \mathbb{Z}_{(p)}\left[\Lambda_{p}\right][\mathrm{a}] \mid\|P\| \leq i\right\}
$$

So, for example, $\mathcal{B}_{0}=\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]$ and $\mathcal{B}_{1}=\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]\left\{1, \mathrm{a}_{j, 0}\right\}_{j}$.
Step 2: As a second step, we will prove

$$
a_{j, i}^{p} \equiv p x \mathrm{a}_{j, i+1} \bmod \mathcal{B}_{p^{i+1}-1},
$$

for some $x \in \mathbb{Z}_{(p)}$ depending on $\mathbf{a}_{j, i}$.
For this, consider the coefficient of $t^{p^{i}}$ in $F_{p} \phi_{H, j}$. This is the coefficient of $t^{p^{i+1}}$ in $V_{p} F_{p} \phi_{H, j}$. We have to distinguish two cases: the case $i=0$ and the case $i \geq 1$. -the case $i=0$ : We have

$$
V_{p} F_{p} \phi_{H, j}=\exp \left(\sum_{n \geq 0} \frac{p \sigma_{j, n+1}}{p^{n+1}} t^{p^{n+1}}\right)=1+\sigma_{j, 1} t^{p}+\ldots
$$

So the coefficient of $t^{p}$ is $\sigma_{j, 1}$. But then from considering the coefficient of $t^{p}$ in the relation

$$
\sum_{n} E_{j, n} t^{n}=\exp \left(\sum_{n} \frac{\sigma_{j, n}}{p^{n}} t^{p^{n}}\right)
$$

we find

$$
E_{j, p}=a_{j, 1}=\frac{\sigma_{j, 1}}{p}+\frac{\sigma_{j, 0}^{p}}{p!} \Leftrightarrow \sigma_{j, 1}=p a_{j, 1}-\frac{\mathrm{a}_{j, 0}^{p}}{(p-1)!}
$$

Thus we have found that the coefficient of $t$ in $F_{p} \phi_{H, j}$ is $p \mathbf{a}_{j, 1}-(p-1)!^{-1} \mathbf{a}_{j, 0}^{p}$.
-the case $i \geq 1$ : From the relation for ghost components $r_{m}\left(V_{p} F_{p} \phi\right)=p r_{m}(\phi)$ for $m>1, r_{1}\left(V_{p} F_{p} \phi\right)=0$, we see

$$
\begin{aligned}
V_{p} F_{p} \phi_{H, j} & =p \phi_{H, j}-\exp \left(p \mathbf{a}_{j, 0} t\right) \\
& =\left(\sum_{n \geq 0} E_{j, n} t^{n}\right)^{p} / \sum_{n \geq 0} \frac{\left(p \mathbf{a}_{j, 0} t\right)^{n}}{n!}
\end{aligned}
$$

(Notice the change from the additive notation for the group structure of curves to the multiplicative notation for multiplication of power series.) Thus the coefficient of $t^{p^{i}}$ in $F_{p} \phi_{H, j}$ is

$$
\mathbf{a}_{j, i}^{p}+p \mathbf{a}_{j, i+1}+P\left(\mathbf{a}_{j, 0}, \ldots, a_{j, i}\right)
$$

where $P$ is a polynomial of weight $p^{i+1}$ in $p \mathbb{Z}_{(p)}\left[\mathrm{a}_{j, 0}, \ldots, \mathrm{a}_{j, i}\right]$ which does not contain a term $a_{j, i}^{p}$. Note that because of weight considerations every monomial of weight $p^{i+1}$ in $P$ contains a $p$-th power of some $\mathbf{a}_{j, l}(l<i)$. We may thus use induction on $i$ to conclude that the coefficient of $t^{p^{i}}$ in $F_{p} \phi_{H, j}$ can be written as

$$
\left(1+p x^{\prime}\right) \mathbf{a}_{j, i}^{p}+p \mathbf{a}_{j, i+1}+P^{\prime}\left(\mathbf{a}_{j, 0}, \ldots ., \mathbf{a}_{j, i}\right)
$$

where $P^{\prime}$ is a polynomial of weight less than $p^{i+1}$ in $p \mathbb{Z}_{(p)}\left[\mathrm{a}_{j, 0}, \ldots, \mathrm{a}_{j, i}\right]$ and $x^{\prime} \in \mathbb{Z}_{(p)}$. But on the other hand, from the defining relation $F_{p} \phi_{H}=\sum V_{p}^{i}\left[\lambda_{i}\right] \phi_{H}$, we have that the coefficient of $t^{p^{i}}$ in $F_{p} \phi_{H, j}$ is an polynomial $P^{\prime \prime}$ with $\left\|P^{\prime \prime}\right\| \leq p^{i}$ in $\mathbb{Z}_{(p)}\left[\Lambda_{p}\right][\mathbf{a}]$, so $P^{\prime \prime} \in \mathcal{B}_{p^{i}}$.
Comparing the two expressions for the coefficients of $t^{p^{i}}$ in $F_{p} \phi_{H, j}$ we find the claim (2.6.1).

Step 3: Notice that any isobaric polynomial $P \in \mathbb{Z}_{(p)}\left[\mathrm{a}_{j, \mathrm{\bullet}}\right]$ of weight $n$ may be uniquely written as follows: Let $n=\sum b_{i} p^{i}$ be the $p$-adic expansion of $n$ and let $c$ be the coefficient of $\prod_{i} a_{j, i}^{b_{i}}$ in $P$. Then it follows from (2.6.1) that

$$
P \equiv(c+p x) \prod_{i} a_{j, i}^{b_{i}} \bmod \mathcal{B}_{n-1}
$$

for some $x \in \mathbb{Z}_{(p)}$ which depends on $P$.
Step 4: Let $n \in \mathbb{N}$ have $p$-adic expansion $n=\sum b_{i} p^{i}$. We now will prove

$$
E_{j, n} \equiv\left(\left(\prod_{i} b_{i}!\right)^{-1}+p x_{n}\right) \prod \mathrm{a}_{j, i}^{b_{i}} \bmod \mathcal{B}_{n-1},
$$

for some $x_{n} \in \mathbb{Z}_{(p)}$ depending on $n$. This follows from inspection of the relation $\sum E_{j, n} t^{n}=\exp \left(\sum \sigma_{j, i} p^{-i} t^{p^{i}}\right)$ in $\mathbb{Q}\left[\sigma_{j, l}\right]_{l \geq 1}:$
$1^{o} \quad E_{j, p^{i}}=a_{j, i} \equiv p^{-i} \sigma_{j, i} \bmod \mathbb{Q}\left[\sigma_{j, l}\right]_{l<i}$,
$2^{o} \quad E_{j, n} \equiv\left(\Pi_{i} b_{i}!\right)^{-1}\left(p^{-i} \sigma_{j, i}\right)^{b_{i}}$ modulo the ideal generated by $\sigma_{j, l}^{p} l l<n$.
Thus we obtain, using step 3 , the claim (2.6.2), indeed $E_{j, n}$ is an isobaric polynomial of weight $n$ in $\mathbb{Z}_{(p)}\left[\mathrm{a}_{j, 0}\right]$ (chapter I, lemma 1.12).
Step 5: We now easily prove the first part of the theorem. Consider the isobaric polynomial $E_{j, n} E_{j, m} \in \mathbb{Z}_{(p)}\left[\mathrm{a}_{j, 0}\right]$ and let the $p$-adic expansion of $n+m$ be $n+m=$ $\sum b_{2} p^{i}$. Then using step 3 and (2.6.2) we have

$$
E_{j, n} E_{j, m} \equiv x \prod_{i} a_{j, i}^{b_{i}} \equiv x\left(\left(\prod_{i} b_{i}!\right)^{-1}+p x_{n+m}\right)^{-1} E_{j, n+m} \bmod \mathcal{B}_{m+n-1}
$$

for some $x \in \mathbb{Z}_{(p)}$. Continuing with an easy induction, we have proven the first statement of the theorem.
For the second statement: Let $B$ be any $d$-dimensional Hopf algebra with curvilinear $p$-typical structural basis $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ and write the Witt $F_{p}$-type of $B$ as $F_{p} \phi_{B}=\sum_{\{p\}} V_{p}^{i}\left[\mu_{i}\right] \phi_{B}$. Then $B=\Phi^{*}(H)$, where the ring homomorphism $\Phi$ is defined by $\Phi\left(\lambda_{p, p^{i}, k, l}\right):=\mu_{i, k, l}, a, b \in E$.
2.7 Notice that if $R$ is an $S$-Hilbert ring with endomorphisms $\sigma_{n}, n \in \mathbb{N}(S)$ and $r \in R$ is such that $\sigma_{p}(r)=r^{p}, p \in S$, then $\lambda_{S}(r)=\tau(r) \in W_{S}(R)$. So if we give $\mathbb{Z}_{(p)}\left[\Lambda_{p}\right]$ the canonical $p$-Hilbert structure by putting $\sigma_{p}\left(\lambda_{p, m, i, j}\right):=\lambda_{p, m, i, j}^{p}$, then we find that for $H_{p}^{U}$ the Witt $F_{p}$-type equals the Hilbert $F_{p}$-type.

## 3 The case $R$ is a $\mathbb{Z}_{(p)}$-algebra

Let $p$ be some fixed but otherwise arbitrary $p \in \mathcal{P}$. In this section we construct $H_{d}^{U}(p)$, the universal $d$-dimensional curvilinear DPS-Hopf algebra for DPS-Hopf algebras over $\mathbb{Z}_{(p)}$-algebras and its ring of definition $L(p)$.
3.1 Define a set $\Lambda(p)$ of generic variables by

$$
\Lambda(p):=\left\{\lambda_{p, p^{p}, i, j}, \lambda_{n, p^{\prime}, i, j} \mid l \geq 0, n>1, \operatorname{gcd}(n, p)=1, i, j \in E\right\}
$$

Let $L(p)$ be the $\mathbb{Z}_{(p) \text {-algebra }}$

$$
L(p):=\mathbb{Z}_{(p)}[\Lambda(p)]
$$

endowed with the canonical $\mathcal{P}$-Hilbert structure, i.e., $\lambda^{\sigma_{q}}=\lambda^{q}$ for $\lambda \in \Lambda(p), q \in \mathcal{P}$ (see chapter I, 3.16).
3.2 For $\lambda_{a, l, i, j} \in \Lambda(p)$, let $\left\|\lambda_{a, l, i, j}\right\|:=a l$ be its weight. Extend this to a weight function on $\mathbb{Z}[\Lambda(p)]$ by putting $\|\lambda \mu\|:=\max \{\|\lambda\|,\|\mu\|\}$ and $\|\lambda+\mu\|:=\max \{\|\lambda\|,\|\mu\|\}$. We define a filtration $\mathcal{F} i(\Lambda(p)):=\left\{\mathcal{F} i l_{i} \mid i \geq 1\right\}$ on $\mathbb{Z}[\Lambda(p)]$ by

$$
\mathcal{F}_{i l_{i}}:=\{x \in \mathbb{Z}[\Lambda(p)] \mid\|x\| \leq i\}
$$

(We consider $\mathcal{F i l}(\Lambda(p))$ also as an filtration on $M_{d}(\mathbb{Z}[\Lambda(p)])$ defined entrywise, thus $\left.\mathcal{F} i_{i}:=\left\{M \in M_{d}(\mathbb{Z}[\Lambda(p)]) \mid\left\|M_{k, l}\right\| \leq i, k, j \in E\right\}\right)$.
3.3 Let $\lambda_{1,1}:=\mathbf{I d}_{d}$ and $\lambda_{1, n}:=0$ for $n>1$. Define $\lambda_{a, n, i, j} \in \mathbb{Z}_{(p)}[\Lambda(p)](a, n \in$ $\mathbb{N}, a>1, i, j \in E$ ) inductively by the (matrix) relations

$$
\lambda_{p b, n}=\sum_{d: d \mid n, d \notin p \mathbb{N}} \lambda_{b, d}^{\sigma_{p n / d}} \lambda_{p, n / d}+p \lambda_{b, p n}
$$

and

$$
\lambda_{b, q n}=q^{-1} \lambda_{q b, n}-q^{-1} \sum_{d: d \mid n, d \notin p \mathbb{N}} \lambda_{b, d}^{\sigma_{q n / d}} \lambda_{q, n / d}
$$

where $b>1$ and $q \in \mathcal{P}$ with $\operatorname{gcd}(p, q)=1$. Notice that these relations imply the following congruences $\lambda_{p b, n} \equiv p \lambda_{b, p n} \bmod \mathcal{F} l_{b p n-1}$ and $\lambda_{b, q n} \equiv q^{-1} \lambda_{q b, n} \bmod \mathcal{F} l_{b q n-1}$, so this is a well-defined inductive process.
3.4 Let a be the set of all $\mathrm{a}_{i, n}, i \in E, n \in \mathbb{N}$. We now define $H^{U}(p):=H_{d}^{U}(p)$ as the curvilinear DPS-Hopf algebra over $\mathbb{Z}_{(p)}[\Lambda(p)]$ :

$$
H^{U}(p):=\mathbb{Z}_{(p)}[\Lambda(p)][\mathbf{a}]
$$

such that $f_{i}: \mathcal{A} \rightarrow \mathbb{Z}_{(p)}\left[\mathrm{a}_{i, n}\right]_{n \geq 0}, f_{i}\left(\mathrm{a}_{n}\right):=\mathrm{a}_{i, n}$ is a homomorphism of bialgebras for all $1 \leq i \leq d$. Then $\left\{\mathrm{a}_{\pi} \mid \pi \in \mathrm{MI}(E)\right\}$, were $\mathrm{a}_{\pi}:=\prod_{i} \mathrm{a}_{i, \pi_{i}}$ is a curvilinear structural basis for $H^{U}(p)$. We now define the Hilbert $F$-types of $H^{U}(p)$ with respect to this structural basis to be

$$
F_{a} \phi_{H^{U}(p)}=\sum_{n \geq 1} V_{n}\left\{\lambda_{a, n}\right\} \phi_{H^{U}(p)}, a \in \mathbb{N}
$$

Using lemma 2.1 we know that the $F$-types completely determine the algebra structure of $\mathbb{Q} \otimes H^{U}(p)$. We have to check however whether the $F$-types are well-defined, since the coefficients can not be chosen independently (as was the case in the previous section). But on the one hand relations 3.3.1 and 3.3.2 express the equalities $F_{p b}=F_{p} \circ F_{b}$ and $F_{q b}=F_{q} \circ F_{b}$ (here we fundamentally use the Hilbert structure). While on the other hand by the third part of lemma 2.1 we have that all $\lambda_{a, n} \in \Lambda(p)$ can be chosen independently (since the $r_{m}, m \in \mathbb{N}$ can be chosen so).
The following theorem states that the algebra structure which is again a priori defined only over $\mathbb{Q}[\Lambda(p)]$, is actually defined over the ring $\mathbb{Z}_{(p)}[\Lambda(p)]$.
3.5 Theorem. The curvilinear DPS-Hopf algebra $H^{U}(p)$ is defined over the ring $\mathbb{Z}_{(p)}[\Lambda(p)]$ and thus $H^{U}(p)$ is the universal d-dimensional curvilinear DPS-Hopf algebra for DPS-Hopf algebras over $\mathbb{Z}_{(p)}$-algebras.
proof: Define a new $p$-typical curvilinear structural basis for $H^{U}(p)$ by the fundamental set of curves $(i \in E)$

$$
\psi_{i}:=\prod_{q \in \mathcal{P} \backslash\{p\}}\left(1-q^{-1} V_{q} F_{q}\right) \phi_{H^{U}(p), i},
$$

(as in chapter I, proposition 4.16) and let the corresponding $F_{p}$-type be

$$
F_{p} \psi=\sum_{i \geq 0} V_{p}^{i}\left\{\mu_{i}\right\} \psi
$$

Then from substituting 3.5 .1 in 3.5 .2 we find the following relation

$$
F_{p} \prod_{q \in \mathcal{P} \backslash\{p\}}\left(1-q^{-1} V_{q} F_{q}\right) \phi_{H^{U}(p)}=\sum_{i \geq 0} V_{p}^{i}\left\{\mu_{i}\right\} \prod_{q \in \mathcal{P} \backslash\{p\}}\left(1-q^{-1} V_{q} F_{q}\right) \phi_{H^{U}(p)}
$$

We therefore see that all $\mu_{i, l, k} \in L(p)$ and thus by theorem 2.6 we conclude that the DPS-Hopf algebra $H^{U}(p)$ is defined over $\mathbb{Z}_{(p)}\left[\mu_{i}\right]_{i \geq 0} \subset L(p)$.
For the second part of the theorem, let the Witt $F$-types of $H^{U}(p)$ be given by

$$
F_{a} \phi_{H^{U}(p)}=\sum_{n \geq 1} V_{n}\left[\nu_{a, n}\right] \phi_{H^{U}(p)} .
$$

Then from $\{r\} \equiv[r] \bmod V_{\mathcal{P}} \operatorname{Cart}(\mathbb{Z}[r])$ (chapter I, 3.22), we find

$$
\nu_{a, n} \equiv \lambda_{a, n} \bmod \mathcal{F} l_{a n-1} .
$$

Indeed write $\left[\nu_{a, n}\right]=\left\{\nu_{a, n}\right\}+\sum_{l>1} V_{l}\left\{\nu_{a, n, l}\right\}, \nu_{a, n, l} \in M_{d}\left(\mathbb{Z}\left[\nu_{a, n}\right]\right)$. Then we find from comparing the $F_{a}$-types that $\lambda_{a, n}=\nu_{a, n}+\sum_{l \mid m, l>1} \nu_{a, n / l, l}$. Thus we conclude that $L(p)=\mathbb{Z}_{(p)}\left[\nu_{a, n, i, j}\right], a, n \in \mathbb{N}, i, j \in E$. Now for any DPS-Hopf algebra $B$ defined over a $\mathbb{Z}_{(p)}$-algebra $R$ with Witt $F$-types

$$
F_{a} \phi_{B}=\sum_{n \geq 0} V_{n}\left[\gamma_{a, n}\right] \phi_{B},
$$

we have that $B=\Phi_{*}\left(H^{U}(p)\right)$, where the ring homomorphism $\Phi: L(p) \rightarrow R$ is defined by $\Phi\left(\nu_{a, n}\right):=\gamma_{a, n}$.

## 4 The general case; the ring of Lazard

In this section we will construct $H_{d}^{U}$, the universal $d$-dimensional curvilinear DPSHopf algebra and its ring of definition $L$, the ring of Lazard. This will be done by constructing generators for $L(p), p \in \mathcal{P}$ with the property that they are elements of $\mathbb{Z}[\Lambda]$ and are independent of $p$. These generators then will turn out to be generators for $L$.
The notations of the preceding section will remain in force throughout this section.
4.1 Define for $q \in \mathcal{P}, r \in \mathbb{N}$

$$
\xi_{q^{r}}:=\lambda_{q, q^{r-1}} .
$$

If $n \in \mathbb{N}$ is composite (i.e., $n$ is not a power of a rational prime), let $\operatorname{Decom}(n):=$ $\{(u, v) \mid u v=n, 1<u\}$. Since $n$ is composite we have that

$$
\operatorname{gcd}\{u \mid(u, v) \in \operatorname{Decom}(n)\}=1
$$

or equivalently there are integers $r_{u}$ such that

$$
\sum_{(u, v) \in \operatorname{Decom}(n)} r_{u} u=1
$$

Now define

$$
\xi_{n}:=\sum_{(u, v) \in \operatorname{Decom}(n)} r_{u} \lambda_{u, v} .
$$

4.2 Lemma. The set of all $\xi_{m}, m>1$ is a set of algebraically independent generators for the $\mathbb{Z}_{(p)}$-algebra $L(p)$.
proof: Fix $p \in \mathcal{P}$ and denote by $o_{p}$ the $p$-adic valuation on $\mathbb{N}$. For a natural number $n>1$ we let the $p$-adic decomposition of $n$ be $n=p^{o_{p}(n)} n^{\prime}\left(\operatorname{so} \operatorname{gcd}\left(n^{\prime}, p\right)=1\right)$. Then we see from the relations 3.3.1 and 3.3.2 that for composite $n \in \mathbb{N}$

$$
\begin{aligned}
\xi_{n} & \equiv \sum_{(u, v) \in \operatorname{Decom}(n)} r_{u} p^{o_{p}(u)} v^{\prime-1} \lambda_{n^{\prime}, p^{o_{p}(n)}} \bmod \mathcal{F}_{i l_{n-1}} \\
& \equiv \sum_{(u, v) \in \operatorname{Decom}(n)} \frac{r_{u} u p^{o_{p}(n)}}{n} \lambda_{n^{\prime}, p^{o_{p}(n)}} \equiv n^{\prime-1} \lambda_{n^{\prime}, p^{o_{p}(n)}} \bmod \mathcal{F i}_{n-1} .
\end{aligned}
$$

If $n=q^{r}, q \in \mathcal{P}, q \neq p$, then

$$
\xi_{n}=\lambda_{q, q^{r-1}} \equiv q^{1-r} \lambda_{q^{r}, 1} \bmod \mathcal{F} i l_{q^{r}-1},
$$

while if $n=p^{r}$ then, of course, $\xi_{n}=\lambda_{p, p^{r-1}} \in \Lambda(p)$. So indeed the set of all $\xi_{n}, n>1$ is a set of algebraically independent generators for $L(p)$.
4.3 We may now define $L$, the ring of Lazard . Let $J$ denote the ideal in $\mathbb{Z}[\Lambda]$ generated by relations 3.3 .1 for all $p \in \mathcal{P}$. Denote by $J^{+}$the torsion closure of $J$, i.e.,

$$
J^{+}:=\{x \in \mathbb{Z}[\Lambda] \mid m x \in J \text { for some } m \in \mathbb{N}\}
$$

Then let

$$
L:=\mathbb{Z}[\Lambda] / J^{+}
$$

Clearly $L$ has no additive torsion, so we have an imbedding $L \hookrightarrow \mathbb{Z}_{(p)} \otimes L$. We conclude by lemma 4.2 that $L=\cap_{p} \mathbb{Z}_{(p)} \otimes L=\cap_{p} \mathbb{Z}_{(p)}[\xi]=\mathbb{Z}[\xi]$. We call $L$ the ring of Lazard. The polynomial ring $L$ becomes a $\mathcal{P}$-Hilbert ring under the canonical Hilbert structure.
4.4 Let a $:=\left\{\mathrm{a}_{i, n} \mid i \leq d, n \in \mathbb{N}\right\}$. We define $H^{U}:=H_{d}^{U}$ as a DPS-Hopf algebra over $L$ by

$$
H^{U}:=L[\mathrm{a}]
$$

such that $f_{i}: \mathcal{A} \rightarrow H^{U}$ defined by $f_{i}\left(\mathbf{a}_{n}\right):=\mathbf{a}_{i, n}$ is a homomorphism of bialgebras. The algebra structure is given by the Hilbert $F$-types

$$
F_{a} \phi_{H^{U}}=\sum_{n \geq 1} V_{n}\left\{\lambda_{a, n}\right\} \phi_{H^{U}}
$$

As in 3.4 we have that $H^{U}$ will be well-defined provided that we prove the following theorem.
4.5 Theorem. The curvilinear DPS-Hopf algebra $H^{U}$ is defined over $L$ and thus $H^{U}$ is the universal d-dimensional curvilinear DPS-Hopf algebra.
proof: By theorem 3.5 we have that $\mathbb{Z}_{(p)} \otimes H^{U}$ is defined over $\mathbb{Z}_{(p)} \otimes L$ for all $p \in \mathcal{P}$ and thus $H^{U}$ is defined over $L$.
The second part of the theorem is proven in exactly the same way as the second part of theorem 3.5.
We may translate these results into the terminology of commutative formal group laws:
4.6 Theorem. The functor $\mathcal{F}$ is represented by the polynomial ring L. Furthermore every curvilinear commutative formal group law is defined over the ring of coefficients of its F-types (Witt or, if they exist, Hilbert).

## 5 Hilbert functions and Witt functions

In this section we connect the theory of $F$-types with the the theory of Hilbert functions and Witt functions as presented in [Dit90].
5.1 Let $R \in \mathrm{CUR}_{\mathbb{Z}_{S}}$ and let $H \in \mathrm{DPS}-\mathrm{cHopf}_{R}$ with curvilinear $S$-typical structural basis $\phi=\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}, \# E=d$. Write the canonical curves as in lemma 2.1. Then we define a map $g h_{H}:=g h_{H, \phi}: \mathbb{N}(S) \rightarrow M_{d}(R)$ by $g h_{H}(n):=r_{n}\left(\phi_{H}\right)=$ $\left(r_{n, i, j}\right)_{i, j}$. As we have seen, in the case that $R$ has no additive torsion $g h_{H}$ is closely related to the logarithm of $G_{H}$ (chapter I, corollary 5.17).
5.2 Let $F_{S, R}$ be the set of all functions $f: \mathbb{N}(S) \rightarrow M_{d}(R)$. We give $F_{S, R}$ the topology induced by the valuation $v$ which is defined as follows: $v(f)$ is the smallest $n \in \mathbb{N}$ such that $f(n) \neq 0$. Define for any function $f \in F_{S, R}$ the following operators: - $V_{a}$ by $V_{a} f(n):=a f(n / / a)$ (where $f(n / / a):=f(n / a)$ if $a \mid n$ and 0 otherwise), $-F_{a}$ by $F_{a} f(n):=f(a n)$,
$-[\lambda]$, for $\lambda \in M_{d}(R)$ by $[\lambda] f(n):=\lambda^{(n)} f(n)$.
Moreover if $R$ is an $S$-Hilbert ring we also define
$-\{\lambda\}$, for $\lambda \in M_{d}(R)$ by $\{\lambda\} f(n):=\lambda^{\sigma_{n}} f(n)$.
Thus $F_{S, R}$ becomes a $\operatorname{Cart}_{S}(R)$-module.
5.3 Now if $R$ has no additive torsion we have by theorem 4.5 that $H$ is completely determined by the expressions ( $q \in \mathbb{N}(S)$ )

$$
F_{q} g h_{H}=\sum_{S} V_{a}\left[\lambda_{q, a}\right] g h_{H}
$$

( $\left.\lambda_{q, a} \in M_{d}(R)\right)$ since these expressions are equivalent to the expressions

$$
F_{q} \phi_{H}=\sum_{S} V_{a}\left[\lambda_{q, a}\right] \phi_{H}
$$

Indeed since $R$ has no additive torsion, the ghost components completely describe any curve in $C_{S}(H)$. We also have seen in theorem 4.5 that $H$ is defined over $\mathbb{Z}\left[\lambda_{q, a, i, j}\right], q, a \in \mathbb{N}(S), i, j \in E$. If $\psi_{H}:=\sum_{S} V_{a}\left[\lambda_{a}\right] \phi_{H}, \lambda_{a} \in M_{d}(R), \lambda_{1} \in G l_{d}(R)$ defines another $S$-typical curvilinear basis $\psi$ for $H$, then we find from considering the ghost components the relation

$$
g h_{H, \psi}=\sum_{S} V_{a}\left[\lambda_{a}\right] g h_{H, \phi} .
$$

Moreover if $R$ is an $S$-Hilbert ring we have analogous statements involving the Hilbert operators $\{\cdot\}$.
5.4 More generally, we call a function $f \in F_{S, R}$ with $f(1)=$ Id an $S$-Witt function defined over $R$ if

$$
F_{a} f=\sum_{S} V_{d}\left[\lambda_{a, d}\right] f
$$

where $\lambda_{a, d} \in M_{d}(R)$. Analogously we define $S$-Hilbert functions. Thus corresponding to any Witt or Hilbert function $f$ there is a DPS-Hopf algebra $H_{f}$ with structural basis $\phi_{f}$. If we define for an $S$-Witt function $f$ (respectively an $S$-Hilbert function $g$ )

$$
W_{S, R}(f):=\left\{\sum_{S} V_{a}\left[\lambda_{a}\right] f \mid \lambda_{a} \in M_{d}(R)\right\}
$$

(respectively

$$
\left.H_{S, R}(g):=\left\{\sum_{S} V_{a}\left\{\lambda_{a}\right\} g \mid \lambda_{a} \in M_{d}(R)\right\}\right)
$$

then we rediscover the "theorem of the ghost map" ([Dit90], pg 255) and the corollary in loc. cit. on page 256 . We will reformulate them as:
5.5 Proposition. Let the $\mathbb{Z}_{S}$-algebra $R$ have no additive torsion. Let $H \in$ DPS-cHopf ${ }_{R}$ with S-typical curvilinear structural basis $\phi=\left\{\phi_{I} \mid I \in \operatorname{MI}(E)\right\}$. Then $g h_{H, \phi}$ is an $S$-Witt function over $R$ and we have an isomorphism of $\operatorname{Cart}_{S}(R)$ modules $C_{S}(H) \cong W_{S, R}\left(g h_{H, \phi}\right)$ by taking ghost components. Let $\psi$ be another $S$-typical curvilinear structural basis for $\mathbb{Q} \otimes H$. Then $\psi$ is a structural basis for $H$ if and only if $W_{S, R}\left(g h_{H, \phi}\right)=W_{S, R}\left(g h_{H, \psi}\right)$, or equivalently if and only if

$$
g h_{H, \psi}(a m)=\sum_{d \mid m} d \mu_{a, d}^{(m / d)} g h_{H, \phi}(m / d),
$$

for unique $\mu_{a, d} \in M_{d}(R), a, d \in \mathbb{N}(S)$.
If $R$ is an $S$-Hilbert ring we have an analogous statement.
The following proposition will be used in chapter IV ("second transition theorem", loc. cit. pg 264).
5.6 Proposition. Let $R$ be a p-Hilbert ring and let $H \in \operatorname{DPS}-\mathrm{cHopf}_{R}$ with $p$ typical curvilinear basis $\phi$. Write the $F_{p}$-type of $\phi_{H}$ as $F_{p} g h_{H, \phi}=\sum_{i \geq 0} V_{p^{i}}\left\{c_{i}\right\} g h_{H, \phi}$. Let $\psi$ be the p-typical curvilinear basis induced by $\psi_{H}:=\sum_{i \geq 0}{\overline{V_{p}}}\left\{\lambda_{i}\right\} \phi_{H}\left(\lambda_{i} \in\right.$ $\left.M_{d}(R), \lambda_{0} \in G l_{d}(R)\right)$. Then for all $m \geq 0$ we have that $g=g h_{H, \psi}$ is a solution of

$$
g\left(p^{m+1}\right)-\sum_{j=0}^{m} p^{j} g\left(p^{m-j}\right)^{\sigma^{1+j}} c_{j}=p^{m+1} \lambda_{m+1} \text { and } g(1)=\lambda_{0} \in G l_{d}(R)
$$

Conversely if $g: \mathbb{N}(p) \rightarrow M_{d}(R)$ is a solution of the equations 5.6.1 for some $\lambda_{i} \in M_{d}(R)$, then $\psi_{H}:=\sum_{i \geq 0} V_{p^{i}}\left\{\lambda_{i}\right\} \phi_{H}$ induces another $p$-typical curvilinear basis $\psi$ for $H$, for which we have that $g h_{H, \psi}=g$.
proof: A proof using "generic F-type calculation" is given in [Dit90]. We sketch a straightforward proof using induction. One easily checks that $g(1)=\lambda_{0}$ and $g(p)=p \lambda_{1}+\lambda_{0} c_{0}$. Thus equation (5.6.1) holds for $m=0$.

Assume that $g h_{H, \psi}$ is a solution of 5.6.1 for all $m<n$. Then write

$$
p^{n+1} \lambda_{n+1}=g h_{H, \psi}\left(p^{n+1}\right)-\sum_{j=0}^{n} p^{j} \lambda_{j}^{\sigma^{n+1-j}} g h_{H, \phi}\left(p^{n+1-j}\right) .
$$

Now we may "push this equation down", by using the relations $p^{j} \lambda_{j}=g h_{H, \psi}\left(p^{j}\right)-$ $\sum_{l=0}^{j-1} p^{l} \lambda_{l}^{\sigma^{j-l}} g h_{H, \phi}\left(p^{j-l}\right)$ and $g h_{H, \phi}\left(p^{n-j+1}\right)=\sum_{i=0}^{n-j} p^{i} c_{i}^{\sigma^{n-j-i}} g h_{H, \phi}\left(p^{n-j-i}\right)$.
Expanding and using the inductive hypothesis we find eventually that $g h_{H, \psi}$ is a solution for 5.6.1 for $m=n$.
Conversely, assume that $g$ is a solution of 5.6.1 for all $m \geq 0$. Then by the first part of the theorem, $g h_{H, \psi}$ is also a solution of 5.6.1. Using induction, one proves that $g=g h_{H, \psi}$.

## 6 Connections with the theory of Honda

In this section we discuss a connection between the Hilbert $F_{p}$-type of a $p$-typical curvilinear commutative formal group law defined over a $p$-Hilbert ring $R$ in which $p R$ is maximal, and Honda's special element for such formal group laws.
6.1 We briefly recall the notations and some of the results of [Hon], $\S \S 2$ and 3. Let $R$ be a discrete valuation ring having field of fractions $K$. Let $\wp=(\pi)$ be the maximal ideal of $R$. Assume the residue field to have characteristic $p>0$ and also assume that there is an endomorphism $\sigma$ of $K$ and a power of $q$ of $p$ such that $\sigma(x) \equiv x^{q} \bmod p$ for $x \in R$. Define $K_{\sigma}[[T]]$ as the noncommutative power series ring on $T$ with multiplication rule $T x=x^{\sigma} T(x \in K)$. We analogously define $R_{\sigma}[[T]]$. Denote by $A_{m, n}$ the ring of all $m \times n$ matrices over $R_{\sigma}[[T]]$. Let $X=\left(X_{1}, \ldots, X_{n}\right)^{\mathrm{T}}$ and let $K[[X]]_{0}^{m}$ be the set of all $f=\left(f_{i}\right)_{1 \leq i \leq m}$ with $f_{i} \in K\left[\left[X_{i}\right]\right]_{1 \leq i \leq m}$ such that $f_{i}(0)=0(1 \leq i \leq m)$. Define an operation *: $A_{m, n} \times K[[X]]_{0}^{n} \rightarrow \bar{K}[[X]]_{0}^{m}$ by

$$
u * f=\left(\sum_{i \geq 0} C_{i} T^{i}\right) *\left(f_{1}, \ldots, f_{n}\right)^{\mathrm{T}}:=\sum_{i \geq 0} C_{i} f^{\sigma^{i}}\left(X^{q^{i}}\right) .
$$

An element $u \in A_{n, n}$ is called special if $u \equiv \pi \operatorname{ld}_{n} \bmod \operatorname{deg} 1$. We say that $f \in$ $K[[X]]_{0}^{n}$ is killed by u modulo $\wp$ if $u * f \in \wp[[X]]_{0}^{n}$. If $P \in G l_{n}(R)$ and $u$ is special, then $f \in K[[X]]_{0}^{n}$ has type $(P, u)$ if $f$ is killed by $u$ and $f \equiv P X \bmod \operatorname{deg} 2$.
We then have the following proposition, cf. [Hon], theorem 2 and proposition 3.3.
6.2 Proposition. If $f$ has type $(P, u)$, then $G_{f}:=f^{-1}(f(X)+f(Y))$ is a commutative formal group law defined over $R$. Let $g$ be of type ( $Q, u$ ) (with $Q \in G l_{n}(R)$ ). Then $G_{g}:=g^{-1}(g(X)+g(Y))$ is a commutative formal group law which is weakly isomorphic to $G_{f}$. If $P=Q$, then $G_{g}$ and $G_{f}$ are strongly isomorphic.

Moreover in the unramified case, i.e., $\pi=p$, we have that for any commutative formal group law $G$ over $R$ with logarithm $\log _{G}$ there is a special element $u$ which kills $\log _{G}$.

The connection with $F_{p}$-types is now given by the following proposition. (Using the notations of section 2.6.)
6.3 Proposition. Let $R$ be a p-Hilbert ring such that $p R$ is maximal. Let $u=$ $\sum_{i \geq 0} C_{i} T^{i}$ be a special element (so $C_{0}=p \mathrm{ld}$ ). Write $u^{-1}=\sum_{i \geq 0} B_{i} T^{i}$ (so $B_{0}=$ $\left.p^{-1}\right)$. Then $\log _{G}(X):=\sum_{i \geq 0} p B_{i} X^{\left(p^{i}\right)}$ is the logarithm of a curvilinear commutative formal group law $G$ having $F_{p}$-type

$$
F_{p} \phi_{G}=\sum_{i \geq 0} V_{p}^{i}\left\{-C_{i+1}^{\mathrm{T}}\right\} \phi_{G} .
$$

The power series $h=\sum_{i \geq 0} h_{i} X^{p^{i}}$ has type (Id , u) if and only if the curvilinear p-typical commutative formal group law $H$ having logarithm $h$ is weakly isomorphic to $G$, i.e., if and only if the function $g h_{H}: n \mapsto p^{n} h_{n}$ is an element of $H_{\{p\}, R}\left(g h_{G}\right)$.
prosf: Consider

$$
\begin{aligned}
u^{-1} u=1 \Leftrightarrow \sum_{i=0}^{m} B_{m-i} C_{i+1}^{\sigma^{m-i}} & =-p B_{m+1}(m \geq 0) \\
& \Leftrightarrow p^{m+1} p B_{m+1}^{\mathrm{T}}=-\sum_{i=0}^{m} p^{i} C_{i+1}^{\mathrm{T} \sigma^{m-i}}\left(p^{m-i} p B_{m-i}^{\mathrm{T}}\right)(m \geq 0)
\end{aligned}
$$

Thus from chapter I, corollary 5.17 and formula 2.1 .2 we cbtain the first part of the proposition. The second part now follows from proposition 5.5.

## 7 Connections with the theory of Dieudonné

In this section we describe some connections between the theory we have developed so far and the theory of Dieudonné.
7.1 We briefly recall some of the notations and results of [Dieu], chapter III, $\S \S 4$ and 5 . Let $k$ be a perfect field of characteristic $p>0$, and let $W:=W(k)$. By $\sigma$ we denote the endomorphism $\mathrm{F}_{p}$ we constructed in chapter I, 3.7.1. Since $k$ is perfect we have that $\sigma$ is invertible on $W$. The ring $W$ is a complete valuation ring under the $p$-adic valuation $o_{p}$. We define $A$, the Hilbert-Witt ring, as the $W$-module of power series $a=\sum_{i \geq 0} a_{i} T^{i}$ with multiplication rule $T a=a^{\sigma} T$. The ring $R$ will be $A$ localized with respect to $T$. The automorphism $\sigma$ is extended to $R$ by defining $\sigma(T):=T$. A right $A$-module $M$ is called distinguished if it is finitely generated
and satisfies the conditions $M p \subset M T$ and $m \mapsto m T$ is injective on $M$. The rank of a distinguished module is the dimension of the $k$-vector space $M / M T$. Then we have [Dieu], chapter III, §4, proposition 7.
7.2 Proposition. The $A$-module $M$ is distinguished of rank $d$ if and only if $M$ is isomorphic to a quotient $A^{d} / u\left(A^{d}\right)$, where $u$ is an endomorphism of $A^{d}$ whose matrix with respect to the canonical basis of $A^{d}$ has the form pld ${ }_{d}-c T\left(c \in M_{d}(A)\right)$.

The following easy proposition connects the group of curves of $p$-typical curvilinear formal group laws and distinguished modules.
7.3 Proposition. Let $H \in$ DPS-cHopf $_{k}$, with $p$-typical structural basis $\phi=$ $\left\{\phi_{I} \mid I \in \mathrm{MI}(E)\right\}$ and $F_{p}$-type $F_{p} \phi_{H}=\sum_{i \geq 0} V_{p}^{i}\left[\lambda_{i}\right] \phi_{H}, \lambda_{i} \in M_{d}(k)$. Define $c:=$ $\sum_{i>0} \tau\left(\lambda_{i}\right) T^{i}$. Then the left $W\left[\left[V_{p}\right]\right]$-module $C_{p}(H)$ and the distinguished right $W[[T]]-$ module $A^{d} /\left(p \mathrm{Id}_{d}-c T\right) A^{d}$ are anti-isomorphic.
7.4 Now assume $k$ to be algebraically closed. We then have the following proposition, cf. loc. cit. chapter III, theorem 4 (or [Man], chapter III, $\S 5$, "the classification theorem").
7.5 Proposition. Let $M$ be a distinguished $A$-module. Then the $R$-module $M_{R}:=$ $R \otimes_{A} M$ admits a unique direct sum decomposition in simple submodules

$$
M_{R} \cong \underset{i}{\oplus} R / p^{m_{i}} R \underset{j}{\oplus} R /\left(p^{r_{j}}-T^{s_{j}}\right) R
$$

where for all $j$ we have $0<r_{j} \leq s_{j}$ and $\operatorname{gcd}\left(r_{j}, s_{j}\right)=1$.
7.6 The decomposition described in the proposition is called the isogeny type of $M$. If $G$ is a commutative formal group law defined over $k$. Then we define the isogeny type of $G$ as the isogeny type of $C_{p}(G)$. As in [Man], chapter II, $\S 4$ we denote by $G_{m, n-m}$ the commutative formal group law corresponding to the distinguished $A$ module $A /\left(p^{m}-T^{n}\right) A$ and by $G_{m, \infty}$ the commutative formal group law corresponding to the $A$-module $A / p^{m} A$. Notice $G_{1,0}=\hat{G}_{m}$, the 1-dimensional multiplicative formal group law. We then say that $M$ is isogenous to $\oplus_{i} G_{m_{i}, \infty} \oplus_{j} G_{r_{j}, s_{j}-m_{j}}$ and denote this equivalence relation by " $\sim$ ". Manin only defines $G_{n, m}$ for $n, m$ relatively prime but it is well known that $G_{n, m}$ is isogenous to $d G_{n / d, m / d}$, where $d=\operatorname{gcd}(n, m)$. Therefore as in [Hon73], [Hov] or [Yui80] we will often use the notation $G_{n, m}$ even if $n$ and $m$ are not relatively prime.
7.7 In order to be able to compute the isogeny type from the $F_{p}$-type, we generalize [Dieu], chapter III, $\S 5$, lemma 4. Let $B(k)$ be the field of fractions of $W(k)$. For each natural number $e$ we write $B_{e}(k)$ for the completely ramified extension of $B(k)$
generated by a root $\omega$ of the polynomial $X^{e}-p$, and $W_{e}$ for the integral closure of $W$ in $B_{e}(k)$. The automorphism $\sigma$ is extended to $W_{e}$ by defining $\sigma(\omega):=\omega$. We also extend $o_{p}$ canonically to $W_{e}$ by $o_{p}(\omega):=1 / e$. Write $A_{e}$ for the canonical extension of $A$, and $R_{e}$ the canonical extension of $R$. We define the costathm $c(a)$ of $a \in R_{e}$ by $(c(0):=\infty)$

$$
c(a)=c\left(\sum_{i \geq 0} a_{i} T^{i}\right)=\min \left\{i \geq 0 \mid o_{p}\left(a_{i}\right)=\min \left\{o_{p}\left(a_{n}\right) \mid n \geq 0\right\}\right\}
$$

Further, if $a \in A_{e}$ with $c(a)>0$ and $\omega \nmid a$, we define the rational number $\gamma(a)$ by

$$
\gamma(a)=\gamma\left(\sum_{i \geq 0} a_{i} T^{i}\right):=\min \left\{\left.\frac{o_{p}\left(a_{i}\right)}{c(a)-i} \right\rvert\, 0 \leq i<c(a)\right\},
$$

and a natural number $j(a)$ by

$$
j(a):=\min \left\{j \left\lvert\, \gamma(a)=\frac{o_{p}\left(a_{j}\right)}{c(a)-j}\right.\right\} .
$$

We may now prove the following lemma.
7.8 Lemma. Let $a \in A_{e}$ be such that $\gamma(a)=r / s, s=c(a)-j(a)$. Then we may write in $A_{\text {es }}$

$$
a=y\left(p^{r}-T^{s}\right) x
$$

for some $x \in A_{e s}^{*}$. For $y$ we have the following formulae: $c(y)=c(a)-s$ and

$$
\gamma(y):=\min \left\{\left.\frac{o_{p}\left(a_{i}\right)-r}{c(a)-s-i} \right\rvert\, 0 \leq i<c(a)-s\right\} .
$$

proof: Let $a \in A_{e}$ be such that $\gamma(a)=r / s, s=c(a)-j(a)$. By [Man], remark to chapter II, lemma 2.2 we may then write

$$
a=y \prod_{i=1}^{s}\left(T-p^{\tau / s} x_{i}\right)
$$

for some $x_{i} \in A_{e s}^{*}$. On the other hand, combination of loc. cit. lemma 2.7 and the corollary to lemma 2.5 gives that

$$
R_{e s} / \prod_{i=1}^{s}\left(T-p^{r / s} x_{i}\right) R_{e s} \cong R_{e s} /\left(T^{s}-p^{r}\right) R_{e s}
$$

Thus we find that for some $x \in R_{e s}^{*}$

$$
\prod_{i=1}^{s}\left(T-p^{r / s} x_{i}\right)=\left(T^{s}-p^{r}\right) x
$$

(and thus $\left.x \in A_{e s}^{*}\right)$. We conclude that $a=y\left(T^{s}-p^{r}\right) x$. One now easily computes from this relation that $c(y)=c(a)-s$ and (with induction) that $\gamma(y)=$ $\min _{i<c(a)-s}\left\{o_{p}\left(a_{i}\right)-r / c(a)-s-i\right\}$.
7.9 Repeated application of the lemma gives that $a \in A, p \nmid a$ can be written in $A_{s}, s=\prod_{i} s_{i}$ as

$$
a=y \prod_{i}\left(p^{r_{i}}-T^{s_{i}}\right) x_{i}
$$

where $x_{i} \in A_{s}^{*}, c(y)=0$. Thus also $y \in A_{s}^{*}$. But then, since $R / a R$ is semisimple ([Dieu], chapter III, theorem 1) and since $R /\left(p^{r}-V^{s}\right) R$ is simple if $\operatorname{gcd}(r, s)=1$ (loc.cit. chapter III, theorem 2) we conclude that the isogeny type of $A / a A$ is given by

$$
A / a A \sim \underset{i}{\oplus} G_{r_{i}, s_{i}-r_{i}}
$$

7.10 The above lemma provides us with a strong tool for computing isogeny types of commutative formal group laws whose $F_{p}$-type is given. Just take any canonical curve $\phi_{i}$. Some power of $F_{p}$ will be an endomorphism of $W(k)[[V]]\left\{\phi_{i}\right\}$. We thus find an $a \in A$ such that $A / a A \hookrightarrow C_{p}(G)$. We now may use the lemma in order to decompose $A / a A$. Then, if necessary, we proceed by taking some other $\phi_{j}$. Details of this procedure and examples can be found in chapter IV, sections 2 and 3 , where we will compute the isogeny types for 2 and 3 -dimensional commutative formal group laws.

## Chapter 3

## A finiteness theorem

For commutative formal group laws of finite height defined over an algebraically closed field of positive characteristic.

In this chapter it will be proven that any curvilinear commutative formal group law $G$ of finite height defined over an algebraically closed field of positive characteristic is isomorphic to a formal group law $G_{t y p}$ having a well characterized finite (Witt) $F$-type. This has as a corollary that there exists a finite-dimensional catalogue for such formal group laws of bounded height.
This chapter is organized as follows: First an introduction to the problem is given, then two technical sections follow. In these sections some lemmas on reduction of $F$-types and on a special type of étale extensions are proven. In section 4 a classification result in characteristic zero of Ditters is adapted to our needs. The finite $F$-type then is constructed in section 5.
In this chapter all formal group laws are commutative and curvilinear.

## 1 Introduction and statement of the results

1.1 Let $k$ be a ring of characteristic $p>0$ and $G$ be a $d$-dimensional $p$-typical formal group law defined over $k$. On $C_{p}(G)$, the (additive) group of $p$-typical curves of $G$, we have operators $V:=V_{p}, F:=F_{p}$ and $[r], r \in k$. The topological group $C_{p}(G)$ is $V$-complete. Passing to the direct sum $C_{p}(G)^{d}$, we have seen (chapter II, theorem 4.6 ) that $G$ is completely determined by its Witt $F$-type, i.e., the $F$-type of its canonical curves

$$
F \phi_{G}=\sum_{i=0}^{\infty} V^{i}\left[C_{i}\right] \phi_{G}
$$

where $C_{i} \in M_{d}(k)$. (This is an abbreviated form for

$$
F \phi_{G, l}=\sum_{i=0}^{\infty} \sum_{j=1}^{n} V^{i}\left[C_{i, l, j}\right] \phi_{G, j},
$$

where $C_{i, l, j} \in k$.) Conversely every choice of $C_{i} \in M_{d}(k), i \geq 0$ gives rise to a unique formal group law $G$ defined over $k$, with canonical curves $\phi_{G}$.
1.2 Let the $p$-typical formal group law $G$ have $F$-type as in 1.1.1. We will say that the $F$-type is finite and has length $n \in \mathbb{N}$ if $C_{i}=0$ for $i>n, C_{n} \neq 0$. Notice that $G$ having a finite $F$-type does not imply that the height of $G$ is finite. (Consider for example $\hat{G}_{a}$.) A connection between the shape of the $C_{i}$ and the height of $G$ is given in section 5 .
1.3 Moreover we know (chapter I, 5.7), that any formal group law $H$, isomorphic to $G$ over $k$, has as a set of canonical curves $\phi_{H}$

$$
\phi_{H}=\sum_{i=0}^{\infty} V^{i}\left[\Lambda_{i}\right] \phi_{G}
$$

where $\Lambda_{i} \in M_{d}(k)$ for $i \geq 0, \Lambda_{0} \in G l_{d}(k)$. Let the $F$-type of $H$ be

$$
F \phi_{H}=\sum_{i=0}^{\infty} V^{i}\left[D_{i}\right] \phi_{H}
$$

1.4 We have the following relation among the $C_{i}, \Lambda_{i}, D_{i}$ introduced in 1.1 and 1.3 On the one hand we have by (1.3.1) and (1.1.1)

$$
F \phi_{H}=\sum_{i=0}^{\infty} V^{i}\left[\Lambda_{i}^{(p)}\right] F \phi_{G}=\sum_{i=0}^{\infty} V^{i}\left[\Lambda_{i}^{(p)}\right]\left(\sum_{j=0}^{\infty} V^{j}\left[C_{j}\right] \phi_{G}\right) ;
$$

while on the other hand we have by (1.3.2) and (1.3.1)

$$
F \phi_{H}=\sum_{i=0}^{\infty} V^{i}\left[D_{i}\right] \phi_{H}=\sum_{i=0}^{\infty} V^{i}\left[D_{i}\right]\left(\sum_{j=0}^{\infty} V^{j}\left[\Lambda_{j}\right]\right) \phi_{G} .
$$

Therefore we obtain the following identity

$$
\sum_{n=0}^{\infty} V^{n}\left(\sum_{i+j=n}\left[\Lambda_{i}^{\left(p^{j+1}\right)}\right]\left[C_{j}\right]\right) \phi_{G}=\sum_{n=0}^{\infty} V^{n}\left(\sum_{i+j=n}\left[D_{i}^{\left(p^{j}\right)}\right]\left[\Lambda_{j}\right]\right) \phi_{G}
$$

1.5 Recall that the homothety or Witt operator [] is not additive, and multiplicative only in dimension one. Therefore working with equation (1.4.1) is very hard.

For example, it suffices, but, it is in general not necessary, that for each $n \geq 0$ the relations

$$
\sum_{i+j=n}\left[D_{i}^{\left(p^{j}\right)}\right]\left[\Lambda_{j}\right] \phi_{G}=\sum_{i+j=n}\left[\Lambda_{i}^{\left(p^{j+1}\right)}\right]\left[C_{j}\right] \phi_{G}
$$

hold in order to satisfy equation (1.4.1).
As an example we will consider two special cases.
1.6 We take $d=1$, and $k=\mathbb{F}_{p}$. Then the equation (1.4.1) reduces to

$$
\sum_{n=0}^{\infty} V^{n}\left(\sum_{i+j=n}\left[\Lambda_{i} C_{j}\right]\right) \phi_{G}=\sum_{n=0}^{\infty} V^{n}\left(\sum_{i+j=n}\left[D_{i} \Lambda_{j}\right]\right) \phi_{G}
$$

Read this equation $\bmod V$

$$
\left[\Lambda_{0} C_{0}\right] \phi_{G} \equiv\left[D_{0} \Lambda_{0}\right] \phi_{G} \bmod V
$$

As $d=1$ and $\Lambda_{0} \in \mathbb{F}_{p}^{*}$ this implies that $C_{0}=D_{0}$. Subtracting the terms $\left[\Lambda_{0} C_{0}\right] \phi_{G}=$ [ $\left.D_{0} \Lambda_{0}\right] \phi_{G}$ and $V\left[\Lambda_{1} C_{0}\right] \phi_{G}=V\left[D_{0} \Lambda_{1}\right] \phi_{G}$ from both sides of (1.6.1) we find $\bmod V^{2}$

$$
V\left[\Lambda_{0} C_{1}\right] \phi_{G} \equiv V\left[D_{1} \Lambda_{0}\right] \phi_{G} \bmod V^{2}
$$

This implies by the same reasoning as before that $C_{1}=D_{1}$. Using induction we easily see $D_{m}=C_{m}$ for all $m \geq 0$. So we rediscover the following result of Dieudonné ([Dieu], chapter III, §6, no.2, section II, for the translation between the terminology of Dieudonné and ours, see chapter II, section 7).

Theorem. There is a bijective correspondence between the set of isomorphism classes of 1-dimensional formal group laws over a prime field and the set of all possible $F$-types (1.1.1).

In particular it is not true that over the prime field every 1-dimensional formal group law is isomorphic to a formal group law having a finite $F$-type.
1.7 Again take $d=1$, but now assume $k^{\text {ét }}$ to be the étale closure of a field of positive characteristic $p$. Let $G$ be a 1 -dimensional formal group law with $F$-type (1.1.1). There are two cases to be considered
case 1: All $C_{i}$ are zero. This is equivalent (chapter II, subsection 1.4) to $G$ being the formal additive group law.
case 2: Not all $C_{i}$ are zero. Let $h$ be the smallest integer such that $C_{h}$ is not zero ( $h$ is easily seen to the height of $G$, as defined in chapter I, 4.19). For $n=h$ equation (1.5.1) reads $\Lambda_{0}^{p^{h+1}} C_{h}=D_{h} \Lambda_{0}$. Since $d=1$ putting $D_{h}=1$ gives an étale equation for which we have an invertible $\Lambda_{0}$ as solution. We may thus assume that $C_{h}=1$ and that an $N>h$ is given such that $C_{i}=0$ for $h \neq i<N$. Now take
$\Lambda_{0}=1, \Lambda_{i}=0$ for every $0<i<N-h$. We then find $D_{i}=C_{i}$ for every $i<N$. At level $N$, (1.5.1) is now read mod $V$ as

$$
\Lambda_{N-h}^{p^{N+1-h}} C_{h}+C_{N}=D_{N}+D_{h}^{p^{N-h}} \Lambda_{N-h} .
$$

Taking $D_{N}=0$ we obtain an étale equation in $\Lambda_{N-h}$. So by induction we find the following theorem.

Theorem. Every 1-dimensional formal group law $G$ of finite height $h$ over an étally closed field $k^{\text {ét }}$ of positive characteristic is isomorphic to a formal group law $G_{t y p}$ with the F-type

$$
F \phi_{t y p}=V^{h} \phi_{t y p}
$$

This theorem gives the well known assertion that the only isomorphism invariant of 1-dimensional formal groups defined over an algebraically closed field of positive characteristic is the height.
1.8 Other published results on the classification up to isomorphism of formal group laws over rings of positive characteristic can be found for the 1-dimensional case in for example [Haz] and [Hon]. An overview is given in [Hill]. The classification for 2-dimensional formal group laws over an algebraically closed field is given by Manin [Man] (contravariant) and Kneppers [Kne] (covariant).
1.9 We will prove in this chapter the following theorem (theorem 5.17).

Theorem. Let $G$ be a d-dimensional p-typical curvilinear commutative formal group law of finite height, defined over an algebraically closed field $k$ of positive characteristic $p$. Then $G$ is isomorphic over $k$ to a $p$-typical curvilinear commutative formal group law $G_{t y p}$ having a finite (Witt) $F_{p}$-type. Moreover the length $\lambda$ of the finite $F$-type is bounded by the height $h$ of $G$.

We borrow the definition of a catalogue from F. Oort: A catalogue for a small category $\mathcal{C}$ is an algebraic set $\mathcal{S}$ such that there is surjection of sets from $\mathcal{S}$ to the set of isomorphism classes of $\mathcal{C}$. With this notation we obtain as an immediate consequence of the theorem

Corollary. There is a catalogue of finite dimension over $k$ for all p-typical curvilinear commutative formal group laws $G$ defined over an algebraically closed field $k$ of positive characteristic such that the height of $G$ is bounded by a fixed number.
1.10 Remark. Let $G$ be defined over an algebraically closed field of positive characteristic $p$ with finite height $h$. The group $\bar{C}_{p}$ of $p$-typical curves of $G$ of course has a canonical $W(k)$-module structure, and as such it has $W(k)$ rank equal
to the height $h$ of $G$ (chapter I, lemma 4.26). However, having a catalogue of finite rank over $W(k)$ does not give any information on finite-dimensionality of a catalogue over $k$.

## 2 Reduction of Hilbert $F$-types

2.1 Let $k$ be an integral domain of characteristic $p>0$. Let $G$ be a $d$-dimensional $p$-typical curvilinear commutative formal group law defined over $R:=W_{p}(k)$ and let $\bar{G}$ denote the reduction of $G$ which is defined over $k$. Write $C_{p}=C_{p}(G)$ and $\bar{C}_{p}=C_{p}(\bar{G})$.
2.2 We recall some facts and notations which can be found in chapters I and II. For any formal group law $H$ defined over a $\mathbb{Z}_{p}$-algebra $A$, we have the canonical $\operatorname{Cart}_{p}(A)$-module structure on $C_{p}(H)$ and also an induced $W_{p}(A)$-module structure. Thus $C_{p}$ is a $W_{p}(R)$-module and $\bar{C}_{p}$ is an $R$-module. Let $F:=F_{p}$ and $V:=V_{p}$. As we have seen both $G$ and $\bar{G}$ are determined by their Witt $F$-types. But since $R$ is a $p$-Hilbert ring we also know that $G$ is determined by its Hilbert $F$-type

$$
F \phi_{G}=\sum_{i \geq 0} V^{i}\left\{C_{i}\right\} \phi_{G},
$$

for some (unique) $C_{i} \in M_{d}(R)$. Contrary to the Witt operators [], the Hilbert operators $\left\}: R \rightarrow\right.$ End $_{C_{p}(G)}$ are homomorphisms. Actually, as we have seen, if we denote by $\odot$ the canonical $\operatorname{Cart}_{p}(R)$-structure on $C_{p}$, then

$$
[r] \psi=\tau_{R}(r) \odot \psi, \quad\{r\} \psi=\lambda_{p}(r) \circlearrowleft \psi
$$

2.3 We will treat the following question : For $G$ we can consider its Hilbert $F$-type and its Witt $F$-type, while for $\bar{G}$ we can only consider its Witt $F$-type. What is the relation between the Hilbert $F$-type of $G$ and the Witt $F$-type of $\bar{G}$ ? Or to phrase it differently: what is the fiber of the map $\pi^{*}$ from the set of all Hilbert $F$-types (over $R$ ) to the set of all Witt $F$-types (over $k$ ), induced by the canonical projection $\pi: R \mapsto k$ on the first Witt coordinate. (The relation between the Witt $F$-type of $G$ and the Witt $F$-type of $\bar{G}$ is, of course, just induced by $[r] \rightarrow[\pi(r)])$.
2.4 The first result is the following: From chapter I, lemma 3.19 (iii) we find that $G$ having a Hilbert $F$-type of the form

$$
F \phi_{G}=\sum_{i \geq 0} V^{i}\left\{\tau_{k}\left(C_{i}\right)\right\} \phi_{G}, \quad C_{i} \in M_{n}(k)
$$

reduces to $\bar{G}$ having the Witt $F$-type

$$
F \phi_{\bar{G}}=\sum_{i \geq 0} V^{i}\left[C_{i}\right] \phi_{\bar{G}}, \quad C_{i} \in M_{n}(k) .
$$

We will proceed to describe the fiber of the reduction map in terms of Hilbert $F$-types.
2.5 The basic idea is rather simple: in $C_{p}(\bar{G})$ the operators $F$ and $V$ commute, thus the reduction of $C_{p}(G)$ to $C_{p}(\bar{G})$ will factor via $C_{p}(G)$ modulo the commutation relation of $F$ and $V$. We will prove that this fact is sufficient to determine $C_{p}(\bar{G})$.
2.6 We let $T:=F V-V F \in \operatorname{Cart}_{p}(R)$ and define abelian groups $C^{i}(i \geq 0)$ by

$$
C^{i}=C_{p}(G) / \sum_{j=0}^{i} V^{j} T C_{p}(G)=C^{i-1} / V^{i} T C_{p}(G)
$$

2. 7 Some generalities. The operators $F,[],\{ \}$ stabilize $\sum_{j=0}^{i} V^{j} T C_{p}(G)$. So on $C^{i}$ we have an induced action of $F$, which we will again denote by $F$. The same applies to the operators [] and \{ \}. The $R$-module structure on $C_{p}(G)$ given by the Hilbert brackets $\left\}\right.$ also induces an $R$-module structure on $C^{i}$.
However the operator $V$ does not stabilize $\sum_{j=0}^{i} V^{j} T C_{p}(G)$, which means that there is no induced action of $V$ on $C^{i}$. Therefore $C^{i}$ is not an $R[[V]]$-module. (It is a $W_{p}(R)$-module since $F$ acts trivially on $(F V-V F) C_{p}(G)$.) The operator $V$ induces a map $C^{i} \rightarrow C^{i+1}$ and thus $V$ induces a well-defined operator on $\lim _{\rightarrow} C^{i}$.
2.8 We will give an easy example which illustrates some of the features of this construction.
Let $G$ have Hilbert $F$-type

$$
F \phi_{G}=\{(1+p) \mathrm{Id}\} \phi_{G}=(1+p) \phi_{G} .
$$

Using 2.4 we see that the following relation holds in $\bar{C}_{p}$

$$
F \phi_{\bar{G}}=(1+p) \phi_{\bar{G}}=(1+V F) \phi_{\bar{G}}=\ldots=\sum_{i \geq 0} V^{i} \phi_{\bar{G}}
$$

Thus a finite Hilbert $F$-type may reduce to an infinite Witt $F$-type. On the other hand we have in $\lim _{\rightarrow} C^{i}$

$$
F \phi_{G}=(1+p) \phi_{G} \equiv(1+V F) \phi_{G} \equiv \ldots \equiv \sum_{i \geq 0} V^{i} \phi_{G}
$$

We conclude that in this case the $W_{p}(k)[[V]]-\operatorname{modules} \bar{C}_{p}$ and $\lim _{\rightarrow} C^{i}$ are isomorphic.
2.9 Every element $\bar{\psi}$ in $C^{l}$ can be written as

$$
\bar{\psi}=c l_{l}\left\{\sum_{i, j} V^{i}\left\{r_{i, j}\right\} \phi_{G, j}\right\} \quad r_{i, j} \in R
$$

or as

$$
\bar{\psi}=c l_{l}\left\{\sum_{i, j} V^{i}\left[r_{i, j}\right] \phi_{G, j}\right\} \quad r_{i, j} \in R
$$

where $c l_{l}$ denotes the class in $C^{l}$. However these expressions are not unique.
In order to obtain a unique representation note that every $r_{i, j} \in R=W_{p}(k)$ can be written as $\left(\mathrm{V}:=\mathrm{V}_{p}\right)$

$$
r_{i, j}=\sum_{k \geq 0} \mathrm{~V}^{k} \tau\left(r_{i, j, k}\right) \quad r_{i, j, k} \in k
$$

(chapter I, 3.6). We have the following easy but crucial lemma.
2.10 Lemma. Let $\bar{\psi}=\operatorname{cl}_{l}\left\{\sum_{i} V^{i}\left\{a_{i}\right\} \phi\right\}$ in $C^{l}$ and suppose $a_{i_{0}}=a_{i_{0}}^{\prime}+\mathrm{Vr}$ for some $i_{0}<l$ and $r \in R$, then $\bar{\psi}=\operatorname{cl}_{l}\left\{\sum_{i} V^{i}\left\{a_{i}^{\prime}\right\} \phi\right\}$ with $a_{i}^{\prime}=a_{i}$ for $i<i_{0}$.
proof: Temporarily working over the perfect closure of the field of fractions of $k$, we have

$$
\begin{aligned}
V^{i_{0}}\left\{a_{i_{0}}^{\prime}+\mathrm{V} r\right\} \phi & =V^{i_{0}}\left\{a_{i_{0}}^{\prime}\right\} \phi+V^{i_{0}} p\left\{\mathrm{~F}^{-1} r\right\} \phi \\
& \equiv V^{i_{0}}\left\{a_{i_{0}}^{\prime}\right\} \phi+V^{i_{0}} F\left\{\mathrm{~F}^{-1} r\right\} \phi \bmod V^{i_{0}} T C_{p}(G) \\
& \equiv V^{i_{0}}\left\{a_{i_{0}}^{\prime}\right\} \phi+V^{i_{0}+1}\{r\} F \phi .
\end{aligned}
$$

Here in the first step we use the commutativity of F and V on $W_{p}(k)$ ( $k$ has characteristic $p>0$ ), and the fact that the Hilbert operators induce an $R$-module structure. In the second step we use $V^{i_{0}} F V \equiv V^{i_{0}+1} F \bmod V^{i_{0}} T$. The third step is the combination of the defining relation of F on $W_{p}(k)$ (see chapter 13.7.1) and chapter I, formula 3.15 .1 which describes the action of $F$ on $\lambda_{p}(r), r \in R$. At the same time this makes clear that the relation is actually defined over $k$.
2.11 Proposition. The class $\bar{\psi}$ in $C^{l}$ can be written as

$$
\bar{\psi}=c l_{l}\left\{\sum_{i=0}^{l} \sum_{j=1}^{d} V^{i}\left\{\tau\left(r_{i, j}\right)\right\} \phi_{G, j}+\psi^{\prime}\right\},
$$

for some $\psi^{\prime} \in V^{l+1} C_{p}(G)$ and unique $r_{i, j} \in k$.
proof: Repeated application of lemma 2.10 yields that $\bar{\psi}$ may be written as claimed.
For the uniqueness, first note that
$V^{n}(F V-V F) \sum_{i \geq 0} \sum_{j=1}^{d} V^{i}\left\{a_{i, j}\right\} \phi_{G, j} \equiv \sum_{j=1}^{d} V^{n}\left\{p a_{0, j}\right\} \phi_{G, j} \bmod V^{n+1} C_{p}(G)$
(and $T V C_{p}(G)=0$ ). Assume that $\bar{\psi} \in C^{l}$ can be written as

$$
\bar{\psi}=c l_{l}\left\{\sum_{i=0}^{l} \sum_{j=1}^{d} V^{i}\left\{\tau\left(r_{i, j}\right)\right\} \phi_{G, j}+\psi_{r}\right\}
$$

and also as

$$
\bar{\psi}=c l_{l}\left\{\sum_{i=0}^{l} \sum_{j=1}^{d} V^{i}\left\{\tau\left(r_{i, j}^{\prime}\right)\right\} \phi_{G, j}+\psi_{r}^{\prime}\right\}
$$

$\left(\psi_{r}, \psi_{r}^{\prime} \in V^{l+1} C_{p}(G)\right)$, such that $r_{i, j}=r_{i, j}^{\prime}$ for $i<i_{0} \leq l$. Then we have

$$
\sum_{i=i_{0}}^{l} \sum_{j=1}^{d} V^{i}\left\{\tau\left(r_{i, j}\right)-\tau\left(r_{i, j}^{\prime}\right)\right\} \phi_{G, j} \in \sum_{k=0}^{l} V^{k} T C_{p}(G)+V^{l+1} C_{p}(G)
$$

This together with the first remark (2.11.1) gives that $\tau\left(r_{i_{0}, j}\right)-\tau\left(r_{i_{0}, j}^{\prime}\right) \in p R$. This in turn implies that $r_{i_{0}, j}=r_{i_{0}, j}^{\prime}$. Thus by induction on $i_{0}$ we see that the representation is unique.
2.12 We conclude from proposition 2.11 that an element $\kappa \in \lim _{\rightarrow} C^{i}$ can be represented as $\kappa=\sum_{i, j} V^{i}\left\{\tau\left(r_{i, j}\right)\right\}$ for unique $r_{i, j} \in k$.
2.13 Put $S=W_{p}(R)[[V]]$. We summarize the different module structures we have so far encountered: $C_{p}$ is a $W_{p}(R)$-module via the $\mathrm{Cart}_{p}$-structure and an $R$-module by the Hilbert-structure. Therefore $C_{p}$ is a $S$-module with $\operatorname{dim}(G)$ generators via the Cart $_{p}$-structure and a free $R[[V]]$-module of $\operatorname{rank} \operatorname{dim}(G)$ via the Hilbert-structure. The reduced $\bar{C}_{p}$ is an $R$-module via the Cart ${ }_{p}$-structure, buc also an $R$-module via the reduction of the Hilbert $R$-module structure on $C_{p}$. We also have an $S$-module structure on $\bar{C}_{p}$ via reduction of the $S$-module structure on $C_{p}$.
It is clear that the subgroup $S T C_{p}\left(:=\left\{s T \phi \mid s \in S, \phi \in C_{p}(G)\right)\right.$ of $C_{p}$ is stabilized by $\left\},[], F, V\right.$ (note that $F T=0$ ). So we have induced operators on $C_{p} / S T C_{p}=$ $\lim _{\rightarrow} C^{i}$, which is therefore also an $S$-module, and an $R$-module via $\}$
2.14 Theorem. The $S$-module $C_{p} / S T C_{p}$ is isomorphic to the $S$-module $\bar{C}_{p}$, and the Hilbert $R$-module structure on $C_{p}$ reduces to the canonical (Witt) $R$-module structure on $\bar{C}_{p}$.
proof: The isomorphism of the first statement, of course, is given by

$$
\Phi: \sum_{i, j} V^{i}\left\{\tau\left(r_{i, j}\right)\right\} \bar{\phi}_{G, j} \mapsto \sum_{i, j} V^{i}\left[r_{i, j}\right] \phi_{\bar{G}, j}
$$

Indeed from proposition 2.11 we find that the map $\Phi$ is a bijection. Since we already observed (subsection 2.5) that the reduction factors via $C_{p} / S T C_{p}$, and
that the induced homomorphism $C_{p} / S T C_{p} \rightarrow \bar{C}_{p}$ is precisely $\Phi$ (subsection 2.4), we are done.
For the second statement, consider for $a \in R$

$$
\{a\}=\left\{\sum_{i} \tau\left(a_{i}^{p^{-i}}\right)\right\} p^{i} \equiv \sum_{i} V^{i}\left\{\tau\left(a_{i}\right)\right\} F^{i} \bmod S T \operatorname{Cart}_{p}(R)
$$

Since $\left\{\tau\left(a_{i}\right)\right\}$ reduces to $\left[a_{i}\right]$ in $\bar{C}_{p}$ (lemma 3.19) we see that the $R$-module structure on $\bar{C}_{p}$ induced by the reduction of the Hilbert $R$-module structure is exactly the canonical $W_{p}(k)$-module structure on $\bar{C}_{p}$.

We may thus describe the fiber of the reduction map $\mathcal{F}_{W_{p}(k)} \rightarrow \mathcal{F}_{k}$ in terms of $F$-types as in the following theorem.
2.15 Theorem. Let $k$ be an integral domain with positive characteristic p. Let $\bar{G}$ be a d-dimensional curvilinear commutative formal group law defined over $k$. Assume that $\bar{G}$ has Witt F-type $F \phi_{\bar{G}}=\sum V^{i}\left[\bar{C}_{i}\right] \phi_{\bar{G}}\left(\bar{C}_{i} \in M_{d}(k)\right)$. Let $G$ be a $d$-dimensional curvilinear commutative formal group law defined over $W_{p}(k)$ which reduces to $\bar{G}$, then $G$ has Hilbert $F$-type

$$
F \phi_{G}=\sum_{i=0}^{\infty} V^{i}\left\{\tau\left(\bar{C}_{i}\right)\right\} \phi_{G}+\sum_{i=0}^{\infty} V^{i}\left\{B_{i}\right\} T \phi_{G}
$$

where the $B_{i} \in M_{d}\left(W_{p}(k)\right)(i \geq 0)$ may be arbitrarily chosen.

## Reduction of permutation type Hilbert $F$-types

2.16 Let, the $p$-typical formal group law $G$ defined over $R=W_{p}(k)$ have Hilbert $F$-type $F \phi_{G}=\sum_{i \geq 0} V^{i}\left\{C_{i}\right\} \phi_{G}, C_{i} \in M_{d}(R)$. We say that (the $F$-type of) $G$ is of permutation type if the matrix $\sum_{i \geq 0} C_{i} t^{i}$, for some transcendental $t$, has in every row and column exactly one entry of the form $a t^{m}, a \in R$. All other entries in that row and column are zero.
2.17 Lemma. Let $G$ have permutation type $F$-type $F \phi_{G}=\sum_{l \geq 0} V^{l}\left\{C_{l}\right\} \phi_{G}$. Assume that $k$ is algebraically closed. Define $D_{l} \in M_{d}(R), l \geq 0$ by:

$$
D_{l, i, j}=p_{p}^{o}\left(C_{l, i, j}\right)
$$

where $o_{p}$ denotes the $p$-adic order $\left(p^{\infty}:=0\right)$. Then there is a special weak isomorphism $\phi_{G^{\prime}}=\{\Lambda\} \phi_{G}$ from $G$ to $G^{\prime}$ such that the $F$-type of $G^{\prime}$ is $F \phi_{G^{\prime}}=$ $\sum_{l \geq 0} V^{l}\left\{D_{l}\right\} \phi_{G^{\prime}}$.
proof: Let $D_{l}, l \geq 0$ be defined as in the lemma. Then $\Lambda$ must be an invertible solution of the system of equations

$$
\Lambda^{\sigma^{l}} C_{l}=D_{l} \Lambda, \quad l \geq 0
$$

We claim that we can find a diagonal matrix $\Lambda$ (with diagonal entries $\Lambda_{i}:=\Lambda_{i, i}$ ) which is a solution of 2.17.1. We proceed as follows:
Define the permutation matrix $U$ by $U_{i, j}:=1$ if $C_{l, i, j} \neq 0$ for some $l$. Define diagonal matrices $\tilde{C}_{l}, l \geq 0$ by $\tilde{C}_{l, i}:=\tilde{C}_{l, i, i}:=C_{l, i_{, j} j}$ if $C_{l, i, j} \neq 0$ for some $j$, else $C_{l, i}:=0$. Analogously define diagonal matrices $\tilde{D}_{l}, l \geq 0$. Then the system of equations 2.17.1 is equivalent to the system of equations

$$
\begin{aligned}
& \Lambda^{\sigma^{l}} \tilde{C}_{l} U=\tilde{D}_{l} U \Lambda \Leftrightarrow \Lambda^{\sigma^{l}} \tilde{C}_{l}=\tilde{D}_{l} U \Lambda U^{-1} \Leftrightarrow \\
& \Lambda^{\sigma^{l}} \tilde{C}_{l}=U \Lambda U^{-1} \tilde{D}_{l}
\end{aligned}
$$

for $l \geq 0$. Denote $\Lambda_{\pi(i)}:=\left(U \Lambda U^{-1}\right)_{i, i}$ and $f_{i}:=\tilde{C}_{l, i} / \tilde{D}_{l, i}$ if $\tilde{C}_{i} \neq 0$ for some $l=: l_{i} \geq 0$ (and thus ord ${ }_{p}\left(f_{i}\right)=0$ ). Then we find that 2.17.1 is equivalent to

$$
\Lambda_{i}^{\sigma_{i}}=f_{i} \Lambda_{\pi(i)}, \quad 0 \leq i \leq d
$$

This (étale) system of equations clearly has non-zero solutions in $k$.
2.18 Proposition. Let $G$ be a permutation type formal group law defined over $W_{p}(k), k$ an algebraically closed field of positive characteristic $p$. Write the Hilbert $F$-type of $G$ as $F \phi_{G}=\sum_{i \geq 0} V^{i}\left\{C_{i}\right\} \phi_{G}$. Then the reduction $\bar{G}$ of $G$ is isomorphic to a formal group law $\bar{G}_{t y p}$ such that $\bar{G}_{t y p}$ has a finite Witt $F$-type $F \phi_{\bar{G}_{t y p}}=$ $\sum_{i \geq 0} V^{i}\left[D_{i}\right] \phi_{\bar{G}_{t y p}}$. Especially, $D_{i, j, l}=1$ if $C_{i, j, l} \neq 0 \bmod p$, and in every row of $\sum_{i \geq 0} D_{i} t^{i}$, for some transcendental $t$, there is at most one non-zero entry which is a monomial in $t$ with coefficient 1 .
proof: By lemma 2.17 we may assume that the non-zero entries of $C_{i}, i \geq 0$ are pure powers of $p$. Thus for $\bar{G}$ we have that $F \phi_{\bar{G}, i}=V^{l_{i}} p^{m_{i}} \phi_{\bar{G}, j_{i}}=V^{m_{i}+l_{i}} F^{m_{i}} \phi_{\bar{G}, j_{i}}$. Repeated substitution of the action of $F$ on $\phi_{\bar{G}, k}$ leaves us with two possibilities: Either after a finite number of steps we have found $F \phi_{\bar{G}, i}=V^{l_{i}} \phi_{\bar{G}, a_{i}}$ or this first possibility does not happen, which means that $F \phi_{\bar{G}, i}=0$.

## 3 Two étale lemmas

The first lemma is a lemma in the spirit of [Dieu], chapter III, $\S 5$, lemma 1 , which applies to "one dimensional" $\sigma$-equations over $W(k)$, where $k$ is an algebraically closed field.
3.1 Lemma. Let $k^{\text {ét }}$ be an étally closed ring of positive characteristic $p$. Suppose the matrix equation Eq over $W\left(k^{\text {et }}\right)$ is defined by

$$
x+\sum_{l=1}^{m} a_{l} x^{\sigma^{l}}=c, \quad a_{l}, c \in M_{n}\left(W\left(k^{\text {ét }}\right)\right) \text { for } l=1, \ldots, m
$$

Let $\varepsilon \in M_{n}\left(k^{\text {ét }}\right)$ be a solution of Eq $\bmod \operatorname{V} W\left(k^{\text {ét }}\right)$. Then Eq has a solution $x \in$ $M_{n}\left(W\left(k^{\text {ét }}\right)\right)$ such that $x \equiv \tau(\varepsilon) \bmod \vee W\left(k^{\text {ét }}\right)$.
proof: We use induction on powers of V . Suppose we have found a solution $x_{i}=\sum_{j=0}^{i-1} \mathrm{~V}^{j} \tau\left(o_{j}\right)$ for Eq $\bmod \mathrm{V}^{i}$. Define $x_{i+1}=\sum_{j=0}^{i} \mathrm{~V}^{j} \tau\left(o_{j}\right)$, where $o_{i}$ has yet to be found. Now consider Eq with $x=x_{i+1}$ :

$$
\begin{aligned}
& x_{i}+\mathrm{V}^{i} \tau\left(o_{i}\right)+\sum_{l=1}^{m} a_{l}\left(x_{i}^{\sigma^{l}}+\mathrm{V}^{i} \tau\left(o_{i}^{p^{l}}\right)\right)=c \Leftrightarrow \\
& \mathrm{~V}^{i}\left(\tau\left(o_{i}\right)+\sum_{l=1}^{m} a_{l}^{\sigma^{i}} \tau\left(o_{i}^{p^{l}}\right)\right)=\mathrm{V}^{i} \tau(r)+\mathrm{V}^{i+1} s,
\end{aligned}
$$

with $r \in M_{n}\left(k^{\text {ét }}\right), s \in M_{n}\left(W\left(k^{\text {ét }}\right)\right)$. Reading this $\bmod \mathrm{V}^{i+1}$, we find:

$$
o_{i}+\sum_{l=1}^{m} \bar{a}_{l}^{p^{i}} o_{i}^{p^{l}}=r, \quad(\bar{a}=\pi(a))
$$

Then this equation has by the Jacobi criterion ([Mum], III.5, definition 1) a solution $o_{i} \in M_{n}\left(k^{e ́ t}\right)$.
The second lemma is on a special type of étale extensions.
3.2 Lemma. Let $k$ be a ring of positive characteristic $p$. Assume that $k\left[y_{i}\right]_{i=1, \ldots, n}$ is an étale extension of $k\left[y_{j}^{p}\right]_{j=1, \ldots, n}$, then $k\left[y_{i}\right]_{i=1, \ldots, n}$ is an étale extension of $k$.
proof: Assume that $k\left[y_{i}\right]_{i=1, \ldots, n}$ is an étale extension of $k\left[y_{j}^{p}\right]_{j=1, \ldots, n}=: k\left[y^{p}\right]$. This is equivalent by the Jacobi criterion to the $y_{i}$ being roots of $f_{l} \in k\left[y^{p}\right]\left[Z_{j}\right]_{j=1, \ldots, n}=$ : $k\left[y^{p}\right][Z]$, for $0 \leq l \leq n$, with

$$
\left.\operatorname{det}\left(\partial f_{i} / \partial Z_{j}\right)_{i, j}\right|_{Z=y} \not \equiv 0 \bmod \wp \text { for } \wp \in \operatorname{Spec} k[y]
$$

Let $P_{l} \in \cdot k\left[X_{j}, Y_{j}\right]_{j=1, ., n}$ be polynomials such that $P_{l}\left(Z_{j}, y_{j}\right)=f_{l}$. Define new polynomials $f_{l} \in k[Z]$ by $P_{l}\left(Z_{j}, Z_{j}\right)$. We then obviously have that the $y_{i}$ are roots of the $\tilde{f}_{l}$ (for $0 \leq i, l \leq n$ ) and

$$
\left.\operatorname{det}\left(\partial \tilde{f}_{i} / \partial Z_{j}\right)_{i, j}\right|_{Z=y}=\left.\operatorname{det}\left(\partial f_{i} / \partial Z_{j}\right)_{i, j}\right|_{Z=y} \not \equiv 0 \bmod \wp \in \operatorname{Spec} k[y]
$$

because of the relation for monomials ( $b>0, a \in k\left[Z_{i}\right]_{i \neq j}$ ):

$$
\partial a y_{j}^{p b} Z_{j}^{c} /\left.\partial Z_{j}\right|_{Z=y}=\left.a\right|_{Z=y} c y_{j}^{p b+c-1}=\partial a Z_{j}^{p b+c} /\left.\partial Z_{j}\right|_{Z=y}
$$

This establishes that all $y_{i}$ are étale over $k$.

## 4 A classification result for $p$-Hilbert domains

In this section we adapt a classification result of Ditters for formal group laws defined over a $p$-Hilbert domain.
4.1 Theorem. ([Dit89], section 3) Let $R$ be a p-Hilbert domain. Let $G$ be a ddimensional formal group law over $R$, which is not isomorphic to the d-dimensional additive formal group law. Then there exists an element $f \not \equiv 0 \bmod p R$, a positive integer $\gamma$ and integers $h_{i}, r_{i}\left(1 \leq i \leq \gamma, h_{1} \geq 0, h_{i} \geq 1\right.$ for $\left.i \geq 2, r_{i} \geq 1\right)$ and invertible matrices $W_{1}, W_{2}$ in $M_{d}\left(R_{f}\right)$ such that $G$ is strongly isomorphic over $R_{f}$ to a formal group law $G_{\text {typ }}$ with $F$-type $F=\sum V^{j}\left\{D_{j}\right\}$. Here the $D_{j}$ can be inductively described by the following procedure: Define $g_{i}=d-\sum_{j=1}^{i-1} r_{j}$ (so $g_{1}=d$ ), then we have matrices $d_{j, i} \in M_{g_{i} \times d}(R), j \geq 0,1 \leq i \leq \gamma+1$, such that $W_{1} D_{j} W_{2}=d_{j, 1}$ and

$$
\begin{array}{rlr}
d_{m, i} & \equiv\left(\begin{array}{ll}
* & \left.0_{g_{i}}\right) \bmod p,
\end{array}\right. & m<h_{i}, \\
d_{h_{i}, i} & \equiv\left(\begin{array}{cc}
* & I_{r_{i}} \\
* & 0 \\
* & 0_{g_{i+1}}
\end{array}\right) \bmod p, \\
d_{m, i} & =\left(\begin{array}{ll}
0_{r_{i}} & 0 \\
d_{m-h_{i}, i+1}
\end{array}\right), & m>h_{i}
\end{array}
$$

and

$$
d_{m, i} \equiv\left(* 0_{g_{\gamma+1}}\right) \bmod p, \quad i=\gamma+1
$$

4.2 In order to help read the inductive formulae of the theorem, notice that $d_{m, 1} \equiv$ $0 \bmod p R$ for $m<h_{1}$ and that:

$$
d_{h_{1}, 1}=\left(\begin{array}{cc}
I_{r_{1}} & 0 \\
* & 0_{g_{2}}
\end{array}\right)
$$

In [Dit89] the set $\left(h_{i} ; r_{i}\right)_{1 \leq i \leq \gamma}$ is called the jump sequence. We will show that this coincides with the notion jump sequence as we defined in chapter I, 4.22. (Thus $G$ has finite height if and only if $\sum_{i=1}^{\gamma} r_{i}=d$.) The matrices $D_{m}$ of the normalized $F$-type are called the higher Hasse-Witt matrices.
We will use the following adaption of the above theorem.
4.3 Theorem. Let $G$ be a d-dimensional formal group law defined over a local $p$-Hilbert domain $R$. Then $G$ is isomorphic over $R$ to a formal group law $G_{t y p}$
described below. In the description we use following data, which we will call the jump data:
$\mathrm{jd}_{1}$ : a number $\gamma$ called the number of blocks with $1 \leq \gamma \leq d$,
$\mathrm{jd}_{2}$ : numbers $h_{i}$ with $h_{1} \geq 0, h_{i}>0$ for $2 \leq i \leq \gamma$,
$\mathrm{jd}_{3}$ : natural numbers $r_{i}$ for $1 \leq i \leq \gamma$
$\mathrm{jd}_{4}$ : matrices $A_{i} \in G l_{r_{i}}(R)$ for $1 \leq i \leq \gamma$ (the blocks) and
$\mathrm{jd}_{5}: a d \times d$ permutation matrix $U$.
The $F$-type of $G_{t y p}$ is related to the jump data as follows: Define $g_{i}:=d-\sum_{j=1}^{i-1} r_{j}$ (so $g_{1}=d$ ). The $F$-type $F=\sum V^{j} C_{j}$ of $G_{t y p}$ can then be described inductively by matrices $c_{j, i} \in M_{g_{i} \times d}(R), j \geq 0,1 \leq i \leq \gamma+1$ such that $U C_{j}=c_{j, 1}$ and

$$
\begin{aligned}
c_{m, i} & \equiv\left(\begin{array}{ll}
* & \left.0_{g_{i}}\right) \bmod p,
\end{array}\right. & m<h_{i} \\
c_{h_{i}, i} & \equiv\left(\begin{array}{ccc}
* & A_{i} & 0 \\
* & * & 0_{g_{i+1}}
\end{array}\right) \bmod p, & A_{i} \in G l_{r_{i}}(R) \\
c_{m, i} & =\left(\begin{array}{cc}
*_{r_{i}} & 0 \\
c_{m-h_{i}, i+1}
\end{array}\right), & m>h_{i} \\
\text { and } & & \\
c_{m, i} & \equiv\left(* 0_{g_{\gamma+1}}\right) \bmod p, & i=\gamma+1
\end{aligned}
$$

proof: Let $G_{t y p}^{\prime}$ be isomorphic to $G$ such that the Hilbert $F$-type $F \phi_{t y p}^{\prime}=$ $\sum V^{j} D_{j} \phi_{t y p}^{\prime}$ of $G_{t y p}^{\prime}$ has the properties of theorem 4.1. Apply the special weak isomorphism $\phi_{t y p}=W_{2}^{-1} \phi_{t y p}^{\prime}$ then the $F$-type of $G_{t y p}$ is given by $F \phi_{t y p}=\sum V^{j} C_{j} \phi_{t y p}$, where

$$
C_{j}=W_{2}^{-\sigma^{j+1}} D_{j} W_{2}=W_{2}^{-\sigma^{j+1}} W_{1}^{-1} d_{j, 1}
$$

If a column of $d_{j, 1}$ is zero then the corresponding column of $C_{j}$ is also zero, and because the matrix $W_{2}^{-\sigma^{j+1}} W_{1}^{-1}$ is invertible we also have that if we got some set of independent columns in $d_{j, 1}$ then the set of corresponding columns in $C_{j}$ is also independent. By multiplying from the left with a permutation matrix $U$ we then may permute rows in order to obtain the $c_{j, 1}$ in the form as given by the theorem.
4.4 Let $G$ have finite height and an $F$-type in the form of theorem 4.3 then we easily see that the set

$$
\left\{V^{j_{l}} \phi_{i_{l}} \mid 0 \leq l<\gamma, 0 \leq j_{l} \leq \sum_{k=1}^{l+1} h_{k}, \sum_{k=1}^{l} r_{k}<i_{l} \leq \sum_{k=1}^{l+1} r_{k}\right\}
$$

is a basis for the $W(R)$-module $C_{p}(G)$ and thus by chapter I, lemma 4.26 we conclude that the set $\left(h_{i} ; r_{i}\right)_{1 \leq i \leq \gamma}$ is the jump sequence of $G$ as defined in chapter I, 4.22. Lemma 4.26 in chapter I then gives a relation between the height $h$ of $G$ and the jump sequence of $G$.
4.5 Having any sequence $\mathcal{C}=\left\{C_{i}\right\}_{i \geq 0}$ of $d \times d$ matrices with entries in some local $p$ Hilbert domain, we define the jump data of $\mathcal{C}$ to be the jump data of the associated formal group law. We denote the jump data as $\left(\gamma,\left(h_{i} ; r_{i} ; A_{i}\right), U\right)$.
4.6 We end by noting the following obvious property: Suppose that $G$ has jump data $\left(\gamma,\left(h_{i} ; r_{i} ; A_{i}\right), U\right)$ and $G^{\prime}$ has jump data $\left(\gamma^{\prime},\left(h_{i}^{\prime} ; r_{i}^{\prime} ; A_{i}^{\prime}\right), U^{\prime}\right)$, with $\sum_{i=1}^{\gamma} h_{i}<h_{1}^{\prime}$. Then $G \oplus G^{\prime}$ has jump data ( $\gamma+\gamma^{\prime},\left(h_{i}^{*} ; r_{i}^{*} ; A_{i}^{*}\right), U^{*}$ ), where $h_{i}^{*}:=h_{i}$ if $i \leq \gamma$ and $h_{i}^{*}:=h_{i-\gamma}^{\prime}$ if $\gamma<i \leq \gamma^{\prime}$, the same convention applies for $r_{i}$ and $A_{i}^{*}$ while $U^{*}$ is the permutation matrix

$$
U^{*}:=\left(\begin{array}{cc}
U & 0 \\
0 & U^{\prime}
\end{array}\right)
$$

## 5 Constructing the finite $F$-type

Given a $p$-typical formal group law $G$ of finite height, determined by its $F$-type, we construct in this section the finite $F$-type of a $p$-typical formal group law $G_{t y p}$ which is isomorphic to $G$.
5.1 Notations, fixed throughout this section. We will denote by $k$ a fixed perfect field of positive characteristic $p$. For any $\mathbb{Z}_{(p)}$-algebra $K$ we denote as $W(K):=$ $W_{p}(K)$ the ring of $p$-typical Witt vectors on $K$, on which we have injective operators $F$ and $V$. Also $\pi: W(K) \rightarrow K$ will denote the canonical projection to the first coordinate, while $\tau: K \rightarrow W(K)$ is the Teichmüller map. On $W(k)$ we have a $p$-Hilbert structure, i.e., $W(W(k))$ is a $W(k)$-module under the homomorphism $\lambda: W(k) \rightarrow W(W(k))$.
All maps are defined entrywise on matrices. For a matrix $A \in M_{d}(R)$ we will denote by $k[A]$ the subring of $R$ generated by the entries of $A$.
5.2 We have seen that the problem of classifying $d$-dimensional formal group laws defined over a ring $k$ of positive characteristic can be formulated in terms of $F$ types as follows. Find a set of series of matrices $\mathcal{N} \subset M_{d}(k)^{\mathcal{N}(\{0\}}$ with some "nice" properties satisfying the following: Given an arbitrary formal group law $\bar{G}$ defined over $k$ with $F$-type

$$
F \bar{\phi}=\sum_{i=0}^{\infty} V^{i}\left[\bar{C}_{i}\right] \bar{\phi}, \quad \bar{C}_{i} \in M_{d}(k)
$$

there is an isomorphism

$$
\bar{\psi}=\sum_{j=0}^{\infty} V^{j}\left[\bar{\Lambda}_{j}\right] \bar{\phi}, \quad \bar{\Lambda}_{j} \in M_{d}(k)
$$

to a formal group law $\bar{G}_{N}$ over $k$ with the $F$-type

$$
F \bar{\psi}=\sum_{i=0}^{\infty} V^{i}\left[\bar{N}_{i}\right] \bar{\psi},
$$

for some $N=\left\{\bar{N}_{i}\right\}_{i \geq 0} \in \mathcal{N}$. But since $\bar{C}_{p}(G)$ allows no $k$-module structure, or equivalently, since the Teichmüller map $\tau: k \rightarrow W(k)$ is not additive, we have seen that the computation of such a set $\mathcal{N}$ is not easy.
5.3 The basic idea is to lift everything to $W(k)$. An advantage of doing this is that the group of $p$-typical curves $C_{p}(G)$ for a commutative formal group law $G$ over $W(k)$ has a well-behaved $W(k)$-module structure.
First we translate the problem in characteristic zero. From now on we will use only the Hilbert structure, so we may omit the Hilbert parentheses \{ \}, if there is no danger of ambiguity.
So the problem is reduced to the following: Find a set of series of matrices $\mathcal{N} \subset$ $M_{d}(k)^{\mathbb{N}\{0\}}$ having some "nice" properties, such that the following holds. Given a lifting $G$ over $W(k)$ of a formal group law $\bar{G}$ over $k$ having $F$-type

$$
F \phi_{G}=\sum_{i=0}^{\infty} V^{i} C_{i} \phi_{G}, \quad C_{i} \in M_{d}(W(k))
$$

there is an isomorphism

$$
\psi=\sum_{j=0}^{\infty} V^{j} \Lambda_{j} \phi_{G}, \quad \Lambda_{j} \in M_{d}(W(k))
$$

to a formal group law in the fiber above a $\bar{G}_{N}$ for a suitable $N \in \mathcal{N}$, i.e., by theorem 2.15 to a formal group law $G_{N, B}$ having an $F$-type of the form ( $\psi=\phi_{G_{N, B}}$ )

$$
F \psi=\sum_{i=0}^{\infty} V^{i} N_{i} \psi+\sum_{j=0}^{\infty} V^{j} B_{j} T \psi,
$$

where $N_{i}:=\tau\left(\bar{N}_{i}\right), B_{j} \in M_{d}(W(k))$.
5.4 We will rewrite the above formula in a form which will be useful for computations. Write $\phi=\phi_{G}$. On the one hand we have:

$$
\begin{aligned}
F \psi & =F\left(\sum_{i=0}^{\infty} V^{i} \Lambda_{i} \phi\right)=\Lambda_{0}^{\sigma} F \phi+p \sum_{i=0}^{\infty} V^{i} \Lambda_{i+1} \phi \\
& =\sum_{i=0}^{\infty} V^{i}\left(\Lambda_{0}^{\sigma^{i+1}} C_{i}+p \Lambda_{i+1}\right) \phi
\end{aligned}
$$

On the other hand we have:

$$
\begin{aligned}
F \psi & =\left(\sum_{i} V^{i} N_{i}+\sum_{i} V^{i} B_{i} T\right) \psi \\
& =\left(\sum_{i} V^{i} N_{i}+\sum_{i} V^{i} B_{i} T\right)\left(\sum_{j} V^{j} \Lambda_{j}\right) \phi \\
& =\left(\sum _ { m } V ^ { m } \left(\sum_{i+j=m}{\left.\left.N_{i}^{\sigma^{j}} \Lambda_{j}\right)+\left(\sum_{i} V^{i} B_{i} T\right) \Lambda_{0}\right) \phi}=\sum_{m} V^{m}\left(\sum_{i+j=m}\left(N_{i}^{\sigma^{j}} \Lambda_{j}\right)+p B_{m} \Lambda_{0}-\sum_{i+j=m-1}\left(B_{i}^{\sigma^{j+1}} \Lambda_{0}^{\sigma^{j+1}} C_{j}\right)\right) \phi\right.\right.
\end{aligned}
$$

Comparing the coefficients of $V^{m}$ in the above two expressions for $F \psi$, we obtain by unicity the following equation:

$$
\Lambda_{0}^{\sigma^{m+1}} C_{m}+p \Lambda_{m+1}=\sum_{i+j=m}\left(N_{i}^{\sigma^{j}} \Lambda_{j}\right)+p B_{m} \Lambda_{0}-\sum_{i+j=m-1}\left(B_{i}^{\sigma^{j+1}} \Lambda_{0}^{\sigma^{j+1}} C_{j}\right)
$$

5.5 Thus the problem of classifying $d$-dimensional commutative formal group laws $G$ over $k$ up to isomorphism boils down to: given an arbitrary commutative formal g oup law $G$ over $W(k)$, i.e., an arbitrary set

$$
C=\left\{C_{i} \mid i \geq 0\right\}
$$

of matrices in $M_{d}(W(k))$, determine the sets

$$
\Lambda=\left\{\Lambda_{i} \mid i \geq 0\right\}, B=\left\{B_{i} \mid i \geq 0\right\}
$$

of matrices in $M_{d}(W(k))$ with $\Lambda_{0}$ invertible, such that the set $N=\left\{N_{i} \mid N_{i}=\right.$ $\left.\tau\left(\bar{N}_{i}\right), i \geq 0\right\}$, satisfying (5.4.1) is "as nice as possible". The notion "as nice as possible" will be specified in theorem 5.17.
5.6 From now on we will consider only strong isomorphisms, so we take $\Lambda_{0}=I_{d}$. We also assume that $G$ has finite height $h$.
5.7 We may and will assume that our formal group law $G$ has $F$-type $F=\sum_{i} V^{i} C_{i}$ where the $C_{i}$ satisfy the jump data $\left(\gamma,\left(h_{i} ; r_{i} ; A_{i}\right), U\right.$ ) of theorem 4.3.
5.8 Multiplying the system of equations (5.4.1) by $U$ from the left we obtain the system of equations $\mathrm{Eq}_{m}$ :

$$
c_{m}+p U \lambda_{m+1}=\sum_{i+j=m}\left(n_{i}^{\sigma^{j}} \lambda_{j}\right)+p b_{m} U-\sum_{i+j=m-1}\left(b_{i}^{\sigma^{j+1}} c_{j}\right)
$$

Here we have put

$$
\lambda_{j}=\Lambda_{j}, c_{j}=U C_{j}, b_{j}=U B_{j} U^{-1}, n_{j}=U N_{j}
$$

Note first that we have used that $U$, being a permutation matrix, is invariant under $\sigma$, and in the second place that the $c_{j}=c_{j, 1}$ have the properties of theorem 4.3.
5.9 Some more notations. For any matrix $A \in M_{d}(k)$ we define the following partition:

$$
A=\left(\begin{array}{rr}
A_{\mathrm{I}} & A_{\mathrm{II}} \\
A_{\mathrm{III}} & A_{\mathrm{IV}}
\end{array}\right), \quad A_{\mathrm{I}} \in M_{r_{1}}(k), \quad A_{\mathrm{IV}} \in M_{g_{2}}(k)
$$

The matrix relation $A B=C$ then, of course, implies

$$
C_{\mathrm{I}}=A_{\mathrm{I}} B_{\mathrm{I}}+A_{\mathrm{II}} B_{\mathrm{III}}
$$

etc.
5.10 We start by solving (see 5.10 .1 ) the equations $\mathrm{Eq}_{m}$ modp over $k$. Here $\mathrm{Eq}_{m}$ modp is defined as:

$$
\bar{c}_{m}=\sum_{i+j=m} \bar{n}_{i}^{p^{j}} \bar{\lambda}_{j}-\sum_{i+j=m-1} \bar{b}_{i}^{p+1} \bar{c}_{j}
$$

with $\bar{c}_{j}:=\pi\left(c_{j}\right) \in k$ and where $\bar{b}_{\mathbf{0}}, \bar{n}_{\mathbf{0}}, \bar{\lambda}_{\mathbf{0}}$ are considered as variables (in which we will later express the $\lambda_{\bullet}, b_{\bullet}$ and $n_{\bullet}$ ).
5.10.1 Write $h_{\Sigma}:=\sum_{i=2}^{\gamma} h_{i}$. Solving (5.10.0.1) will mean constructing solutions $\bar{n}_{m}, \bar{\lambda}_{m} \in M_{d}\left(k\left[\bar{b}_{l}^{p}\right]_{l<h_{\Sigma}+m}\right)$ of (5.10.0.1) such that $\bar{n}_{m}=: \bar{n}_{m, 1}$ has the following form (under the notations of theorem 4.3):

$$
\begin{array}{lc}
\bar{n}_{m, i}=\left(\begin{array}{ll}
* & 0_{g_{i}}
\end{array}\right), & m<h_{i} \\
\bar{n}_{h_{i}, i}=\left(\begin{array}{ccl}
* & \bar{A}_{i} & 0 \\
* & * & 0_{g_{i+1}}
\end{array}\right), & \bar{A}_{i}:=\pi\left(A_{i}\right)
\end{array}
$$

and

$$
\bar{n}_{m, i}=\left(\begin{array}{ll}
0_{r_{i}} & 0 \\
\bar{n}_{m-h_{i}, i+1}
\end{array}\right), \quad \quad m>h_{i}
$$

5.10.2 We will prove the existence of such $\bar{n}_{m}, \bar{\lambda}_{m}$ by induction on $\gamma$, the number of blocks. We will refer to this induction as the main induction.
5.10.3 For $\gamma=1$ the proof is easy:

In fact, $\gamma=1$ means that $\bar{c}_{m}=0$ for $m<h_{1}$ or $m>h_{1}$, while $\bar{c}_{h_{1}}=\bar{A}_{1} \in G l_{d}(k)$. We therefore find with an easy induction that $\bar{n}_{m}=\bar{c}_{m}$ for $m \leq h_{1}$. For $m>0$ the equation $\mathrm{Eq}_{h_{1}+m}$ modp is read as:

$$
\bar{c}_{h_{1}+m}=\bar{n}_{h_{1}+m}+\sum_{i+j=m, i, j \neq 0} \bar{n}_{h_{1}+i}^{p^{j}} \bar{\lambda}_{j}+\bar{n}_{h_{1}}^{p^{m}} \bar{\lambda}_{m}-\bar{b}_{m-1}^{p_{1}+1} \bar{c}_{h_{1}}
$$

We conclude that we may choose $\bar{\lambda}_{m} \in k\left[\bar{b}_{l}^{p}\right]_{l<m}$ such that $\bar{n}_{h_{1}+m}=0$.
5.10.4 So assume that we can. solve (5.10.0.1) for all commutative formal group laws having less than $\gamma$ blocks (for some $\gamma>1$ ) and assume next the number of blocks to be $\gamma$.
5.10.5 Consider the equations (5.10.0.1). For $m \leq h_{1}$ we find as in $5 \cdot 10.3$

$$
\bar{n}_{m}=\bar{c}_{m}=0, m<h_{1} \text { and } \bar{n}_{h_{1}}=\bar{c}_{h_{1}}=\left(\begin{array}{cc}
\bar{A}_{1} & 0 \\
* & 0
\end{array}\right) .
$$

5.10.6 Now for $m \geq 0$ consider the equation $\mathrm{Eq}_{m+h_{1}}$ modp. We will use another induction in order to find $\bar{\lambda}_{m \mathrm{I}}$ such that $\bar{n}_{h_{1}+m \mathrm{I}}=0$ and also $\bar{\lambda}_{m \mathrm{II}}$ such that $\bar{n}_{h_{1}+m \text { II }}=0$. Assume we have proven this up to $h_{1}+m$ then by (5.10.5.1):

$$
\begin{aligned}
& \bar{c}_{h_{1}+m \mathrm{I}}=\sum_{i+j=m}\left(\bar{n}_{h_{1}+i \mathrm{I}}^{p^{j}} \bar{\lambda}_{j \mathrm{I}}+\bar{n}_{h_{1}+i \mathrm{II}}^{p^{j}} \bar{\lambda}_{j \mathrm{III}}\right)- \\
& \sum_{i+j=m-1}\left(\bar{b}_{i}^{p_{1}+j+1}{ }_{\mathrm{I}}^{\bar{c}_{h_{1}+j \mathrm{I}}}+\bar{b}_{i}^{p_{1}+j+1} \text { II } \bar{c}_{h_{1}+j \mathrm{III}}\right) .
\end{aligned}
$$

Using the inductive hypotheses, the jump data, $\bar{\lambda}_{0 \mathrm{I}}=I_{r_{1}}, \bar{\lambda}_{0 I I I}=0$ and $\bar{n}_{h_{1} \mathrm{I}}=\bar{A}_{1}$ we see:

$$
\bar{c}_{h_{1}+m \mathrm{I}}=\bar{n}_{m+h_{1} \mathrm{I}}+\bar{A}_{1}^{p^{m}} \bar{\lambda}_{m \mathrm{I}}-\bar{b}_{m-1}^{p_{1}+1} \overline{\mathrm{~A}}_{1}-\sum_{i+j=m-1} \bar{b}_{i}^{p^{h_{1}+j+1}} \mathrm{II} \bar{c}_{h_{1}+j \mathrm{III}}
$$

So we may choose $\bar{\lambda}_{m \mathrm{I}} \in M_{r_{1}}\left(k\left[\bar{b}_{l}^{p}\right]_{l<m}\right)$ such that $\bar{n}_{m+h_{1} \mathrm{I}}=0$. Also:

$$
\begin{aligned}
\bar{c}_{h_{1}+m \mathrm{II}}= & \sum_{i+j=m}\left(\bar{n}_{h_{1}+i \mathrm{I}}^{\mathrm{I}_{j}^{j}} \bar{\lambda}_{j \mathrm{II}}+\bar{n}_{h_{1}+i \mathrm{II}}^{p_{j}^{j}} \bar{\lambda}_{j \mathrm{IV}}\right)- \\
& \sum_{i+j=m-1}\left(\bar{b}_{i}^{p_{1}^{h_{1}+j+1}}{ }_{\mathrm{I}} \bar{c}_{h_{1}+j \mathrm{II}}+\bar{b}_{i}^{p^{h_{1}+j+1}} \mathrm{II} \bar{c}_{h_{1}+j \mathrm{IV}}\right) .
\end{aligned}
$$

Again using the inductive assumptions and the jump data we find:

$$
0=\bar{A}_{1}^{p^{m}} \bar{\lambda}_{m \mathrm{II}}+\bar{n}_{m+h_{1} \mathrm{II}}-\sum_{i+j=m-1} \bar{b}_{i}^{p^{h_{1}+j+1}} \mathrm{II} \bar{c}_{h_{1}+j \mathrm{IV}}
$$

So again we may choose $\bar{\lambda}_{m \mathrm{II}} \in M_{r_{1} \times\left(n-r_{1}\right)}\left(k\left[\bar{b}_{l}^{p}\right]_{l<m}\right)$ such that $\bar{n}_{m+h_{1} \mathrm{II}}=0$, explicitly ( $m \geq 0$ ):

$$
\bar{\lambda}_{m \mathrm{II}}=\bar{A}_{1}^{-p^{m}}\left(\sum_{i+j=m-1} \bar{b}_{i}^{p^{h_{1}+j+1}} \mathrm{II} \bar{c}_{h_{1}+j \mathrm{IV}}\right)
$$

5.10.7 From this last relation we even see that for $0 \leq m \leq h_{2}$ we have $\bar{\lambda}_{m I I}=0$, since for $0 \leq m<h_{2}$ the jump data $\left(c_{m, 2} \equiv\left(* 0_{g_{2}}\right) \bmod p\right.$ for $\left.0 \leq m<h_{2}\right)$ gives that $\bar{c}_{h_{1}+m \mathrm{IV}}=0$. Considering $\mathrm{Eq}_{m+h_{1}} \operatorname{modp}_{\mathrm{IV}}$ :

$$
\begin{aligned}
\bar{c}_{h_{1}+m \mathrm{IV}}= & \sum_{i+j=m}\left(\bar{n}_{h_{1}+i \mathrm{III}}^{p^{j}} \bar{\lambda}_{j \mathrm{II}}+\bar{n}_{h_{1}+i \mathrm{IV}}^{p^{j}} \bar{\lambda}_{j \mathrm{IV}}\right)- \\
& \sum_{i+j=m-1}\left(\bar{b}_{i}^{p_{1}+j+1} \mathrm{III} \bar{c}_{h_{1}+j \mathrm{II}}+\bar{b}_{i}^{p^{h_{1}+j+1}} \mathrm{IV} \bar{c}_{h_{1}+j \mathrm{IV}}\right),
\end{aligned}
$$

we now conclude that $\bar{n}_{m+h_{1} \mathrm{IV}}=0,\left(0 \leq m<h_{2}\right)$ and $\bar{n}_{h_{1}+h_{2} \mathrm{IV}}=\bar{c}_{h_{1}+h_{2} \mathrm{IV}}$ (contrary to what happens in the III-part below, as the reader will see).
5.10.8 Up to this point we have found $\bar{\lambda}_{m \mathrm{I}}, \bar{\lambda}_{m \mathrm{II}}, \bar{n}_{m \mathrm{I}}, \bar{n}_{m \mathrm{II}}$ for all $m \geq 0, \bar{n}_{m \mathrm{III}}$ for $0 \leq m<h_{1}$ and $\bar{n}_{m \mathrm{IV}}$ for $m \leq h_{1}+h_{2}$ satisfying 5.10.1. We will now use the main inductive hypothesis to obtain the remaining parts of $\bar{\lambda}_{m}$ and $\bar{n}_{m+h_{1}}$.
5.10.9 Again consider for $m \geq 0 \mathrm{Eq}_{m+h_{1}} \operatorname{modp}_{\mathrm{IV}}$ :

$$
\begin{aligned}
\bar{c}_{h_{1}+m \mathrm{IV}}= & \sum_{i+j=m}\left(\bar{n}_{h_{1}+i \mathrm{III}}^{p^{j}} \bar{\lambda}_{j \mathrm{II}}+\bar{n}_{h_{1}+i \mathrm{IV}}^{p^{j}} \bar{\lambda}_{j \mathrm{IV}}\right)- \\
& \sum_{i+j=m-1}\left(\bar{b}_{i}^{p^{h_{1}+j+1}} \mathrm{III} \bar{c}_{h_{1}+j \mathrm{II}}+\bar{b}_{i}^{p^{h_{1}+j+1}} \mathrm{IV} \bar{c}_{h_{1}+j \mathrm{IV}}\right) .
\end{aligned}
$$

Inductively define matrices $c_{m}^{\prime}, m \geq 0$ by:

$$
\begin{align*}
c_{m}^{\prime}:=\bar{c}_{h_{1}+m \mathrm{IV}}- & \sum_{i+j=m} \bar{n}_{h_{1}+i \mathrm{III}}^{p^{j}} \bar{A}_{1}^{-p^{j}}\left(\sum_{k+l=j-1} \bar{b}_{k}^{p^{l+h_{1}+1}} \mathrm{II} \bar{c}_{l+h_{1} \mathrm{IV}}\right)+ \\
& +\sum_{i+j=m-1} \bar{b}_{i}^{j+h_{1}+1} \mathrm{IV} \bar{c}_{h_{1}+j \mathrm{IV}}-\sum_{i+j=m-1} \bar{b}_{i}^{j+h_{1}+1} \mathrm{IV} c_{j}^{\prime} .
\end{align*}
$$

Let $x \leq d$ be a natural number. We see from (5.10.9.1) that if the last $x$ columns of $\bar{c}_{h_{1}+l \mathrm{IV}}$ are zero $(l \leq m)$ then so are the last $x$ columns of $c_{m}^{\prime}$. Therefore we may even conclude that the jump data of $\left\{c_{m}^{\prime}\right\}_{m \geq 0}$ are equal to the jump data of $\left\{c_{h_{1}+m \text { IV }}\right\}_{m \geq 0}$. Notice further that the number of blocks of $\left\{c_{m}^{\prime}\right\}_{m \geq 0}$ is $\gamma-1$. Using $\bar{c}_{j \text { II }}=0$ for all $j \geq 0$ and formulae (5.10.9.1) with (5.10.6.1) we rewrite $E q_{m} \operatorname{modp}$ IV as:

$$
c_{m}^{\prime}=\sum_{i+j=m} \bar{n}_{h_{1}+i \mathrm{IV}}^{p^{j}} \bar{\lambda}_{j \mathrm{IV}}-\sum_{i+j=m-1} \bar{b}_{i}^{p^{j+h_{1}+1}} \mathrm{IV} c_{j}^{\prime} .
$$

Comparing $\mathrm{Eq}_{m}$ modp with (5.10.9.2) we see that we may use the inductive hypothesis of the main induction in order to solve (5.10.9.2) (in the sense of 5.10.1) as a polynomial function of $\bar{b}_{l}^{p}, l \leq h_{\Sigma}+m$ and $\bar{n}_{l \mathrm{III}}, l<h_{1}+m$.
5.10.10 We are left with $\mathrm{Eq}_{m+h_{1}}$ modp ${ }_{\text {III }}$ :

$$
\begin{aligned}
\bar{c}_{h_{1}+m \mathrm{III}}= & \sum_{i+j=m}\left(\bar{n}_{h_{1}+i \mathrm{III}}^{p^{j}} \bar{\lambda}_{j \mathrm{I}}+\bar{n}_{h_{1}+i \mathrm{IV}}^{p^{j}} \bar{\lambda}_{j \mathrm{III}}\right)- \\
& \sum_{i+j=m-1}\left(\bar{b}_{i}^{p_{1}+j+1} \mathrm{III} \bar{c}_{h_{1}+j \mathrm{I}}+\bar{b}_{i}^{p_{1}+j+1} \mathrm{IV} \bar{c}_{h_{1}+j \mathrm{III}}\right) .
\end{aligned}
$$

Replacing $\bar{n}_{h_{1}+i \mathrm{IV}}$ by the polynomial function we obtained in subsubsection 5.10.9 we conclude that $\bar{n}_{h_{1}+m}$ III $\in k\left[\bar{b}_{l}^{p}\right]_{l<h_{\Sigma}+m}$ and that from the moment we find an invertible subblock along the main diagonal in $\bar{n}_{h_{1}+i \mathrm{IV}}^{p^{j}}$ we may choose the corresponding rows in $\bar{\lambda}_{m \text { III }}$ such that those rows are zero in $\bar{n}_{h_{1}+m+i \text { III }}$. This concludes the main induction.
5.11 Having found a set of $\bar{n}_{m} \in M_{d}\left(k\left[\bar{b}_{l}^{p}\right]_{l<h_{\Sigma}+m}\right)$ solutions of $\mathrm{Eq}_{m} \operatorname{modp}$ (5.10.0.1), we want to lift these to construct solutions $n_{\bullet} \in M_{d}(\tau(k))$ of $\mathrm{Eq}_{m}$ (see 5.8).
5.12 We define

$$
n_{m}:=\tau\left(\bar{n}_{m}\right), \lambda_{m}:=\tau\left(\bar{\lambda}_{m}\right) \in M_{d}\left(W\left(k\left[\bar{b}_{l}^{p}\right]_{l<h_{\Sigma}+m}\right)\right)
$$

and

$$
b_{m}=\tau\left(\bar{b}_{m}\right)+V b_{m}^{\#} \in M_{d}\left(W\left(k\left[\bar{b}_{b}\right]_{l \leq m}^{e t t}\right)\right)
$$

where the $b_{m}^{\#} \in M_{d}\left(W\left(k\left[\bar{b}_{l}\right]_{l \leq m}{ }_{l}^{\text {et }}\right)\right)$ are yet to be determined.
5.13 We will first rewrite (5.8). Note that since $\pi\left(\lambda_{\bullet}\right), \pi\left(n_{\bullet}\right), \pi\left(b_{\bullet}\right)$ are solutions of (5.10.0.1) we have:

$$
\mathcal{T}_{m}:=c_{m}-\sum_{i+j=m} n_{i}^{\sigma^{j}} \lambda_{j}+\sum_{i+j=m-1} b_{i}^{\sigma^{j+1}} c_{j} \in M_{d}\left(\mathrm{~V} W\left(k\left[\bar{b}_{i}^{p}\right]_{i<m}\right)\right)
$$

Define $x_{m}^{\prime}$ by $\mathrm{V} x_{m}^{\prime}=\mathcal{T}_{m}$. Then $\mathrm{Eq}_{m}$ becomes:

$$
\mathrm{VF} b_{m} U-\mathrm{VF} U \lambda_{m+1}=\mathrm{V} x_{m}^{\prime}
$$

Here we have used that the characteristic of $k\left[\bar{b}_{0}\right]$ is $p$, so VF $=\mathrm{FV}=p$ on $W\left(k\left[\bar{b}_{0}\right]\right)$. Since $V$ is injective (on any Witt ring) we find:

$$
\mathrm{F} b_{m} U-\mathrm{F} U \lambda_{m+1}=x_{m}^{\prime}
$$

In view of $x_{m}^{\prime} \in M_{d}\left(W\left(k\left[\bar{b}_{i}^{p}\right]_{i<m}\right)\right)$ and $k$ being perfect we may write $x_{m}^{\prime}=\mathrm{F} x_{m}$. Since $F$ is injective we therefore see:

$$
\mathrm{Eq}_{m}^{\prime}: \quad b_{m} U-U \lambda_{m+1}=x_{m} \in M_{d}\left(W\left(k\left[\bar{b}_{i}\right]_{i<m}\right)\right)
$$

which defines the equations $\mathrm{Eq}_{m}^{\prime}$.
5.14 Now consider $\mathrm{Eq}_{m}^{\prime} \bmod \mathrm{V}$ :

$$
\bar{b}_{m} U-U \bar{\lambda}_{m+1}=\bar{x}_{m},
$$

where $\bar{x}_{m}:=\pi\left(x_{m}\right) \in M_{d}\left(k\left[\bar{b}_{i}\right]_{i<m}\right)$.
5.14. 1 For $m=0$ we have:

$$
\bar{b}_{0} U=\bar{x}_{0}+U \bar{\lambda}_{1} \in M_{d}\left(k\left[\bar{b}_{i}^{p}\right]_{0 \leq i \leq h_{\Sigma}}\right),
$$

(because $\bar{x}_{0} \in M_{d}(k)$ ) which gives by the Jacobi criterion (or by lemma 3.2):

$$
\bar{b}_{0} \in M_{d}\left(k\left[\bar{b}_{i}^{p}\right]_{1 \leq i \leq h_{\Sigma}}^{\text {ét }}\right) .
$$

By lemma 3.1 we have a solution

$$
b_{0} \in M_{d}\left(W\left(k\left[\bar{b}_{0}\right]^{\text {ét }}\right)\right) \subset M_{d}\left(W\left(k\left[\bar{b}_{i}^{p}\right]_{1 \leq i \leq h_{\Sigma}}^{\text {ét }}\right)\right)
$$

of $\mathrm{Eq}_{0}$ such that $\pi\left(b_{0}\right)=\bar{b}_{0}$.
5.14.2 Next assume we have found $\bar{b}_{i} \in M_{d}\left(k\left[\bar{b}_{l}^{p}\right]_{m \leq l \leq m+h_{\Sigma}}^{\text {ét }}\right)$ for $i<m$, such that there are solutions $\left.b_{i} \in M_{d}\left(W\left(k\left[\bar{b}_{j}\right]_{j \leq i}\right]_{i}\right)\right)$ of $\mathrm{Eq}_{l}^{\prime}(i, l<m)$. Then consider $\mathrm{Eq}_{m}^{\prime} \bmod \mathrm{V}$ :

$$
\bar{b}_{m} U=\bar{x}_{m}+U \bar{\lambda}_{m+1} \in M_{d}\left(k\left[\bar{b}_{i}^{p}\right]_{m \leq i \leq m+h_{\Sigma}}^{e ́ t}\right),
$$

which gives by lemma 3.2

$$
\bar{b}_{m} \in M_{d}\left(k\left[\bar{b}_{i}^{p}\right]_{m+1 \leq i \leq m+h_{\Sigma}}^{\text {ét }}\right) .
$$

So by lemma 3.1 we have a solution

$$
b_{m} \in M_{d}\left(W\left(k\left[\bar{b}_{i}\right]_{i \leq m}^{\text {ét }}\right)\right) \subset M_{d}\left(W\left(k\left[\bar{b}_{i}^{p}\right]_{m+1 \leq i \leq m+h_{\Sigma}}^{\text {ét }}\right)\right)
$$

of $\mathrm{Eq}_{m}$ such that $\pi\left(b_{m}\right)=\bar{b}_{m}$.
5.15 Put $\mathbb{B}_{m}=k\left[\bar{b}_{i}\right]_{i \leq m} \subset k\left[\bar{b}_{i}^{p}\right]_{m+1 \leq i \leq m+h_{\Sigma}}$. Then we have found an inductive system:

$$
\mathbb{B}_{0} \rightarrow \mathbb{B}_{1} \rightarrow \cdots \rightarrow \lim _{\rightarrow} \mathbb{B}_{n}=: \mathbb{B}
$$

Since the transcendence degree of all $\mathbb{B}_{m} \leq n^{2} h_{\Sigma}$ we also have that the transcendence degree of $\mathbb{B} \leq n^{2} h_{\Sigma}$. Denote the transcendence degree of $\mathbb{B}$ by $t r_{\mathbb{B}}$. We write $\bar{b}_{m, i, j}$, for the image of $\bar{b}_{m, i, j}$ in $\mathbb{B}$.
5.16 From now on we assume that $k$ is algebraically closed. So we have ring homomorphisms $\mathbb{B} \rightarrow k$, determined by the choice of the first (in the lexicographic order) $t r_{3}$ transcendental $\bar{b}_{m, i, j}$. This means that at last we have found solutions $b_{m} \in M_{d}(\tau(k))$ for the equations $\mathrm{Eq}_{m}^{\prime}$ or equivalently for the equations $\mathrm{Eq}_{m}$.
Summarizing, we have proven the following theorem.
5.17 Theorem. Let $\bar{G}$ be a formal group law of finite height defined over an algebraically closed field $k$ of positive characteristic $p$. Then $\bar{G}$ is isomorphic to a formal group law $\bar{G}_{\text {typ }}$ which has a finite (Witt) F-type.
More in detail: Let $G$ be a lifting of $\bar{G}$ to $W(k)$. Let the jump data of $G$ be $\left(\gamma,\left(h_{i} ; r_{i} ; A_{i}\right), U\right)$ as defined in theorem 4.3. Then $\bar{G}_{\text {typ }}$ has an $F$-type of the form $F=\sum V^{i}\left[\bar{N}_{i}\right]$, where the $n_{m, 1}=U \bar{N}_{m}$ are described inductively by matrices $n_{m, i} \in$ $M_{g_{\mathrm{i}} \times n}(k)$ as follows:

$$
\begin{array}{ll}
n_{m, i}=\left(\begin{array}{cc}
* & 0_{g_{i}}
\end{array}\right) & m<h_{i} \\
n_{h_{i}, i} & =\left(\begin{array}{ccl}
* & \bar{A}_{i} & 0 \\
* & * & 0_{g_{i+1}}
\end{array}\right),
\end{array} \quad \bar{A}_{i} \in G l_{r_{i}}(k) \text { lk }
$$

and

$$
n_{m, i}=\left(\begin{array}{cc}
0_{r_{i}} & 0 \\
n_{m-h_{i}, i+1}
\end{array}\right) \quad m>h_{i}
$$

Moreover the jump data is invariant under reduction in the following sense: if $G^{\prime}$ is any formal group law over $W(k)$ which reduces to $\bar{G}$ and has jump data $\left(\gamma^{\prime},\left(h_{i}^{\prime} ; r_{i}^{\prime} ; A_{i}^{\prime}\right), U\right)$ then $\left(\gamma^{\prime},\left(h_{i}^{\prime} ; r_{i}^{\prime} ; \bar{A}_{i}^{\prime}\right), U\right)=\left(\gamma,\left(h_{i} ; r_{i} ; \bar{A}_{i}\right), U\right)$.
5.18 In view of the above theorem we may define the jump data (and jump sequence) of a formal group law $\bar{G}$ defined over a field of positive characteristic in the following obvious way: Let $G$ be any lift of $\bar{G}$, having jump data ( $\gamma,\left(h_{i} ; r_{i} ; A_{i}\right), U$ ) then the jump data of $\bar{G}$ are defined by $\left(\gamma,\left(h_{i} ; r_{i} ; \bar{A}_{i}\right), U\right)$.
Using chapter I, lemma 4.26, which links the height of a formal group law with its jump sequence, we have the following corollary.
5.19 Corollary. There is a catalogue of finite dimension over $k$ for all formal group laws $G$ defined over an algebraically closed field $k$ of positive characteristic such that the height of $G$ is bounded by a fixed number.
5.20 Remark. The catalogue given by the above theorem, however, does not give a complete classification.
5.20.1 For example if $\bar{G}$ has jump data $\left(\gamma,\left(h_{i} ; r_{i} ; \bar{A}_{i}\right), U\right)$ such that $U$ is the identity matrix, then $\bar{G}$ is actually isomorphic to a direct sum of 1-dimensional formal
group laws. This is most easily proven as follows: Since $U$ is the identity matrix we have that the stable rank (see $[\mathrm{HaW}]$ ) of $c_{h_{1}, 1}$ is $r_{1}$, but then we may apply [Kne], Theorem 1.10.3 in order to find an isomorphism $G \cong\left(G_{1, h_{1}}\right)^{r_{1}} \oplus G^{\prime}$. Using property 4.6 we conclude that the jump data of $G^{\prime}$ must be $\left(\gamma-1,\left(h_{i}^{\prime} ; r_{i}^{\prime} ; \bar{A}_{i+1}\right)\right.$, Id $)$, with $h_{1}^{\prime}=h_{1}+h_{2}, h_{i}^{\prime}=h_{i+1}$ for $i>1$ and $r_{i}^{\prime}=r_{i+1}$ for $i \geq 1$. By an obvious induction we are done.
5.20.2 As another example we may consider the 2-dimensional formal group laws, and compare the catalogue with the complete classification given in chapter IV, section 1 . Assume that $U$ is not the identity and $\gamma=2$. Then we find by theorem $5.17 \bar{G}_{t y p}$ has an $F$-type of the form

$$
F \phi=V^{h_{1}}\left(\begin{array}{cc}
0 & 0 \\
\alpha_{1} & 0
\end{array}\right)+\sum_{l=d}^{h_{2}-1} V^{h_{1}+l}\left(\begin{array}{cc}
a_{h_{1}+l} & 0 \\
0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{cc}
0 & \alpha_{2} \\
0 & 0
\end{array}\right)
$$

for some $0 \leq d \leq h_{2}, \alpha_{\bullet}, a_{h_{1}+d} \in \tau\left(k^{*}\right)$, and $a_{\bullet} \in \tau(k)$. While the result of chapter IV, theorem 1.7 is that in this case a classification is given by the $F$-types

$$
F \phi=V^{h_{1}}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+\sum_{l=d}^{\min \left\{2 d, h_{2}-d\right\}-1} V^{h_{1}+l}\left(\begin{array}{cc}
a_{h_{1}+l} & 0 \\
0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

for some $0<d<h_{2}, a_{h_{1}+d} \in \tau\left(k^{*}\right)$, and $a_{\bullet} \in \tau(k)$. Here the $a_{\bullet}$ still have to be taken modulo the action of some finite group. So clearly there is a lot of redundancy in our catalogue.
5.21 Consider example 2.8. The finite Hilbert $F$-type of $G$ is in normal form in the sense of theorem 4.1 and has jump data $(1,(0 ; d ;(1+p) \mathrm{Id})$, Id $)$. Thus the reduction $\bar{G}$ is by theorem 5.17 isomorphic over the algebraic closure $\bar{k}$ of $k$ to $\bar{G}_{t y p}$ having jump data $(1,(0 ; d ;$ Id $)$, Id $)$ and $F$-type $F \phi_{\bar{G}_{t y p}}=I d \phi_{\bar{G}_{t y p}}$. This is in accordance with [SPM], proposition 3.7 or [Dit89], theorem 6 -both proofs are not complete, but may be merged to obtain a complete proof-since these propositions imply that over $W(\bar{k})$ the formal group law $G$ is isomorphic to the $d$-dimensional multiplicative formal group law.

## Chapter 4

## Some applications

In this chapter we will refer to chapter III, theorem 5.17 as the finiteness theorem. As before all formal group laws will be considered to be commutative and curvilinear. In this chapter the following applications will be treated:
Starting with the catalogue in the 2 -dimensional case we give a complete classification of all 2-dimensional commutative formal group laws (section 1). Thus we rediscover the classification given for this dimension by Manin ([Man]) and Kneppers ([Kne]).
In the 2 and 3 -dimensional case we compute the isogeny types as function of the parameters in our catalogue (sections 2 and 3 ).
In the 3 -dimensional case we will also determine which formal group laws may arise as the completion of an abelian variety (section 3 ).
The last three sections will be devoted to describing the structure (of the isomorphism classes) of formal Brauer groups of Fermat hypersurfaces defined over an algebraically closed field of positive characteristic. In section 4 the $p$-adic Gamma function is introduced. The Serre-Witt cohomology of the Fermat hypersurfaces and the connection with the $F$-types of the formal Brauer groups are presented in section 5. Section 6 then gives the normalized $F$-types of the formal Brauer groups which represent the isomorphism classes.
In the appendix the decomposition of the formal Brauer group of the Fermat hypersurface corresponding to the affine equation $X^{19}+Y^{19}+Z^{19}=1$ over $\overline{\mathbb{F}}_{5}$ is given.
An application which will not be treated here, is another proof for the two finiteness theorems of Manin [Man]. These are corollaries to the finiteness theorem.

## 1 The classification in dimension 2

We will give a full classification up to isomorphism of 2-dimensional formal group laws of finite height defined over an algebraically closed field $k$ of positive characteristic $p$. We thus discover the classification for such formal group laws given by Kneppers in [Kne]. We will repeat most of the proof of the finiteness theorem for this special case, and then perform some ad hoc computations to obtain the full classification.
1.1 In this section $G$ will be a 2 -dimensional curvilinear $p$-typical formal group law of finite height defined over an algebraically closed field $k$ of positive characteristic $p$. Almost all $F$-types in this section will be Witt $F$-types; we therefore omit all Witt brackets []. We also omit the canonical curves in the notation for an $F$-type. A sum of the form $\sum_{a}^{b}$ with $a>b$ will be considered zero.
1.2 In the 2 -dimensional case we have two possibilities for the $2 \times 2$ permutation matrix $U$ appearing in the finiteness theorem. The case $U=\mathrm{Id}$ corresponds to $G$ being a direct sum of two 1 -dimensional formal group laws (cf. chapter III, remark 5.20). In this case, as is well known, the only isomorphism invariants are the heights of the 1-dimensional components.
1.3 Thus assume $U \neq \mathrm{Id}$, then by the finiteness theorem $G$ is isomorphic to a formal group law $G_{\text {typ }}$ having normalized $F$-type:

$$
F=V^{h_{1}}\left(\begin{array}{cc}
a_{h_{1}} & 0 \\
\alpha_{1} & 0
\end{array}\right)+\sum_{l=d}^{h_{2}-1} V^{h_{1}+l}\left(\begin{array}{cc}
a_{h_{1}+l} & 0 \\
0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{cc}
a_{h_{1}+h_{2}} & \alpha_{2} \\
0 & 0
\end{array}\right),
$$

where $a_{\bullet}, \alpha_{\bullet} \in k$, and $a_{h_{1}+d}, \alpha_{\bullet} \neq 0,0<d \leq h_{2}$. Then the height $h$ is given by $h=2 h_{1}+h_{2}+2$ (see chapter I, lemma 4.26).

### 1.4 Lemma. Let $G$ have normalized $F$-type

$$
F \phi_{G}=\sum_{i \geq 0} V^{i} C_{i} \phi_{G}
$$

as in (1.3.1). If $G$ is not isomorphic to a direct sum of two lower-dimensional formal group laws (we will say that $G$ is non-split), then we may moreover assume that

$$
C_{h_{1}}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) \text { and } C_{h_{1}+h_{2}}=\left(\begin{array}{cc}
a_{h_{1}+h_{2}} & 1 \\
0 & 0
\end{array}\right)
$$

proof: By [Kne], theorem 1.10.3 $G$ is split if the stable rank of $C_{h_{1}}$ is non-zero, thus $a_{h_{1}}=0$. Now normalize $C_{h_{1}}$ à la Hasse and Witt ([HaW], Satz 11). This gives that $C_{h_{1}}$ has the desired form, but the other non-zero $C_{j}$ may be changed.

We therefore again apply the finiteness theorem (which does not change the first non-zero matrix). Now let $\lambda_{1,1}, \lambda_{2,2}$ be solutions in $k$ of

$$
\lambda_{2,2}^{p_{1}^{p_{1}+1}}=\lambda_{1,1}, \quad \alpha_{2}^{\prime} \lambda_{1,1}^{p_{1}^{h_{1}+h_{2}+1}}=\lambda_{2,2}
$$

then $\psi=[\Lambda] \phi_{G}, \Lambda_{i, j}:=\delta_{i, j} \lambda_{i, j}$ is an isomorphism which does not change the shape of the first $h_{1}+h_{2}$ matrices of the $F$-type but normalizes $C_{h_{1}+h_{2}}$.

We may now prove the following theorem.
1.5 Theorem. (first version) Any 2-dimensional non-split formal group law $G$ of finite height $h$ defined over an algebraically closed field $k$ of positive characteristic is isomorphic to a p-typical formal group law $G_{\text {typ }}$ with $F$-type:

$$
F=V^{h_{1}}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+\sum_{l=d}^{\min \left\{2 d, h_{2}\right\}} V^{h_{1}+l}\left(\begin{array}{cc}
a_{h_{1}+l} & 0 \\
0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

with $a_{\bullet} \in k, a_{h_{1}+d} \neq 0, d>0$. Furthermore a formal group law $G_{t y p}^{\prime}$ having $F$-type

$$
F=V^{h_{1}}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+\sum_{l=d}^{\min \left\{2 d, h_{2}\right\}} V^{h_{1}+l}\left(\begin{array}{cc}
f_{h_{1}+l} & 0 \\
0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

(with $f_{\bullet} \in k, f_{h_{1}+d} \neq 0, d>0$ ) is strongly isomorphic to $G_{t y p}$ if and only if there are $\beta_{i} \in \mathbb{F}_{p^{h}}, 0<i \leq \min \left\{d, h_{2}-d\right\}$ such that

$$
f_{m}+\sum_{i=h_{1}+d} f_{i}^{p^{m-i}} \beta_{m-i}=a_{m}+\sum_{i=h_{1}+d} a_{i} \beta_{m-i}^{p^{i+1}}
$$

for $h_{1}+d \leq m \leq h_{1}+2 d$. (For the height $h$ we have $h=2 h_{1}+h_{2}+2$.)
proof: Assume that $G$ has an $F$-type as given by lemma 1.4. Denote the $F$-type of $G_{t y p}$ by $F=\sum_{i \geq 0} V^{i} N_{i}$. We follow the proof of the finiteness theorem. Thus let $\tilde{G}$ be a lifting of $\bar{G}$ with Hilbert $F$-type $F=\sum V^{i}\left\{\tau\left(C_{i}\right)\right\}$. Now we first have to solve the equations $\mathrm{Eq}_{\mathrm{m}} \operatorname{modp}$ in $M_{2}\left(k\left[b_{0}\right]\right)$, which in this case are given by:

$$
c_{m}=\sum_{i+j=m} n_{i}^{p^{j}} \lambda_{j}-\sum_{i+j=m-1} b_{i}^{p^{j+1}} c_{j}
$$

$\left(c_{i}:=U C_{i}\right)$. Solving here means finding $\lambda_{\bullet} \in M_{2}\left(k\left[b_{0}\right]\right)$ such that all $n_{i}:=U N_{i}$ have the form as claimed in the theorem. As in the proof of the finiteness theorem we find $n_{m}=c_{m}$ for $m \leq h_{1}$, and $n_{m}=0$ for $m>h_{1}+h_{2}$. We will use the convention that $\lambda_{i}, b_{i}, c_{i}$ and $n_{i}$ are zero if $i<0$. Then we may rewrite $\mathrm{Eq}_{m}$ modp as:

$$
\begin{aligned}
& c_{m}=n_{h_{1}}^{p^{m-h_{1}}} \lambda_{m-h_{1}}+\sum_{i=h_{1}+1}^{h_{1}+h_{2}-1} n_{i}^{p^{m-i}} \lambda_{m-i}+n_{h_{1}+h_{2}}^{p^{m-h_{1}-h_{2}}} \lambda_{m-h_{1}-h_{2}}- \\
& b_{m-1-h_{1}}^{p^{h_{1}+1}} c_{h_{1}}-\sum_{j=h_{1}+d}^{h_{1}+h_{2}-1} b_{m-1-j}^{p^{j+1}} c_{j}-b_{m-1-h_{1}-h_{2}}^{p^{h_{1}+h_{2}+1}} c_{h_{1}+h_{2}}
\end{aligned}
$$

One easily checks that the solutions of $\mathrm{Eq}_{m}$ modp are as follows (We use roman numerals at the right side of the equation to number the equations, and roman numerals at the left side to indicate which equations we have used.)

$$
\begin{array}{ll}
\lambda_{m, 1,1}=b_{m-1,1,1}^{p^{h_{1}+1}}+\sum_{j=h_{1}+d}^{h_{1}+h_{2}} a_{j} b_{m+h_{1}-1-j, 1,2}^{p^{j+1}} & \text { I } \\
\begin{array}{ll}
\lambda_{m, 1,2}=b_{m-1-h_{2}, 1,2}^{p^{h_{1}+h_{2}+1}} & \\
\lambda_{m, 2,1}=-\sum_{i=h_{1}+1}^{h_{1}+h_{2}} f_{i}^{p^{m+h_{1}+h_{2}-i}} \lambda_{m+h_{1}+h_{2}-i, 1,1}+ & \text { II } \\
& +b_{m+h_{2}-1,2,1}^{p^{h_{1}+1}}+\sum_{j=h_{1}+d}^{h_{1}+h_{2}-1} a_{j} b_{m+h_{1}+h_{2}-1-j, 2,2}^{p^{j+1}} \\
\lambda_{m, 2,2}=-\sum_{i=h_{1}+1}^{h_{1}+h_{2}} f_{i}^{p^{m+h_{1}+h_{2}-i, 1,2}} \lambda_{m+h_{1}+h_{2}-i, 1,2}+b_{m-1,2,2}^{p^{p_{1}+h_{2}+1}}
\end{array}
\end{array}
$$

and (define $f_{m}:=n_{m, 2,1}$ for $m \leq h_{1}+h_{2}$ )
$f_{m}=a_{m}-\sum_{i=h_{1}+1}^{m-1} f_{i}^{p^{m-i}} \lambda_{m-i, 1,1}+b_{m-h_{1}-1,2,1}^{p^{h_{1}+1}}+\sum_{j=h_{1}+d}^{h_{1}+h_{2}-1} a_{j} b_{m-1-j, 2,2}^{p^{j+1}}$
1.5.3 We now have to solve the equations $\tilde{b}_{m}=U \tau\left(\lambda_{m+1}\right) U^{-1}+\tilde{x}_{m} U^{-1}$ (for $\tilde{b}_{0}$ 's), where $\tilde{b}_{m}:=\tau\left(b_{m}\right)+V b_{m}^{\#}$ for some $b_{m}^{\#} \in W\left(k\left[b_{0}\right]\right)$ and where $\tilde{x}_{m}$ is defined by

$$
p \tilde{x}_{m}=c_{m}-\sum_{i+j=m} \tau\left(n_{i}^{p^{j}}\right) \tau\left(\lambda_{j}\right)+\sum_{i+j=m-1} \tilde{b}_{i}^{j^{j+1}} \tau\left(c_{j}\right)
$$

But recall that it suffices to solve the equations $b_{m}=U \lambda_{m+1} U^{-1}+x_{m} U^{-1}$ (for $b_{0}$ 's and where $\left.x_{m}:=\pi\left(\tilde{x}_{m}\right)\right)$. We then see that in our case

$$
\begin{equation*}
x_{m, 1,1}=x_{m, 1,2}=0 \tag{VI}
\end{equation*}
$$

1.5.4 Using induction we find:
for $m<h_{2}$ :
XI $\quad x_{m, 2,2}=0$,

II,VII $\quad b_{m, 2,1}=\lambda_{m+1,1,2}+x_{m, 2,2}=0$,
VIII
for $m<d$ :
XI

$$
x_{m, 2,1}=0, \quad \text { IX }
$$

I,IX $\quad b_{m, 2,2}=\lambda_{m+1,1,1}+x_{m, 2,1}=b_{m, 1,1}^{p^{h_{1}+1}}, \quad \mathrm{X}$
V,VIII $\quad f_{m+h_{1}}=a_{m+h_{1}}-\sum_{i=1}^{m-1} f_{i+h_{1}}^{p^{m-i}} \lambda_{m-i, 1,1}+b_{m-1,2,1}^{p^{h_{1}+1}}=0, \quad$ XI
VI,VIII,XI $b_{m, 1,1}=\lambda_{m+1,2,2}+x_{m, 1,2}=b_{m, 2,2}^{p_{1}^{n_{1}+h_{2}+1}}$.
1.5.5 From X and XII we conclude that $b_{m, 2,2}=b_{m, 1,1}^{p_{1}^{h_{1}+1}} \in \mathbb{F}_{p^{2 h_{1}+h_{2}+2}}=\mathbb{F}_{p^{h}}(0 \leq m<$ $d$ ). Notice that $f_{h_{1}+d}=a_{h_{1}+d}$ ( V and VIII). The following equation shows that $b_{m, 1,2}\left(0 \leq m<h_{2}-2 d\right)$ can still be chosen freely ( $\operatorname{pol}\left(b_{i, j, k}\right)$ denotes a polynomial in $b_{i, j, k}$ ):
III,VI,XI $\quad b_{m, 1,2}=\lambda_{m+1,2,1}+x_{m, 1,1}=-\sum_{i=h_{1}+d}^{h_{1}+h_{2}} f_{i}^{p^{m+h_{1}+h_{2}+1-i}} \lambda_{m+h_{1}+h_{2}+1-i, 1,1}$

$$
+\operatorname{pol}\left(b_{\bullet, 2,1}, b_{\bullet, 2,2}\right)
$$

I

$$
\begin{aligned}
& =-\sum_{i=d}^{h_{2}} f_{h_{1}+i}^{p^{m+h_{2}+1-i}}\left(b_{m+h_{2}-i, 1,1}^{p^{p_{1+1}+1}}+\sum_{j=d}^{h_{2}} a_{j+h_{1}} b_{m+h_{2}-i-j, 1,2}^{j+h_{1}+1}\right) \\
& +\quad \operatorname{pol}\left(b_{\bullet, 2,1}, b_{\bullet, 2,2}\right) \\
& =-a_{h_{1}+d} a_{h_{1}+d}^{p^{m+h_{2}+1-d}} b_{m+h_{2}-2 d, 1,2}^{p_{1}^{h_{1}+d+1}} \\
& +\operatorname{pol}\left(b_{\bullet, 1,1}, b_{\bullet, 2,1}, b_{\bullet, 2,2}, b_{i, 1,2}\right)_{i<m+h_{2}-2 d} .
\end{aligned}
$$

For $m \leq h_{1}+2 d$ we have:
V,VIII,X $\quad f_{m}=a_{m}-\sum_{i=h_{1}+d}^{m-1} f_{i}^{p^{m-i}} b_{m-i-1,2,2}+\sum_{j=h_{1}+d}^{m-1} a_{j} b_{m-1-j, 2,2}^{j+1}$.
XIII
Notice that if $m \leq h_{1}+2 d, h_{1}+d \leq i \leq m-1$, then $m-i-1 \in[0, d\rangle$, so $b_{m, 2,2} \in \mathbb{F}_{p^{2 h_{1}+h_{2}+2}}$. But for $h_{1}+2 d<m \leq h_{1}+h_{2}$ we have:

V,VIII $\quad f_{m}=a_{m}-\sum_{i=h_{1}+d}^{m-1} f_{i}^{p^{m-i}} \lambda_{m-i, 1,1}+\sum_{j=h_{1}+d}^{m-1} a_{j} b_{m-1-j, 2,2}^{p^{j+1}}$

I

$$
\begin{aligned}
& =a_{m}-\sum_{i=h_{1}+d}^{m-1} f_{i}^{p^{m-i}}\left(b_{m-i-1,1,1}^{p^{p_{1}+1}}+\sum_{j=d}^{h_{2}} a_{j+h_{1}} b_{m-1-i-j, 1,2}^{p^{j+1+h_{1}}}\right)+ \\
& \\
& +\sum_{j=h_{1}+d}^{m-1} a_{j} b_{m-1-j, 2,2}^{p^{j+1}} \\
& =-a_{h_{1}+d} a_{h_{1}+d}^{p^{m-1-h_{1}-d} b_{m-h_{1}-2 d-1,1,2}^{p^{h_{1}+d+1}}} \\
& \quad+\operatorname{pol}\left(b_{\bullet, 1,1}, b_{\bullet, 2,1}, b_{\bullet, 2,2}, b_{i, 1,2}\right)_{i<m-h_{1}-2 d-1}
\end{aligned}
$$

So we may choose values for $b_{m-h_{1}-2 d-1,1,2}$ such that $f_{m}=0\left(h_{1}+2 d<m \leq h_{1}+h_{2}\right)$. Therefore we may construct an isomorphism from $G$ to $G_{t y p}$. If $G_{t y p}^{\prime}$ is isomorphic to $G_{\text {typ }}$, then XIII gives the second statement of the theorem.

Our method gives essentially a classification up to strong isomorphism. (Since we have used as preparation a specially weak isomorphism in lemma 1.4 it isn't a true classification up to strong isomorphism.) In order to give a full classification we have to perform some ad hoc computations which also take all possible weak isomorphisms in effect.
1.6 Lemma. Let $G$ be a formal group law in the normal form of theorem (1.5). Then there is a (weak) isomorphism $\phi_{H}=\sum_{i} V^{i}\left[\Lambda_{i}\right] \phi_{G}$ from $G$ to a formal group law $H$ with $F$-type
$F=V^{h_{1}}\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)+\sum_{l=d}^{\min \left\{2 d, h_{2}-d\right\}-1} V^{h_{1}+l}\left(\begin{array}{cc}\alpha^{p^{h_{1}+l+1}} \alpha^{-1} a_{h_{1}+l} & 0 \\ 0 & 0\end{array}\right)$

$$
+V^{h_{1}+h_{2}}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

where necessarily $\alpha \in \mathbb{F}_{p^{h}}$.
proof: Use [Kne], chapter II, claim 3.3 for the special case $s=0, a_{h_{1}+h_{2}+h_{3}}=$ $b_{h_{1}+h_{2}}=c_{h_{1}+h_{2}+2 h_{3}}=0, d_{h_{1}+h_{2}+n}=a_{h_{1}+\min \left\{2 d, h_{2}-d\right\}}$ in order to obtain an isomorphism from $G$ to $H^{\prime}$ with $F$-type

$$
\begin{aligned}
& F=V^{h_{1}}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+\sum_{l=d}^{\min \left\{2 d, h_{2}-d\right\}-1} V^{h_{1}+l}\left(\begin{array}{cc}
a_{h_{1}+l} & 0 \\
0 & 0
\end{array}\right) \\
&+\sum_{i \geq \min \left\{2 d, h_{2}-d\right\}+1} V^{i}\left(\begin{array}{ll}
* & 0 \\
* & *
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) .
\end{aligned}
$$

Using the finiteness theorem we see that we may normalize $H^{\prime}$ to $H^{\prime \prime}$ having the
$F$-type

$$
F=V^{h_{1}}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+\sum_{l=d}^{\min \left\{2 d, h_{2}-d\right\}-1} V^{h_{1}+l}\left(\begin{array}{cc}
a_{h_{1}+l} & 0 \\
0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

Any specially weak isomorphism from $H^{\prime \prime}$ to $H$ having an $F$-type of the form

$$
F=V^{h_{1}}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+\sum_{l=d}^{\min \left\{2 d, h_{2}-d\right\}-1} V^{h_{1}+l}\left(\begin{array}{cc}
* & 0 \\
0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) .
$$

necessarily is of the form $\phi_{H}=\Lambda_{0} \phi_{H^{\prime \prime}}$ with

$$
\Lambda_{0}=\left(\begin{array}{cc}
\alpha & 0 \\
0 & \alpha^{h_{1}+h_{2}+1}
\end{array}\right)
$$

with $\alpha \in \mathbb{F}_{p^{h}}$. Thus $H$ has an $F$-type of the form as described in the lemma.
We may now obtain the full classification.
1.7 Theorem. (final version) Let $G$ be a non-split 2-dimensional formal group law of finite height $h$ defined over an algebraically closed field $k$ of positive characteristic $p$. Then $G$ is isomorphic to a formal group law $G_{t y p}$ with $F$-type:

$$
F=V^{h_{1}}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+\sum_{l=d}^{\min \left\{2 d, h_{2}\right\}-1} V^{h_{1}+l}\left(\begin{array}{cc}
a_{h_{1}+l} & 0 \\
0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

where $a_{\bullet} \in k, a_{h_{1}+d} \neq 0$. Furthermore $G_{t y p}$ is isomorphic to a formal group law $G_{t y p}^{\prime}$ with $F$-type

$$
F=V^{h_{1}}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+\sum_{l=d}^{\min \left\{2 d, h_{2}\right\}-1} V^{h_{1}+l}\left(\begin{array}{cc}
f_{h_{1}+l} & 0 \\
0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

$\left(f_{\bullet} \in k, f_{h_{1}+d} \neq 0\right)$, if and only if there are $\beta_{i} \in \mathbb{F}_{p^{h}}\left(0 \leq i<\min \left\{h_{2}, d\right\}\right)$, with $\beta_{0} \neq 0$ such that

$$
\sum_{i=h_{1}+d} f_{i}^{p^{m-i}} \beta_{m-i}=\sum_{i=h_{1}+d} a_{i} \beta_{m-i}^{p^{i+1}}
$$

for $h_{1}+d \leq m<h_{1}+d+\min \left\{h_{2}, d\right\}$.
proof: Let $G$ and $H$ be in the normal form of lemma 1.6 with parameters $a_{\bullet}$ and $f_{\bullet}$. Let $\phi_{H}=\sum_{i} V^{i} \Lambda_{i} \phi_{G}$ be an isomorphism from $G$ to $H$. Then there is an isomorphism $\phi_{H^{\prime}}=\sum V^{i} \Lambda_{i}^{\prime} \phi_{H}$ with $\Lambda_{0}^{\prime}=\Lambda_{0}^{-1}$ such that $H^{\prime}$ is in the normal form of theorem 1.5 (just take the composition of the special weak isomorphism
$\phi_{H^{\prime \prime}}=\Lambda_{0}^{-1} \phi_{G}$ and the normalization of $H^{\prime \prime}$ in the sense of theorem 1.5). Let $H^{\prime}$ have parameters $f_{0}^{\prime}$, then by theorem 1.5 we have:

$$
f_{m}^{\prime}+\sum_{i=h_{1}+d}\left(f_{i}^{\prime}\right)^{p^{m-i}} \beta_{m-i}^{\prime}=a_{m}+\sum_{i=h_{1}+d} a_{i}\left(\beta_{m-i}^{\prime}\right)^{p^{i+1}}
$$

for some $\beta_{\bullet}^{\prime} \in \mathbb{F}_{p^{n}}$. Since $H$ is a normalization of $H^{\prime}$ in the sense of lemma 1.6 we have $f_{m}=\alpha^{p^{m+1}} \alpha^{-1} f_{m}^{\prime}$. Therefore define $\beta_{0}=\alpha$ and $\beta_{i}=\alpha^{p^{i}} \beta_{i}^{\prime}$ for $0<i<$ $\min \left\{h_{2}, d\right\}$ in order to obtain the assertion.
1.8 Remark. This classification was already given by Kneppers [Kne], Theorem 2.1.8, who also compared this with the contravariant classification given by Manin ([Man], chapter III, section 8) for the two dimensional case. In order to compare both classifications one should apply the special weak isomorphism $\psi=U \phi$ to our normal form, and our $h_{1}, h_{2}, d$ should be replaced by $h_{1}, h_{2}+h_{3}, h_{2}$, respectively.

## 2 Isogeny classes in dimension 2

In [Kne90] Kneppers gives the isogeny classes of 2-dimensional formal group laws defined over an algebraically closed field of positive characteristic and their dependrace on the parameters occurring in his normal form (which we discussed in the preceding section).
Using the theory we developed in chapter II, section 7 we will do the same for our normal form. This will turn out to give a substantial reduction in computations. Since the isogeny type does not depend on the "tail" of the $F$-type, we find the same results,
2.1 Let $G$ be a 2-dimensional formal group law of finite height defined over an algebraically closed field of positive characteristic. Let the jump data of $G$ be $\left(\gamma,\left(h_{i} ; r_{i} ; A_{i}\right), U\right)$, and let $\left\{\phi_{1}, \phi_{2}\right\}$ be a $V$-basis for $C_{p}(G)$ such that the $F$-type of $G$ with respect to this basis has the form as given by the finiteness theorem.
2.2 If $G$ is split, then $G$ is a direct sum of two 1 -dimensional formal group laws having height $h_{1}+1, h_{1}+h_{2}+1$. Thus $G$ has isogeny type $G_{1, h_{1}} \oplus G_{1, h_{1}+h_{2}}$.
2.3 Assume that $G$ is non-split, thus we may assume $G$ has a $F$-type as described in lemma 1.4. The height $h$ of $G$ then is $2 h_{1}+h_{2}+2$. Then the following relations hold in $C_{p}(G)$

$$
\begin{aligned}
& F \phi_{1}=\sum_{l=d}^{h_{2}} V^{h_{1}+l} a_{h_{1}+l} \phi_{1}+V^{h_{1}+h_{2}} \phi_{2} \\
& F \phi_{2}=V^{h_{1}} \phi_{1}
\end{aligned}
$$

where $a_{l} \in \tau(k), a_{d} \neq 0,0<d \leq h_{2}$. This gives

$$
F^{2} \phi_{1}=\left(\sum_{l=d}^{h_{2}-1} p V^{h_{1}+l-1} a_{l}+V^{2 h_{1}+h_{2}}\right) \phi_{1}
$$

Hence there is a subspace of $C_{p}(G)$ on which $F^{2}$ acts as

$$
F^{2}=\sum_{l=d}^{h_{2}} p V^{h_{1}+l-1} a_{l}+V^{2 h_{1}+h_{2}} .
$$

Thus after applying $V^{2}$ on both sides we find that

$$
a:=-p^{2}+\sum_{l=d}^{h_{2}-1} p V^{h_{1}+l+1} a_{l}+V^{2 h_{1}+h_{2}+2}=0
$$

on this subspace. Using the notations of chapter II, section 7 we have that $c(a)=$ $h>0$ and

$$
\gamma(a)=\min \left\{\frac{2}{h}, \frac{1}{h-\left(h_{1}+d+1\right)}, \ldots, \frac{1}{h-\left(h_{1}+h_{2}+1\right)}\right\} .
$$

Notice that $p \nmid a$ and thus we may apply chapter II, lemma 7.8. We conclude that Case I: If $\gamma(a)=2 / h$, or equivalently if $h_{2}-2 d \leq 0$, then $G$ has a 2-dimensional isogeny factor $G_{2, h_{1}+h_{2}}$. Thus $G$ has isogeny type $G_{2, h_{1}+h_{2}}$.
Case II: If $\gamma(a)=1 /\left(h_{1}+h_{2}-d+1\right)$, or equivalently if $h_{2}-2 d>0$, then $G$ has a 1-dimensional isogeny factor $G_{1, h_{1}+h_{2}-d}$. Since $G$ has dimension 2 and height $2 h_{1}+h_{2}+2$ the other isogeny factor is necessarily is $G_{1, h_{1}+d}$. (But one may also use chapter II, lemma 7.8 to compute $\gamma(y)=1 /\left(h_{1}+d+1\right)$, or even compute the action of $F^{2}$ on $\phi_{2}$ to find the other 1-dimensional subspace of $\left.C_{p}(G)_{(V)}\right)$. We have thus rediscovered [Kne90], summary, pg 313.
2.4 Remark. A (not necessarily commutative) formal group law is called algebroid if it arises as the completion of an algebraic group scheme (see [Haz], E4.7 or [Man], chapter I, section 2.2). If a formal group law is algebroid, then any formal group law isogenous to it is also algebroid ([Man], chapter I, proposition 1.6). Algebroid formal group laws arising from connected non-commutative are non-commutative, thus we may restrict ourselves to considering connected commutative algebraic groups. Since any connected commutative algebraic group $X$ over an algebraically closed field (of arbitrary characteristic) contains a connected affine subgroup $X_{a}$ such that the factor group $X / X_{a}$ is an abelian variety, it suffices to consider the completions of abelian varieties. (The completion of $X_{a}$ is isogenous to a direct sum of factors $G_{1,0}$ and $G_{n, \infty}, n \in \mathbb{N}$, all such factors are algebroid.) If the
formal group law $G$ arises from the completion of an abelian variety $X$, then the height $h$ is equal to $2 \operatorname{dim} X$ Moreover it is a consequence of the Poincaré duality that $G$ is symmetric in the sense that, if $G$ has an isogeny factor $G_{n, m}$, then $G$ also has an isogeny factor $G_{m, n}$. See [Man], chapter IV for details.
Thus in the 2 -dimensional case we find that the height $h$ of a (non-split) algebroid formal group law is 4 . Then, from $h=2 h_{1}+h_{2}+2$ we see that $h_{2}=2, h_{1}=0$. Combining we see that if $d=0,1$ we are in case I , the isogeny type is $G_{2,2}$ and thus the formal group is algebroid. If $d \geq 2$, we are in case II, but then the isogeny type is not symmetric and thus the formal group is not algebroid (Actually, $d \geq 2$ is not even possible since $d<h_{2}=2$ ).

## 3 The catalogue and isogeny classes for dimension 3

In this section we explicitly describe the catalogue as given by the finiteness theorem in the 3 -dimensional case. We derive the isogeny types of all elements in our catalogue and we determine which 3 -dimensional formal group laws may arise as the completion of an abelian variety.
3.1 Let $G$ be a 3-dimensional, non-split formal group law of finite height defined over an algebraically closed field $k$ of positive characteristic $p>0$. As in 1.1 we omit the Witt brackets [] and the canonical curves in the notation for an Witt $F$-type. Then by the finiteness theorem we have the following possibilities for the normalized $F$-type with respect to a $V$-basis $\left\{\phi_{1}, \phi_{2}, \phi_{3}\right\}$ of $C_{p}(G)$.
case I:

$$
F=V^{h_{1}}\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)+\sum_{l=h_{1}+1}^{h_{1}+h_{2}} V^{l}\left(\begin{array}{ccc}
a_{l} & b_{l} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

(define for use in subsection $3.2 a_{h_{1}+h_{2}+1}:=b_{h_{1}+h_{2}+1}:=1$ )
case II:

$$
\begin{aligned}
& F=V^{h_{1}}\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)++\sum_{l=h_{1}+1}^{h_{1}+h_{2}} V^{l}\left(\begin{array}{lll}
a_{l} & 0 & 0 \\
0 & 0 & 0 \\
b_{l} & 0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \\
&+\sum_{l=h_{1}+h_{2}+1}^{h_{1}+h_{2}+h_{3}} V^{l}\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
b_{l} & c_{l} & 0
\end{array}\right)+V^{h_{1}+h_{2}+h_{3}}\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right),
\end{aligned}
$$

(define for use in subsection $3.2 a_{h_{1}+h_{2}+1}:=b_{h_{1}+h_{2}+h_{3}+1}:=c_{h_{1}+h_{2}+h_{3}+1}:=1$ )
case III:

$$
\begin{aligned}
F=V^{h_{1}}\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)+ & +\sum_{l=h_{1}+1}^{h_{1}+h_{2}} V^{l}\left(\begin{array}{lll}
a_{l} & 0 & 0 \\
0 & 0 & 0 \\
b_{l} & 0 & 0
\end{array}\right)+V^{h_{1}+h_{2}}\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right) \\
& +\sum_{l=h_{1}+h_{2}+1}^{h_{1}+h_{2}+h_{3}} V^{l}\left(\begin{array}{lll}
a_{l} & c_{l} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)+V^{h_{1}+h_{2}+h_{3}}\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right),
\end{aligned}
$$

(define for use in subsection $3.2 b_{h_{1}+h_{2}+1}:=a_{h_{1}+h_{2}+h_{3}+1}:=c_{h_{1}+h_{2}+h_{3}+1}:=1$ )
3.2 Define for an $F$-type as described in one of the cases $d_{a} \in \mathbb{N}$ by

$$
d_{a}:=\min \left\{l \mid a_{l} \neq 0\right\}
$$

We analogously define $d_{b}$ and $d_{c}$. In all three cases we will compute the isogeny type as function of the $h_{i}, d_{j}$.
3.3 Case I: We have that:

$$
F^{3} \phi_{1}=\left(\sum_{l=d_{a}} F^{2} V^{l} a_{l}+\sum_{l=d_{b}} F V^{l} b_{l}^{\sigma} V^{h_{1}}+V^{h_{1}+h_{2}} V^{h_{1}} V^{h_{1}}\right) \phi_{1}
$$

i.e., there is a subspace of $C_{p}(G)$ on which

$$
a:=p^{3}-\sum_{l=d_{a}} p^{2} V^{l+1} a_{l}-\sum_{l=d_{b}} p V^{l+2+h_{1}} b_{l}^{\sigma_{1}+1}-V^{3 h_{1}+h_{2}+3}=0
$$

We will therefore consider $A / a A \hookrightarrow C_{p}(G)$. It will turn out that $R / a R$ has rank 3 and thus $R / a R \cong C_{p}(G)_{(V)}$ as $W((V))$-modules.
Using the notations of chapter II, section 7 we have $c(a):=h=3 h_{1}+h_{2}+3$ and

$$
\gamma(a)=\min \left\{\frac{2}{h-d_{a}-1}, \frac{1}{h-d_{b}-2-h_{1}}, \frac{3}{h}\right\}
$$

which leaves us with three subcases:
Case $\mathrm{I}_{a}$ : If $\gamma(a)=3 / h$, or equivalently

$$
\begin{aligned}
3 h_{1}+h_{2}-3 d_{a} & \leq 0 \\
3 h_{1}+2 h_{2}-3 d_{b} & \leq 0
\end{aligned}
$$

then $G$ has isogeny type $G_{3, h-3}$.
Case $\mathrm{I}_{b}$ : If $\gamma(a)=2 /\left(h-d_{a}-1\right)$, or equivalently

$$
\begin{aligned}
h_{1}+h_{2}-2 d_{b}+d_{a} & \leq 0 \\
-3 h_{1}-h_{2}+3 d_{a} & \leq 0
\end{aligned}
$$

then $G$ has an isogeny factor $G_{2, h-d_{a}-3}$ and thus we conclude that $G$ has isogeny type $G_{2,3 h_{1}+h_{2}-d_{a}} \ominus G_{1, d_{a}}$.
Case $\mathrm{I}_{c}$ : If $\gamma(a)=1 /\left(h-d_{b}-2-h_{1}\right)$, or equivalently

$$
\begin{aligned}
3 h_{1}+2 h_{2}-3 d_{b} & \geq 0, \\
h_{1}+h_{2}+d_{a}-2 d_{b} & \geq 0,
\end{aligned}
$$

then $G$ has an isogeny factor $G_{1, h-d_{b}-3-h_{1}}$. With the notations of chapter II, lemma 7.8 we find that

$$
\gamma(y)=\min \left\{\frac{2}{d_{b}+2+h_{1}}, \frac{1}{d_{b}+1+h_{1}-d_{a}}\right\}
$$

if $d_{b}+1+h_{1}-d_{a}>0$, else $\gamma(y)=2 /\left(d_{b}+2+h_{1}\right)$. We end up with the two subsubcases:

Case $\mathrm{I}_{c, 1}$ : If in addition to the conditions of subcase $\mathrm{I}_{c}$ we have

$$
d_{b}+h_{1}-2 d_{a} \geq 0
$$

then $G$ has isogeny type $G_{1, h-d_{b}-3-h_{1}} \oplus G_{1, d_{b}+h_{1}-d_{a}} \oplus G_{1, d_{a}}$.
Case $\mathrm{I}_{c, 2}$ : If in addition to the conditions of subcase $\mathrm{I}_{c}$ we have

$$
d_{b}+h_{1}-2 d_{a}<0
$$

then $G$ has isogeny type $G_{1, h-d_{b}-3-h_{1}} \oplus G_{2, d_{b}+h_{1}}$.
3.4 Case II: Notice that the height $h$ of $G$ is $3 h_{1}+2 h_{2}+h_{3}+3$. As in Case I we find that $A / a A \hookrightarrow C_{p}(G)$ where

$$
a:=p^{2}-p \sum_{l=d_{a}}^{h_{1}+h_{2}} V^{l+1} a_{l}-V^{2 h_{1}+h_{2}+2}
$$

Then

$$
\gamma(a)=\min \left\{\frac{2}{2 h_{1}+h_{2}+2}, \frac{1}{2 h_{1}+h_{2}+1-d_{a}}\right\}
$$

which leaves us with the two subcases
Case $\mathrm{II}_{a}$ : If

$$
2 h_{1}+h_{2}-2 d_{a} \leq 0
$$

then $G$ has an isogeny factor $G_{2,2 h_{1}+h_{2}}$ and thus we conclude that $G$ has isogeny type $G_{2,2 h_{1}+h_{2}} \oplus G_{1, h_{1}+h_{2}+h_{3}}$ (since there is an 1-dimensional factor of height $h-c(a)$ left.)

Case $\mathrm{II}_{b}$ : If

$$
2 h_{1}+h_{2}-2 d_{a} \geq 0
$$

then $G$ has isogeny type $G_{1,2 h_{1}+h_{2}-d_{a}} \oplus G_{1, d_{a}} \oplus G_{1, h_{1}+h_{2}+h_{3}}$.
3.5 Case III: Analogously to the preceding cases we find $A / a A \hookrightarrow C_{p}(G)$ where

$$
\begin{aligned}
a:=p^{3}- & \sum_{l=d_{a}}^{h_{1}+h_{2}} p^{2} V^{l+1} a_{l}+ \\
& \sum_{l=d_{c}}^{h_{1}+h_{2}+h_{3}} p V^{l+h_{1}+2} c_{l}+\sum_{l=d_{b}}^{h_{1}+h_{2}+h_{3}} p V^{l+h_{1}+h_{2}+h_{3}+2} b_{l}+V^{3 h_{1}+2 h_{2}+h_{3}+3} .
\end{aligned}
$$

Then $(h=c(a))$

$$
\gamma(a)=\min \left\{\frac{3}{h}, \frac{2}{h-d_{a}-1}, \frac{1}{h-h_{1}-d_{c}-2}, \frac{1}{h-h_{1}-h_{2}-h_{3}-d_{b}-2}\right\}
$$

We thus have four subcases:
Case $\mathrm{III}_{a}$ : If $\gamma(a)=3 / h$ then $G$ has isogeny type $G_{3, h-3}$.
Case $\mathrm{III}_{b}$ : If $\gamma(a)=2 /\left(h-d_{a}-1\right)$ then $G$ has isogeny type $G_{2, h-d_{a}-3} \oplus G_{1, d_{a}}$.
Case $\mathrm{III}_{c}$ : If $\gamma(a)=1 /\left(h-h_{1}-d_{c}-2\right)$ then $G$ has an isogeny factor $G_{1, h-h_{1}-d_{c}-3}$, and with the notations of chapter II, lemma 7.8 we find

$$
\gamma(y)=\min \left\{\frac{2}{h_{1}+d_{c}+2}, \frac{1}{h_{1}+d_{c}-d_{a}+1}\right\}
$$

Thus we have the two subsubcases

Case III $_{c, 1}$ : If $\gamma(y)=2 /\left(h_{1}+d_{c}+2\right)$ then we conclude that $G$ has the isogeny type $G_{1,2 h_{1}+2 h_{2}+h_{3}-d_{c}} \oplus G_{2, h_{1}+d_{c}}$.

Case $\mathrm{III}_{c, 2}$ : If $\gamma(y)=1 /\left(h_{1}+d_{c}-d_{a}+1\right)$ then we conclude that $G$ has the isogeny type $G_{1,2 h_{1}+2 h_{2}+h_{3}-d_{c}} \oplus G_{1, h_{1}+d_{c}-d_{a}} \oplus G_{1, d_{a}}$.

Case III $_{d}$ : If $\gamma(a)=1 /\left(h-h_{1}-h_{2}-h_{3}-d_{b}-2\right)$ then $G$ has an isogeny factor $G_{1,2 h_{1}+h_{2}-d_{b}}$, and with the notations of chapter II, lemma 7.8 we find

$$
\gamma(y)=\min \left\{\frac{2}{h_{1}+h_{2}+h_{3}+d_{b}+2}, \frac{1}{h_{1}+h_{2}+h_{3}+d_{b}-d_{a}+1}\right\}
$$

Thus we have the two subsubcases

Case III $_{d, 1}$ : If $\gamma(y)=2 /\left(h_{1}+h_{2}+h_{3}+d_{b}+2\right)$ then we conclude that $G$ has the isogeny type $G_{1,2 h_{1}+h_{2}-d_{6}} \oplus G_{2, h_{1}+h_{2}+h_{3}+d_{6}}$.

Case III $_{d, 2}$ : If $\gamma(y)=1 /\left(h_{1}+h_{2}+h_{3}+d_{b}-d_{a}+1\right)$ then we conclude that $G$ has the isogeny type $G_{1,2 h_{1}+h_{2}-d_{b}} \oplus G_{1, h_{1}+h_{2}+h_{3}+d_{b}-d_{a}} \oplus G_{1, d_{a}}$.
3.6 As in the 2-dimensional case we treat de following question: Which 3-dimensional formal group laws are algebroid? By remark 2.4 it suffices to answer the question: Which formal group laws of dimension 3 over $k$ may arise as the completion of an abelian variety, necessarily also of dimension 3 ?
We first notice that if $G$ arises from the completion of an abelian variety of dimension 3, then it is well-known that the height of $G$ is equal to 6 . Moreover, it is a consequence of the Poincaré duality that if $G$ has an isogeny factor $G_{n, m}$ that $G$ then also has an isogeny factor $G_{m, n}(n m \neq 0)$ (see [Man], chapter 4, section 3)
3.7 Consider case I. We find that the condition on the height implies that $h_{1}=$ $0, h_{2}=3$. Then we find that the subcases reduce under the symmetry condition to
Case $\mathrm{I}_{a}$ : For $d_{a} \geq 1, d_{b} \geq 2$ the isogeny type of $G$ is $G_{3,3}$.
Case $\mathrm{I}_{b}$ : Except for the overlap with case $\mathrm{I}_{a}$, the isogeny type is not symmetric.
Case $I_{c}$ : Except for the overlap with case $I_{a}$, only the subsubcase $I_{c, 2}$ gives for $d_{b}=1, d_{a}>0$ the isogeny type $G_{2,1} \oplus G_{1,2}$.
3.8 Consider case II. The condition on the height gives that $h_{1}=0, h_{2}=h_{3}=1$. Under the symmetry condition we are left with the case $d_{a} \geq 0$, then $G$ has isogeny type $G_{2,1} \oplus G_{1,2}$.
3.9 Consider case III. The condition on the height gives that $h_{1}=0, h_{2}=h_{3}=1$. Under the symmetry condition we find that the subcases reduce to
Case $\mathrm{III}_{a}$ : The isogeny type is $G_{3,3}$ if $d_{a} \geq 1, d_{c} \geq 2, d_{b} \geq 0$.
Case $\mathrm{III}_{b}$ : Except for the overlap with case $\mathrm{III}_{a}$, the isogeny type is not symmetric.
Case $\mathrm{III}_{c}$ : Except for the overlap with case $\mathrm{III}_{a}$, only the subsubcase $\mathrm{III}_{c, 1}$ gives for $d_{c}=1, d_{a} \geq 1, d_{b} \geq 1$ the isogeny type $G_{2,1} \oplus G_{1,2}$.
Case $\mathrm{III}_{d}$ : Except for the overlap with case $\mathrm{II}_{a}$, the isogeny type is not symmetric.
3.10 We will give some explicit examples using computer packages which have been developed at the Vrije Universiteit in Amsterdam. For several types of curves over $W(k)$ these packages compute the normalized Hilbert $F$-type of the completion of the Jacobian variety of these curves modulo any chosen power of $p$ (normalized in the sense of chapter III, theorem 4.1).
3.10.1 The curve $C$ defined over $W\left(\overline{\mathbb{F}}_{5}\right)$ given by the (affine) equation $y^{2}=1+x^{7}$ has a finite Hilbert- $F$ type of the form

$$
\begin{aligned}
F=\left\{\left(\begin{array}{lll}
0 & 0 & 0 \\
12 & 0 & 0 \\
0 & 12 & 0
\end{array}\right) \bmod 5^{2}\right\}+V\left\{(0) \bmod 5^{2}\right\}+V^{2}\{(0) \bmod 5\} & \\
& +V^{3}\left\{\left(\begin{array}{lll}
0 & 0 & 2 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \bmod 5\right\} .
\end{aligned}
$$

We may use chapter III, theorem 2.14 which says that the $F$-type of the reduction $\bar{C}$ of $C$ to $\overline{\mathbb{F}}_{5}$ can be described by just omitting the Hilbert braces \{ \}. Using $5=V F$ we conclude that $\bar{C}$ has Witt $F$-type of the form described in case I, with $d_{a}, d_{b} \geq 2$. Thus the isogeny type of $\bar{C}$ is $3 G_{1,1}$.
Using the relation between the isogeny type of $\bar{C}$ and the $\zeta$-function we may check this isogeny type by computing the $\zeta$-function (see for example [Man], [Kob] or [Yui78]). One easily computes by counting points that the numerator of the $\zeta$ function of $\bar{C}$ is $1+125 \lambda^{6}$. This indeed implies that the isogeny type of $\bar{C}$ is $3 G_{1,1}$. This curve is also treated in [Yui78], example 5.4.
3.10.2 We now consider the curve $C$ defined over $W\left(\overline{\mathbb{F}}_{3}\right)$ given by the (affine) equation $y^{2}=1-x+x^{7}$. The finite $F$-type of $C$ has the form

$$
\begin{aligned}
F=\left\{\left(\begin{array}{lll}
0 & 0 & 0 \\
4 & 3 & 6 \\
0 & 4 & 3
\end{array}\right) \bmod 3^{2}\right\} & +V\left\{\left(\begin{array}{ccc}
8 & 2 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \bmod 3^{2}\right\} \\
& +V^{2}\left\{\left(\begin{array}{lll}
8 & 7 & 6 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \bmod 3^{2}\right\}+V^{3}\left\{\left(\begin{array}{lll}
2 & 2 & 2 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \bmod 3\right\} .
\end{aligned}
$$

Then the reduction $\bar{C}$ of $C$ to $\overline{\mathbb{F}}_{3}$ is seen to have Witt $F$-type of the form described in case I, with $d_{b}=1$. Thus the isogeny type of $\bar{C}$ is $G_{1,2} \oplus G_{2,1}$. This is in accordance with the fact that the numerator of the $\zeta$-function of $\bar{C}$ is $1+3 \lambda+$ $6 \lambda^{2}+12 \lambda^{3}+18 \lambda^{4}+27 \lambda^{5}+27 \lambda^{6}$, as one easily computes by counting points. This curve is also treated by [Man], chapter IV, section 5, example 1.
3.10.3 Consider now the curve $C$ defined over $W\left(\overline{\mathbb{F}}_{2}\right)$ given by the (affine) equation $y^{2}+y=x^{7}$. The finite $F$-type of $C$ has the form
$F=\left\{\left(\begin{array}{lll}0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0\end{array}\right) \bmod 2^{3}\right\}+V\left\{\left(\begin{array}{lll}6 & 3 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right) \bmod 2^{3}\right\}$

$$
+V^{2}\left\{\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 3
\end{array}\right) \bmod 2^{3}\right\}
$$

Then the reduction $\bar{C}$ of $C$ to $\overline{\mathbb{F}}_{2}$ is seen to have Witt $F$-type of the form described in case II, with $d_{a} \geq 1$. Thus the isogeny type of $\bar{C}$ is $G_{1,2} \oplus G_{2,1}$. This is in accordance with the fact that the numerator of the $\zeta$-function of $\bar{C}$ is $1-2 \lambda^{3}+8 \lambda^{6}$, as one easily computes by counting points.

## 4 Some lemmas on $p$-adic Gamma functions

References to this section are the books [Kob80], [Lang], [Sch] and for lemma 4.4 [Hov].
4.1 Let $p$ be a fixed rational prime. Recall the $p$-adic Gamma function $\Gamma_{p}$ : It is defined on the natural numbers by

$$
\Gamma_{p}(n):=(-1)^{n} \prod_{j=1,(p, j)=1}^{n-1} j
$$

Orie may extend this definition to all of $\mathbb{Z}_{p}$ using the following well-known lemma.
4.2 Lemma. (Congruence formula) For any numbers $m$ and $n$ from $\mathbb{Z}_{p}$ we have

$$
\Gamma_{p}(m+n) \equiv u_{p}(n) \Gamma_{p}(m) \bmod n \mathbb{Z}_{p}
$$

where the function $u_{p}$ is defined on $\mathbb{Z}_{p}$ by

$$
u_{p}(n):=\left\{\begin{array}{cl}
-1 & \text { if } p=2 \text { and } \operatorname{ord}_{p}(n)=2 \\
1 & \text { otherwise }
\end{array}\right.
$$

4.3 Define the function $\rho: \mathbb{Z} \rightarrow\{0,1\}$ by $\rho(z)=1$ if $z \geq 0$, and 0 otherwise. The following lemma is a slight generalization of [Hov], lemma 1.4.1.
4.4 Lemma. Let $\theta, \theta^{\prime}$ be $p$-adic integers such that $\theta-p \theta^{\prime} \in\langle-p, 0] \cap \mathbb{Z}$, let $\mu, n, \alpha$ be integers such that $\mu, n>0$, and $\alpha \in[0, n p\rangle$. Then

$$
\begin{aligned}
\frac{\prod_{i=0}^{\alpha+\mu p-1}(\theta+i)}{\prod_{i=0}^{\mu-1}\left(\theta^{\prime}+i\right)}= & \\
& =(-1)^{\alpha+\mu p} p^{\mu} \prod_{u=0}^{n-1}\left(p\left(\theta^{\prime}+\mu+u\right)\right)^{\rho\left(\theta-p \theta^{\prime}+\alpha-u p-1\right)} \frac{\Gamma_{p}(\theta+\alpha+\mu p)}{\Gamma_{p}(\theta)}
\end{aligned}
$$

We only need the special case $n=1$, which is exactly Hoving's lemma. We therefore leave the proof of lemma 4.4, which is analogous to the proof of Hoving, to the interested reader.

### 4.5 Corollary. We have the following formula

$$
[p c / m]!/[c / m]!=(-1)^{[p c / m]+1} p^{[c / m]} \Gamma_{p}(1+[p c / m])
$$

where $c, m \in \mathbb{N}$.
proof: Take $n=1, \mu=[c / m], \alpha=[p c / m]-p[c / m]$ and $\theta=\theta^{\prime}=1$ in the previous lemma (note that $\Gamma_{p}(1)=-1$ ).

## 5 Generalized Witt vector cohomology and $F$ types

5.1 (For details on this subsection see [SPM] or [Sti].) For any scheme $X$ we may define the sheaf $\mathcal{W} \mathcal{O}_{X}$ of Witt vectors on $X$. Assume that $X$ is a smooth projective scheme over an affine flat (over $\mathbb{Z})$ scheme $S=\operatorname{Spec} A$, and that $H^{m}\left(X, \mathcal{O}_{X}\right)$ is a free $A$-module. Let $\left\{\omega_{1}, \ldots, \omega_{h}\right\}$ be a basis for $H^{m}\left(X, \mathcal{O}_{X}\right)$. Denote by $\pi$ : $H^{m}\left(X, \mathcal{W} \mathcal{O}_{X}\right) \rightarrow H^{m}\left(X, \mathcal{O}_{X}\right)$ the map induced by $\pi: \mathcal{W} \mathcal{O}_{X} \rightarrow \mathcal{O}_{X}$, the projection on the first coordinate. Then by [SPM], lemma 2.5 we have that $\pi$ is surjective. We therefore may choose liftings $\tilde{\omega}_{i} \in H^{m}\left(X, \mathcal{W} \mathcal{O}_{X}\right)$, i.e., $\pi \tilde{\omega}_{i}=\omega_{i}$. We denote by $F_{n}: H^{m}\left(X, \mathcal{W} \mathcal{O}_{X}\right) \rightarrow H^{m}\left(X, \mathcal{W} \mathcal{O}_{X}\right)$ the map induced by $F_{n}: \mathcal{W} \mathcal{O}_{X} \rightarrow \mathcal{W} \mathcal{O}_{X}$, $n \in \mathbb{N}$. For every $n \geq 1$ we define the $h \times h$ matrix $B_{n}=\left(b_{n, i, j}\right)$ with entries in $A$ by

$$
\pi F_{n} \tilde{\omega}_{i}=\sum b_{n, i, j} \omega_{j}
$$

or, equivalently, in vector notation

$$
\pi F_{n} \underline{\omega}=B_{n} \underline{\underline{\omega}} .
$$

We then have that $\sum_{n \geq 1} n^{-1} B_{n}^{\mathrm{T}} T^{n}$ is the logarithm for the Artin-Mazur formal group with respect to a proper system coordinates (Here we denote by $B^{\mathrm{T}}$ the transpose of the matrix $B)([\mathrm{ArM}]$ or $[\mathrm{Sti}])$.
5.2 In general it is not easy to compute the matrices $B_{n}$ explicitly. In some cases however we can compute them rather easily: Let $m$ be the dimension of $X$. Assume that $\mathcal{U}=\left\{U_{i}\right\}_{i=0, \ldots, m}$ is an open affine covering of $X$. Then the Čech cohomology $\check{H}^{m}\left(\mathcal{U}, \mathcal{O}_{X}\right)$ is isomorphic to $H^{m}\left(X, \mathcal{O}_{X}\right)$.
A cocycle for the Cech cohomology is just any element $f$ of $\mathcal{O}_{X}\left(U_{0} \cap \ldots \cap U_{m}\right)$. Denote by $\bar{f}$ the class of $f$ in $\breve{H}^{m}\left(X, \mathcal{O}_{X}\right)$ and by $\tau$ the Teichmüller map from $\mathcal{O}_{X}$
in $\mathcal{W} \mathcal{O}_{X}$. Then as a lifting of $\bar{f}$ in $\check{H}^{m}\left(X, \mathcal{W} \mathcal{O}_{X}\right)$ we may take the class $\overline{\tau(f)}$. The $n$-th Frobenius map $F_{n}$ acts rather simply in this case $F_{n}(\overline{\tau(f)})=\overline{\tau\left(f^{n}\right)}$. So taking representatives $f_{i}$ of a basis $\omega_{i}$ of $\check{H}^{m}\left(X, \mathcal{O}_{X}\right)$, the $B_{n}=\left(b_{n, i, j}\right)$ may be computed from

$$
\overline{f_{i}^{n}}=\sum_{j} b_{n, i, j} \overline{f_{j}}
$$

Of course, $B_{n}$ depends on the choice of liftings.
5.3 If we furthermore assume that $A$ is a $p$-Hilbert ring with endomorphism $\sigma:=\sigma_{p}$ then we only have to consider the " $p$-typical matrices" $B_{p^{n}}$ (chapter I, corollary 4.16). We then find the matrices $H_{i}$ of the Hilbert $F_{p}$-type of the formal group law associated to the $B$. recursively from (chapter II, lemma 2.1)

$$
B_{p^{n+1}}=\sum_{i=0}^{n} p^{i} H_{i}^{\sigma^{n-i}} B_{p^{n-i}}
$$

i.e., the Hilbert $F_{p}$-type of the $p$-typical formal group law $G$ with logarithm $\sum_{n \geq 0} p^{-n} B_{p^{n}}^{\mathrm{T}} T^{m}$ is $F \phi_{G}=\sum_{i \geq 0} V^{i}\left\{H_{i}\right\} \phi_{G}\left(F:=F_{p}, V:=V_{p}\right)$.
5.4 Let $H$ be a formal group law isomorphic to $G$ with Hilbert $F$-type $F \phi_{H}=$ $\sum_{i \geq 0} V^{i}\left\{N_{i}\right\} \phi_{H}$. Let $\phi_{G}=\sum_{i \geq 0} V^{i}\left\{\Lambda_{i}\right\} \phi_{H}$. Then we have the following relation

$$
B_{p^{m+1}}-\sum_{j=0}^{m} p^{j} B_{p^{m-j}}^{\sigma^{1+j}} N_{j}=p^{m+1} \Lambda_{m+1}
$$

Modulo $p^{m+1} A$ this is read as

$$
B_{p^{m+1}} \equiv \sum_{j=0}^{m} p^{j} B_{p^{m-j}}^{\sigma^{1+j}} N_{j} \bmod p^{m+1} A
$$

The converse is also true: if we have any solution of (5.4.1) then $G$ is isomorphic to $H$ (chapter II, proposition 5.6).
5.5 So in order to find the higher Hasse-Witt matrices of the normalized $F$-type of $G$ (in the sense of chapter III, theorem 4.1) we may try to find $N_{j}$ which have the form as described in chapter III, theorem 4.1 and are solutions of 5.4.1. This is in general hardly possible, but in special cases when the $B_{j}$ have some regular shape it can be done (see for example [Hov] or [ DiH ], where these matrix congruences are solved for several types of curves).

## 6 Higher Hasse-Witt matrices of Fermat Hypersurfaces

6.1 Let $\mathcal{F}=\mathcal{F}_{N, m}$ be the ( $N-1$ )-dimensional Fermat hypersurface in $\mathbb{P}^{N}$ corresponding to the (affine) equation

$$
X_{1}^{m}+\cdots+X_{N}^{m}=1
$$

where $N \geq 2$. Denote $\mathcal{F}_{p}$ the reduction modulo $p$ of $\mathcal{F}$.
6.2 Choose as open affine covering of $\mathcal{F}_{N, m}$ the set $\mathcal{U}=\left\{U_{i}\right\}_{i=1, \ldots, N}$, the pullback of the affine covering $\left\{\left\{x_{i} \neq 0\right\}\right\}_{i=1, \ldots, N}$ of $\mathbb{P}^{N-1}$. Denote $\check{H}^{N-1}(\mathcal{F}):=\breve{H}^{N-1}\left(\mathcal{U}, \mathcal{O}_{\mathcal{F}}\right)$.
6.3 As preparation for the actual computations of the higher Hasse-Witt matrices, for the vector $\underline{a}=\left(a_{1}, \ldots, a_{N}\right), a_{\bullet} \in \mathbb{Z}$ we define

$$
T^{\underline{a}}=T^{\left(a_{1}, \ldots, a_{N}\right)}:=1 / X_{1}^{a_{1}} \ldots X_{N}^{a_{N}},
$$

and the length $|\underline{a}|$ of $\underline{a}$ we define by

$$
|\underline{a}|:=a_{1}+\ldots+a_{N} .
$$

We will call $\underline{a}$ an exponent. For typographical reasons we will usually write $\sum_{v}$ instead of $\sum_{v=1}^{N}$. So for example $|\underline{a}|=\sum_{v} a_{v}$. Let $e_{i}$ be the $i$-th unit vector. Notice that $T^{\underline{a}}$ is a cocycle in $\check{H}^{N-1}(\mathcal{F})$ if and only if $|\underline{a}| \geq 0$, and that a cocycle $T^{\underline{a}}$ is a coboundary if and only if $a_{i} \leq 0$ for some $i$. Obviously for $|\underline{a}| \geq m$ we have in $\check{H}^{N-1}(\mathcal{F})$ the relation

$$
\begin{equation*}
T^{\underline{a}} \equiv T^{\underline{a}-m e_{1}}+\ldots+T^{\underline{a}-m e_{N}} \tag{6.}
\end{equation*}
$$

and if $a_{i} \leq m$ then $T^{\underline{a}-m e_{i}} \equiv 0$ in $\check{H}^{N-1}(\mathcal{F})$.
We conclude that a basis for $\check{H}^{N-1}(\mathcal{F})$ is given by the classes of $T^{\underline{a}}, a_{i}>0,|\underline{a}|<m$ (This gives the well known assertion that

$$
\text { rank base ring } \left.\check{H}^{N-1}(\mathcal{F})=\binom{m-1}{N}\right)
$$

For details on the computations in the Čech cohomology we refer to [Sti] or [Har].
6.4 We will call an exponent a holomorphic if the class of $T^{\underline{a}}$ is non-zero. The following easy lemma then gives an arithmetic description of this property.
6.5 Lemma. $\underline{a}$ is holomorphic if and only if $\sum_{v}\left[a_{v} / m\right]=\left[\sum_{v} a_{v} / m\right]$.
6.6 Let $a \bmod m:=a-[a / m] m$, i.e., $a \bmod m$ is the integer remainder of $a$ modulo $m$. For a vector $\underline{a}$ we define $\underline{a} \bmod m$ componentwise.
6.7 Lemma. In $\check{H}^{N-1}(\mathcal{F})$ we have the following relation

$$
T^{\underline{a}} \equiv c_{\underline{a}} T^{\underline{a} \bmod m}
$$

where

$$
c_{\underline{a}}=\frac{\left(\left[a_{1} / m\right]+\ldots+\left[a_{N} / m\right]\right)!}{\left(\left[a_{1} / m\right]\right)!\ldots\left(\left[a_{N} / m\right]\right)!}
$$

proof: From 6.3 .1 we see that we have $c_{\underline{a}}=\sum_{v} c_{\underline{a}-m e_{v}}$ for $|\underline{a}| \geq m$ (and obviously $c_{\underline{a}}=1$ for $\left.|\underline{a}|<m\right)$. We therefore may rewrite the generic power series $\sum_{\underline{a}} c_{\underline{a}} T^{\underline{a}}$ as

$$
\begin{aligned}
\sum_{\underline{a}} c_{\underline{a}} T^{\underline{a}} & =\sum_{|\underline{a}| \geq m}\left(\sum_{v} c_{\underline{a}-m e_{v}}\right) T^{\underline{a}}+\sum_{|\underline{a}|<m} c_{\underline{a}} T^{\underline{a}} \\
& =\left(\sum_{\underline{a}} c_{\underline{a}} T^{\underline{a}}\right)\left(\sum_{v} T^{m e_{v}}\right)+\sum_{|\underline{a}|<m} T^{\underline{a}} .
\end{aligned}
$$

So

$$
\sum_{\underline{a}} c_{\underline{a}} T^{\underline{a}}=\sum_{|\underline{\underline{a}}|<m} T^{\underline{a}} / 1-\sum_{v} T^{m e_{v}}=\sum_{|\underline{a}|<m} T^{\underline{a}} \cdot \sum_{\underline{b}} d_{\underline{b}} T^{m \underline{b}},
$$

waere

$$
d_{\underline{b}}=\binom{b_{1}+\ldots+b_{N}}{b_{1}} \ldots\binom{b_{N-1}+b_{N}}{b_{N-1}}=\frac{\left(b_{1}+\ldots+b_{N}\right)!}{b_{1}!\ldots b_{N}!}
$$

Comparing coefficients we find the assertion.
6.8 We may now compute the $B_{n}$ from the relation in $\check{H}^{N-1}(\mathcal{F})$
where

$$
c_{n, \underline{\underline{a}}}=\frac{\left(\left[n a_{1} / m\right]+\ldots+\left[n a_{N} / m\right]\right)!}{\left(\left[n a_{1} / m\right]\right)!\ldots\left(\left[n a_{N} / m\right]\right)!}
$$

and from $T^{n \underline{\bmod } m} \equiv 0$ if and only if $|n \underline{a} \bmod m| \geq m$.
6.9 Remark. -We observe that $n \equiv 1 \bmod m$ implies that $B_{n}$ is an invertible (diagonal) matrix. In particular in the case $p \equiv 1 \bmod m$ we see that $\mathcal{F}_{p}$ is ordinary, i.e., $\mathcal{F}_{p}$ has invertible Hasse-Witt matrix $\pi\left(B_{p}\right)$. Conversely, if $p \not \equiv 1 \bmod m$ then put $z:=\min \{[(m-1) / N],[(m-1) /(p \bmod m)]\}$. One easily checks that $|p(z, z, \ldots, z) \bmod m| \geq m$ and thus $B_{p}$ is not invertible.
-The other extreme is the case when $n \equiv-1 \bmod m$. In this case we see that $B_{n}=0($ since $|\underline{a}|<m$ implies in this case $|n \underline{a} \bmod m|=N m-|a|>m)$.
-We note that the $B_{n}$ (for any $N \geq 2, m \in \mathbb{N}$ ) are very sparse matrices so one may hope that explicit formula for the normal forms of the higher Hasse-Witt matrices in terms of explicit $p$-adic limits are obtainable. We will show that this is indeed the case.
6.10 From now on let $N \geq 2, m$ be fixed integers, and $p$ a fixed rational prime such that the $\operatorname{gcd}(p, m)=1$. This condition on $p$ is equivalent ( $[\mathrm{Kob}])$ to $\mathcal{F}_{p}$ being smooth. From now on our discussion will be focussed on $p$-typical objects. We will simply write $B_{n}$ instead of $B_{p^{n}}$.
6.11 We will consider the $p$-typical decomposition of $\check{H}^{N-1}(\mathcal{F})$. Take any holomorphic $\underline{a}$. Let $f>0$ be the smallest integer such that $p^{f} \underline{a}=\underline{a} \bmod m$ (thus if $m$ is prime then $f$ is the order of $p$ in $\left.(\mathbb{Z} / m \mathbb{Z})^{*}\right)$. Define the cycle $C=C_{\underline{a}}$ as the ordered set $\left\{\underline{a}, p \underline{a} \bmod m, \ldots, p^{f-1} \underline{a} \bmod m\right\}$. Let $\gamma$ be the number of holomorphic exponents in $C$ and define the function $r_{\bullet}:\{1, \ldots, \gamma\} \rightarrow C$ by $r_{i}:=$ " $i$-th holomorphic exponent in $C$ ". The integer $r_{i, j}$ then is the $j$-th component of $r_{i}$. Let $\mathcal{C}$ be a disjoint partition of the set of all exponents in cycles. Also define $H_{C}$ to be the sub $\mathbb{Z}$-module of $\check{H}^{N-1}(\mathcal{F})$ generated by

$$
T^{r_{1}}\left(=T^{\underline{a}}\right), T^{r_{2}}, \ldots, T^{r_{\gamma}}
$$

Then obviously $\check{H}^{N-1}(\mathcal{F})=\oplus_{C \in \mathcal{C}} H_{C}$ is a direct sum decomposition of $\check{H}^{N-1}(\mathcal{F})$ which is stable under the action of $F=F_{p}$. Therefore the associated $p$-typical formal group law $G$ may also be decomposed as $G=\oplus_{C \in \mathcal{C}} G_{C}$ (Notice that this decomposition is finer than the motivic decomposition as introduced in [Shio]).
6.12 Fix an holomorphic exponent $\underline{\text { a }}$. We will restrict our considerations to $H_{C}$. Write $B_{l}:=B_{C, l}, l \geq 0$ for the matrices representing the action of $F$ on $H_{C}$. Thus

$$
b_{n, i, j}=\left\{\begin{array}{cl}
c_{p^{n}, r_{i}} & \text { if } p^{n} r_{i} \equiv r_{j} \bmod m \\
0 & \text { otherwise }
\end{array}\right.
$$

6.13 Denote by $N_{l}:=N_{C, l}(l \geq 0)$ the matrices of a finite $F$-type of $G_{C}$. We will see (subsection 6.16) that this finite $F$-type further is of permutation type (see chapter III, subsection 2.16). In that case the matrix congruences (5.4.1) between the $B_{n}$ and the $N_{l}$ boil down to

$$
N_{l, k, j} \equiv b_{n+1, i, j} / p^{l} b_{n-l, i, k}^{\sigma^{l+1}} \bmod p^{n+1-l-\operatorname{ord}_{p}\left(b_{n-l, i, k}\right)}
$$

where

$$
p^{n+1} r_{i} \equiv r_{j} \bmod m, p^{n-l} r_{i} \equiv r_{k} \bmod m
$$

and $N_{l, k, j}$ is the possible non-zero entry in the $k$-th column of $\sum_{l \geq 0} N_{l}$. Since we are working over $\mathbb{Z}$ we may forget about the endomorphism $\sigma$.
6.14 Denote $\underline{\rho}:=r_{i}, \rho_{j}:=r_{i, j}$, and consider the quotient

$$
\begin{gather*}
b_{n+1, i, j} / p^{l} b_{n-l, i, k}^{\sigma^{l+1}} \\
=p^{-l} \cdot \frac{\left(\sum_{v}\left[p^{n+1} \rho_{v} / m\right]\right)!}{\prod_{v}\left[p^{n+1} \rho_{v} / m\right]!} \cdot \frac{\prod_{v}\left[p^{n-l} \rho_{v} / m\right]!}{\left(\sum_{v}\left[p^{n-l} \rho_{v} / m\right]\right)!}= \\
p^{-l} \prod_{v} \frac{\left[p^{n-l} \rho_{v} / m\right]!}{\left[p^{n+1} \rho_{v} / m\right]!} \cdot \frac{\left(\sum_{v}\left[p^{n+1} \rho_{v} / m\right]\right)!}{\left[\sum_{v} p^{n+1} \rho_{v} / m\right]!} \cdot \prod_{u=0}^{l} \frac{\left[\sum_{v} p^{n+1-u} \rho_{v} / m\right]!}{\left[\sum_{v} p^{n-u} \rho_{v} / m\right]!} \cdot \frac{\left[\sum_{v} p^{n-l} \rho_{v} / m\right]!}{\left(\sum_{v}\left[p^{n-l} \rho_{v} / m\right]\right)!} .
\end{gather*}
$$

6.15 Using corollary (4.5) we see

$$
\begin{aligned}
& \frac{\left[p^{n-l} \rho_{v} / m\right]!}{\left[p^{n+1} \rho_{v} / m\right]!}=\prod_{u=0}^{l} \frac{\left[p^{n-u} \rho_{v} / m\right]!}{\left[p^{n+1-u} \rho_{v} / m\right]!}= \\
& \quad=\prod_{u=0}^{l}(-1)^{\left[p^{n+1-u} \rho_{v} / m\right]+1} p^{-\left[p^{n-u} \rho_{v} / m\right]} \Gamma_{p}^{-1}\left(1+\left[p^{1+n-u} \rho_{v} / m\right]\right)
\end{aligned}
$$

and also

$$
\begin{aligned}
\frac{\left[\sum_{v} p^{n+1-u} \rho_{v} / m\right]!}{\left[\sum_{v} p^{n-u} \rho_{v} / m\right]!}= & \\
& =(-1)^{\left[\sum_{v} p^{n+1-u} \rho_{v} / m\right]+1} p^{\left[\sum_{v} p^{n-u} \rho_{v} / m\right]} \Gamma_{p}\left(1+\left[\sum_{v} p^{n+1-u} \rho_{v} / m\right]\right)
\end{aligned}
$$

We are left with the two odd quotients

$$
\frac{\left(\sum_{v}\left[p^{n+1} \rho_{v} / m\right]\right)!}{\left[\sum_{v} p^{n+1} \rho_{v} / m\right]!}=1=\frac{\left[\sum_{v} p^{n-l} \rho_{v} / m\right]!}{\left(\sum_{v}\left[p^{n-l} \rho_{v} / m\right]\right)!}
$$

This follows from lemma 6.5 since $p^{n+1} \underline{\rho}$ and $p^{n-l} \underline{\rho}$ are holomorphic (6.13.2). So we have found for the quotient (6.14.1) that

$$
\begin{align*}
& b_{n+1, i, j} / p^{l} b_{n-l, i, k}^{\sigma^{l+1}}=(-1)^{N l}(-p)^{-l+\sum_{u=0}^{l}\left(\left[\sum_{v} p^{n-u} \rho_{v} / m\right]-\sum_{v}\left[p^{n-u} \rho_{v} / m\right]\right)} \\
& \cdot \prod_{u=0}^{l} \frac{\Gamma_{p}\left(1+\left[\sum_{v} p^{n+1-u} \rho_{v} / m\right]\right)}{\Pi_{v} \Gamma_{p}\left(1+\left[p^{n+1-u} \rho_{v} / m\right]\right)}
\end{align*}
$$

6.16 We will now choose $l=l_{k}, j=j_{k}$ depending on $k$ such that the quotient (6.14.1) has $p$-adic order greater than or equal to 0 . Take $l \geq 0$ to be the minimal integer such that $p^{l+1} r_{k}$ is holomorphic. Then define $j$ by $r_{j}=p^{l+1} r_{k} \bmod m$. So $j=k+1$ if $k<\gamma$, and $j=1$ if $k=\gamma$. Using lemma 6.5 and (6.13.2) we then have for $u=0, \ldots, l-1$

$$
\left[\sum_{v} p^{n-u} \rho_{v} / m\right]-\sum_{v}\left[p^{n-u} \rho_{v} / m\right] \in\{1, \ldots, N-1\}
$$

This implies that the quotient (6.14.1) has positive $p$-order.
Also notice that a series of matrices $\left\{N_{l}\right\}_{l \geq 0}$ having only non-zero entries at the positions $\left(N_{l_{k}}\right)_{j_{k}, k}$ is of permutation type.
6.17 In order to find the finite $F$-type we still have to find an expression for (6.14.1) which is independent of $n$ modulo $p^{n+1-l-\operatorname{ord}_{p}\left(b_{n-l, i, k}\right)}$. First remark that $[a / m]=$ $a / m-\langle a / m\rangle$ where $\langle a / m\rangle$ denotes the fractional part. Using (6.13.2) we see that

$$
\left\langle p^{n-u} \rho_{v} / m\right\rangle=\left\langle p^{l-u} r_{k, v} / m\right\rangle .
$$

Then from (6.15.1) we see that the exponent, $\exp _{p}$ of $-p$ in (6.14.1) is given by

$$
\exp _{p}=-l+\sum_{u=0}^{l}\left(\sum_{v}\left\langle p^{u} r_{k, v} / m\right\rangle-\left\langle\left(\sum_{v} p^{u} r_{k, v}\right) / m\right\rangle\right)
$$

Using lemma 4.2 and (6.17.1) we find

$$
\prod_{u=0}^{l} \frac{\Gamma_{p}\left(1+\left[\sum_{v} p^{n+1-u} \rho_{v} / m\right]\right)}{\prod_{v} \Gamma_{p}\left(1+\left[p^{n+1-u} \rho_{v} / m\right]\right)} \equiv \prod_{u=1}^{l+1} \frac{\Gamma_{p}\left(1-\left\langle\left(\sum_{v} p^{u} r_{k, v}\right) / m\right\rangle\right)}{\prod_{v} \Gamma_{p}\left(1-\left\langle p^{u} r_{k, v} / m\right\rangle\right)} \bmod p^{n+1-l}
$$

Since $\exp _{p}+n+1-l \geq n+1-l-\operatorname{ord}_{p}\left(b_{n-l, i, k}\right)$ we may conclude from (6.17.2), (6.17.3) and (6.13.1) that
$N_{l, k, j}=$

$$
(-1)^{N l}(-p)^{-l+\sum_{u=0}^{l}\left(\sum_{v}\left\langle p^{u} r_{k, v} / m\right\rangle-\left(\left\langle\sum_{v} p^{u} r_{k, v}\right) / m\right\rangle\right)} \cdot \prod_{u=1}^{l+1} \frac{\Gamma_{p}\left(1-\left\langle\left(\sum_{v} p^{u} r_{k, v}\right) / m\right\rangle\right)}{\prod_{v} \Gamma_{p}\left(1-\left\langle p^{u} r_{k, v} / m\right\rangle\right)}
$$

6.18 We have found that the associated formal group law $G$ to $\mathcal{F}$ is isomorphic over $\mathbb{Z}_{p}$ to $\oplus_{C \in \mathcal{C}} G_{C, t y p}$ where the $F$-type of $G_{C, t y p}$ is

$$
F \phi_{G_{C, t y p}}=\sum_{l \geq 0} V^{l} N_{C, l} \phi_{G_{C, t y p}}
$$

6.19 Using chapter III, lemma 2.17 we conclude that $G_{\mathcal{F}}$ is isomorphic over $W_{p}\left(\overline{\mathbb{F}}_{p}\right)$ to $\oplus_{C \in \mathcal{C}} G_{C, t y p}^{\prime}$, where the $F$-type of $G_{C, t y p}^{\prime}$ is

$$
F \phi_{G_{C, t y p}^{\prime}}=\sum_{l \geq 0} V^{l} N_{C, l}^{\prime} \phi_{G_{C, t y p}^{\prime}}^{\prime}
$$

and where $N_{C, l, i, j}^{\prime}:=p^{o}$ if the $p$-adic order $o_{p}\left(N_{C, l, i, j}\right)=o\left(p^{\infty}:=0\right)$.
6.20 We now apply chapter III, proposition 2.18: the associated formal group law $\bar{G}$ to $\mathcal{F}_{p}$ is isomorphic over the algebraic closure $\overline{\mathbb{F}}_{p}$ of $\mathbb{F}_{p}$ to $\oplus_{C \in \mathcal{C}} \bar{G}_{C, \text { typ }}$, where $\bar{G}_{C, t y p}$ has a finite Witt $F$-type

$$
F \phi_{\bar{G}_{C, t y \mathrm{p}}}=\sum V^{l}\left[D_{C, l}\right] \phi_{\bar{G}_{t y p}} .
$$

Moreover we know that if $N_{C, l, i, j} \not \equiv 0 \bmod p$ that then $D_{C, l, i, j}=1$.
We have some easy corollaries
6.21 Corollary. The formal group law $\bar{G}$ associated to the reduction of the Fermat Hypersurface $\mathcal{F}_{p}$
i: is ordinary (i.e., has invertible Hasse-Witt matrix) if and only if $p \equiv 1 \bmod m$,
ii: (Koblitz [Kob], pg 198) has Hasse-Witt matrix zero if and only if for all holomorphic $\underline{a}$ we have that pa is not holomorphic.
iii: has finite height if $N=2$,
iv: has an additive direct summand if and only if there exists a holomorphic $\underline{a}$ for which the following holds: For all $r$ with $p^{r} \underline{a}$ holomorphic there is a $u$ (with $0 \leq u<f_{r}$ ) such that $\left[\sum_{v} p^{u} a_{v} / m\right]-\Sigma_{v}\left[p^{u} a_{v} / m\right]>1$ (or equivalently $\left.\sum_{v}\left\langle p^{u} a_{v} / m\right\rangle-\left\langle\left(\sum_{v} p^{u} a_{v}\right) / m\right\rangle>1\right)$, where $f_{r}>0$ is the smallest integer such that $p^{r+f_{r}} \underline{a}$ is holomorphic,
$v:$ is additive if $N>2$ and $p \equiv-1 \bmod m$,
i: can not be additive if $m>N p$,
proof: $i$ : This we already observed in remark 6.9.
$i i$ : Let $\bar{N}_{l, j, k}$ be a non zero entry of the finite $F$-type. Let $k$ correspond to the holomorphic exponent $\underline{a}$. Then $l \geq 0$ is the smallest integer such that $p^{l+1} \underline{a}$ is holomorphic.
$i i i$ : From formulae 6.16 .1 and 6.17 .2 we conclude that all non-zero entries in the normal form of the Hilbert $F$-type are 1 (cf. for example [Yui80]).
$i v$ : In order for $G_{C}$ to be additive all entries of the finite $F$-type need to be zero modulo $p$.
$v$ : If $p \equiv-1 \bmod m$, then we have for any holomorphic $\underline{a}$ that $\sum_{v}\left\langle p a_{v} / m\right\rangle-$ $\left\langle\left(\sum_{v} p a_{v}\right) / m\right\rangle=N-1$. So for $N>2$ we everywhere have positive $p$-powers in the finite $F$-type, i.e., the formal group law is additive.
$v i$ : If $m>N p$ we see that both $(1,1, \ldots, 1)$ and ( $p, p, \ldots, p$ ) are holomorphic, so the Hasse-Witt matrix is non-zero and therefore the formal group law is not additive.
6.22 We start with two easy examples which one can handle using only (5.3.1) and (6.8.1). Consider the case $N=3$ and $m=4$. Then $T^{(1,1,1)}$ is a basis for $\breve{H}^{N-1}(\mathcal{F})$. Take $p=2$, we then see that all $B_{2^{n}}$ are zero, and therefore by 5.3.1 that all higher Hasse-Witt matrices are zero: the associated 2-typical formal group law is the additive one.

Take $p=3$, we then see that $B_{3^{n}}=0$ if $n$ is odd, and that $B_{3^{n}}$ is divisible by $3^{n}$ if n is even. We conclude, using 5.3.1, that all higher Hasse-Witt matrices are divisible by 3: the associated formal group law is again just the additive one.
6.23 The author has written a small Maple program which computes the normal form as described in subsubsection 6.19. Using this program the following 3 examples have been computed.
6.23.1 As an example, consider the case $N=3, m=9$ and $p=5$. We then obtain that the associated formal group law $G_{\mathcal{F}}$ to the Fermat hypersurface $\mathcal{F}=\mathcal{F}_{N, m}$ is isomorphic over $W_{p}\left(\overline{\mathbb{F}}_{p}\right)$ to (we denote a formal group law by its Hilbert $F_{p}$-type)

$$
G_{\mathcal{F}} \cong\left(F=\left\{\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right\}+V^{4}\left\{\begin{array}{cc}
0 & 0 \\
p^{2} & 0
\end{array}\right\}\right)^{16} \oplus\left(F=V^{5}\{p\}\right)^{24}
$$

Thus the associated formal group law $G_{\mathcal{F}_{5}}$ to the reduction $\mathcal{F}_{p}$ is by subsection 6.20 isomorphic over $\overline{\mathbb{F}}_{p}$ to (here we denote the formal group laws by their Witt $F_{p}$-type)

$$
G_{\mathcal{F}_{p}} \cong \hat{G}_{a}^{24} \oplus\left(F=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)\right)^{16}
$$

6.23.2 As another example consider $N=3, m=9$, and $p=7$. Then we obtain that

$$
G_{\mathcal{F}} \cong\left(F=V^{2}\{p\}\right)^{32} \oplus\left(F=V^{2}\{1\}\right)^{24}
$$

Thus we conclude that

$$
G_{\mathcal{F}_{p}} \cong \hat{G}_{a}^{32} \oplus\left(F=V^{2}\right)^{24}
$$

6.23.3 As last example consider the case $N=3, m=19$ and $p=5$. This example is treated in the appendix.
6.24 Remark. In [Eke] Ekedahl introduces the notion of varieties of CM-type. He then uses crystalline cohomology in order to describe the formal Brauer group of surfaces which are Mazur-Ogus (Fermat surfaces and their quotients) and of CMtype in degree 2 (i.e., their formal Brauer group is a direct sum of 2-dimensional subgroups). His results agree with ours.

## 7 Appendix

In this appendix the decomposition of the associated formal group law to the Fermat hypersurface $\mathcal{F}_{3,19}$ over $W_{5}\left(\overline{\mathbb{F}}_{5}\right)$, the corresponding decomposition of the
reduction $\mathcal{F}_{3,19,5}$ over $\overline{\mathbb{F}}_{5}$ and the isogeny type are given. We refer to section 6 for (computational) details.
A1 The associated formal group law $G_{\mathcal{F}}$ of dimension 816 to the fermat hypersurface $\mathcal{F}_{3,19}$ can be decomposed over $W_{5}\left(\overline{\mathbb{F}}_{5}\right)$ as follows:

1. The following component of dimension 1 appears 24 times, the F-type of this component is

$$
F=V^{8}[1]
$$

2. The following component of dimension 1 appears 48 times, the $F$-type of this component is

$$
F=V^{8}\left[\boldsymbol{p}^{1}\right]
$$

3. The following component of dimension 1 appears 84 times, the $F$-type of this component is

$$
F=V^{8}\left[p^{2}\right]
$$

4. The following component of dimension 1 appears 12 times, the F-type of this component is

$$
F=V^{8}\left[p^{3}\right]
$$

5. The following component of dimension 2 appears 24 times, the F-type of this component is

$$
F=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]+V^{7}\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

6. The following component of dimension 2 appears 36 times, the F-type of this component is

$$
F=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+V^{7}\left[\begin{array}{cc}
0 & 0 \\
\boldsymbol{p}^{1} & 0
\end{array}\right]
$$

7. The following component of dimension 2 appears 60 times, the F-type of this component is

$$
F=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]+V^{7}\left[\begin{array}{cc}
0 & p^{2} \\
0 & 0
\end{array}\right]
$$

8. The following component of dimension 2 appears 12 times, the F-type of this component is

$$
F=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+V^{7}\left[\begin{array}{cc}
0 & 0 \\
p^{3} & 0
\end{array}\right]
$$

9. The following component of dimension 2 appears 48 times, the F-type of this component is

$$
F=V^{2}\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+V^{5}\left[\begin{array}{cc}
0 & 0 \\
p^{1} & 0
\end{array}\right]
$$

10. The following component of dimension 2 appears 12 times, the F-type of this component is

$$
F=V^{2}\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+V^{5}\left[\begin{array}{cc}
0 & 0 \\
\boldsymbol{p}^{2} & 0
\end{array}\right]
$$

11. The following component of dimension 2 appears 24 times, the F-type of this component is

$$
F=V^{2}\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+V^{5}\left[\begin{array}{cc}
0 & 0 \\
p^{3} & 0
\end{array}\right]
$$

12. The following component of dimension 2 appears 4 times, the F-type of this component is

$$
F=V^{2}\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]+V^{5}\left[\begin{array}{cc}
0 & p^{4} \\
0 & 0
\end{array}\right]
$$

13. The following component of dimension 2 appears 24 times, the F-type of this component is

$$
F=V^{2}\left[\begin{array}{cc}
0 & p^{1} \\
0 & 0
\end{array}\right]+V^{5}\left[\begin{array}{cc}
0 & 0 \\
p^{1} & 0
\end{array}\right]
$$

14. The following component of dimension 3 appears 24 times, the F-type of this component is

$$
F=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right]+V^{6}\left[\begin{array}{lcl}
0 & p^{2} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

15. The following component of dimension 3 appears 12 times, the F-type of this component is

$$
F=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right]+V\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]+V^{5}\left[\begin{array}{lll}
0 & p^{1} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

16. The following component of dimension 3 appears 12 times, the F-type of this component is

$$
F=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right]+V\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+V^{5}\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & p^{2} \\
0 & 0 & 0
\end{array}\right]
$$

17. The following component of dimension 4 appears 4 times, the F-type of this component is

$$
F=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right]+V^{5}\left[\begin{array}{cccc}
0 & p^{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

A2 We thus observe that the formal group law $\bar{G}_{\mathcal{F}}$ associated to the reduction $\mathcal{F}_{3,19,5}$ of $\mathcal{F}_{3,19}$ modulo 5 can be decomposed over $\overline{\mathbb{F}}_{5}$ in the following way:

The components 1 reduce to 24 times the following component of dimension 1 with $F$-type

$$
F=V^{8}[1]
$$

The components 2, 3, 4, 13 reduce to 192 times $\hat{G}_{a}$
The components 5 reduce to 24 times the following component of dimension 2 with $F$-type

$$
F=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]+V^{7}\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

The components 6 reduce to 36 times the following component of dimension 2 with $F$-type

$$
F=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+V^{8}\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
$$

The components 7 and 8 reduce to 72 times the following component of dimension 2 with F-type

$$
F=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]
$$

The components 9 reduce to 48 times the following component of dimension 2 with F-type

$$
F=V^{2}\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+V^{8}\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
$$

The components 10,11 and 12 reduce to 40 times the following component of dimension 2 with F-type

$$
F=V^{2}\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

The components 14 reduce to 24 times the following component of dimension 3 with F-type

$$
F=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right]+V^{8}\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

The components 15 reduce to 12 times the following component of dimension 3 with $F$-type

$$
F=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right]+V\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]+V^{7}\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

The components 16 reduce to 12 times the following component of dimension 3 with $F$-type

$$
F=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right]+V\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+V^{8}\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

The components 17 reduce to 4 times the following component of dimension 4 with F-type

$$
F=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right]+V^{7}\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

A3 The isogeny type of $\bar{G}_{\mathcal{F}}$ can now easily be computed:

$$
\bar{G}_{\mathscr{F}} \sim \hat{G}_{a}^{288} \oplus G_{2, \infty}^{152} \oplus G_{1,8}^{144} \oplus G_{2, \eta}^{40} .
$$
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