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0.1. INTRODUCTION AND SUMMARY 

This part of the monograph is concerned with the approximation of 

controlled Markov processes with continuous-time parameter {tlt~O} by 

controlled Markov processes with discrete-time parameter { nh In= 0, I ,2, ... }, 

where his a small step-size. 

A Markov process is a stochastic process satisfying the so-called 

'Markov property': "Given the actual state at a time-point t (present), 

the behaviour (evolution) of the process from t onward (future) is indepen­

dent of the history up to time-point t (past)". 

A controlled Markov process with continuous-time parameter can be 

described informally as follows. The state of a process (e.g. the number of 

customers in a service facility or the value of an investment fund) is ob­

served continuously. A control prescribes at any time-point which decision 

rule has to be used. The decision rule in turn prescribes for any observed 

state the control variable (e.g. the service rate of the facility or the in­

vestment opportunity of the fund). 

If at a time-point t the current decision rule is 6, then the evolution of 

the process during the time interval [t,t+6t], where 6t is small, is deter­

mined, approximately, by an infinitesimal operator A~ 

In applications this operator will be given by means of infinitesimal cha­

racteristics depending on the actual state, say x, and the corresponding 

control variable o(x) (e.g. the arrival and service rate at the facility 

(jump characteristics) or the profit rate (drift) and risk (diffusion) 

coefficient). 

A cost-rate function L6 yields costs incurred per unit of time. 

Particular of interest for the above model is the so-called 

continuous-time optimality equation (Bellman equation): 

(I) 

inf [L6 + A6~t](x) 
6E6 

XE s ' 

where 6 denotes a set of possible decision rules from which at each time­

point a decision rule has to be chosen, and Sis the state space. 

The solution ~t' provided it exists, is well-known to represent 'optimal 

(minimal) expected costs of controlling' on [t,Z]. In general,however, 
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neither these costs nor a corresponding optimal control can be given ex­

plicitly. 

The objective of this study is to present a general method of ap­

proximating continuous-time controlled Markov processes and related func­

tions such as expected costs or optimal expected costs of controlling. 

Such a method is at least of theoretical interest,since continuous-time 

model formulations are often given via a limit of discrete-time descrip­

tions. Especially,however, the computation by means of reCU!'sive systems 

and induative proaedU?'es which are well-known for discrete-time structures 

makes time-discretization attractive from a aomputationa.i point of view. 

For instance,optimal expected costs as well as a corresponding control for 

a discrete-time Markov process can be obtained recursively by using dynamic 

prograunning (see relation (2)). 

In view of the computational aspect we focus on an approach which not only 

yields the convergence of discrete-time approximations as the step size h 

tends to O, but which also provides rates of aonvergenae or bound.sand which 

is applicable to a wide aiass of disaretization-method.s possibly including 

numeriaai.procedures. In this respect we emphasize,however, that this mono­

graph must be seen just as a first step in this direction and that it is not 

concerned with obtaining 'good' numerical procedures. 

Further analysis and developments in this respect would certainly be valuable. 

The discretizations which will be given explicitly in this monograph as well 

as the convergence rates and bounds obtained are not in the first place of 

computational interest. They illustrate,however, the application of our 

method which,to the best of our knowledge,forms a new approach to obtaining 

approximations for controlled stochastic models. 

First, in chapter I, we analyze the approximation method for uncontrol­

led and (time-) homogeneous Markov processes as direct application of a well­

known approximation theorem ad pted from numerical analysis. The approxima­

tion concerns expectations induced by transition probabilities (see (2.6) 

of chapter I) and,as an implication,also the probability law of the process. 

Next,in chapter II,we proceed along the same lines for controlled and (time-) 

inhomogeneous Markov processes. For fixed control we study the approximation 

of expectations induced by transition probabiiities &gain (see (2.3,1) of 

chapter II) as well as of the finite horizon aost funation (see (2.3.2) of 

chapter II) • 



Furthermore, attention is paid to the approximation of optimal cost 

functions as given by (1) and additionally,in jump- and diffusion-type ap­

plications to constructing 'nearly-(e-) optimal' (discrete-time) controls. 
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Therefore, we consider a discrete-time controlled Markov process at 

time·-points {nhln = 0,1,2, ... },where his a small step-size. (The setting 

for uncontrolled processes is included by neglecting the control character­

istics). Such a process is determined as follows. 

At each time-point nh the state of the process is observed. A control pres­

cribes at any time-point a decision rule,which ±nits turn prescribes for 

any observed state a decision (action) to be chosen. If at time-point nh 

the actual state is x and decision rule 6 is used, then the state at nh + h 

is determined by the one-step transition probability: 

P~(x;.). Further, a one-step cost hL6 (x) is incurred. 

In view of the approximation analysis,we introduce an operator T~ 

on functions f : S ➔ R, where S denotes the state space, by defining 

ff(y) P~(x;dy) xES 

6 (denoting the expectation of f induced by Ph(x; •. )). 

Then the inductive structure leads,for instance,to the possibility of recur­

sively solving the discrete-time optima,lity equation (dynamic programming 

equation); 

(2) { 
h 

</Jjh(x) 

h 
(/Jlh(x) 

6 6 h 
inf [hL + Th (</J jh+h)] (x) 
6Et, 

' XE s . 
0 

The function ~~h represents the optimal expected costs on [jh,lh]. 
J h 

By subtracting </Jjh+h from both sides, and writing 

( A_6 w1·11 be called a t t ) ·1 d · -11 one-s ep genera or, one easi y erives 

(3) j <l ' X E s, 
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which can be seen as discrete-time analogue of the relation (I). 

(Note that the right hand sides of (I) and (3) are non-linear in¢ and ¢h). 

Intuitively, one might expect that ash tends to 0, convergence, in 

some appropriate norm, of the one-step generators Ai; to the infinitesimal 

operator Ao for all decision rules 6, implies convergence also of the corre­

sponding discrete-time processes and related functions, such as the conver-

f 11111 Ill ' h gence o p top, Actually, results of this type are well-known int e 

literature. 

Without being exhaustive, we like to mention Skohorod (1958), Trotter (1958), 

Kurtz (1969) as well as Kushner and Yu (1973), (1974) for uncontrolled pro­

cesses, and Whitt (1975), Kushner (1977), (1978), Kakumanu (1977), Nisio 

(1978), Gihman and Skorohod (1979), Van Der Duyn Schouten (1979), Hordijk 

and Van Der Duyn Schouten (1980), (1983a), (1983b), (1933c), Bensoussan and 

Robin (1983) as well as Christopeit (1983) for controlled processes. 

All these references, with exception of Kakumanu (1977) for a specific model, 

are only concerned with the convergence of discrete-time approximations as 

the step size h tends to 0. With exception of Kushner (1977) and Haussmann 

(1980) for specific examples, rates of convergence or bounds are not pro­

vided. Moreover, the approaches used are quite different and several of 

them are especially developed for specific models or discretizations and 

require a detailed study of stochastic processes. 

The approximation method developed in this monograph is of a uni­

fying form and makes use of deterministic respresentations, more precisely, 

of deterministic time-evolution equations based on the 'Markov property'. 

For uncontPolled and time-homogeneous Markov processes these equations are 

the well-known time-diffePential equations (cf, Dynkin (1965)): 

(4) ~ T f = A(Ttf) dt t 

where A is a lineaP operator on a domain of functions DA and f denotes an 

initial function, 

For contPolled and time-inhomogeneous Markov processes it is more conve­

nient to present these equations as time-diffePence equations 

(5) 



where At is a non-linear operator on some domain of functions DA again, 

u is a fixed terminal function at time-point Z, and Rt(h) is a term 

which in a particular application has to satisfy: 

(6) R/h)h-J ➔ 0 (in some appropriate norm) as h ➔ O. 

The literature on numerical analysis presents a well-known ap­

proximation theorem, known as Lax-Riahtmeyer theorem, which deals with 
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the convergence of finite difference-methods for initial value problems as 

given by (4). Consequently, application of this theorem enables us to study 

the discrete-time approximation for uncontrolled and homogeneous Markov 

processes. This is done in chapter I. 

In order to deal with the convergence of non-linear and time-inhomo­

geneous difference-methods for the backwards time-difference equation (5), 

we present, as a slight extension of the Lax-Richtmeyer theorem, an approx­

mation lemma. Although, also results of such a type are well-known in the 

literature on numerical analysis, we prefer to present a somewhat different 

form, which is particularly suitable for our purposes, Application of the 

approximation lemma is possible for: expectations induced by transition 

probabilities, finite horizon aost funations, and finite horizon optimal 

aost functions. This is shown in chapter II. 

The approximation theorem as well as the approximation lemma con­

cern approximations with respect to some appropriate norm and directly 

show how to obtain orders of convergence in that norm. As a result, applica­

tion of the approximation theorem or lemma yields the following differences 

with the results given by the references mentioned above: 

(i) Appropriate norms can be used. 

(ii) Orders of convergence or bounds can be obtained. 

By choosing appropriate norms we are able to study the approximation also 

for unbounded functions as well as to deal with unbounded charactericstics 

such as cost rates or infinitesimal characteristics. 

Orders of convergence can be used to conclude that the convergence of discrete­

time approximations for fixed control is uniform in a class of controls, or 

to show that e- optimal controls·can be constructed by using discrete-time 

dynamic programming. 

More detailed comparisons with results of references as well as brief discus­

sions on related literature can be found in the chapters I and II. 
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This monograph pays much attention to applying the method of time­

discretization to uncontrolled and especially to controlled Markov proces­

ses of jump and diffusion type. 

The discrete-time approximations given for these applications are quite 

natural and of a simple form. It may be remarked that the approximation 

lemma allows just as well more advanced difference-methods adopted from the 

literature on numerical analysis,which yield much better orders of conver­

gence and computational results. Since, however, the application of such 

~ethods would require further analysis, they are not considered in this 

monograph. Nevertheless, as stated earlier, further investigation on com­

putational aspegts would be useful. 

Since each of the chapters I and II contain a detailed introduction 

and summary itself, we only give a brief outline of the scope here. 

First of all, we will conclude this introduction by presenting the neces­

sary material on probability theory,such as the definitions of: stochastic 

proceases, transition probabilities, Markov processes and weak convergence. 

Further,this introduction includes a list of (notational) conventions. 

Next,chapter I studies time-discretization for uncontrolled and (time-) 

homogeneous Markov processes. First,time-discretization is analyzed in a 

general framework and yields as main approximation results of this chapter: 

theorem 4.3.1 and 4.3.7. Thereafter,application of these results is shown 

for Markov jump processes with bounded jump rates, an infinite server 

queue and solutions of stochastic differential equations (diffusions). 

Chapter II examines the method of time-discretization for controlled Markov 

processes,more or less parallel to chapter I, 

First of all,a formal description of continuous-time controlled Markov pro­

cesses is given. There are three functions of interest to be approximated. 

In a general framework, again, the approximation of these functions is shown 

by the main approximation results of this chapter: theorems 6.3.2, 6.4.2 

and 6.5.2 respectively. Next,special attention is paid to the appli-

cations: Controlled Markov jump processes anc controlled stochastic dif­

ferential equations (diffusions). As a special result of time-discretization, 

also the construction of e-optimal controls will be investigated. In. addi­

tion, at the end of this chapter a brief discussion on related literature 

will be given, 

Finally, the Appendix contains auxiliary material on weak convergence of 

Markov processes on so-called D-spaces. A list of references as well as 

a list of symbols are included. 
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0.2. PROBABILITY CONCEPTS NOTATION 

This section only collects some basic concepts and notation of proba­

bility theory which are essential for the sequel. For a more extensive in­

troduction of probability theory we especially refer to Breiman (1968), 

Feller (1970) or Gi1:unan and Skorohod (1969). In particular with respect to 

detailed studies of stochastic processes the books of Billingsley (1968), 

Dynkin (1965) and Gihman and Skorohod (1974), (1975), (1979) are also re­

commended. The definitions given below are adapted from Gihman and Skorohod 

(1974). The end of a definition or notation will be indicated by the sym­

bol □. 

DEFINITION 0.1. Let Q be a set with a - algebra Z. 

A probability measure JP on Q is a a - additive non-negative measure such 

that JP (Q) = 1. The 3 - tuple (Q,L,IP) is called a probability space. 

A random element X on a metric space S with Borel-field~ is a measurable 

function from some probability space (Q,L,IP) into S. The probability mea­

sure~ is defined by ~(B) = IP ({ro!X(ro)EB}) for all BE(3. 

Let (Q ,Z, IP) be a probability space. S a metric space and 0 some parari1eter 

set. A function X with domain 6xQ such that X(t, .) is a random element on 

S for each tE0 is called a ~andom function or stochastic process. We call 

0 its domain of definiton and S its range or state spc1.ce. 

X(. ,ro) for fixed roc.fiG is called a sample path. 

A random function X will be denoted by {X I tE0} or (X )tE 0 , where t . t ' 
X indicates random element X(t,.), tE0. 

:t 
In the sequel the domain of definition 0 will always be given by either 

(i) e = {t'EJR it=:: O}, or 

(ii) 0 = {nh ln=0,1,2, ••• } for some h > O. 

For case (ii) we also let X be denoted by {XnhlnEIN} or (Xnh)nEN. 

□ 

In the rest of this introduction let S be a metric space with Borel-field~-

DEFINITION 0.2. A transition probability from s 1 into s 2 , where s 1 and s 2 
are metric spaces with Borel-fields S1,and ~2 respectively, is a mapping P 

from slx~2 into [O, I ] such that 

(i) P(x;B) is ~I - measurable in x for any BE~2 , and 

(ii) P (x;.) is a probability measure on s 2 for any x Es 1 D 
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DEFINITION 0.3. A collection of transition probabilities from S into S: 

I } Zm • * {P s,tE0, s<t satisfies the Chapman-Ko ogorov equat~on if for all 
s,t 

t 1, t 2 , t 3E 0 with t 1<t2<t3 , xE S and BE~ it satisfies 

(0. I) pt t (x;B) 
I'. 3 

□ 

The definition of a Markov process is often given by using conditional 

probabilities; see for instance Dynkin (1965) p.77/78 or Gihman and Skorohod 

(1974) p.160. On p.162 and 163 of Gihman and Skorohod (1974), however, it is 

shown that the following definition can also be given. 

DEFINITION 0.4. Let {P [s,tE0,S<t} be a collection of transition probabi-s,t 
lities from S into S which satisfies the Chapman-Kolmogorov equation. 

Then {Xt[ tE0} is a Markov process with transition probahilities 

{Ps,t[s,tE0,s<t} if for any n = 1,2, .•• , O'.':'t 1<t2< ••• <tn with tiE0 ,i= l. .. ,n 

and B1 ,B2 , •.• ,BnE~ it satisfies 

(0. 2) 

In accordance with (0.2),also let the set of transition probabilities 

include for any t'::0 the identity function P t ,i.e.; P (x;B) = I if x EB t, t, t 
and O otherwise. In the sequel we always represent the transition 

probabilities by {P [ s, tE0}. s,t 

REMARK 0.5.It is shown by theorem 6 on p. 162 of Gilnnan and Skorohod(l974) 

that a Markov process satisfies the so-called 'absence of after - effect'. 

which informally says: 

" The behaviour of the process for s > t (future)only depends on the state of 

the process at s = t (present) and not on its history for s< t (past)'.' 

The absence of nfter-effect is also known as 'Markov property'.It is this 

Markov property or,more precisely,the Chapman-Kolmogorov equation on which 

the approximation analysis in the sequel will be based. 0 

* In that case we also call the collection a semigroup 

of transition probabilities. 
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REMARK 0.6. A process (Xt)tEB can be Markov with different collections of 

transition probabilities, say {P 1 ls,tE0} and {P2 ls,tE0}. By using (0.2) s,t s,t 
however it can be shown that, (also seep. 29, 160 and 161 of Gihman and 

Skorohod(1974) for any s,tE0 and BE~: 

lP (X E{x!P 1 t(x;B) 'f P2 (x;B) } ) = O. s s, s,t 
Therefore, we let definition 0.4 also include transition probabilities. 

DEFINITION 0.7. A Markov process (Xt)tEB with transition probabilities 

{P tls,tE0} is called homogeneous if for some collection s, 
{Pt I tE0} of transition probabilities and all s,tE0, xES and BE~; 

Ps,s+t(x;B) = Pt(x;B). 

DEFINITION 0.8. Let IP be a probability measure on Sand let f be a real­

valued measurable and IP-integrable function, Then the expectation off 

induced by IP is given by IEll'f where 

(0.3) 

If it is clear which probability measure is considered, then we 

write E f (X)= IEIP f. 
X 

NOTATION 0.9. 

C(S) = {f:S-+IR If bounded and continuous}. 

Cu(S)= {f:s~ JR I f bounded and uniformly continuous } , 

DEFINITION 0.10. Let h0>0. A collection {!Phi hE(O,h0 J} of probability 

measures on S converges weakly to a probability measure IP on Sas h-+O if 

(0.4) lim f f d!Ph = f f d!P for all fEC(S). 
h-+-0 S S 

NOTATION: !Ph=> IP. 

□ 

D 

D 

D 

For a collection of random elements {XhlhE(O,h0 ]} on Sand X a random ele­

ment on S write Xh "'X if !Pxh => !PX. 

The portmanteau theorem, see p.11/12 of Billingsley(1968), gives 

several equivalent conditions for weak convergence, 

Let us conclude this introduction with several notational conventions. 
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CONVENTIONS 0.11. 

(0.5) 

(O. 6) 

(0.7) 

(0.8) 

(0.9) 

(O. I 0) 

An integral sign: J without subscript indicates an integral with 

domain of integration the whole metric space S. 

The symbol h always denotes a real-valued positive step-size. 

h ➔ 0 indicates: as h tends to O from above. 

h::::h0 denotes: hE(O,h0]. 

The symbol Z always denotes a real-valued positive time-point. 

In the sequel we focus on time intervals [O,Z] where Z is fixed 

but arbitrarily chosen. This fact will not be mentioned repeatedly. 

t S Z indicates for all tE [O,Z]. 

For x~ 0 let [x] denote the 'entier'of x;i.e.; the number 

nE{0,1,2, ••• } such that x-l<n:':x. 

For a collection {xhlhE(O,h0]} c IR.and p> 0 we say that 

xh is convergent of order O(hp) if 

I xh I S Khp for all h S h0 and some constant K. 

h Let S be a metric space with metric ds .. and xES,x ES for all h::::h0 • 
h h Then x ➔ x denotes that d (x ,x) ➔ O as h ➔ O. 

s 

(0.11) For Be~ define IB(x) = I if xEB and IB(x) = 0 otherwise. 

(0.12) I always denotes an identity operator. 

(0.13) The function O : S ➔ IR is given by: O(x) 0 for all xES. 

(0.14) N= {0,1,2, ... }. 

(0.15) The symbol:= or=: indicates a defining relation, 

(0.16) An equality sign= between two random elements on a same proba­

bility space denotes equality with probability one. 

(0.17) For f: IR ➔ IR a measurable function let f' resp. f" resp. f'" 

denote the first resp. second resp. third derivative, provided 

it exists. 



(0.18) The notation , which in this monograph will be frequently 

called a collection, always indicates a family of elements para­

metrized by parameters ranging through a parameterset given by 

•••• Consequently, in this mongraph the word 'collection' 

must be interpreted as 'family' and not as 'set'. 

Furthermore, with respect to the concepts of boundedness,conti­

nuity and differentiability of a family one can also interpret 

a family as a function. 

(0.19) Two processes {x!lt~O} and {x;lt~O} on D[0, 00), where D[0, 00) is 

defined in the Appendix A, are called equal if they have the same 

probability law on D[0, 00). 
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Let h>0. Two processes {X~hln = 0,1,2 ..• } and {x!hln = 0,1,2, .•• } 

are said to be equal if for any BE~00
, where ~00 is the infinite 

product-cr-field of~. it holds that 
1 2 

IP ((Xnh)nENEB) = IP ((Xnh)nENEB). 

(0.20) The two chapters are numbered by a Roman capital. Each of them is 

subdivided in sections numbered by arithmetics and subsections 

numbered by an additional arithmetic. For instance subsection 5.3. 

Each section or subsection has its own numbering for definitions, 

notations, lennnas, propositions, theorems and remarks as well as 

separately a numbering between brackets for expressions, rela­

tions, formulas etc. For instance, lemma 5.3.2 and expression 

(5.3.2) of Chapter t. 
Reference to a numbered statement in the same chapter is direct, 

but for a numbered statement in the other chapter or appendix 

we add the corresponding capital I or II, or letter A. 

For instance lemma I.5.3.2 and expression I.(5.3.2) if referred 

to from chapter II. 

(0.21) The end of a definition and notation, as said before, as well as 

that of an assumption, remark and proof will be indicated by 

the symbol □• 
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CHAPTER I 

MARKOV PROCESSES; TIME-DISCRETIZATION 

1. INTRODUCTION AND SUMMARY 

This chapter is concerned with the approximation of continuous-time 

homogeneous Markov processes by means of discrete-time Markov processes. 

More precisely, given a process with continuous-time parameter {tit~ O} 

we consider for h sufficiently small processes with time parameter 

{nhl n= 0,1,2 .•• } and investigate convergence ash tends to O. 

Methods of time-discretization for stochastic processes are well­

known in the literature. As references we like to mention Skorohod (1957), 

(1958), Trotter ( 1958), Kurtz ( 1969), ( 1970) , ( 1975), Kushner and Yu (1973) , 

(1974), Whitt (1975), Kushner (1977), Gihman and Skorohod (1979), Hordijk 

and Van Der Duyn Schouten (1983a), 

The results of these references concern weak convergence of probabi­

lity laws and do not provide rates of convergence or bounds. 

Their proofs of convergence are based on showing convergence of the one­

step generators of the discrete-time processes to the in.finitesimaZ opera­

tor of the continuous-time process. These proofs can be subdivided in those 

of probabilistic and those of analytic type. 

The proofs of probabilistic type use probabilistic arguments such as: 

Relative compactness of the approximations (Kushner and Yu (1974a),(1974b)), 

weak convergence of embedded processes for jump type processes (Whitt (1975), 

Hordijk and Van Der Duyn Schouten (1983a)), or approximation of stochastic 

differential equations ( Kushner (1977), Gihman and Skorohod (1979)). 

The proofs of analytic type among the above mentioned references are 

based on a semigroup description for expectations induced by transition 

probabilities (Skorohod (1957), (1958), Trotter (1958) and Kurtz (1969), 

(1970), (1975)). 
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In this chapter,we will also make use of the semigroup and thus ana­

lytic approach. In contrast with Skorohod, Trotter and Kurtz,we will not 

investigate the convergence of resolvents of discrete-time semigroups and 

thus conclude convergence of the semigroups. 

However, we will apply a well-known approximation theorem from which the 

convergence of the semigroups can be directly concluded. 

This theorem, known as the La:c-Richtmeyer theorem, is adapted from 

the literature on numerical analysis. It concerns the convergence of dif­

ference-methods for time-evolution equations with a given initial value 

or more precisely for so-called properly-posed initial value problems. 

Since the semigroup induced by a continuous-time Markov process cor­

responds to such a problem,the Lax-Richtmeyer theorem can be applied in 

order to study its approximation by means of discrete-time Markov proces­

ses. Moreover, besides its simple form it has the advantage above the weak 

convergence results mentioned above, that it provides rates of convergence 

with resµect to some appropriate norm. 

According to the Lax-Richtmeyer theory the so-called concepts of 

consistency and stability appear to be essential. Intuitively these con­

cepts have the following interpretation. 

Consistency states the convergence of the one-step generators to the infi­

nitesimal operator as the step size h tends to ·o. 
Stability requires boundedness of the discrete-time semigroups on a finite 

time-interval uniformly in all step-sizes hand with respect to some norm. 

The Lax-Richtmeyer theorem guarantees that consistency together with stabi­

lity implies convergence of the difference-method. In addition, an order 

of convergence may be concluded from an order of consistency. 

Application of the Lax-Richtmeyer theorem to a difference-method in­

duced by discrete-time Markov processes enables us to study: 

(i) Convergence as well as reates of convergence for 

expectations induced by transition probabilities, 

(ii) weak convergence of the transition probabilities, and 

(iii) weak convergence of the stochastic processes on D[0, 00). 

The possibility of choosing appropriate norms allows us to deal with 

expectations for unbounded functions, and 

unbounded infinitesimal characteristics. 
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After presenting convergence results in general form this chapter studies 

the method of time-discretization for three applications: 

Jwnp-processes with bounded jump rates (subsection 5.1), 

a:n infinite server queue as special example of a jump process with 

unbounded jump rates (subsection 5.2), and 

solutions of stochastic differential equations or shortly diffusion 

processes (subsection 5.3). 

For each of these applications we explicitly present one discrete-time con­

struction. Especially for the jump and diffusion process these constructions 

can be seen as natural stochastic approximations. Further,they illustrate 

how to obtain rates of convergence as well as how to choose appropriate 

norms. It may be noted,however,that any other difference-method can be ap­

plied just as well. From a numerical point of view this may be better. 

In the general setting as well as in these three applications the Mar­

kov processes are assumed to be homogeneous in time. Analogous results for 

time-inhomogeneous Markov processes however, can be obtained directly from 

chapter II by considering constant controls. 

The organization of the chapter is as follows. First, in section 2,we 

present the semigroup of operators induced by transition probabilities of 

continuous-time Markov processes and we show that it corresponds to a so­

called properly-posed initial value problem. 

Section 3 concerns the discrete-time approximation of this problem. First, 
' the general concepts of a difference-method, consistency, and stability 

are introduced and next,the Lax-Richtmeyer theorem is presented. 

Further,for direct 'application later on, the end of section 3 contains a 

specific lemma from which consistency as well as an order of convergence 

can be concluded. 

The results of sections 2 and 3 are applied in section 4 to difference meth­

ods for continuous-time Markov processes which are induced by discrete­

time Markov processes. More precisely, in a general setting we present suf­

ficient conditions for convergence of expectations, transition probabilities 

and processes. 

The proofs given in this section make use of weak convergence results, which 

are collected in the Appendix, for processes. 

Finally, section 5 contains the three applications for which the method of 

time-discretization is developed. 
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2. TRANSITION PROBABILITIES AND SEMIGROUPS 

This section concerns a representation for transition probabilities of 

homogeneous Markov processes. Therefore, in analogy with Dynkin (1965) it is 

shown that these probabilities induce a semigroup of linear and bounded ope­

rators. (lemma 2.6). The semigroup property results from the essential Mar­

kov property or more precisely the Chapman-Kolmogorov equation. 

Furthermore,this semigroup appears to be the unique solution of a particular 

time-evolution equation given by a so-called initial value problem. (lemmas 

2.10 and 2.11). Combining these results with some additional properties 

yields (theorem 2.12): 

The semigroup induced by the transition probabilities corresponds to 

a so-called properly-posed initial value problem. 

These results are directly adapted from Dynkin (1965). In this section 

nevertheless, the semigroup need not to be contractive as in Dynkin, but is 

only assumed to be bounded for some appropriate norm. This fact will appear 

to be useful for the applications given in section 5. 

DEFINITION 2.1. Let S be a metric space with Borel-field (3, then 

{Ptlt':'.0} with Pt:Sx(3-+IR , t':'.O, is called a semigroup of transition probabi­

lities on S, if 

(i) 

(ii) 

(iii) 

(iv) 

(2. I) 

for all xES and BE(3 

Po(x;B) = lB(x), 

for all xES and t':'.0 

pt (x;.) is a probability measure 

for all BE(3 and t':'.O 

Pt(x;B) is (3-measurable in x, and 

for all xES, t 1':'.0, t2':'.0 and BE(3 

on S, 

Relation (2.1) is called the Chapman-Kolmogorov equation (cf. relation (0.1) 

of the introduction). 

For the rest of this section let S be a complete metric space with Borel­

field (3 and consider a semigroup of transition probabilities {Ptlt':'. O}. 
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DEFINITION 2.2. A real-valued functionµ: S ➔ IR is called a bounding function 

on S if for some 60>0: µ(x)~o 0 for all xES. □ 

NOTATION 2.3. Withµ a bounding function on S define 

(2.2) {f:S ➔IR If measurable and sup µ(x)- 1 lf(x) 1<00}, 

xES 

and for fEBµ write 

(2.3) II f II = II f(.) II = sup µ(x)-I !f(x) !-
µ µ xES 

If µ(x) I for all xES we also write 

(2.4) 

LEMMA 2. 4. Let µ be a bounding function on S. Then II • II induces a norm on µ 
B~ and B~ is a Banach space with respect to this norm. 

The nor-m is caned µ-nor-m. 

D 

PROOF. Immediately from the completeness of S. □ 

If some bounding functionµ is under consideration,then we assume, unless 

explicitly stated otherwise, that any subset of Bµ is endowed with the 

µ-norm II • II and the metric induced by it. Especially in the approximation 
µ 

analysis later on,this natural convention must be kept in mind. 

Further, for any bounding functionµ it may be noted that 

B = {f: S ➔ 1R If measurable and sup lf(x)I <"" } c Bµ. 
xES 

In the rest of this subsection let Z>O and bounding functionµ be fixed 

and suppose that the following assumption is satisfied. 

ASSUMPTION 2.5. For the semigroup of transition probabilities {Ptlt~O}, 

the bounding functionµ and constant M: 

(2.5) II f µ(y)P t <. ;dy) 11µ:s M , t:::Z. 

Definition 2,1 together with assumption 2.5 enables us to define for any 

t:::Z a linear operator Tt : Bµ ➔ Bµ by 

D 

D 

(2. 6) , xES. D 



LEMMA 2. 6. The co Uection of ope:r>ators { T t I t':::Z} is a semigroup of bounded 

linear ope:r>ato:r>s on Bµ satisfying for any fEBµ: 

(2. 7) T0f f and T fEBµ 
t t'.'::Z 

(2.8) T 
ti+ t 2 

f T (Tt f) t 1~t2'.'::Z, 
ti 2 

(2.,9) II T f II :':: M 11 £ IIµ t'.'::Z t U, 

19 

PROOF. (2.7): The measurability of T f follows directly from the measurabi-
-- t 
lity off and condition (iii) of definition 2.1 • The fact that Ttf isµ-

bounded follows from (2.5) through 

(2.8): Since f Bµ one can show as in theorem 11.20 of Rudin (1964) that 
n oo 

there exists a sequence of simple functions {f }n=l such that 

fn(x) ➔ f(x) for all x S and II fnll S II f II for any n. A_ccording to the 
µ µ 

Chapman-Kolmogorov relation we have that 

for any nEN, t{''.0, tfO and xES. By letting n tend to 00 , and using the 

dominated convergence theorem for both sides of the last expression the 

proof will be completed. 

(2.9): This is shown by(*). 

n oo µ 
DEFINITION 2.7. A sequence of functions {f }n=l c, B 

D 

converges in µ-norm to fEBµ if llfn- f II +O as n+ 00 , notation:£= µ-lim fn. 
µ n->oo 

A collection of functions {ftltE[O,Z]}cBµ is called: 

µ - bounded if: II f II s M for some constant M and all ts Z, 
t µ 

µ - continuous on [O,Z] if for all ts Z: 

llft+s- ftllµ-+ 0 as s+O , 

µ - differentiable on [O,Z] if for some cullection {gtltE[O,Z]} and alltSZ: 

IILft+s- ftJs- 1- gtllµ ➔ O as s+O ,notation: 

t :s z. 

Here we assume that t+s S Z and 

for the endpoints O and Z we only consider the limits as s + 0 resp.st 0) 
D 
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NOTATION 2,8. Let us write 

(2. IO) 

{fEBµlµ-lim Thf = f} 
h➔Q 

µI -I {fEB µ-lim [Thf - f]h 
h➔Q 

exists } . D 

DEFINITION 2.9.The infinitesimal operator of the semigroup{ T It< z} is a 
t -

linear operator A : nf ➔ B6 defined by 

(2. I I) 

Note that the domain of the operator A: r::f depends onµ, whereas the 

operator A itself does not. The next lemma presents results sim lar to 

Dynkin(1965) p.22/23. Particularly, it shows that the semigroup satisfies 

a so-called time-evolution equation. 

LEMMA 2. IO. 

(i) 

(ii) 

(iii) 

(2.12) 

B~ is a Banch space, 

AfEB't; for any fED~ , and 

Ttf is µ -continuous on [o,zl for any fEBb. 

The µ-closur>e of nt coincides tvith Bb . 
For f EDµ it holds that T fEDAµ for all t :'.:' Z, 

A t · 
the collection {T f it:::Z} is µ- differentiable on [o, z], and 

t 

't :'.:: z. 

PROOF.The first statement only requires to show :Bµ is closed. Therefore, 
0 

let f = µ-lim f with { f In EN }cB0µ and take ,:>0, Then, 
n n 

IIThf - fll :'.:: IIThf - T f II + II Thf - f II + II f - fll µ h n µ n n µ n µ 

:'.:: ( t! + I) llf - f II + IIThf - f II . 
n µ n n µ 

D 

First fix n such that llf - fll :'.:: c; [2(M+I) ]-I ,next choose 6 such that for 
I n µ 

h< 6: IIThfn - fnllµ<:Z:C: • Then the above inequality yields IIThf - fl!µ<e. 

Hence, B~ is closed. Consequently,relation(2.11) implies AfEB~ for fEDr. 

Finally,let f EBµ. Then with tE [0,Z) ,h>O such that t+h:::Z 
0 

IIT hf - T f/! < IIT (Th - f)I/ s M /IThf - f II, t+ t µ- t . µ µ 
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and for tE(o,zJ ,h>O such that t:-h> 0 

Hence, by letting h tend to O 1nd using that f EBµ we 
0 

find that Ttf is µ-conti-

nuous on [O ,Z ] . a 
(ii) Obviously ,nf EB~. Let f EB~ and define g (x) = J T f(x)ds. 

a O s 
Then, 

a+h a+h h 
Thg (x) = f T f(x)ds = f T f(x)ds 

a h s a s 
- J T f(x)ds + g (x) 
0 s a 

By virtue of the µ-continuity of T fins this inequality yields: 
s 

µ -lim [Thg - g ]h-l = T f - f , and thus g EDAµ. 
1r+O a a a a 

The proof of (ii) is concluded with f = µ-lim gh. 
h->-0 

(iii) Let fEDt. Then for tE[o,z),h>O such that t+hsz, we have 

II [Tt+hf - Tl]h-l - TtAfllµ. = 

II Tt([Thf - f]h-) - A£) IIµ s M II [Th£ - f]h-l - Af IIµ' 

And for tE(O,Z] , h>O and t-h::: 0: 

ll[Tt_hf -Tl] h-l_ TtAfllµ = IITt-h([f -Thf]h-1-Af)IIµ + 

II Tt_h(Af - ThAf)IIµ SM II[£ - Thf]h- 1- Afl!µ + M !IA£ - ThAfllµ. 

Hence,~y letting h tend to O in the above inequalities and using that fEDµ 
A 

and AfE~,as shown under (i),we may conclude 

Ttf isµ -differentiable on [o,z] and 

However,since also 

the µ -differentiability implies for f ED~ 

tS Z • □ 
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LEMMA 2. 11 .Let A be the operator on D~ as defined by (2. 11). Then for any 

f ED~ there exists a unique µ -bounded and µ -differentiable coUection 

{ ut I t :::z } c D~ satisfying 

(2. 13) i_u = Au 
dt t t ' t :::z u f 

0 

PROOF. According to (iii) of lenuna 2.10 and relation (2.9) the collection 

{T f I tE [O,Z] } is such a solution • To prove the uniqueness let 
ti . 2 

{ u I t::'Z} and {u I t::'Z} be µ-bounded Bolutionsof (2.13).Define for t:::Z: 
t I 2 t 

g -= u -u . Then { g I t::'Z} c DAµ is µ- bounded and satisfies 
t t t t 

Next , since gt is µ- bounded uniformly in t::' Zand gt EBµ the expression 

T g is well-defined by (2.6) if s'::t .Let sE(O,Z], h>O and t::'s-h,then 
s-t t 

-I d 
II [Ts-(t+h)g(t+h)- Ts-tgt]h - Ts-t [- Agt + dtgt] IIµ 

-1 
IITs-t-h([gt - Thgt]h + Agt )IIµ+ IITs-t-hAgt - Ts-tAgt IIµ+ 

-1 d d d 
IITs-t-h([gt+h - gt]h - dtgt)IIµ + IITs-t-h dtgt - Ts-t dtgtllµ 

Since gtEDt it holds that Ag/B6 and hence ~tEBµ .Together with the 

differentiability of gt this implieB that all four terms in the right -

hand side converge to O ash tends to 0 

Hence d+ T -A + i_ 
dt Ts-t gt= s-t [ gt dt gt] O tE [O,s). 

Similarly 
d- d 
dt Ts-t gt= Ts_t[-Agt + dt gt] O tE (O,s], 

Consequently, T g0 (x) -T0 g (x) = g (x) = 0 
s s s 

, xES , sE [O,Z] • 

Relation (2.13) is called an initial value problem or a time-evolu­

tion equation • The collection {ut I tE [O,Z]} is called its solution. 

Combination of lenuna 2.10 and lennna 2.11 yields as final result: 

D 

THEOREM 2. ! 2. The domain Dr 1:s dense in B6 and for any fED~ the coUection 

{T/ I tE[o,z]} is the unique µ-bounded solution within D~ of the initial, 

value problem (2. 13). □ 
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3. LAX-RICHTMEYER THEORY 

This section studies the convergence of difference-methods for initial 

value problems given by (2.13). Lax and Richtmeyer (1956) presented an es-. 

sential theorem from which convergence can be concluded. This theorem is 

well-known in the literature on numerical analysis. The Lax-Richtmeyer theo­

ry as presented below is directly adapted from Meis and Marcowitz (1981). 

The problem considered is concerned with the approximation of semi­

groups which correspond to initial value problems by means of semigroups 

which are constructed from a difference-method.In order to conclude conver­

gence two concepts appear to be essential: 

aonsistenay and stability. 

The Lax-Richtmeyer theorem states that 

aonsistenay implies aonvergenae if and only if there is stability. 

In view of subsequent applications we also give a lemma which presents a 

sufficient condition for consistency and which ·concerns a convergence-order. 

In this section we consider a Banach space B with norm /1.11 and time­

interval [O, Z]. For a collection {£ t It E [O,Z]}cB the concepts strongly con­

tinuous as well as differentiable mean continuity respectively differentia­

bility with respect to the time. parameter in nprm /1.11. 

DEFINITION 3.1. Let DAcB, A: DA➔B a linear operator. Then we have a 

properly-posed initial value problem on DA if: 

(i) DA is dense in B. 

(ii) For any cEDA exists a unique collection {Ut(c) I tE[O,Z]} in DA 

which is strongly differentiable on [O,Z] and satisfies: 

(3. I) 

(iii) For some constant M and any cEDA the collection {Ut(c) I tE [O,Z]} 

given in (ii) satisfies: llut(c)ll::::M/lcll for all tE[O,z]. 

NOTATION: P(B,Z,A) denotes this properly-posed initial value problem. 

LEMMA 3.2. Let P(B,Z,A) be a properly-posed initial value problem. 

Then there exists a unique aoUeation {Et I tE [o,z]} of Unear operators 

0 
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Ut(c), for all cEDA and tE[o,z]. Further 

(3. 2) E + = E E 
ti t2 ti t2 

(3.3) IIEtcl/ :'.: M II c II t S Z , cEB. 

(3.4) Etc is strongly continuous in tE[O,Z] for all cEB. 

(3.5) A Etc is strongly con-tinuous in tE(Q,Z] and 

A Etc = EtAc, ts Z, for all cEDA. 

PROOF See theorem 4.12 and theorem 5.5 of Meis and Marcowitz (1981). □ 

DEFINITION 3.3. Let P(B,Z,A) be a properly-posed initial value problem, 

{Et I tE [O,Z]} its semigroup and ho> O. 

(i) 

(ii) 

(3. 6) 

(iii) 

A collection of linear operators MD= {Ch I hE(O,h0]}with for h S h0 
Ch: B ➔ B,is called a difference-method if for some constant K: 

1/ChcllsKllcl/ for all hSh0 and cEB. 

~ is called consistent for c where cEB, if 

{ converges to O uniformly in t :::z , as h ➔O • 

M is 
D 

called consistent if for some subset DC dense in B 

it is consistent for all cEDC. 

~ is called stable if for some constant KC: 

(iii) MD is called convergent for c, if for all ts Z: 

(3. 8) { 
I/ [Ch ] n c - Etc II 

with lnh - ti:'.: h 

converges to O uniformly in nh:'.: Z,t :'.: Z as h-+ 0. 

M is called convergent if it is convergent for all cEB. 
D D 



We are now able to present the essential approximation theorem. The proof 

which will be given is adapted from Meis and Marcowitz (1981). It is in­

cluded in order to show its simplicity and to illustrate the above con­

cepts. Moreover, we use parts of the proof later on. 

THEOREM 3.4. (LAX-RICHTMEYER) 

A consistent difference method~ for P(B,i,A) is convergent 

if and only if ~ ·is stab7.,e . 

PROOF. We only give the proof of sufficiency (if part) since the necessi­

ty (only if part) will not be used in the sequel. A proof of the necessi­

ty however can be found in Meis and Marcowitz (1981) p. 62/63. 

Let~ be stable. According to the semigroup property (3.2) we have for 

any h S h 0, nEN such that nhS Z and cEB: 

n-1 
[Ch]nc - Enhc =k~O [Ch]k[Ch - Eh]E(n-1-k)hc. (3. 9) 

Hence, for cEDC we conclude from (3.6), (3.7) and (3.9) that for any 

6 >O·exists a 6 1>0 such that for all hS 6 1 and nhs Z: 

(3. IO) 

By virtue of (3.4) there exists a 62> o such that if lnh - ti< o2 , then 

(3. I I) //E he - E cl/ Sc:, n t 

Hence, if cEDC, h< 6 1 and I nh - t I< 62, then 

(3. I 2) 

Since e is chosen arbitrarily, this proves the convergence of~ on DC. 

Now let cEB and C: > o. Then there exists a C rnc with II C - cl/< C:. 

Relation (3.3) and the stability condition (3.7) yield 

25 
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II [Ch]nc - Etcll::: II [Ch]n C - Etc II+ 1/[Ch]n(c - c) II+ II Et(c - c)II 

:::1/[Ch]n C - Etc I/+ (M + Kc) lie - ell 

::: io (ZKC + I) + s (M + KC), 

if !nh - t I is sufficiently small. The last inequality results from (3. 12) 

with C replaced by C and II C - cl/<£. Again, since£ is chosen arbitrarily 

this proves the convergence of~ also on B. 

COROLLARY 3.5. Let MD be a stable difference-method for P(B,Z,A) which is 

consistent for c with cEB, then it is convergent for c. 

PROOF. Innnediately from (3.9) up to (3.12) 

REMARK 3.6. By using (3.9) it also follows that if MD is stable,then the 

left-hand side of (3.10) is aonvergent, ash tends to O,of an o~der equal 

D 

D 

to the order of convergence in (3.6) (order of consistency). □ 

Although, the following lennna can be proven, analogously to p.5O of 

Meis and Marcowitz, by using the generalized mean value theorem, we 

prefer to prove it by an integral representation, since we also make use of 

this representation later on. Therefore, let P(B,Z,A) be a properly-posed 

initial value problem and cED A. Then by virtue .of the time-evolution equa­

tion(3. I) ,Etc= Ut(c) and the continuity of AEtc we can write 

t 
(3. 13) { AE c ds 

ci s 
t::: z, 

where the integral stands for the Bochner-integral (see p.42/43 of Hille (1948)). 

Further, by using (3.13) together with the semigroup property (3.2) and the 

strong continuity of A Etc we find,that 

(3. 14) 

I -I t+h 

( 
1/([Eh - I]h- - A) Etc II= 1/h / (A Esc - A Etc) ds /1, 

which converges to O uniformly in t+h:::Z as h ➔ O. 

Next,let us consider a difference - method~={ Ch!hE(o,hOJ}. 
Then,for any h:::hO we define a linear operator ¾:B ➔ B by 

(3. IS) 

which we call a one - step generator. 



LEMMA 3. 7 .Let P(B,Z,A) be a properly-posed initial value problem 

and !\={Ch I ht(O,h0 J} a difference-method . Then: 

(i) ¥)) is consistent for c -with cED~ if 

(3. I 6) { converges to O UYliforrnly in tE [O,Z] as h ➔ O 

(ii) Let 1\ be stable, cED~, pSI and suppose tha.t 

(3.17) { II(¾ - A)Etcll + ll([Eh- I]h- 1- A)Etcll 

is convergent of order O(hp) UYliformly in tE [O,Z] • 

Then , the expression 

(3. I 8) 

-with n= [th- 1] is convergent of order O(hp) uniformly in tE[O,Z]. 

PROOF. (i) For all h:':hO and t+hsZ we find by writing Ch = I+hA+h[¾-A] 

(3.19) 
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By virtue of (3.14) and (3.16) the right-hand side of (3.19) converges to 0 

uniformly in ts Z as h tends to O , which proves the consistency for c 

(ii) 

(3. 20) 

First note that according to(3.17) and (3.19) the expression 

II (Eh- C )E cllh-l 
h t 

is convergent of order O(hp) uniformly int S Z. 

By using IIAEtc II IIElcl! SM IIAcll <00, t S Z, we obtain from (3.13): 

(3. 21) IIE he - E ell S h M IIAcll n t 

with n = [th- 1] .The proof is concluded by noting that psi and using the 

above facts in the proof of the Lax-Richtmeyer theorem for fixed c 

REMARK 3. 8. Clearly, the restriction p S 1 can be relaxed to p > 0 

if one replaces t by nh in expression (3.18). 

0 

D 
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4. APPROXIMATIONS BY DISCRETE-TIME MARKOV PROCESSES 

4.1. INTRODUCTION AND SUMMARY 

First,recall from the introduction and definition 2.1 that a continu­

ous-time homogeneous Markov process has a corresponding semigroup of tran­

sition probabilities. Now let us consider such a semigroup as well as the 

corresponding semigroup of linear operators defined by means of relation 

(2.6). Then theorem 2.12 together with definition 3.1 imply, as already 

stated in section 2, that the semigroup of linear operators corresponds to 

a properly-posed initial value problem. 

Consequently, the Lax-Richtmeyer theory can be applied to difference­

methods for continuous-time homogeneous Markov processes. Hence, the con­

cepts of consistency and stability will be essential. 

Consistency will be guaranteed by a so-called consistency relation, see 

(4.3,1), and stability by a so-called stability relation, see (4.3.2). 

Approximations for the semigroups might be obtained by using any dif­

ference-method. However, we especially focus on difference-methods which 

are induced by one-step transition probabilities Ph for all step sizes h. 

A one-step transition probability induces a semigroup of transition 

probabilities {Phnh I n = 0, 1,2, ••• } As direct application of sections 2 and 

3,we first study the approximation of expectations ff(y)Pt(.;dy) by expec­

tations ff(y)P~h(.;dy). (Theorem 4.3.1) 

This also yields the weak convergence of the transition probabilities 
h 

P nh ( • ; •) to Pt (. ; • ) . (Theorem 4. 3. 4.) 

Finally, let {Xt I t::: O} be a Markov process with transition probabilities 

{Pt It::: O}, Then by letting {P\ In= 0,1,2, •.• } induce discrete-time 
h n 

Markov processes {Xnh In= 0,1,2, ••. } we can consider the weak convergence 

of the discrete-time processes {X~h I n = O, I ,2, ••• } to {Xt It ::: O} on an 

appropriate space. (Theorem 4. 3. 7.) 

4.2. MODEL 

Continuous-time. Let S be a separable and complete metric space with Borel­

field ~ and {Pt I t:::O} be a semigroup of transition probabilities on S. 

Suppose that assumption 2.5 is satisfied. 



Further, recall the definitions of Ttf , B6, D~ and Af given by 

expression (2.6), (2.10), (2.10) and (2.11) resprectively. 
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Finally, remember that the collection {Tt I tE [o,z]} is the unique semigroup 

corresponding to a properly-posed initial value problem P(B6,Z,A). 

Discrete-time. Let for some ho> 0 : { Ph I hE(O,h0]} be a collection of 

transition probabilities from S into S; hence for any h::: h0: 

Ph(x;.) is a probability measure on S for any xES, and 

Ph(x;B) is ~-measurable in xES for any BE~. · 
h For any step-size h we call P a one-step transition probability. 

Suppose that for any h:::h0 

(4.2.1) 

Then we introduce a difference-method ~= { Ch I hE(O,h0]} on Bµ 

by defining for all h:::h0 , fEBµ and xES: 

(4.2.2) 

Further, for any h:::h0 we obtain a collection{ P:hl n =0,1,2, ... } 

of transition probabilities from the recursive scheme 

(4.2.3) 
IB (x) 

f Ph(y;B) p~n-l)h(x;dy) , n::: I 

Hence, from (4.2.1),(4.2.2) and (4.2.3) it follows that 

(4.2.4) 

for all h:::h 0 , nEN, fEBµ and xES • 

Finally, recall for h:::h the expression (3.15) 
0 

4.3 DISCRETE-TIME APPROXIMATIONS 

xES, BE~. 

By applying the Lax-Richtmeyer theory,presented in section 3, 

to the difference-method given above,we obtain the following main 

approximation result. 
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THEOREM 4.3.1. Let fED~ a:nd suppose that 

{ 
II[¾ - A]T fl/ 

(4.3.1) t µ 

aonverges to O uniformly in t:::z, as h➔ O, 

and 

(4.3.2) { 1/J µ(y) Ph(.;dy) IIµ:::< 1 + h Mc) 

for aU h::: h0 and some aonstant Mc. 

Then the expression 

(4.3.3) 

-I with n = [th ] , aonverges to O uniformly in t::: z as h➔ 0. 

PROOF. First,note that relation (4.3.2) guarantees relation (4.2.1). 

By virtue of lemma 3.7.,relation (4.3.1) implies consistency. 

According to lemma 4.3.2 below,relation (4.3.2) implies stability. Hence, 

the Lax-Richtmeyer theorem 3.4 together with the expression (2.6) for Ttf 
. n 

and (4.2.4) for [Ch] f .completes the proof. □ 

LEMMA 4.3.2. Let relation (4.3.2) be satisfied, then for a:ny Z> O the 

differenae-method is stable on [O,Z], 

PROOF. 

Since 

we have 

Hence, by iterating this inequality n-times,where nh:::Z ,we find 

(4.3.4) IJ[ch]nf II ::: llf 11 (I+ hMc)n::: llf II lMc µ µ µ 

for all h:::h0 and n such that nh:::Z ,and fEBµ. 

REMARKS 4.3.3 

D 

I. An order of convergence for expression (4.3.3) can be obtained by using 

lennna 3.7. D 



2. Note that relation(4.3.2),implying stability, depends only on the 

one-step transition probabilities {ph [ hE(O,h0 ]}and µ 

31 

3. Since relation (4.3.1) resp. (4.3.2) imply consistency for f resp. 

stability, we will refer to these relations in the rest of this chap­

ter as ; the consistency relation (4.3.1) resp. the stability relation 

(4.3.2). 1t may be noted that! by virtue of (3.14),relation (4.3.1) is 

necessary for consistency whereas (4.3.2) is not necessary for stability. 

4. If for all f in some setG relation (4.3.1) and relation (4.3.2) are 

satisfied, then it can be shown as in the proof of the Lax-Richtmeyer 

theorem that for any f within the µ-closure of G expression (4.3.3) 

converges to Oas h tends to Q. 

Next, let us study weak convergence of the transition probabilities 

and corresponding processes. For the definition and notation of weak con­

vergence see definition 0.10 of the general introduction. For definitions, 

notation and analysis of weak convergence of processes on so-called D­

spaces, we refer to the Appendix A. 

First, in order to conclude weak convergence of the transition proba­

bilities recall the notation Cu(S) for the set of real-valued uniformly 

continuous and bounded functions, also see notation 0.9. 

THEOREM 4.3.4. Let G be a subset of Bµ with µ~clos'U!'e containing Cu(S). 

Suppose that the consistency relation (4.3.1) is satisfied for all fEG 

and let the stability relation (4.3.2) hold. 

Then, for any t:::Z, xES and with n = [th-1 ]: 

(4.3.5) 

~- According to theorem 4.3.1 and statement 4 of remark 4.3.3 it 

holds that expression (4.3.3) converges to Oas h tends to O for any 

fECu(S). This fact tog.ether with the portmanteau theorem, see Billingley 

(1968) p.11, completes the proof. 

Next, let us consider a continuous-time homogeneous Markov process 

{X [ t ':". O} with collection of transition probabilities {Pt [ t ':". O}. 
t h 

Further, let { z0 [ hE (0, h0 )} be a collection of random elements on S. 

First,let us focus on the existence and construction of discrete-time 

Markov processes. 

D 
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LEMMA 4. 3. 5. For a:ny h::: h 0 there exists a unicrue discrete-time Markov 

process { x\ I n = O, I , 2 ••• } with tra:nsi tion probabilities 
h n . h h 

{Pnh In= 0,1,2 ... } and x0 = z0. 

PROOF; According to the theorem of Ionescu Tulcea (see Neveu (1964) p. 145) 
h there exists a unique random process {Xnh In~ 0,1,2 .•. } such that for 

any nEN and BO,B1 ••• Bn+I E~: 

IP (Xh E B ) = IP (Zh E B ) 
0 0 0 O 

(4.3.6) 
h h h 

JP (XO E BO,XI E Bl' ••• ,X(n+I )h E Bn+l) 

J h 
P (x ;B ) dlP (x0 ,x1 , ••• ,xn) 

B XB x xB n n+I 
0 I ... n 

By construction (4.2.3) of the transition probabilities 
h {Pnh In 0,1,2 ... } we have for all j,nE N,xESand BE~: 

(4.3. 7) 

Consequently, the collection {P:h J n = 0,1 ,2 •.• } satisfies the Chapman­

Kolmogorov equation. By comparing the constructions (4.2.3) and (4.3.6) 

and using (4.3.7) we can conclude that {x:hln·= 0,1,2 ••• } is a homo­

geneous Markov process with transition probabilities {P:hln = 0,1,2 ... }. □ 

Note that the system (4.3.6) gives a recursive construction of the 

process {Xhh In= 0,1,2 •.• }. 
n h 

In order to analyse weak convergence of the processes{Xnh In= 0,1,2 ... } 

as h tends to O let us first give a slight extension ot theorem li.3.4 

which guarantees relation (3.5) of the Appendix. 

LEMMA 4.3.6. Let the hypotheses of theorem 4.3.4 be satisfied a:nd suppose 

that 

(4.3.8) 

and 

(4.3.9) 

ff(y) Pt(x;dy) is continuous in x for any t::: Z a:nd fECu(S), 

sup µ(x) < 00 

xEQ 

for any compact set qcs. 

Then for any xES and collection { xh I hE(O,hO]} with xh ➔ x as h ➔ O, 
and t:::Z ,nE N w,:th n=[th-l],we have 



(4.3. 10) , as h ➔ O. 

PROOF. According to the hypotheses of theorem 4.3.4, theorem 4.3.1 and 

statement 4 of remark 4.3.3 it holds that expression (4.3.3) converges 

to O,as h tends to O,for any fECu(S). Hence, by using (4.3.9): 

sup I J f(y)P:h(x; dy) - Jf(y)Pt(x,dy) I ➔ Q , as h ➔ O, 
xEQ 

for any Q compact and fECu(S). Consequently, by using (4.3.8) 

for any fECu(S). Application of the portmanteau theorem, see Billingsley 
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(1968) p.11, completes the proof. □ 

:::h Define for all hE(O,h0] a process (Xt\=::o on D [0, 00 ) by 

(4.3. 11) tE[nh,nh+h) , nE IN 

THEOREM 4.3. 7. Let for each z=:: 0 assumption 2.5 be satisfied,with M 

replaced by M2 , as well as the hypotheses of theorem 4.3.4 and the 

conditions (4.3.8) and (4.3.9). FU:t'ther, assume 

(4.3.12) 

(4.3.13) 

and 
(4.3.14) 

Then, 
(4.3.15) 

1 ' 

one of the following conditions holds: 
(i) Condition (ii) of theorem A. 3. 5 

(ii) Condition (ii) of theorem A.3.6. 

(iii/ Conditions (ii) and (iii) of theorem A.3.7. 

Proof. Immediatelyfromrelations (4.3.12) and (4.3.13) , lemma 4.3.6 and 

the theorem A.3.5, or A.3.6 or A.3.7 corresponding to the condition in 

(4.3.14) which is satisfied . 
D 
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5. APPLICATIONS 

5.1. JUMP PROCESSESS 

5. 1 . 1. CONTINUOUS TIHE MODEL 

A detailed introduction and study of Markov jump processes can be 

found in Breiman (1968) and Gihman and Skorohod (1969), (1975). Informally, 

a Markov jump process satisfies the following description. 

Given that at time-point t the state of the process is x,then the state 

remains unchanged thereafter for an exponential time with parameter q(x); 

hence,with probability [l - q(x)h] + O(h2) the state will not change during 

[t, t+h], where his small,and with probability q(x)h + O(h2) a change of 

that state, called a jump, will occur during this interval. Given that a 

jump out of x occurs,then the state changes according to a transition 

probability H(x;.); hence,H(x;B) is the probability that the jump brings 

the state in set B. 

To proceed formally let us consider the 3-tuple (S,q,H), whe~e 

Sis a separable and complete metric space with Borel-field~ , 

q S-+ JR is a measurable function, called jump rate, and 

H Sx~-+ [0,1] is a transition probability, called jump measure. 

Throughout this subsection the fol.lowing assumption is made. 

ASSUMPTION 5.1.1. 

(i) H(x;{x}) = 0 for any xES • 

(ii) For some constant Q<oo and all xES: Osq(x) SQ. D 

THEOREM 5.1.2. There exists a unique semigroup of transition probabilities 

{pt I t :': O} on s such that for all xES, and BEr: 

(5.1.1) 

as h-+ O, uniformly in all xES and BE~. 

PROOF Write a(x;B) = q(x)H(x;B) and a(x) = q(x) for all xES and BE~. Then 

the conditions a) and b) on p.25 of Gihman and Skorohod (1975) are satis­

fied. Hence, the proof directly follows from theorem 5 on p.27 of this 

reference.' D 
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REMARKS 5 • 1 • 3 

1. Condition (i) ·of assumption 5.1.1 is not essential for theorem 5.1.2 

nor the analysis of this subsection. This may be seen by using a trans­

formation as given on p.312 of Gihman and Skorohod (1969). 

2. Expressions for the transition probabilities can be found on p.335 of 

Breiman or p.364 of Gihman and Skorohod (1969). In this subsection 

however, we make use of another expression given in proposition 5.1.5 

below, which is more convenient for our purposes. D 

THEOREM 5.1.4. Let zO be a random element on s. Then there exists a unique 

homogeneous Markov process, (Xt) tc: 0 , with transition probabilities 

{Pt I t c: O} given by theorem 5. 1 • 2 and such that 

(i) x0 = z0 , .and 

(ii) IP((Xt)tc:OED[O,oo)) 1. 

PROOF. For the existence and construction of such a process see theorem 4 

on p.364 of Gihman and Skorohod (1969) or theorem 15.37 together with 

corollary 15.44 of Breiman (1968). Since the transition probabilities 

determine the finite-dimensional distributions, see relation (0.2), the 

uniqueness follows from theorem 14.5 of Billingsley (1968). 

The process (Xt) t':: 0 given by theorem 5. 1 • 4 will be called a Markov 

(or pure) jwrrp process (see Gihman and Skorohod (1969) p.312 or Breiman 

(1968) p.328) corresponding to (S,q,H). 

In the rest of this subsection, consider the unique collection of tran­

sition probabilities {Pt It':: 0} given by theorem 5.1.2. 

PROPOSITION 5.1.5, Let the transition probability H from S into S be 

d.efined by 

(5.1.2) H(x;B) xES, BE~, 

where Q is the constant given by asswrrption 5.1.1. Further, d.efine for 

all nEN transition probabilities Hn from S into S by 

(5.1.3) 
(x;B) 

(x;B) 

1 B (x) 

f H(n-l)(y;B) H(x;dy) 

xES, BE~. 

, n= 1,2, ••• 

D 
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Then, for all t::: 0 , xES, BE~: 

(5. I. 4) 

PROOF.One can verify that the convergence relation (5.1.1) holds uniformly 

in all xES and BE~ • Hence, theorem 5.1.2 completes the proof. 

In order to apply the results of section 2,we consider a bounding 

funtion µ which satisfies for some constant K< 00 : 

(5.1.5) 

REMARK 5 • I. 6 

Ill µ(y)H(. ;dy)II :':' K. µ 

Since H(x;.) is a probability measure for any xES it can be 

D 

shown that Kc: I. If µ(x) = I for all xES then we can take: K = I. □ 

LEMMA 5.1.7. Letµ satisfy (5.1.5). Then asswrrption 2,5 is satisfied. 

PROOF. From (5.1.5) it follows that 

(5. 1.6) !If µ(y)H(. ;dy) IIµ::: K. 

Hence, by n-times iterating: 

(5. I. 7) 

Combination of (5.1.4) and (5.1.7) yields for t:':'Z: 

(5.1.8) 

In view of lennna 5.1.7 the results of section 2 can be adapted with 

bounding functionµ satisfying (5.1.5). Therefore,recall relations (2.6), 

(2.10) and (2.11) for Ttf B6,D~ and Af. 
' 

LEMMA 5 I 8 (') Dµ = Bµ = Bµ. 
----·-·-· 1. A 0 

(ii) For all gEBµ and xES: 

(5. I. 9) Ag(x) = q(x) J [g(y) - g(x)] H(x;dy). 

D 



PROOF. Let gEBµ. According to expression (5.1.4) for Ph: 

(5.1.10) 

Further, from (5.1.2) and (5.1.5) 

(5.1.11) 

and 

(5.1.12) 

Q f g(y) H(x;dy) = q(x) f[ g(y) - g(x)] H(x;dy) + Qg(x) 

II f [g(y) - g(x)] H(.;dy)I/ ::: (K+I)llgl/ . 
µ µ 

By using (5. I. 7), (5. I. IO), (5.1. I I) and (5. I. I 2) we find t:hat 

(5.1.13) 
-1 

II [Thg - g](•)h - q(•)f [g(y) - g(•)] H(.;dy)IIµ 

converges to Oas h tends to O. This proves (i) and (ii) of the lemma. □ 

5. 1.2.APPROXIMATIONS 

-1 h 
Take h 0 :::Q and let {P [ hE(O,h 0J} be a collection of one-step 

transition probabilities defined by 

(5.1.14) 

for all xES, BE~ and h:::h0 • Let {Ch [ hE(O,h0 ]} be the corresponding 

difference-method defined by (4.2.2) and¾= [Ch - I]h-l. Then,for gEBµ: 

(5.1.15) ¾g(x) ,., q(x) f [g(y) - g(x)] H(x;dy) = Ag(x) 

LEMMA 5.1.9. The aonsistency relation (4.3.1) holds for any fEBµ. 

PROOF. Immediately from (5. 1. I 5). 

LEMMA 5. 1. JO The stability relation (4.3, 2) is sati6fied . 

PROOF. Relation (5.1.5), with K~ I, yields 

(5.1.16) 

Recall expression (4.2.3) for the collection {P:h [ n = 0,1,2, .•• }. 

□ 

□ 

37 
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THEOREM 5.1.11. For a:ny fEBµ the expression 

(5.1.17) 

with n = [th-1] is convergent of ord.er O(h) uniformly in ts z. 

PROOF. In view of theorem 4.3.1, lenuna 5.1.9 and lennna 5.1.10,it remains 

to show that the order of convergence is O(h). Therefore,we use relation 

(3.17) of lenuna 3.7 with Et= Tt and c = f together with expression (3.14). 

Since TtfEBµ = D~ for all t:::Z, expression (5.1.9) for A together with 

the boundedness of q(•) by Q and relation (5.1.5) yield 

(5. I. 18) IIAT f - AT fll ::: 2QKIIT f - Ttfll . s t µ s µ 

. (3 13) AT f T Af d IIT II <Ml/ II 'f EBµ . h M ZQ[K-I] By using • , t = t an tg µ _ g µ i g wit = e , 

we find with O :::t S s:::t+h ::: Z : 

(5.1.19) IIT f - T f II ::: (s-t) eZQ(K-I) II Af II ::: he2Q (K-I) 2QK/lf I/ • 
s t µ µ µ 

By combining (5. I. 18) with (5. I. 19) and using_ (3. 14) we obtain 

(5.1.20) 

The proof is completed by using (5.1.15) and (5.1.20) in (3.17) and apply-

ing lenuna 3.7. 

REMARK 5.1.12. Note that (5.1.5) is satisfied with K = I if we take 

µ(x) = I for all xES. In that case we have: 1/fll = llfll and µ 0, 

Bµ = {f:S ➔ JR I f measurable and bounded } =:B. 

By using (5.1.15) and (5.1.20) with K = I in (3.19),it follows that 

(5. 1.21) 

Hence, from the proof of the Lax-Richtmeyer theorem with constant KC= I, 

relation (5,1.19) with S=[th-1]h and K = I, and relation (5.I.21),we can 

conclude that for all fEB and t::: Z: 

□ 
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(5.1.22) 
{ Expression (5.1.17), 

withµ replaced by ®,is bounded by: 

PROPOSITION 5. I. 13. For all xES, t :': 0 and with n =[th-I] the weak con­

vergence relation (4.3.5) for the transition probabilities is satisfied. 

PROOF. Since Cu(S)cBµ this follows from theorem 4.3.4 together with 

lemma 5.1.9 and 5.1.10. 

Let us conclude this subsection by showing weak convergence of 

discrete-time processes. Therefore, consider a Markov jump process 

□ 

□ 

(Xt) t>Q given by theorem 5. I. 4 and for any h::: h0 a discrete-time Markov 

proce;s {Xhh In = O, 1,2 .•• } as given by lemma 4.3.5. 
n . ~ 

Further, recall expression (4. 3 .11) for the process (Xt) t :': 0 . 

LEMMA 5. I • I 4. Suppose that 

(i) q(x) is continuous in x, and 

(ii) H(x;.) is weakly continuous in x. 

Then relation (4.3.8) is satisfied for any Z> O. 

PROOF. Expression (5.1.2) for H together with (i) and (ii) imply 

(5. I. 23) J f (y) H(x;dy) is continuous in x for any fECu(S). 

Repeatedly applying (5.1.23) to expression (5.1.3) and making use of 

expression (5.1.4) completes the proof. 

THEOREM 5 • I. I 5 • Let the conditions (j) and (ii) of lerrona 5 • 1. I 4 be satis­
h fied and assume: x0 => x0 as h tends to O. Then, 

(5.1.24) 

□ 

PROOF. We will apply theorem 4. 3. 7. First of all, note that Z > 0 has been 

chosen arbitrarily. Henceby taking µ(x) = I for all xES in (5.1.5) and 

using the lennnas 5.1.9 and 5.1.10 as well as Cu(S) c Bµ,we conclude that 

for any Z>O assumption 2.5 as well as the hypotheses of theorem 4.3.4 

are satisfied. Further, by virtue of lemma 5.1.14 relation (4.3.8) holds, 

and clearly relation (4.3.9) is valid with µ(x) = I for all xES. 
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Since also relation (4,3.12) and (4.3.13) are guaranteed,the proof 

will be completed by verifying relation (4.3.14). 

Therefore, we focus on condition (ii) of theorem A.3.6. 
h According to expression (5.1.14) for P: 

(5.1.25) 

for any xES and h:::h0 • Consequently, for fixed 6>0; 

(5.1.26) sup sup P:h(x;S-{x})::: [6h- 1]hQ::: 6Q. 
nh:::6 xES 

This proves condition (ii) of theorem A.3.6 and thus completes the proof. □ 

5.2. MIMioo - QUEUE 

5.2.1.CONTINUOUS-TIME MODEL 

This subsection is concerned with a specific jump process {Xtl t~ O} 

where Xt denotes the number of customers in a so-called infinite-server­

queue. Informally, this process is described as follows. 

According to a Poisson process, say with parameter A, customers arrive 

at a service facility. Each customer present at the facility is being 

served with constant service-rate, say v. The arrival and service process 

are assumed to be independent. Hence, the process satisfies the following 

exponential structure: 

Given that at time-point t the number of customers present is i, then the 

waiting time up to the next arrival or service-completion, which we call 

a jump, has an exponential distribution with parameter (A+iv). Given that 

a jump occurs,then with probability A(A+iv)-I the state becomes (i+I) and 

with probability iv(A+iv)-l it becomes (i-1). 

Note that the above exponential description resembles that of subsection 

5.1. In contrast,however, the jumprate (A+iv) is not bounded uniformly 

in i. Nevertheless,the study of (pure) jump processes given in Breiman 

(1968) includes the above process. 

Hence,in this subsection we consiner the 3-tuple (N,A ,v) where 

N, the set of natural numbers,denotes the state space, A is a positive 

constant, the arrival rate, and v is a positive constant,the service rate 



per customer. The following proposition presents transition probabilities 

which correspond to the above descript~on • 

PROPOSITION 5.2.1. Define for any iEN, BCN, and t?: 0: 

(5.2. !) 

and 

(5. 2. 2) 

and for n = 1,2, ••. 

ft e-(A+iv)s [AP(n-l)(i+l·B)+ivP(n-l)(i-l·B)] d 
0 t-s ' t-s ' s, 

= I 
n=O 

Then {Pt [ t =:: O} is a semigroup of transition probabilities. 

PR00F; One can show by induction on N that for any t,i,B the expression 

N 
n~OP(~)(i;B) is dominated by I and monotone increasing in N. 

Consequently, the right hand-side of (5.2.2) is well-defined. By using 

(5.2.1) and (5.2.2) one easily verifies the Chapman-Kolmogorov equation, 
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see relation (2 .1), and proves that Pt is a probability. □ 

PROPOSITION 5.2.2. Let z0 be a random element on S. Then there exists a 

unique homogeneous Markov process (Xt)t=::O with transition probabilities 

{Pt[ t=::O} given by (5.2.1) and (5.2.2),such that 

(i) XO = ZO 

(ii) IP ( (Xt\=:: O E D [Q,oo) ) = 1 • 

PROOF. The existence and construction of the process is shown by theorem 

15.37 of Breiman, provided the condition of proposition 15.43 of this 

reference holds. This condition,however, .is satisfied since 

~ -1 
L (A+iv+nv) = 00 for any iElN. As in the proof of theorem 5.1.4, the 
n=O 
uniqueness follows from theorem 14.5 of Billingsley (1968). 

In the rest of this subsection consider the semigroup { Pt [ t=:: O} 

given by (5.2.1) and (5.2.2),and the Markov process (Xt)t=::O given by 

proposition 5.2.2. First,let us present some properties of the transition 

probabilities {Pt [ t =:: O}. 

LEMMA 5.2.3. Let h0 >0. Then for some constant C depending only on 

D 
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\ and v, we have for aU h::: h0 , t :"'. 0: 

(5.2.3) [h-1 Ph(i;i+I) - A I ::: hC i :"'. 0, 

(5.2.4) [h-1 Ph(i;i-1) - iv I :'.:: /he i :".I, 

(5.2.5) [h-1 Ph(i; i-2,i-3, ••• O )J :'.:: i 2hC i :"'. 2, 

(5.2.6) [Pt(i;i+n) :'.:: (A.t)n (n!)-1 i ,n:"'. 0. 

PROOF. Consider i E N and write 

/e -(\+iv)s A e-(\+iv+v) (h-s)ds Ae -h(A+iv) [e-hv _1 ]v -1, 

0 

le-(\+iv)siv e-(\+iv-v)(h-s)ds ie-h(\+iv) [ehv_ 11 
0 

(iii) i\(i; :"'. +2)::: fh \[fh-s Adt] ds = ½\2h2 
0 0 

(iv) ph(i;::: -2) ::: fh(iv+v) [fh-s (iv)dt] ds ::: (i+I) 2v2h2 ::: 3i2v2h2, i :"'.I. 
0 0 

(The interpretation of these expressions is the following: Given that 

x0 = i then all during (O,h]: 

ph (i;+I) is the probability of one arrival ·only, 

ph(i;-1) is the probability of one service-completion only, 

ph(i;:"'.+2) dominates the probability of at least 2 arrivals, and 

ph(i; :::-2) dominates the probability of at least 2 service-completions.) 

By using (5.2.2) it can be shown that 

(5.2.7) i:". 0, 

(5.2.8) 

Relation (5.2.7) together with (i) and (iii) yields (5.2.3). 

Relation (5.2.8) together with (ii) and (iv) yields (5.2.4). 

(5.2.5) is a direct consequence of (iv) and 

(5.2.6) follows analoguously to (iii). 0 

DEFINITION 5.2.4. For any pElN the bounding function µpis defined by 

µ (i) = (A+iv)P. □ 
p 
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LEMMA 5.2.5. For any pEN there exists a aonsta:nt M(p) such that 

(5.2.9) t !: z. 

PROOF. By virtue of (5.2.6),relation (5.2.9) can be verified with 

(5.2.10) M(p) = 1 + I (AZ)n(n!)-1 ()+ nx) :Ii_ 
n=O . 

D 

COROLIARY 5.2.6. Assumption 2.5 is satisfied with µ = µ for any pEN. o 
p 

In view of corollary 5.2.6,the results of section 2 can be adapted 

with bounding function µ = µ 2 and pEN • Consider some fixed pEN • p+ 
In what follows below the constants M(p) and M(p+l) are given by (5.2.10). 

µp µp+2 
LEMMA 5.2.7. (i) B c DA 

µ 
(ii) For aU gEB p and iEN : 

(5.2.11) Ag(i) = A[g(i+I)- g(i)] + iv [g(i-1)-g(i)j 

.µ 
PROOF. Let gEB p and write 

{ 
Thg(i) = Ph(i;i+1)g(i+l) + Ph(i;i.:_1)g(i-l) + 

(5.2.12) 

l . Ph(i;j)g(j) + I Ph(i;j)g(j) + ()- l Ph(i;j))g(i). 
j?::i+2 j!:i-2 j,'i 

By using (5.2.6) it follows that 

(5.2.13) 

With some calculation the relations (5.2.3), (5.2.4), (5.2.5), (5.2.12) and 

(5.2.13) together with the fact that gEBµp yield 

(5.2.14) ll[Thg-g](.)h-l - ()..[g(.+1)-g(.)] + iv[g(.-1)-g(.)])li 
µp+2 

is convergent of order O(h) ash tends to O. This completes the proof. o 
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5.2.2. APPROXIMATIONS 

For a,bEIR we write a/\ b = min (a,b). 

Choose h0 ::: 0 and let { Ph I hE (O, h 0] } be a collection of one-step 

transition probabilities on N defined by 

I - [h(l+iv) I\ 1 l j = i 

(5.2.15) [h(l+iv) /\I] /. 
+iv j = i+I 

[h(l+iv) /\I] iv 
j i-1 

l+iv ' 
= 

for all iEN. Let {Ch I hE(O,h0]} be the corresponding difference-method 
-I 

defined by ( 4. 2. 2) and ¾ = [ Ch - I ] h • Then, 

(5.2.16) 
{ 

-I -I 
¾g(i) = [ I /\ h (l+iv) ] • 

(?i.[g(i+I) - g(i)] + iv [g(i-1) - g(i) ]) 

µ 
, iEN, gEB p 

Further, recall expression (4.2.3) for the collection {P:h In = O, 1,2 .•. }. 

LEMMA 5.2.8. The consistency relation (4.3.1) hold,s withµ=µ, 2 for any 
p+ 

µ 
PROOF. First consider some gEB p Comparing (5.2.16) with (5.2.11) gives 

(5.2. 17) { 

Hence, for 

(5. 2. 18) { 

Since also 

(,)c+ [g(i+I) - g(i)] +, iv [g(i-1) - g(i)]). 
11. iv 11.+iv 

(l+iv)>h-l and using !g(j)!::::(l+jv)p/lgll for all j,we find 
µp 

l¾g(i) - Ag(i) I (l+iv)-2 S [h-\l+iv)-2 + (l+iv)-1]. 

[(Miv+v)P+ 3(l+ivf]II g IIµ s 2h 4(1+ f )p(hiv)p /lg iiµ 

p p 

-I I ¾g (i) - Ag (i) I = 0 for (l+i v) S h , relation (5. 2. I 8) yield Fi 



(5.2.19) 

µ 
Next let fEB P. According to (5.2.9), 

(5.2.20) IIT fll ::: M(p) II fill 
t µp µp 

' t::: z • 

By combination of (5.2.19) and (5.2.20), 

(5.2.21) 

By letting h tend to O in (5.2.21) the proof is completed. 

LEMMA 5.2.9. The stability relation (4.3.2) is satisfied withµ= µp+ 2. 

PROOF. From expression (5.2.15) for Ph 

(5.2.22) 

µ 
THEOREM 5.2.10. For any fEB P the expression 

(5.2.23) II I f(j) phh(. ;j) - l f(j) Pt(· ;j) IIµ 
j E IN n j EN p+ 2 

with n = [th- 1] is convergent of order O(h) unifomly in t:::Z. 
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D 

D 

PROOF. By virtue of theorem 4.3.I, lemma 5.2.8 and lennna 5.2.9 it remains 

to verify the order of convergence O(h). Therefore, we will use relation 

(3.17) of lemma 3.7 with Et= Tt and d = f where fEBµP, together with 

expression (3.14). 
µn 

First of all,note that relation (5.2.ll)for A yields for any nEN and gEB , 

(5.2.24) 

Relations (5.2.24), (3.13) and (5.2.9) yield for O:::t:::s:::t+h:::Z: 
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(5.2.25) IIAT f - AT fll s 4IIT f - T fll 
s t µp+ 2 s t µp+l 

s 
4 { IIT Afll ds S 4(s-t) M(p+I) IIMII 

t s µp+I µp+I 
s h 16 M(p+l)llfll . 

µ,p 

Applying (5.2.25) to (3.14) and combining (3.14) with (5.2.21) shows 

(5.2.26) { 
II C¾ - A) T f II 

t µ p+2 

h llf IIµ [8(1+ T )p M(p) 
p 

+ I 6 M ( p+ I ) ] . 

Using (5.2.26) in (3.17) and applying lemma 3.7 completes the proof. □ 

-1 
PROPOSITION 5.2.11. For all iEN, t:"'0 and with x"' i, n = [th ] the weak 

convergence relation (4.3.5) for the transition probabilities is satisfied. 

PROOF. llIIIIlediately from theorem 5.2.10 and the fact that 

{f : IN ➔ JR I f bounded} c B~ for pEN. 

Consider the Markov process (X) >Q given by proposition 5.2.2, 
t t_ h 

as well as for all h s h0 the discrete-time processes {Xnh I n = 0, 1 , 2 ... } 

given by lemma 4.3.5. Further, recall expression (4.3.11) for (X~)t:::o· 

h THEOREM 5. 2. I 2. Suppose that x0 =- x0 as h-+ 0, then 

(5.2.27) 

PROOF. We will apply theorem 4. 3. 7. First note that Z > 0 and p E N have 

been chosen arbitrarily. Hence, by takingµ= µ2 and using the lemmas 

5.2.5, 5.2.8 and 5.2.9 we conclude that assumption 2.5 as well as the 

hypotheses of theorem 4.3.4 are satisfied for all Z> 0. Further, clearly 

the conditions (4.3.8) and (4.3.9) hold. Since also the relations (4.3.12) 

and (4.3.13) are guaranteed,the proof is completed by showing (4.3.14). 

Therefore, we will verify the conditions (ii) and (iii) of theorem A.3.7. 

For a compact set ccN with Q = max {i I iEC} we find for all hsh0: 

(5.2.28) sup Ph(i;N-{i}) S sup {h(A.+iv) A I} S h(A+Qv). 

iEC iEC 

D 



Consequently, for any 6 > 0 and all h:S: h0 : 

(5.2.29) sup· sup P~h(i;N-{i}) :": [6h-1 ]h(A+Qv)::: 6(A+Qv). 

nh::: 6 iEC 

This proves condition (ii) of theorem A.3.7. 

To proceed,first note that Ph(i;j) does not exceed Ah for j i+I 

and is equal to O for j ~ i+2. Consequently, for any iEN: 

(5.2.30) IP (Xh > 
nh - i+ E for some nh :": z I xh"' 

0 
i) '.:: 

-1 
(Ah)f, [Zh- 1l f, 

(AZ)e / [Zh l) '.:: (Ah) '.:: \ .e f,: ---r: 
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where IP ( • IX~ = i) denotes the conditional probability given that X~ i. 

From (5.2.30) we conclude for all i::: Q: 

(5.2.31) IP (X~ ::: Q+t for all tE [O,Z] I X~ 
(AZ/ 

= i) ~ 1 - t !" 

which converges to 1 as E -+ 00 uniformly in h :": h0 . 

Hence, for any compact set C, say with Q = max {i I iEC}, and any T] > 0, 

one can find a compact set {0,1, ••• , Q+E} such that the left-hand side 

of (5.2.31) is larger than 1 - T] uniformly in all iEC and h:": h • This 
0 

guarantees condition (iii) of theorem A.3.7 and thus finalizes the proof. □ 
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5.3. SOLUTIONS OF STOCHASTIC DIFFERENTIAL EQUATIONS (DIFFUSIONS) 

5.3.1. CONTINUOUS-TIME MODEL 

For an introduction, definitions,propertiesand techniques of 

stochastic differential and integral, equations we refer to Arnold (1975) 

or Gihman and Skorohod (1972). In this subsection we frequently make use 

of the latter reference. Further,we note that the process which will be 

considered is also known as diffusion (process), 

(see definition 2 on p.64 of Gihman and Skorohod (1972)). 

With (Wt)t:". 0 denoting a Wiener process as defined on p.8 of 

Gihman and Skorohod (1972) and a,b: R ➔ IR measurable functions,consider 

the stochastic differential equation: 

(5. 3. 1) 

A random function (YJ) <z is called a solution of (5.3.1) on [O,Z] if 
t t -

it satisfies the conditions 1), 2) and 3) on p.33 of Gihman and Skorohod 

(1972). Particularly,with probability one the solution must satisfy 

the stochastic integral equation: 

t t 
(5.3.2) Y]t = YJo + J a(Y] )d~ + J b(Y] )dW 

O s O s s 
t::: z. 

The first integral is a random element,which,with probability one,is 

equal to the ordinary Lebesgue integral. The second integral is a random 

element, known as stochastic integral with respect to the Wiener measure, 

as defined on p.15 of Gihman and Skorohod (1972). The existence and unique­

ness of a solution of (5.3.1) will be guaranteed by theorem 5.3.1 below, 

under a Lipschitz condition on the coefficients a and b. 

First, let us formally present the 4-tuple (IR, W,a,b), where 

a 

b 

the real line,is the state space, (W) 0 is a Wiener process, 
t t=:: 

is a measurable function from IR into IR, called drift function and 

is a measurable function from IR into IR, called diffusion function. 

Further, it is useful to recall the conventions (0.16) and (0.17) of the 

introduction. 



THEOF~M 5.3.1. Let the following assumptions be satisfied: 

(i) There exists a constant L such that for all x,yEIR: 

(5.3.3) 

(ii) YJ 0 

la(x) - a(y)I + lb(x) - b(y)l:::Llx-yl, 

2 
does not depend on (Wt) t :": 0 a:nd IE [ri0 ] < 00 

Then there exists a solution (Y]t)t :::Z of (5.3.1) satisfying: 

(iii) With probability one.the funtion Y]t is continuous int. 
2 

(iv) IE [riJ ::: C for all t::: Z and some constant C • 

I 2 
If (Y] t) t::: z and (Y]t) t::: Z are solutions of (5. 3. 1) satisfying 

1 2 
(iii) and (iv), then: l' (Y]t =ri t for all t::: Z) = I. 

PROOF. With K := V2 max {L, I a(O) I + lb(O) I} we obtain for all x,yER: 

{ 
la(x) - a(y)I + lb(x) -b(y)I::: Klx-yl 

(5.3.4) 

la(x) 1
2 + lb(x) 1

2 ::: K2 (1+x2) 
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Hence, the proof is given by theorem I on p.40 of Gihman and Skorohod (1972), 

□ 

Throughout this subsection let the Lipschitz relation (5.3.3) be 

satisfied, so that we can use relation (5.3.4). According to theorem 5.3.1 

for any xE IR there exists a unique solution of (5. 3. I) with ri0 = x. 

This solution is denoted by (YJ (x)) < z· Hence, we have 
t t -

t t 
(5. 3. 5) Y]t(x) = x+ f a(Y] (x))ds + f b(Y] (x))dW 

o s O s s 
' t::: z. 

PROPOSITION 5.3.2. We obtain a semigroup of transition probabilities 

{Ptlt:::Z} by defining for all t:::Z, xER and BE~: 

(5.3.6) 

PROOF. A direct consequence of theorem 1 on p.67 of Gihman and Skorohod (1972) 

□ 
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PROPOSITION 5.3.3. Let (Y]) <z be a solution of (5.3.1) as given by 
t t -

theorem 5.3.1. Then (rit\:::z is a homogeneous Markov process with transi-

tion probabilities {Ptlt:::Z} defined by (5.3.6). 

PROOF. See theorem on p.67 of Gihman and Skorohod (1972). □ 

The following two lemmas present results which will be used frequently 

without being mentioned explicitly. The first lemma concerns growth con­

ditions with respect to the time-parameter. The second shows Holder-type 

inequalities for integrals with random functions as integrands. In doing 

so, we assume that the measurability of the integrands as well as existence 

of the integrals, in (5.3.9) as ordinary integrals with probability one 

and in (5.3.10) as stochastic integrals, is guaranteed. 

LEMMA 5.3.4. For any mENthere exists constants G(m), L(m), depending only on 

m, Z and K such that for aU x EIR and t::: Z: 

(5.3.7) 

m 

(5.3.8) IE I Y] (x) - xlm ::: (1+ Ix Im) /f. L(m) 
. t 

tG(m) e . 

PROOF. By using theorem 4 on p.48 of Gihman and Skorohod (1972) with 

ri0 = x together with Schwartz' inequality. 

LEMMA 5. 3. 5. Let (f ) < be a random function. The.n for any m =:: I: 
s s - t 

t 
tm-1 f t (5.3.9) E l0J f dslm ::: E If Im ds. s 0 s 

t 
dW )2m mr2m:...1 )m-l t 2m 

(5.3.10) E ( f f ::: ' , 
f IE (f ) ds , 

0 s s 0 s 

PROOF. Relation (5.3.9) follows from using Holder'sinequality to the 

integral and next applying Fubini's theorem. Relation (5.3.10) is given 

by theorem 6 on p.26 of Gihman and Skorohod (1972) • 

□ 

□ 

In order to present a result on the dependence of initial data for 

solutions of stochastic differential equations,we need some further nota­

tion and a smoothness assumption on the functions a and b . 



3·m NOTATION 5.3.6. For any mEN define the class of functions C' by 

SI 

(5.3.11) { 

3·m C' = {f:IR ➔ IRI for some constant Kf, all xES and k = 0,1,2,3: 

ASSUMPTION 5.3.7. For constant Kand all xES it holds that 

(5.3.12) { 

dk dk 
exist, continuous in X ai=k a(x) and~ b(x) are and 

dk dk 
I~ a(x) I + I~ b(x) I SK , k = 1,2,3. 

In the rest of this subsection let assumption 5.3.7 be satisfied. 

For fEC3 ;m let Kf denote the constant given by (S.3.11). 

Further, C or Ci, i = 1, 2, ... always denotes a constant which depends only 

on m,Z and K. 

The following proposition is an extension of theorem I on p.60 of Gihman 

and Skorohod (1972) in that it shows polynomial bounds. 

3·m PROPOSITION 5.3.8. Let fEC ' and define for> t > 0 and all, xES: 
3 ·m 

gt (x) = IE f (TJt (x)). Then gt EC ' and Kg/ CKr 

PROOF. Since fEC3;m,it follows from (S.3.11) and (S.3.7) that 

(S.3.13) 

dk 
Let us present the proof for~ IE f(TJt(x))only fork= I. Fork= 2,3, 

it can be given analogously. 

By virtue of theorem I on p.60 and its corollary on p.61 of Gihman and 

Skorohod (1972),the existence is shown by 

(5.3.14) { 

(5.3. 15) { 

d 
E [ f' (TJt (x)) (dx TJt (x))], where 

d 
(dx TJt(x))t::: 0 is a random function satisfying: 

d t 
dx TJt (x) = I + f [ a' (TJ (x)) J </ TJ (x)) ds 

Q S X S 

t 
+ f [b'(TJ (x))] </ TJ (x)) 

Q S X S 
dW. 

s 

D 

D 
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Since Id! a(x) I + Id! b(x) I SK relation (5.3,15) yields 

(5. 3. I 6) 
d 2 E (- YJ (x)) s dx t 

2 t d 2 2 ft d 2 
3(1+tK f. E (dx YJ/x)) ds + K E (dx YJ/x)) ds). 

0 0 

Hence, the Gronwall-Bellman inequality, see for instance lennna I on p.41 

of Gihman and Skorohod (1972), implies 

(5.3. I 7) 

Then, applying Schwartz' inequality to (5.3.14), using (5.3.17), 

f'(y) S Kf(l+IYlm) and (5.3.7) yield 

(5.3.18) 

Let us proceed by analyzing the results of section 2 for solutions 

of stochastic differential equations. Therefore, in the rest of this sub­

section let {P tit S Z} be the semigroup of transition probabilities given 

by (5.3.6). Further, in this subsection let µm be given as follows: 

DEFINITION 5.3.9. For any mEN the bounding function µmis defined by 

□ 

µ (x) = (l+lxlm) for all xElR. □ 
m 

LEMMA 5.3.10, Asswnption 2.5 is satisfied with µ = µm for any mEN. 

PROOF. By using the growth relation (5.3.7) 

Let mEN be fixed. According to lennna 5.3.10 we can apply the results of 

section 2 with bounding functionµ= µm+ 3 • 

LEMMA 5.3.11. (i) 

(ii) Fm' any gEC3 ;m and xElR: 

(5.3.19) d I 2 d 2 
Ag(x) = a(x) dx g(x) + 2 b (x) dx2 g(x). 

□ 
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PROOF. Let gEC3 ;m_ By Taylor expansion we find 

r 
(5 .3. ,o) l 

Thg (x) - g (x) = E g (Tjh (x)) - g (x) = 

d I d 2 2 
I {[dx g (x)] [17h (x)-x] + 2 [dx2 g (x)] [T)h (x)-x] 

where J eh I '.::I. The three terms of the right hand side will be consi-
,x 

dered under (i), (ii) and (iii) below. 

h 
(i) Since E J b(TJ (x))dW = 0 it follows from (5.3.5) that 

O s s 

h 
(5.3.21) IE { [T)h(x)-x] - ha(x)} I = IE J [a(T) (x)) - a(x) ]ds I < 

0 s 

h 
K J IE I TJ (x)-x Ids'.:: hVh c2 O+lxl)· 

0 s 

(ii) Since 
h 2 h 2 

E [ f b (17 (x) dW ] = IE f [b (TJ (x))] ds = 
O s s 0 s 

h 2 
E . f [b (17 (x)) - b (x)] [b (17 (x)) + b (x)] d s + hb (x) • 

O s s 

Schwartz' inequality implies 

(5.3.22) 

By using (5.3.5), (5.3.22) and Schwartz' inequality we find 

(5.3.23) 2 2 2 
IE { [17h(x)-x] - hb (x)}::: hVh c2 (l+lxl ) + 

h 2 h h 
IE [ f a(T) (x))ds] + 2 E [ J a(T) (x))ds] [ J b(TJ (x))dW l I 

0 s 0 s 0 s s 

h 
'.:: hVh c2 (1+1xl 2) + hK2 J E (l+(TJ (x)/)ds + 

0 s 

4 h 2 2 1 
2{ K h [ f E (l+{TJ (x)) )ds] } 2 ::: 

0 s 
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(iii) Since gEC3 ;m and teh J :=' !,we find ,x 

(5.3.24) IE g" '(x+8 [YJ (x)-x]) 12 s h,x h 

Schwartz' inequality and (5.3.24) imply that 

(5.3.25) 
3 IE [g"' (x+eh,x(YJh(x)-x))] [YJh(x)-x] I s 

c5Kg{(I+Jxi 2m) h3(I+lxi 6)}! :=' hVh c6Kg(l+lxlm+3). 

Finally, using that gEC3 ;m and combining (5.3.20), (5,3.21), (5,3.23) and 

(5.3.25),one can show 

(5.3.26) { 

< 

Relation (5.3.26) completes the proof if we let h tend to 0. 

5. 3. 2. APPRO¼IMATION.S 

Take ho> 0 and let {PhihE(O,h0]} be a collection of one-step 

transition probabilities defined by 

for y = x + a(x)h + b(x) Vh 
(5.3.27) h p (x; { y}) 

for y = x + a(x)h - b(x) Vh 

for all xES and h:='h0 • Let {chJhE(O,h0 ]} be the corresponding difference­
-I 

method defined by (4.2,2) and¾= [Ch-I]h • 
h Further, recall expression (4.2.3) for {P hln = 0,1,2 ••• }. n . 

LEMMA 5 • 3. 12. The consistency relation ( 4. 3. I ) holds with µ = µ 3 for any m+ 
fEC3;m . 

PROOF. First consider gEC3;m. By Taylor expansion we obtain 

□ 
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(5.3.28) 

I___!_ g'' '(x+8+ [a(x)h+b(x)Vh]) [a(x)h+b(x)v'h] 3 + 
12 · h,x 

I___!_ g''' (x+8- [a(x)h-b(x)Vh}) [a(x)h-b(x)v'b.] 3 } , 
12 h,x 

where le~,x I::: I, le~,x I::: I. Since I a(x)I + I b(x)I::: K(l+lxl) and 

gEC3 ;m,it is easily shown that relation (5.3.28) and expression (5.3.19) 

for A yield 

(5.3.29) 

Next,consider fEC3 ;m_ Then relation (5.3.29) together with proposition 

5.3.8 guarantee for all t:::Z 

(5.3.30) 

By letting h tend to O in (5.3.30) the proof is concluded. 

LEMMA 5.3.13. The stability relation (4.3.2) is satisfied withµ= µm+ 3 • 

PROOF. Write;;;= m+3. From expression (5.3.27) for Ph, Schwartz' inequali-· 

ty and la(x) I + lb(x) I ::: K(l+lxl) it follows that 

(5.3.31) 

I 1 + ½ [x+a(x)h + b(x)v'h];;; + ½ [x+a(x)h- b(x)v'h];;;I ::: 

1[ '']2;;; I[ '']2m½ 1 +{ 2 x+a(x)h+b(x)vh + 2 x+a(x)h-b(x)vh } ::: 

D 

for some constant MC not depending on x,h. This proves (4.3,2) with µ = µm+ 3 

D 

3·m 
PROPOSITION 5.3.14. For any fEC' the expression 
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(5.3.32) II ff(y) Ph (-;dy) - ff(y) p (•;dy)I/ 
nh t µm+ 3 

with n = [th- 1] is aonvergent of order O("Vh)uniformly in t:::Z. 

PROOF. In view of theorem 4.3.1, lennna 5.3,12 and lemma 5.3.13 it remains 

to show the order of convergence O(Vh). This follows from lennna 3.7, rela-

tions (3.17), (5.3.26), (5.3.30) and proposition 5.3.8. 

In order to show weak convergence of the transition probabilities, 

we give the following lemmas. Although the result of lemma 5.3.15 is 

intuitively clear and the Weierstrass-theorem gives an analogous result 

for bounded intervals, we could not find a proof in the literature. 

Its proof is given in Appendix B. 

LEMMA 5. 3. I 5. c3 ; O is dense in Cu (IR) in supremwn - norm. 

LEMMA 5.3.16. Relation (4.3.8) is satisfied for any Z> 0. 

PROOF. It is shown by remark I on p.61 of Gihman and Skorohod (1972) that 

(5.3.33) 2 2 
E [11t (y+/:;y) - T]t (y)] ::: C [/:;y] . 

Relation (5.3.33) together with Chebyshev's inequality implies that T]t(x) 

is continuous in x in probability and thus in distribution. 

D 

D 

The portmanteau theorem, see p.11 of Billingsley (1968),completes the proof. 

D 

PROPOSITION 5.3.17. For any xES and collection {Xh!hE(O,h0 ]} with 
h -I x ➔ x as h ➔ 0, aU t::: z and uJ?'. th n = [th ] the weak convergence re Zation 

(4.3.10) for the transition probabilities is satisfied. 

PROOF. First note that m was assumed to be fixed but arbitrarily chosen. 

Consider m = O. Then lemma 5.3.12, 5.3.13 and 5.3.15 guarantee the 
3·0 hypotheses of theorem 4.3.4 withµ= µ3 and G = C' . 

Consequently, since also lennna 5.3.16 implies (4.3.8) and clearly (4.3.9) 

is satisfied with µ(x) = (l+lx! 3), application of lennna 4.3.6 completes 

the proof. 

Let us conclude this subsection by showing weak convergence of 

D 



processes. Therefore, let (Xt)t:::O be the process such that for any Z::: 0: 

(X )t<Z = (TJ) <z where (TJt)t<Z is given by theorem 5.3.1. 
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t _ tt- - h 
Further,for any hSh0 consider a collection {Rnhln = 0,1,2, ••• }of identical 

and independgnt random elements with 

IP (Rh = Vh) 
nh 

IP (Rh = -Vh) = _21 
nh 

nEN, 

and let X~ be an initial random element independent of {R~hJn = 0,1,2 •.. }. 

Next, for any h S h0 define a discrete-time process {X~h In = O, 1,2 ••• } by 

(5.3.35) nEN. 

Then, it is not difficult to see that {x!hln 0,1,2, •.• } is a homogeneous 

Markcw process with transition probabilities 

{P:hJn = 0,1,2, •.• } defined by (4.3.2) with Ph given by (5.3.27). 

Consequently, according to lemma 4.3.5 it equals the unique homogeneous 

Markov process constructed by (4.3.6). 

The stochastlc difference equation (5.3.35) can be seen as the dis­

crete-time analogue of the stochastic differential equation (5.3.1). 

More precisely, the following theorem shows that the solutions of (5.3.35) 

weakly converge to that of (5.3.1) ash tends to 0. 

THEOREM 5.3.)8:. If X~=>Xo as h➔ Oand sup IE 1x~1 3 < 00 , then 
hShO 

(5.3.36) 

PROOF. We will apply theorem 4.3.7. First of all, let us repeat that 

Z > 0 and m are chosen arbitrarily. Hence, by taking µ = µ3 and 

G = c3 ; 0,we conclude from lemmas 5.3.10, 5.3.12, 5.3.13 and 5.3.15 that 

assumption 2.5 as well as the hypotheses of theorem 4.3.4 are satisfied 

for all Z> O. 

Further, recall that lemma 5.3.15 implies (4.3.8) andµ= µ3 satisfies 

(4.3.9). Relation (4.3.12) is guaranteed by assumption and relation 

(4.3.13) is implied by theorem 5.3.1 since C[0, 00) c D[O,oo), 

Consequently, theorem 4.3.7 completes the proof if we verify (4.3.14). 

Therefore, we will focus on condition(ii) of theorem A3.5 and let 
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(X~h(y))nEJN denote the solution of (5.3.35) with X~ = y. Then, for n<J;,, 

(5.3.37) 

Consequently, the conditions of the theorem together with lemma 5.3.19 

given below yields, 

(5.3.38) 

uniformly for all O:::nh:::eh:::Z, some constant C~ and all Z>O. This veri-,., 
fies condition(ii) of theorem A.3.5. □ 

The following lemma, which was essential for the above proof, 

can be seen as the discrete-time analogue of the growth relation (5.3.8). 

LEMMA 5. 3. I 9. For any Z > 0 there exists a constant M2 depending only on 

Zand K such that for all h:::h0 ,yES and O:::nh:::Ch:::Z: 

3 

(5.3.39) E 1x;h(y)-X~h(y)l 3 ::: Mz<t+lyl 3 )(Ch-nh)2. 

PROOF. Let h::: ho and yES. 

Similarly to (5. 3. 31) we obtain for any mE N , and jh::: Z 

(5. 3. 40) 

h To proceed,let us write:~-= ~.h(y) and R. 
J J J 

h 
= Rjh:. j EN. From (5.3 .. 35): 

(5.3 .41) 
3 e-1 3 e-1 

E l~e-~ I ::: 8 JEI L a(~.)hl + 8IEI I b(~.) R,1 3 • 
n j=n J j=n J J 

By using Holder's inequality, la(x) I::: K(I+lxl) and (5.3.40) we find 

(5.3 .42) 
p, -I 

E I L a(~. )h I 3 ::: 
j=n J 

e-1 
E (eh-nh/ L ja(~.)1 3 h::: (eh-nh) 3 C (l+lyl 3) 

j=n J 

In order to give a bound for the second term in the right-hand side of 

(5.3.41), first use H~lder's inequality to write 



(5.3.43) 
e-1 e-1 3 

E j l b(17.) R.j 3 S [IE ( l b(17.) R.) 4 J';-_ 
j=n J J j=n J J 

Next,we will proceed in analogy with p.385/386 of Gihman and Skorohod 

(1969) as follows. First,by using 
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3 
E (R.) = IE(R.) = 0, R. is independent of 111.· for all i< j and 

J J J 
of Ri for all iS j, and relation (5.3.35) we find 

(5.3.44) 

e-1 
IE [ l b (17 . ) R . ] 4 

j=n J J 

e-1 
E l [ b (17 . ) R. ] 4 + 

j=n J J 

e-1 j-1 2 z z 
61E l [ l b(17.) R.] [b(17.)] [R.] 

• • l. l. l. l. 
J=n 1.=n 

From Schwartz' inequality, 
8 4 jb(x)j SK(l+jxj) and IE(R,) =h: 

J 

(5.3.45) 
e-1 

IE l [ b (17.) R.] 4 S 
j=n J J 

t-J I 

l { 1E[b(17j)] 8h4} 2 S (eh-nh)hC2 (1+jyj 4). 
j=n 

Again noting that R. is independent of 171.., i< j and R., i S j, using 
2 J l. . 

IE (R.) = h, and Schwartz' inequality 
J 

(5,3.46) 
e-1 j-1 

IE l [ l 
j=n i=n 

e-1 j-1 
IE I < [ r 

j=n i=n 

2 2 2 b (17 . ) R. ] [ b (17 . ) ] [R, ] = 
l. l. l. J 

2 2 b(17.) R.] [b(17.)] ])h 
l. l. l. 

j-1 
Since, according to (5. 3. 44), the expression E [ l b (17.) R.] 4 is increasing 

• l. l. 

in j,the last term of (5.3.46) is bounded by 1.=n 

(5.3.47) 
t-] I 

{(.eh-nh) 1E [ l b(17.) R.] 4} 2{(.eh-nh) 
l. l. 

i=n 

Finally, from the relations (5.3.44) up to (5.3.47) one easily derives 

(5.3.48) 
e-J 4 2 h 

IE [ l b (TJ • ) R. ] S ( .eh - nh) C 4 (I+ j Y I ) . 
j=n J J 

The combination of (5.3.41), (5.3.42), (5.3.43) and (5.3,48) completes 

the proof. D 
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CHAPTER II 

CONTROLLED MARKOV PROCESSES; TIME-DISCRETIZATION 

I. INTRODUCTION AND SUMMARY 

Parallel to the preceding chapter,the present chapter is concerned 

with applying the method of time-discretization to controlled Markov 

processes. More precisely, given a continuous-time Markov process with 

controlled generators,we study for h sufficiently small a discrete-time 

Markov process at time-points {nhln = 0,1,2, •.• } with controlled one-step 

generators. The approximation of several functions associated with the con­

tinuous-time model is investigated by considering the corresponding functions 

for the discrete-time model. 

In this chapter we study time-discretization for controlled proces­

ses from an approximative (computational) point of view. Another approach 

of applying time-discretization, which have appeared to be useful in the 

literature, is to transpose results of discrete-time models to a continu­

ous-time model. Particularly,Van Der Duyn Schouten (1979) and Hordijk.and 

Van Der Duyn Schouten (1980), (1983a), (1983b), (1983c) have developed 

this approach. Especially they have been succesful in transposing the 

structure of optimal policies from discrete-time models to a continuous­

time model. They analyze the convergence of a time-discretization method 

in a general framework of so-called Markov decision drift processes. 

This framework allows generator as well as impulsive controls simultane­

ously and includes semi-11arkov, Markov renewal as well as many other 

jump-type models with deterministic evolutions (drifts) between the jumps. 

However, their framework does not include diffusion type processes nor 

does their approximation approach yield rates of convergence or bounds. 

Actually,the impulsive control aspect makes it essentially more difficult 

to obtain bounds of approximation. It is not considered in this monograph. 
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Although the setting of this chapter is quite different from that of the 

Markov decision drift processes as introduced by Hordijk and Van Der Duyn 

Schouten (1980),there are strong relations and several of their techniques 

have been used. 

As further references with respect to time-discretization of con­

trolled stochastic processes,we like to mention without being exhaustive: 

Whitt (1975), Kushner (1977), (1978), Kakumanu (1977), Nisio (1978), 

Gihman and Skorohod (1979), Haussmann (1980) ,Bensoussan and Robin (1983) 

and Christopeit (1983). For each of these references a brief discussion 

and comparison with the current chapter is included in section 9. Below, 

only some global considerations are presented. 

Nisio (1978), Gihman and Skorohod (1979), Bensoussan and Robin (1983) 

and Christopeit (1983) use methods of time-discretization which have in 

common that the one-step generators are induced by one-step transition 

probabilities of a continuous-time model but under a constant control 

variable during the interval of discretization. Nisio (1978) as well as 

Bensoussan and Robin (1983) are concerned with optimal control problems 

associated with time homogeneous Markov semigroups. Nisio (1978) uses such 

a method to show a unique semigroup representation for optimal stopping 

functions. Bensoussan and Robin (1983) just study the convergence of opti­

mal cost functions related with continuous, stopping and impulsive control 

problems. Gihman and Skorohod (1979) focus on a fairly general framework 

of controlled stochastic processes. 

Especially in view of their results on controlled Markov jump processes 

as well as controlled stochastic differential equations,their book has 

been a basic reference for our study. 

Gihman and Skorohod (1979) apply time-discretization for several purposes, 

such as to show the sufficiency of step-controls in a general setting and 

to prove the optimality of a control for Markov jump processes. 

Christopeit (1983) examines controlled diffusion processes and proves the 

optimality of a control. 

Particularly,Kushner (1977), (1978) and Haussmann(1980) study for control­

led diffusion processes discrete-time approximations which can possibly 

be obtained numerically and seem to allow for several modifications. 

Kushner (1977), (1978) studies finite horizon-, impulsive- as well as 



average cost control problems. Haussmann (1980) gives a special result for 

the finite horizon case. 
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Whitt (1975) and Kakumanu (1977) present results related with time-discre­

tization for the infinite horizon cost case of controlled Markov jump pro­

cesses. None of all the above mentioned references focuses on convergence 

rates or bounds. As far as we know, the literature does not provide such 

results nor a general approach to obtain them for controlled stochastic 

processes. 

This chapter concentrates on a general framework of time-discretiza­

tion for controlled Markov processes in order to approximate several func­

tions of interest associated with the continuous-time model. The approxi­

mation analysis deals with rates of convergence or bounds with respect to 

some appropriate norm and is developed for a wide class of time-discreti­

zations. Especially from a numerical point of view the latter fact might 

be useful, although numerical analysis is not fncluded in this monograph. 

The approximation results are obtained by considering the discrete-time 

approximation of time-difference equations. The derivation of these equa­

tions follows from the Markov property. 

Since non-linear and time-dependent operators has to be taken into account, 

we present an approximation lemma, to be seen as extension of the Lax­

Richtmeyer theorem. The concepts consistency and stability are redefined 

in analogy with chapter I. Similarly to the Lax-Richtmeyer theorem,the 

approximation lemma states that consistency together with stability im­

plies convergence. In addition, the order of convergence can be concluded 

from the order of consistency. 

Since,however, in contrast with chapter I we consider time-difference in 

stead of time-differential equations, the consistency will not be implied 

by convergence of the discrete-time generators to the continuous-time 

generator but requires also sufficient smoothness with respect to the time 

parameter of the continuous-time function. 

The approximation lemma yields the discrete-time approximation for 

transition probabilities, 

finite horizon costs functions, and 

finite horizon optimal cost functions 

by verifying a corresponding and so-called 

smoothness asswrrption as well as a 

(strong)-consistency- and (strong)-stability relation. 
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The possibility of choosing an appropriate norm enables us to deal with 

unbounded functions and unbounded infinitesmal characteristics. The possi­

bility of obtaining rates of convergence can be helpful for concluding con­

vergence uniformly within a class of controls as well as for constructing a 

nea:I'ly-optimal control. 

As in chapter I much attention is paid to applying the method of 

time-discretization to controlled processes of jump and diffusion type. 

The discretizations given are just the controlled analogues of those pre­

sented in chapter I and can be seen as natural approximations. More advan­

ced discretizations will certainly be better from a computational point of 

view. Nevertheless, these 'naive' discretizations must just be seen as il­

lustrations and as a first step to a more computational approach for con­

trolled jump and diffusion models. 

The scope of this chapter is as follows. Section 2 starts with the 

formal description of controlled Markov processes by means of introducing 

the concepts of a control object and an admissible Markov control. There­

after,it presents the semigroup description for transition probabilities 

and the three types of functions for which the approximation analysis will 

be developed. Section 3 provides the time-difference equations for these 

functions. Next, in analogy with the continuous-time model also the dis­

crete-time Markov process is given by means of introducing the concept 

of an h-control object. The admissibility of a Markov control for the 

discrete-time model is almost automatically fulfilled. Sections contains 

the approximation lemma as well as an additional lemma from which consis­

tency and orders of convergence can be concluded. Section 6 applies the 

general approximation results to controlled Markov processes. First,the 

essential (strong)-consistency and (strong)-stability relations are col­

lected in subsection 6.2. Next,in a general setting,the convergence of dis­

crete-time approximations for each of the three types of functions is shown 

succesively in the subsections 6.3, 6.4 and 6.5. 

Application of the approximation-method is shown for controlled Markov jump 

processes in section 7 and for controlled stochastic differentials equations 

(diffusion processes) in section 8. Besides the approximation of the_ three 

types of functions,both sections giv~,as special application,the construc­

tion of nearly-optimal controls. Finally, section 9 contains a discus­

sion on related literature. 



2. CONTINUOUS-TIME CONTROLLED MARKOV PROCESSES 

2.1 DESCRIPTION AND DEFINITIONS 

This chapter is concerned with continuous-time controlled Markov 

proc~sses. Such a process satisfies the following informal description. 
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The state of a process is observed continuously. A control n pres­

cribes at any time-point ta decision rule n(t). Given that at a time-point 

the current decision rule is 6, then the evolution thereafter is infinitesi­

mally determined by an infinitesimal operator A6• 

The infinitesimal operator itself is determined by infinitesimal characteris­

tics, such as jump rates, or drift and diffusion functions, which depend on 

the actual state and decision rule. 

A decision rule, say 6, in turn prescribes for the actual (observed) state, 

say x, a decision (controle variable) o(x) which has to be chosen. Usually, 

the infinitesimal characteristics depend on a decision rule throue;h the 

decision, 

Costs are taken into account by means of a cost rate function depending on 

the actual stat.e and decision. 

In order to give a formal presentation.of continuous-time controlled 

Markov processes,we introduce the concept of a control object. 

DEFINITION 2.1.1. A control object is a 7-tuple 
6 (s,r ,ti,µ,DA,{A loEti} ,L) , where 

(i) Sis a separable complete metric space with Borel-field~. 

(ii) 

(iii) 

(iv) 

(v) 

(vi) 

(vii) 

r is a separable complete metric space with Borel-field ~(r). 

ti denotes a set of Borel-measurable functions 6:S ➔ r. 
µ denotes a bounding function, (cf. definition 2.2 of chapter I). 

DA is a nonempty subset of Bµ (cf. notation 2.3 of chapter I). 

For any 6Eti: l 5 is a linear operator from DA to Bµ. 

L: S x r ➔ IR is a Borel-measurable function. 

Throughout this chapter the above characteristics are given the 

following interpretation: 

(i) Sis the state space of the process. 

(ii) r denotes a set of decisions. At each time-point a decision has to 

be taken from r. 
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(iii) fi presents a set of decision rules i.e.; if the current decision rule 

is 6Efi and the actual state is x, then the decision 6(x)Er is chosen. 

µ is a bounding function and determines the class Bµ. (iv) 

(v) 6 DA is a domain on which for all decision rules 6Efi the operator A is 

defined. 

(vi) A6 indicates an infinitesimal opera-tor under decision rule 6Efi. 

(vii) L represents a cost-rate function i.e.; if during [t,t+fit], where fit 

is small, the state remains constant, say x, and the decision chosen 

is always y, then the costs incurred are fitL(x,y). 

REMARKS 2.1.2. 

D 

I. It is well-known that a domain DA of infinitesimal operators is very 

important in view of the uniqueness of a corresponding process. For 

instance, uniqueness can not be guaranteed if DA is too small. There­

fore, it may be noted that, as for the applications in chapter I, 

also for the applications in this chapter, given in section 7 and 8, 

the µ-closure of DA contains Cu(S). 

2. The approximation analysis which follows does not require further 

specification on the set of decision rules fi. As examples consider: 

(i) fi = {6: S ➔ fl6 measurable}. 

(ii) For any xES there exists a r (x) c f · and 

fi = {6: S ➔ f J6 (x) Ef(x) for all xES}. 

However, we only make the assumption (i) in parts of section 7 and 8. 
D 

For the rest of this chapter, with exception of the applications given 

in section 7 and 8, consider a fixed control object. Although the defini­

tions, notations and results which follow depend on the control object un­

der consideration, this dependence will not be mentioned explicitly. 

This fact must be kept in mind throughout this chapter. 

A continuous-time controlled Markov process is determined by its 

control object and a control. In the setting of this chapter we restrict 

ourselves to non-randomized Markov controls defined below. 

DEFINITION 2.1.3. A non-randomized Markov control is a function rr: [0 00 ) ➔ fi. 

Let IT(M) denote the set of all non-randomized Markov controls. 0 
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Not for any non-randomized Markov control the existence and unique­

ness of a continuous-time Markov process is guaranteed. Therefore, we in­

troduce the notion of an admissible Markov control. 

DEFINITION 2.1.4. A Markov control rrEIT (M) is called admissible if the 

following two conditions are fulfilled: 

(i) There exists a unique collection of transition probabilities 

(2.1.1) 

{ Prr I s, t::: O} and this collection satisfies the Chapman-Kolmo­
s, t 

gorov equation (see definition 0.3 )as well as for any 

fEDA and t::: 0: 

(ii) For some 
rr 

cess {Xt 

initial random element z0 there exists a unique Markov 

It::: O} with transition probabilities {Prr I s,t::: O} 

pro-

and such 
rr rr s,t 

that: x0 = z0 and IP ((Xt)t:::OED[0, 00)) = I. 

For rrEIT(M) an admissible control the Markov process {Xrr I t::: O} is called 
t 

a continuous-time controlled Markov process. 

REMARK 2.1.5. In the above definition of an admissible control the unique­

ness is just stated and does not necessarily result only from the additio­

nal requirements. For instance, the uniqueness of a semigroup of transi­

tion probabilities is not guaranteed only by (2.1. I). In fact,we need im­

plicit conditions on the control object, especially with respect to the 

operators A6 and the domain DA, and on the control TT which must guarantee 

the existence and uniqueness. 

D 

For the applications given in section 7 and 8 the admissibility of controls, 

i.e.; the existence and uniqueness of transition probabilities and a cor-

responding Markov process, will be verified. 

From now on let Z> 0 be fixed. We also call a control rrEIT(M) 

admissible if the conditions of definition2.1 .4 are satisfied only on the 

finite time interval [O,Z]. 

DEFINITION 2.1.6. Let IT(AB) be the set of admissible Markov controls such 

that any rrEIT(AB) satisfies for some bounding constant Mrr: 

D 
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(2.1.2) II f µ(y) PTT (. ;dy) II '.": MTT 
s,t µ ' s 't '.": z. □ 

In the rest of this chapter let for TTETI (AB) : {PTT t I s, t '.": Z} denote s, 
the unique collection of transition probabilities given by definition 2.1.4 

and MTT the bounding constant given by (2. I . 2). 

Further, we make use of the following notational conventions: 

NOTATION 2. I. 7. If {ft It E [O,Z]} is a µ-bounded family in Bµ, such that 

for any xES: ft(x) is Lebesque integrable in tE[O,Z], 

then for t '.": Z we write 

(2.1.3) { 
z 

g = f f ds 
t t s 

z 

, if for all xES: 

gt (x) = f £ s(x)ds, as Lebesque integral. 
t 

In particular, conclude that { gt I tE [O ,Z]} is a µ-bounded subset of Bµ. □ 

NOTATION 2.1.8. For BEfi: 16 (x) 

For TTE.TI(M),t':: 0 and TT(t)=B 

L(x,B(x)) ,xES 
TT 6 

Lt(x) = L (x) ,xES 

REMARK 2.1.9. In our setting we consider a cost-rate function LTT(t) 

and an operator ATT(t) which depend on thA actual time parRmeter t 

only through the current c'ecision rule TT(t). It may be clear to the 

reader, however, that the analysis of this monograph can simply be 

extended by allowing an additional and explicit time dependence as 
TT(t) TT(t) 

L and A under current decision rule TT(t) at time-point t. 
Such an extension is not included for notational convenience. 

□ 

□ 
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2.2 SEMIGROUP DESCRIPTION 

Let rrETT (AB). Then for any s, t '.': Z relation (2. I. 2) justifies the 

definition of an operator: Trr : Bµ➔ Bµ given by 
s,t 

(2.2.1) Trr tf (x) 
s, 

f f(y) PTT (x;dy) 
s,t xES. 

Moreover, since the transition probabilities satisfy the Chapman-Kolmogo­

rov relation (see (0.1)),the proof of the following lemma can be given in 

analogy with that of lemma 2.6 of chapter I. 

LEMMA 2. I. I. The collection {Trr I s, t '.': Z} is a serrrigroup of linear ope­
s, t 

rators on Bµ such that for any fEBµ: 

(2.2.2) Trr f EBµ ; Trr f = f s '.': t '.': z. s,t s,s 

(2.2.3) Trr f TTT (T; tf) s '.': 0'.': t '.': z. s,t s,0 • 

(2.2.4) II Trr f II '.': II f II Mrr 
.s. t µ µ s '.': t '.': z. 

REMARK 2. L 2. Since the semigroup { Trr I s, t :". O} is inhomogeneous in the 
s,t 

time ·parameter,the results of section 2 chapter I can not be transferred 

directly. Particularly, several additional smoothness conditions with re­

spect to the time parameter have to be made in order to show that the 

semigroup corresponds to unique solutions of time-differential equations 

or equivalently to a properly-posed initial value problem. 

In this chapter,however, we prefer to deal with time-difference equations 

and we give smoothness conditions later on for direct application to the 

approximation analysis. 

D 

D 
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2.3 FUNCTIONS OF INTEREST 

This subsection presents the three types of functions for which the 

method of discrete-time approximation will be examined. In order to present 

these functions as well as for purposes in subsequent sections, some assump­

tions are included. The three types of functions and the corresponding assump­

tions are given below in §1, §2 and §3 respectively. 

§I. EXPECTATION OFF; FIXED CONTROL 

Let TTETI(AB) and £EDA. For all tSZ and xES consider the expectation 
TT off induced by P 2 (x;-): 
t, 

(2. 3. I) 
TT 

T 2f(x) 
t, 

f f(y) PTT z(x;dy). 
t, 

ASSUMPTION 2.3.1. 

(i) {T:,zf I tE [o,z]} c DA. 

(ii) {ATT(t) TTT 2f J :t E [O,Z]} is µ-bounded. 
t, 

§2. FINITE HORIZON COST FUNCTION; FIXED CONTROL 

Let TTETI(AB) and suppose that the following assumption holds. 

ASSUMPTION 2.3.2. For any tSZ the function TTT LTT(s) is µ-continuous 
t,s 

□ 

andµ- bounded in sE[t,Z]. □ 

The finite horizon cost function v;, t s Z, is defined by 

(2.3.2) 
z f TTT LTT (s) d 

t,s s. 
t 

TT 
The value Vt(x) represents the expected total costs from the time-point 

t up to Z given that the state at time-point tis x 

ASSUMPTION 2.3.3. 

(i) {v: J tE [o,z]} c DA • 

(ii) {ATT(t) v; J tE[O,Z]} is µ-bounded. □ 



§3. FINITE HORIZON OPTIMAL COST FUNCTION 

ASSUMPTION 2.3.4. There exists an operator J: DA -+-Bµ such that 

(2.3~3) Jf(x) inf [L6 (x) + A6f(x)] 
BE!:, 

for all fEDA and xES. 

Note that this assumption requires that the right hand side of (2.3.3) 

exists and is finite for all fEDA and xES. Suppose that assumption 2.3.4 

is satisfied and consider: 

ASSUMPTION 2.3.5. There exists a unique collection{~\ I tE[O,Z]} CDA with 

{J(I/Jt) I tE [O,Z]} µ- bounded and satisfying the finite hoJ"l'.zon continuous­

time optimality equation: 

z 

! 1/Jt j J (1/J ) ds , t:SZ. 

(2.3.4) 
t s 

1/Jz = 0 . 

1/J t, t :s Z, is called a finite horizon optimal cost function. 

Note that (2.3.4) requires that for any xES the function J(I/Js)(x) is 

Lebesque integrable ins. 
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□ 

□ 

REMARK 2.3.6. It is well-known that for jump- and diffusion-type applica­

tions the value 1/Jt(x) can be interpreted as the optimal ('minimal') ex­

pected total costs from time-point t up to Z given that the state at time­

point t is x; where for t > 0 the 'minimum' is taken over a wide class of 

Markov controls and fort= 0 also history dependent controls can be 

taken into account. (cf. Yushkevich (1980), Fleming and Rishel (1975)). □ 

REMARK 2.3.7. By combining (2.3.1) and (2.3.2) one can also consider a 

finite horizon cost function with a terminal cost function, say f, 

at time-point z. Correspondingly, 5 can be replaced by fin (2.3.4); □ 
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3. TIME-DIFFERENCE EQUATIONS 

This chapter is concerned with the discrete-time approximation for 

each of the functions given by (2.3.1), (2.3.2) and (2.3.4). 

In chapter I we dealt with discrete-time approximations for so-called 

initial value problems or equivalently for functions satisfying a time­

differential equation. 

In order to proceed in analogy with chapter I,the functions to be approxi­

mated will be presented by time-evolution equations. In the setting of this 

chapter,however, it is convenient to give such equations as time-difference 

in stead of time-differential equations. 

The time-difference equations presented are direct consequences of 

the Markov- or equivalently semigroup property (2.2.3),respectively the 

integral representation (2.3.4). Moreover, we let the form of these equa­

tions correspond to time-difference equations which are given in section 4 

for discrete-time controlled Markov processes. This can be seen by compa­

ring (3,1.3) with (4.2.3), (3.2.3) with (4.2.6) and (3.3.2) with (4.2.9). 

Since also the structure of all these equations is one and the same, we 

are able to present one approximation lennna in section 5 which can be 

applied for each of the functions of interest. 

Let h > 0 and t :'.:: Z such that t+h :'.:: Z. 

3.1. TRANSITION PROBABILITIES 

Let rrEIT(AB), fEDA and suppose that assumption 2.3.1 holds. Accor­

ding to the semigroup property (2.2.3) we can write 

(3. I. 1) TTT f 
t,Z 

Hence, by defining 

(3. I. 2) ( [TTT -1 1 - hATT(t)) TTT f 
t,t+h J t+h,Z 

relation (3.1.1) can be rewritten as 

(3. I .3) TTT f TTT f 
t,Z - t+h,Z 

hArr(t)(TTT f) + Rrrt(T,f,h). 
t+h,Z 
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3.2. FINITE HORIZON COST FUNCTION 

Let rrEIT(AB) and suppose that the assumptions 2.3.2 and 2.3.3 hold. 

By virtue of the semigroup property (2.2.3) and the fact that TTT is a 
f,t+h 

linear and bounded operator on Bµ, we can write 

(3.2.1) 

Hence, by defining 

(3.2.2) 

relation (3.2.1) can be rewritten as 

(3.2.3) 

3.3 FINITE HORIZON OPTIMAL COST FUNCTION 

Suppose that the assumptions 2.3.4 and. 2.3.5 hold. Define 

(3. 3. I) J(¢ )ds - hJ(¢ h). 
s t+ 

Then, the optimality equation (2.3.4) becomes 

(3.3.2) 
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4. DISCRETE-TIME CONTROLLED MARKOV PROCESSES 

4.1. DESCRIPTION AND DEFINITIONS. 

Let h>O. A discrete-time controlled Markov process at time-points 

{nh In= O, 1,2, ••. } can be briefly described as follows. 

At each of the time-points the state of a process is observed. A 

control TT prescribes for any time-point nh a decision rule rr(nh). 

If at a time-point nh the observed state is x and the decision rule is 6, 

then the state at time-point nh+h is determined according to a one-step 

transition probability P~(x;.). 

Consequently, on a finite time interval [O,Z] a discrete time controlled 

Markov process is completely determined by a finite number of decision 

rules and one-step transition probabilities. 

Further, at each time-point the current decision rule ,say 6, prescribes 

for the observed state, say x, decision o(x) which has to be chosen. If 

the observed state is x and decision a is chosen,then a one-step cost 

hL(x,a) is incurred. 

In contrast with a continuous-time controlled Markov process,the 

existence and uniqueness of a discrete-time controlled Markov process can 

be proven constructively. This will be shown below. First let us give the 

necessary notation and definitions. 

DEFINITION 4.1.1. Anh-control object is a 7-tuple 

(s,r ,ll,µ,h,{P~ I BELi}, L), where 

(i) s,r,ll andµ are as defined in section 2. 

(ii) h > 0 denotes the step size of the process i.e.; the distance between 

the equidistant time-points at which the process is generated. 

(iii) For any BELi: P~: SxB ➔ JR is a transition probability, and can be 

interpreted as the one-step transition probability under current 

decision rule 6. 

(iv) L: Sxf ➔ JR is the measurable function defined in section 2, but here 

we let hL represent a one-step cost function. 
D 

In the rest of this section,consider a fixed h-control object 
6 (s,r ,ll,µ,h,{Ph I oEll }, L). 
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DEFINITION 4.1.2. A non-randomized h-Markov control is a sequence of deci­

sions rules (n(O), n(h), TT(2h), .•• , TT(nh), •.. ) such that for all 

nE IN : TT (nh) Ell. 

Let Tih(M) denote the set of all non-randomized h-Markov controls. 

The following lemma, which may be seen in contrast with definition 2.1.4, 

guarantees the existence and uniqueness of transition probabilities and a 
h Markov process for any TTETI (M). 

h LEMMA 4.1.3. Let TT= (TT(O), TT(h), TT(2h), ... , TT(nh), ... ) ETI (M). Then: 

(i) There exists a unique collection of transition probabilities 

{P~ I j s n; j ,nEIN} such that for any j EN, xES and BE~: J ,n 

(4.1.1) { 
\ 

h 
P. . (x;B) 
J,J 

IB (x) and for n?: j: 

h f TT(nh) h P. 1(x;B) = Ph (z;B) P. (x;dz) 
J,n+ J,n 

(ii) For any random element Z~ on S there exists a unique Markov process 

{X~h In= 0,1 ,2, ... } with xt= zt and transition probabilities 

{P.h h I j,nEN} where P.h h=P~ for aU jsn; j,nEIN. 
J ,n J ,n J ,n 

PROOF. 

(i) Directly by construction (4.1.1). 

(ii) According to the theorem oflonescu-Tulcea (see Neveu (1964) p.145) 

there exists a unique random process {X~h In~ 0,1,2, ..• } such that 

for any nEN and B0 ,B1, •.. ,Bn+I E ~ : 

(4.1.2) 

h By construction (4.1.1) of the transition probabilities {P. lj::::n;j,nEN}, 
J ,n 

we have for all j s es n, xES and BE~: 

(4.1.3) Ph (x·B) = /Ph (z·B) Ph (x•dz) 
j ,n ' e ,n ' j ,e ' 
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Consequently, the Chapman-Kolmogorovequation is satisfied. Hence,from 

(4.1.1), (4.1.2) and (4.1.3) we conclude that {X:hJn = 0,1 ,2, ... } is a 

Markov process with transition probabilities{P~ J j,nEN} given by 

(4.1.1), 
J,n 

REMARKS 4.1.4. 

I. Note that the systems (4.1.1) and (4.1.2) give a recursive contruc­

tion of the transition probabilities and the Markov process. 

2. In view of lemma 4.1.3 any control rrEITh(M) may be called admissi­

ble for the h-control object. 

3. In order to avoid too much notational complexity we have omitted 

to indicate the control as an index if we consider a discrete-time 

controlled Markov process. It will always be made clear in advance 

which control is under consideration. 

4. In accordance with lemma 4.1.3,let for rrEITh(M) the collection 

{P~ J j ,n E N} ,defined by (4. I. I) ,denote the transition probabili-
J ,n h 

ties of the process {XnhJn = 0,1,2, .•. }. 

5. It may be remarked that the step-size his indicated by a subindex 

for the collection {P~ J 6E6} given above as well as for the collec­

tions {T~ J 6Ell} and{i{ J 6Ell} defined below. 

For all other symbols,h will be indicated as a superindex. 

DEFINITION 4.1.5. Let 6E6 and assume that 

(4. I .4) II f µ(y) P~(-;dy) IIµ<"'· 

Then, let T~ : Bµ--+ Bµ be defined by 

(4. I. 5) f f(y) P~(x;dy) 

Further ,define the operator { : Bµ--+ Bµ by 

(4.1.6) 

which we call the one-step generator under decision rule 6. 

D 

D 

D 
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DEFINITION 4.1.6. Let Tih(AB) be the set of controls rrETih(M) such that any 

rrETih(AB) satisfies for some constant Mh: 

(4.1.7) II J µ(y) ph (•;dy)II :'.': Mh j,n :'.': e. 
j,n µ 

Then for rrETih(AB) and j ,nEN we can define an operator T~ : Bµ-+- Bµ by 
J ,n 

(4.1.8) h f h T. f(x) = f(y) P. (x;dy) 
J,n J,n 

Vx Es, 

and according to (4.1.8) we find 

(4. I. 9) 

Further, since (4.1.7) is satisfied for any jEN and with n = j+l,it fol­

lows from (4.1.1) that relation (4.1.4) is valid for any 6E 

{rr(O), rr(h), rr(2h), ••• , rr(nh), ••• } c fi. Hence, the notations (4.1.5) and 

(4.1.6) are justified if we consider rrETih(AB). 

4.2. FUNCTIONS OF INTEREST. 

This subsection presents the discrete-time analogues of the three 

types of functions,which for continuous-time processes are defined by 

(2.3.1), (2.3.2) and (2.3.4). 

In view of the approximation analysis which will follow,we also present 

one-step recursion relations: see (4.2.2), (4.2.5) and (4.2.8). These re­

lations show that the discrete-time functions can be computed recursively. 

In addition, the relations will be rewritten as time-difference equations 

in order to illustrate the correspondence with the time-difference equa­

tions (3.1.3), (3.2.3) and (3.3.2) for the continuous-time functions. 

The three functions of interest and corresponding relations are 
-I given below in §I., § 2 and § 3 respectively. Let .e = [Zh ]. 

§ I • EXPECTATION OF F; FIXED CONTROL 

Let rrETih(AB) and fEBµ(S). For any j < .e and xES consider the 

expectation off induced by the transition probability 

D 
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(4.2.1) h 
T. t f (x) 

J ' 
ff (y) P~ "(x;dy). 

J '" 

By virtue of (4.1.1) it can be shown analogously to lenn:na 2.6 of chapter I 

that for any fEBµ and j<e: 

(4.2.2) h 
T. i 

J ' 

Further, by using (4.1.6) and (4.2.2) we easily obtain 

(4.2.3) 

§2. FINITE HORIZON COST FUNCTION; FIXED CONTROL 

Let TTEITh(AB) and suppose that the following assumption is satisfied: 

ASSUMPTION 4.2.1. {LTT(jh)I j <t} c Bµ. 

The finite horizon cost function V~ is defined by 
J 

(4.2.4) v~ 
J 

Since assumption 4.2.1 is satisfied it follows from (4.2.2) and (4.2.4) 

that the collection of cost functions {V~ I j s t} satisfies the system: 
J 

(4.2.5) 

' j < t. 

Note that (4.2.5) can be solved recursively. 

Further, by using (4.1.6) and (4.2.5) we easily find 

§ 3 . FINITE HORIZON OPTIMAL COST FUNCTION 

NOTATION 4.2.2. Consider a collection of functions {g6 J6E~} c Bµ. 

The function go : S ➔ IR U {-00 } given by 

gO(x) = inf [g6 (x)] , xES, will be denoted by: inf [g6 ]. 
6E~ 6E~ 

□ 

□ 



79 

ASSUMPTION 4.2.3, For some subset FC Bµ ,<with OEF, and all fEF: 

(4.2.7) inf [hL o + T ~ f] E F. 
6E6. 

Let assumption 4.2.3 be satisfied. 

Then, there exists a unique collection {~~ I j S .e} c F 
J 

satisfying the finite hoPizon disaPete-time optimality equation 

(4.2.8) 

' j < i',. 

Note that (4.2.8) can be solved recursively. Further, by using (4.1.6) and 

(4.2.8) we easily find 

(4.2.9) 

□ 
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5. APPROXIMATION LEMMA 

In analogy with section 3 of chapter I,this section is concerned 

with the convergence of time-difference methods and therefore contains an 

approximation lennna. 

This lemma can be seen as a partial extension of the standard Lax-Richt­

meyer theorem in that it allows non-linea:Y' and time-inhomogeneous methods. 

Such extensions are well-known in the literature on numerical analysis, 

see for instance Ansorge and Hass (1970). The approximation lemma presen­

ted in this section,however,is given in a form which is more suitable for 

our purposes. Therefore,it concerns time-difference equations in stead of 

properly-posed initial value problems, In view of the time-difference 

relation (3.1.3), (3.2.3) and (3,3.2),these equations are given as 

backivards time-evolution equations. 

In analogy with chapter I we redefine the essential concepts of 

consistency and stability. and the approximation lemma of this chapter also 

states that consistenqy together with stability implies convergence. 

Especially for direct application to the time-difference equations 

(3. I • 3), (3. 2. 3) and (3. 3. 2) we also include a more specific lennna. This 

lennna concerns consistency and orders of convergence. 

In this section let B denote a Banach space endowed with norm 11-11, 

Further, let h0 > 0 be fixed and as before write e = [Z h -I]. 

DEFINITION 5. I. Let {E~ I jh::: Z, jEN, hE(O,h0]} be a family of operators 

E~: B ➔ B and let uEB. 3Then we have a properly-posed time-difference 
J 

problem if there exists a family {Ut I tE [O,Z]} c B such that for all h:::h0 : 

(5. I) h 
E. (U "h h) J J + 

and Ut is strongly continuous in tE[O,Z]. 

NOTATION: P(B,Z,E,u) denotes this problem. 

u , 

The collection {UtltE[O,Z]}is called the solution of P(B,Z,E,u). 

Note that,since (5.1) must be satisfied for any hE(O,h0] there can only 

exist a unique family {U I tE [O,Z]}. Further, it is emphasized that the 
h t 

operators E. can be non-linea:Y', 
.1 

□ 
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DEFINITION 5.2. Let P(B,Z,E,u) be a properly-posed time-difference problem 

and {Ut I t :': Z} its solution. 

(i) A family of operators~= {c1 I jh< Z, jElN, hE(O,h 0]} with 

C~ : B ➔ B, jh < Z, is called a difference-method if for some con­
J 

(ii) 

(5.2) 

(iii) 

(5.3) 

and 

(5.4) 

stant K: l[C~ c II:': K[[cl[ for all jh < Z and cEB. 
J 

~ is called consistent if 

convergences to O uniformly in j < l as h ➔ 0. 

~ is called stabl-e if for constants K1,with j<l and hE(O,h 0] ,arid 

for some constant KC the following conditions are satisfied: 

{ 
h 

- c1 (c2) II='= K1 llc1 - c2 [1 IIC/c 1) 

for all c1, c2EB,j<l and hE(O,h ] , 
0 

ID 

[K~] 

{ 
IT :': KC 

j=n J 

for all n<m< t and hE(O,h0]. 

(iv) ~ is called convergent if by defining for all h :': h(): 

(5.5) U~ = u,· uhJ_ = h h ch (Uh) ,, C j C j + I • ' ' f-1 t 
we obtain 

(5.6) { 
l[uh - u II 

n t 

with I nh-t I < h converges to O uniformly in t :': Z as h ➔ 0. 

These definitions enable us to present the main approximation lemma. 

LEMMA 5.3. (APPROXIMATION LEMMA) 

Let MD be a difference-method for P(B,Z,E,u). 

Then~ is convergent if it is consistent and stable. 

PROOF. Let~ be consistent for u and stable. For all hE(O,h 0] write 

D 
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6~ h j::: e 

{ 
=Uj-Ujh , ' J 

(5. 7) 
h c~ h j < e e. (Ujh+h) - Ej (Ujh+h) J J 

According to the relations (5. I) and (5.5) we have 

(5.8) 

Consequently, relation (5.3) directly implies 

(5. 9) h < h h h II 6 • II - K. II 6 • 1 II + II e . II • 
J J J+ J 

By using this inequality for j = n,n+l, .•• ,t-1 and applying the stability 

condition (5.4) we conclude that 

(5. IO) 

Further, by virtue of the continuity condition of definition 5.1: 

(5. 11) , as h->- 0. 

And the consistency condition (5.2) yields that unifonnly in j < t 

(5.12) 
h -1 lie. II h ➔ 0 
J 

, as h ➔ O. 

Combination of (5.10), (5.11) and (5.12) shows that unifonnly in n<t: 

(5. 13) ll6h II ➔ 0 
n 

, as h ➔ 0, 

Finally, the proof is completed by writing with jnh-tj :::h.: 

(5.14) lluh - ut II ::: 116 II + llu h- utll n n n · 

and using (5.13) together with the continuity condition of definition 5.1. 

□ 

In order to apply the above approximation lemma to time-difference 

problems corresponding to the equations (3.1.3), (3.2.3) and (3,3.2),let 
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us consider the following assumption. 

ASSUMPTION 5.4. Let DCB, {Ut I tE [o,z]}c D , 

{At I tE [O,Z]} a family of operators At: D ➔ B, t::: Z, and 

{Rt(h) I t+h:SZ, tE[O,Z], hE(O,ho]}CB such that for all h:::ho: 

(5. 15) , t+h s Z , 

and At (U t+h) is II. II-bounded uniformly in t+h::: Z. 

Next,consider a difference-method~= {c!ljh::: z, jEN, hE(O,h0 ]} 

and define for all jh<Z an operator A~: B ➔ B by 
J 

(5. 16) 

LEMMA 5.5. Let assmuption 5.4 be satisfied and suppose that 

(5. 17) 

converges to O uniformly in t ::: Z as h-+ O. 

Then {Ut I tE[O,Z]} is the solution of a properly-posed time-difference 

problem P(B,Z,E,u) with u = Uz and for aU cEB, jh+hS Z: 

(5. 18) 

Further, we have: 

(i) ~ is consistent if 

(5. 19) 

{ oonverg,s to O uniformly in jh+h < z as h ➔ O. 

(ii) Let ~ be stable, p::: 1 and suppose that 

(5.20) { 
is convergent of ord.er O (hp) uniformly in jh+h::: z. 

D 
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Then, 

(5. 2 I) 

{ ,,i th n• [th - I I is aon;Jergent of onle, O (h P) uni fom ly in t s Z. 

PROOF. The relations (5.15) and (5.18) directly imply (5.1) with u = UZ. 

Further, since At (U t+h) is 11.11 bounded unifonnly in t+h::: Z, we conclude 

from (5.15) and (5.17) that for some constant Land all h:::h0 : 

(5. 22) 

Consequently, Ut is Lipschitz int with respect to the nonn II.II which 

implies the strong continuity of Ut int. This completes the conditions 

of definition 5.1 for P(B,Z,E,u). 

We proceed by proving (i) and (ii). 

(i) By using (5.16) and (5.18) we can write 

(5. 23) 

The relations(5.17), (5.19) and (5.23) directly yield the consistency. 

(ii) Consider the proof of the approximation lemma 5.3 and note that 

e~ h-l is given by expression (5.23). Hence, (5.20) implies that 
J 

expression (5.12) is convergent of order O(hP), Since also (5.22) im-

plies an order of convergence O(h) in (5.11), the relations (5.10), 

(5.11), (5.12) and together with the fact that p::: 1, yield an order of 

convergence fJ(hp) in (5,13). 

Finally, this latter fact together with the Lipschitz relation 

(5.22) again, implies that the right-hand side of (5.14) is con­

vergent of order O(hP). D 

REMARKS 5.6. 1. Obviously, we could have given an extended definition of a 

stable difference-method more general than by (5.3) and (5.4), such that the 

if-part of the standard Lax-Richtmeyer theorem follows directly fromm lemma 5.3. 

For our purposes, however, (5.3) and (5,4) are sufficient and more convenient. 

2. Similarly to remark I. 3. 8, the restriction p::: 1 can be relaxed to p > O , 

if tis replaced by nh in (5.21) and if, in addition, Uth-u is of order O(hP). □ 
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6. DISCRETE-TIME APPROXIMATIONS 

6.1. INTRODUCTION AND SUMMARY 

The approximation analysis of section 5 will be applied in this 

section to conclude that the three types of continuous-time functions 

given by (2.3,1), (2.3.2) and (2.3,4) can be approximated by the corre­

sponding discrete-time functions given by (4.2.1), (4.2.4) and (4.2.8) 

respectively. 

In view of the time-difference equations presented in section 3 espe­

cially lemma 5.5 will be used. As a result, for each of the three types 

of continuous-time functions convergence of discrete-time approximations 

can be concluded if the following three conditions are fulfilled: 

(i) The continuous-time function is sufficiently smooth with respect 

to the time-parameter so that it satisfies a so-called smoothness­

assumption (see 6.3.1, 6.4.1 or 6.5.1). 

(ii) The discrete-time generators converge to the infinitesimal operator 

of the continuous-time process as required by the consistency 

relation (6.2.1) or the strong consistency relation (6.2.2). 

(iii) The discrete-time one-step transition probabilities satisfy the 

stability relation (6.2.3) or the strong stability relation (6.2.4). 

By verifying these conditions the discrete-time approximation is shown for: 

I. Transition probabilities (subsection 6.3). 

2. Finite horizon cost functions (subsection 6.4). 

3. Finite horizon optimal cost functions (subsection 6.5). 

As an implication of I, also weak convergence of processes is considered. 

Throughout this section we consider 

(S;f,i'l,µ,DA,{A0 joEb},L) as fixed control object and 

(S,f,i'l,µ,h ,{P~joEM,L) ash-control object for all hE(O,h0]. 

For TTETI(AB) let {PTT tls,t~ O] denote the transition probabilities of the 
s, 

continuous-time controlled Markov process under control TT as given by 

definition 2.1.4. And for any h:::h0 let {P~ jj,nEIN} be the transition 
J,n 

probabilities of the discrete-time controlled Markov process as given by 

lemma 4.1.3 under h-control TTh = (TT(O),TT(h),TT(2h), .•. ). 

Further, recall (4.1.5) for T~ and (4.1.6) for~= [T~-I]h-l 
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Finally, we note that for each of the three types of continuous-time func­

tions the so-called smoothness assumption 6.3.I, 6.4.J, or 6.5.1 includes 

all assumptions made with respect to that function in preceding sections. 

The so-called consistency and stability relations for this chapter are 

defined in the next subsection. Recall that t=[Zh-1]. 

6.2. CONSISTENCY AND STABILITY RELATIONS 

In the definitions below consider a collection {Ut Its Z} c 

DA and 1TETT (AB). The collection will be specified by 

Ut T1T f with 1TEIT(AB) and £EDA in subsection 6.3 t,Z 

Ut v: with 1TEIT(AB) in subsection 6.4, and 

in subsection 6.5. 

Consistenay relation: 

(6.2.1) { 
II (A! (jh) - Arr (jh)) U. II 

-n Jh+h µ 

converges to O uniformly in jh+h s Z as h➔ 0. 

Strong consistency relation: 

(6.2.2) { 
converges to O uniformly in jh+h s Z as h➔ 0. 

Stability relation: 

(6.2.3) { 
11 uniformly in jh < Z, h S h0 and for some constant K • 

Strong stability relation: 

(6.2.4) 
f sup II fµty) Ph6 (.;dy)/I s (l+hKb.) l 5 Eb. µ 

uniformly in jh < Z, h s h0 and for some constant Kb.. 
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REMARKS 6.2.1. 

1. Obviously, the strong relation (6.2.2) implies (6.2.1) and the 

strong relation (6.2.4) implies (6.2.3) for any rrEIT(AB). 

2. Let rrEIT(AB) and suppose that the stability relation (6.2.3) holds. 

Then from (4.1.1) and (6.2.3) it follows that for all j:::n:::l: 

(6.2.5) 

So that according to definition 4.1.6: rrh = (rr(O),rr(h),rr(2h), .•• ) mh(AB). 

Consequently, the notations (4.1.5) for T~ and (4.1.6) for { are . 

justified for any 6E(rr(O),rr(h),rr(2h), ••• ). If the strong stability rela­

tion (6.2.4) holds,then these notations are allowed for any BE~. 

These facts will be used in subsection 6.3, 6.4 and 6.5. 

6.3. TRANSITION PROBABILITIES AND PROCESS 

Let rrEIT(AB) be fixed, consider £EDA and recall the expressions 
rr rr 

(~.3.1~ for Tt.zf, (3.1.2) for Rt(T,f,h) as well as (4.2.1) 

with rr = (rr(O),rr(h),rr(2h), ••• ). 

SMOOTHNESS·ASSUMPTION'6~3.l. 

(i) Assumption 2.3.1 is satisfied, and 

(ii) 

(6.3.1) { 

converges to O uniformly in t+h::: Z as h-+ O. 

h 
for T. l 

J' 

□ 

□ 

THEOREM 6.3.2. Suppose that with ao"lleation {utltE[o,z]} ={ T:,lltE[Q,Z]} 

the foUowing aonditions ar>e satisfied, 

(i) The smoothness assumption 6.3.l. 

(ii) The aonsis tenay re "lation ( 6 • 2 • I ) • 

(iii) The stabi"lity re"lation (6.2.3). 

Then, 

{ 
II J f(y) P:, e<x;dy) - f f(y) P;,Z(x;dy) IIµ 

(6.3.2) 

with n= [th -I] aonverges to O uniform"ly in t::: Z as h-+ 0 • 



PROOF. By virtue of assumption 2.3.1 and the time-difference equation 

(3.1.3),the assumption 5.4 is satisfied with 

(6.3.3) 

Ut T1T f t,Z 

t ::5 z. 

Further, relation (6.3.1) implies (5.17). 

Next,define a difference-method~ by 

(6.3.4) 

Then,the one-step generator A~ defined by (5.16) equals the one-step 
1T (jh) J 

geFerator '\ as defined by (4.1.6) for all j,h. 
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Consequently, application of lenuna 5.5 shows that conditions (i) and (ii) of 

the theorem imply consistency of~ for the collection 

{utltE[o,z]} = {T: 2fltE[o,zJ}. , 

Next let us examine the stability of~-

With (6.3.4) and the stability relation (6.2.3) we find 

(6.3.5) 

1T 
for all f 1,f2EBµ and j<f,, Hence, with K! = (J+hK1T) and KC= eZK the 

relations (5.3) and (5.4) are satisfied which implies the stability. □ 

Further, from comparing (4.2.2) and (6.3.4) it follows that 

(6.3.6) T~ 0 f = U~ 
J > v J 

with U~ defined by (5.5) with u 
J 

f. 

Finally, the approximation lennna 5.3 completes the proof if we recall the 

consistency and stability as well as the expressions (2.3.1) and (4.2.1) □ 

REMARK 6.3.3. An order of convergence in (6.3.2) can be obtained by using 

(ii) of lennna 5.5 together with orders of convergence in the consistency 

relation (6.2.1) and the'smoothness 'relation (6.3.1). □ 
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The above theorem concerns expectations induced by transition pro­

babilities. Particularly, it enables us to study the weak convergence of 

the transition probabilities themselves as well as of the underlying 

controlled processes. Therefore, as in chapter I, we refer to definition 

0.10 for the notion of weak convergence and to the Appendix A for weak 

convergence on D-spaces. Further, recall that Cu(S) is the set of real­

valued uniformly continuous and bounded functions on S. 

THEOREM 6.3.4. Let G be a subset of Bµ with µ-closure containing Cu(S). 

Suppose that the conditions of theorem 6.3.2 are satisfied for any fEG. 

Then for aU t:::Z, xES and with n = [th-1], t = [Zh-1]: 

(6.3.7) 

PROOF. First of all,conclude that (6.3,2) is satisfied for any fEG. 

Further, for f 1 ,f2 EBµ it follows from (2. 1 .2) that for t::: Z: 

(6.3.8) 

and from (4.1.9) that for nh::: Z: 

(6.3.9) llf<f 1-f2)(y) Ph .(.;dy)II :::.Mhllf 1 -f211. n,v · µ µ 

Then,by using (6.3.2) for all fn, together with (6.3.8) and (6.3.9) and 

by letting n-+ 00,one can show that (6.3.2) holds for f. 

Finally, since convergence of functions within Bµ in µ-norm implies con­

vergence of their values for any fixed xES, the proof is concluded from 

the portmanteau theorem. (cf. Billingsley (1968) p.11). 

Let {x:lt~ O} be the continuous-time controlled Markov process 

as given by definition 2.1.4 induced by control TI and some X~ = z0 , 

and let for all h:::h0 : {X:hln = 0,1 ,2, ... } be the discrete-time con­

trolled Markov process given by lemma 4.1.3 induced by 
h h TI= (TI(O),TI(h),TI(2h), ••• ) and some XO= z0• 

-h 
Further, define for all h:::h0 a process (Xt\~o on D[0, 00) by 

□ 



(6.3.10) , tE [nh,nh+h), nEN. 

THEOREM 6.3.5. Let G be a subset of Bµ uJith µ-ciosure containing Cu(S). 

Suppose that for> each Z> 0 and fEG the conditions of theo:r>em 6.3.2 

as weU as the foUouJing conditions a:r>e satisfied: 

(6.3.11) 

(6.3.12) 

(6.3.13) 

(6.3.14) 

Then, 

(6.3.15) 

,· as ,h-+ O. 

J f(y) P;,Z(x.dy) is continuous in xES. 

sup µ (x) < 00 for> any compact set Q c S. 
xEQ 

One of the foUouJing hoids: 

(i) Condition (ii) of theo:r>em A.3.5. 

(ii) Condition (ii) of theo:r>em A.3.6. 

(iii)Conditions(ii) and (iii) of theo:r>em A.3.7. 

PROOF. As in the proof of theorem 6.3.4,we can show that for any fECu(S) 

and ZE(0, 00) relation (6.3.2) is satisfied. 

Consequently, together with (6.3. 13) we obtain for any fECu(S), Z> O: 

(6.3.16) sup I J f(y) P!,,e<x;dy) - f f(y) P:,z(x;dy) I -+ 0 
xEQ . 

as h-+ 0 for any compact set Q c S, with n = [th-l], t = [Zh-l]. 

From (6.3.12), (6.3.16) and the portmanteau theorem we obtain for any 

xES and collection {xhjhE(O,h0]} with xh-+x: 

(6.3.17) 

which proves relation (3.5) of the appendix A. The proof is com-
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pleted by theorem A.3.5, A.3.6 or A.3.7 corresponding to (6,3.14). □ 
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6.4. FINITE HORIZON COST FUNCTION 

Let rrETI(AB) be fixed and recall the expressions (2.3.2) for v;, 

(3.2.2) for R:(V,h) and (4.2.4) for v! with rrh = (rr(O),rr(h),rr(2h), ... ). 

SMOOTHNESS ASSUMPTION 6.4.1. The following conditions hold: 

(i) Assumption 2.3.2, 

(ii) assumption 2.3.3, 

(iii) assumption 4.2.1, and 

(iv) 

(6.4. 1) 

converges to O uniformly in t+h::: Z as h-+ 0. 

THEOREM 6.4.2. Suppose that with collection {UtjtE[O,Z]} = {V:jtE[O,Z]} 

the following conditions are satisfied: 

(i) The smoothness asswrrption 6.4.1. 

(ii) The consistency Pelation (6.2.1). 

(iii) The stability Pelation (6.2.3). 

Then, 

(6.4.2) 
J llvh-vrr II 

□ 

l n t µ 

-1 with n = [th ] convePges to O unifo:t'lllly in t E [O, z] as h-+ 0. □ 

PROOF. By virtue of the assumptions 2.3.2, 2.3.3 and 4.2.1 and the time­

difference equation (3.2.3),the assumption 5.4 is guaranteed with 

(6.4.3) 

D = D • u = vrr 
A ' t t 

Further, relation (6.4.1) guarantees (5.17). 

Next, define a difference""111ethod ~ by 

(6.4.4) 

, t::: z. 

, j < f, h E ( 0, h 0 ] • 



Then,the one-step generator A~ defined by (5.16) is given by 
J 

(6.4.5) 

Combining (6.4.3) and (6.4.5) yields 

(6.4.6) 

Consequentil.y, application of lemma 5.5 shows that the conditions (i) and 

(ii) of the theorem imply consistency of MD for the collection 

{ut I tE [o,z]} = {v; I tE [o,z]}. 

Next, let us examine the stability of MD. 

From (6.4.4) and the stability relation (6.2.3) it follows that 

(6.4.7) llc~(f ) - c~(f )II = IITrr(jh) (f -f )II ::: (l+hKrr) llf 1-f 211µ 
JI J2µ h 12µ 

TT 
for all f 1,f2EBµ and j<t. Hence, with K~ = (l+hKTT) and KC =eZK, 

the relations (5.3) and (5.4) are satisfied which proves the stability. 

Further, from comparing (4.2.5) and (6.4.4) it follows that 

(6.4.8) v~ = u~ 
J J 

with U~ defined by (5.5) with u O. 
J 

Finally, the approximation lemma 5.3 completes the proof if we recall the 

consistency and stability. 

REMARK 6.4.3. 

□ 

I. An order of convergence in (6.4.2) can be obtained by using (ii) of 

lennna 5.5 together with orders of convergence in the consistency 

relation (6.2.1) and the 'smoothness' relation (6.4.1). 

2. h Recall that the discrete-time cost functions V. can be computed by 
J 

recursively solving (4.2.5). 
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3. By considering orders of convergence, one can sometimes conclude that 

the convergence in (6.4.2) is uniform in some class of controls, say 

TI(U). As a result, we would obtain for any xES and t S Z: 

(6.4.9) !inf Vh(x) - inf VTT(x)!->- 0 as h+O, 
IT (U) n IT (U) t 

Hence, the 'optimal cost functions within IT(U)' could be approximated. □ 
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6.5. FINITE HORIZON OPTIMAL COST FUNCTION 

Recall the expressions (2.3.3) for the infimum-operator J, (2.3.4) 
'°'h for (/Jt' (3.3.1) for R ((/J,h) and (4.2.8) for v, •• 

t J 

SMOOTHNESS ASSUMPTION 6.5.1. The following conditions hold: 

(i) Assumption 2.3.4, 

(ii) assumption 2.3.5, 

(iii) assumption 4.2.3,and 

(iv) 

(6. 5. I) { 
converges to O uniformly in t+h '.': Z as h ➔ 0. 

THEOREM 6. 5. 2. Suppose that with co Uection { U t I t E [O, Z]} 

the following conditions are satisfied: 

(i) The smoothness asswrrption 6.5.1. 

(ii) The strong consistency relation (6.2.2). 

(iii) The strong stability relation (6.2.4). 

Then, 

(6.5.2) 

H\I tE [O,Z]} 

11, -1 
with n = [th ] converges to O unifoY'mly in t:: Z as h ➔ 0. 

PROOF. By virtue of the assumptions 2.3.4 and 2.3.5 as well as the time­

difference equation (3.3.2),the assumption 5.4 holds with 

! 
B = Bµ D DA Ut= (.\; 

(6.5.3) A (U) = J(U) = inf [Lo+ A6 (U \'. · 
t t t t: - , 

l 6(-_/c_ 

Rt(h) Rt (f/J,h) ' 
t '.': z. 

□ 



Further, relation (6.5.1) guarantees (5.17). 

Next, define a difference-method MD by 

(6.5.4) inf [hL6 +T~(f)]. 
6E/', 

h Then A., the one-step generator defined by (5.16),is given by 
J 

(6.5.5) 

Combining (6.5.3) and (6.5.5) yields 

(6.5.6) h 
IIA. (f) - A.h(f) II s 

J J µ 

-1 6 6 
sup µ(x) [ sup I ¾(f) (x) - A (f) (x) I] 
xES 6E/', 

-] 6 6 
sup sup µ(x) I ¾ (f) (x) - A (f) (x) I 
6E/', xES 

6 6 
sup II Ah (f) - A (f) II 
6E/', - . µ 

Consequently, application of lemma 5.5 shows that the conditions (i) and 

(ii) imply consistency of MD for the collection 

{utitE[o,zJ} = {¢tltE[O,z]}. 

Next, let us examine the stability of MD. 

First, in analogy with the steps of (6.5.6) it can be proven that 

(6.5. 7) 

Next, the strong stability relation (6.2.4) and (6.5.7) imply 

(6.5.8) 

for all f 1 ,f2E Bµ and j < D. Hence, with K1 = (l+hK/',) and KC eZKll 

the relations(5.3) and (5.4) are satisfied which proves the stability. 

Further, from comparing (4.2.8) and (6.5.4) it follows that 

(6.5.9) with U~ defined by (5.5) with u 0. 
J 
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Finally, the approximation lemma 5.3 completes the proof if we recall the 

consistency and stability. D 

REMARK 6.5.3. 

1. An order of convergence in (6.5.Z)can be obtained by using (ii) of 

lemma 5.5 together with orders of convergence in the strong consis-

2. 

tency relation (6.2.2) and the 'smoothness' relation 

Recall that the discrete-time optimal cost functions 

computed by recursively solving (4.2.8). 

(6.5.1). 

(/J~ can be 
J 

3. By means of orders of convergence and relation (4.2.8), it is possible 

to give piecewise constant controls which are 'nearly-(s-J optimal' 

for the continuous-time model. This will be shown for the applica­

tions in sections 7 and 8. 

4. The discrete-time approximations given in subsections 6.3 and 6.4 

are all induced by one and the same fixed control rrEfI(AB). 

However, let {rrh I hE(O,h0 ]} be a collection of controls rr\nh(AB). 

Then we can just as well consider discrete-time approximations 

induced by discrete-time controlled Markov processes under control 

rrh, say with corresponding transition probabilities {P~ lj,nEN}. 
J,n 

It is easily seen that all results of subsections (6.3) and (6.4) 

remain valid if we replace the consistency relation (6.2.1) and the sta­

bility relation (6.2.3) by 

(6.5 .10) { 

converges to O uniformly in jh+h :": Z as h ➔ 0, 

and 

(6.5.11) { 

uniformly in jh < Z, h :": h0 and for some constant KTT. 

(Not·e 1.!wt (6.2.2) does not imply the. relation (6.5.IO)). 

Particularly,discrete-time controls TT~ which correspond to the discrete­

time optimality ~quations (4.2.8) are of interest. 
h 

If the controls {rr 0} contain a limit control rr 0 for h·➔ O such that the 

convergence relation (6.4.2) holds and if in addition the convergence re­

lation (6.5.2) is satisfied, then it can be shown that rr 0 is an optimal 

control for the continuous-time model. D 
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7. CONTROLLED MARKOV JUMP PROCESSES 

7 • I • CONTINUOUS-TIME MODEL 

This section concerns controlled Markov jump processes. For a gene­

ral description of such a process one may consider the informal descrip­

tion given in subsection 5.1 of chapter I where the jump-characteristics 

q and H must be replaced by q: and H; with n representing a control. 

As a specific example of a controlled Markov jump process consider a ser­

vice facility with one server. Customers arrive according to a Poisson 

process with parameter A. Each customer demands an amount of service which 

has an exponential distribution with mean I. 

The customers are served one at a time and in order of arrival. The ser­

vice rate v can be controlled within a finite interval [v 1 ,v 2]. 

Consequently,if at epoch t the number of customers present is i::: I and if 

during [t,t+6t] a constant service rate vis used,then with probability 

16t + o(6t) a new cust.omer arrives and with probability 

v6t + o(6t) a customer completes a service during [t,t+6t], where 6t is 

assumed to be small. Costs are incurred by a holding cost rate linear in 

the number of waiting customers plus a service cost rate linear in the 

controlled service rate. 

To proceed formally,let us consider the control object 
15 (s,r,t,µ,DA, {A loE6}, L) as well as 

q a measurable real-valued function on S x r, called jump Pate, and 

Ha transition probability from S x r to S, called jump measure; 

such that for any 15E6, fEDA and xES: 

(7.1.1) A15 f(x) = q(x,o(x)) f [f(y)-f(x)] H(x,15(x);dy). 

Specifications on the jump characteristics q and H, the bounding func­

tionµ, the domain DA and cost-rate function L will follow. 

First of all throughout this section the following assumption is made: 

ASSUMPTION 7.1.1. 

(i) H(x,y;{x}) = 0 for any (x,y)ES x r. 

(ii) For some constant Q< 00 and all (x,y)ES x r: 0'.'::q(x,y) '.':: Q. □ 
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As in subsection 5.1 of chapter I condition (i) is not necessary for the 

analysis of this section, whereas condition (ii) is. 

Particularly, assumption 7.1.1 enables us to show the existence and unique­

ness of transition probabilities and a corresponding process for any measurable 

control. First consider: 

NOTATION 7. I • 2. 

q6 (x) = q(x,6(x)), 6 H (x;.) = H(x,6(x);.) for xES, 6E6. 

Tl 6 Hrr = H6 
qt = q ' t for rrETI(M), t": 0 and 6=TT(t). IJ 

Then the following theorem is to be seen as an extension of theorem I 5.1.4. 

THEOREM 7. I. 3. Let rrEIT (M) such that rr ( x) is measurable in ( t, x) . 
t 

Then we have: 

(i) There exists a unique semigroup of transition probabilities 

{Prr ls,t":0} such that for any t":0, h>O, xES and BE~: 
s,t 

TT -I 

{
. [Pt,t+h(x;B) - IB(x)]h is uniformly bounded 

(7.1.2) 
Tl Tl 

and as h ➔ O converges ta: qt(x)[Ht(x;B) - IB(x)]. 

(ii) For any random element z0 on S there exists a unique Markov process 

{x: It::: O} with transition probabilities 

PROOF. (i) The existence of a semigroup { PTT Is, t ": O} satisfying (7. I. 2) 
s,t 

follows from defining, as in theorem 4 on p.364 of Gihman and Skorohod 

(1969), for any s,t": 0, xES, BE~: 

f 
(7. I. 3) J 

P11 (x;B) s,t 

0 P (x;B) s,t 

Pn (x;B) 
s,t 

I Pn (x;B) where 
n=O s,t 

t 
IB(x) exp (- f q11 (x)du), and for n:". I: 

u s 
t 

f 
UTT TT 

exp[(- J q (x)dt)] q (x). 
t u 

s s 

f n-1 Tl [ P (y;B) H (x;dy)] du 
u, t u 
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TT 
If {P Js,t~ O} is a collection satisfying (7.1.2),then it can be shown 

s,t 
in analogy with p.347 - 353 and p.364 - 366 of Gilunan and Skorohod (1969) 

that the collection is given by (7.1.3). (As only difference with the 

above reference we must use dominated convergence in (7.1.2) in stead of 

convergence uniformly int). 

(ii) The existence and construction of such a process is shown by theorem 

4 on p. 364 of Gilunan and Skorohod (1969). Since the transition probabili­

ties determine the finite-dimensional distributions,the uniqueness follows 

from theorem 14.5 of Billingsley (1968). 

Before further investigating the admissibility of a control,let us 

first present an assumption onµ which is made throughout this section. 

ASSUMPTION 7 .1.4. For some constant 1::: K< 00 : 

(7.1.4) sup II J µ(y) H6 (. ;dy) II ::: K. 
BE~ µ 

The control which will be given below obviously satisfies the measurabi­

lity condition; Therefore, let {PTT tls,t~O} denote the transition pro-
s, 6 

babilities given by (7.1.3). Recall (7.1 .1) for A and as before let Z 

be a finite time-point. 

Below we always use a symbol C to indicate a constant depending only on 

Z,Q,K and a control TT, Further, ~t always denotes a positive number, 

representing a length of time, 

LEMMA 7.1.5. Let TTETT(M) sueh that 

(7. 1. 5) ' t+~t::: z. 

(7.1.6) 

f TT f TT -1 ~ II f(y)Ht+~t(.;dy)- f(y)Ht(.;dy)IIµ llfllµ :::~tC 

l uniformly in fEBµ , t+~t:::Z. 

Then for aU fEBµ and t+h::: Z: 

(7.1.7) 

□ 

□ 
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PROOF. First of all let us prove that for all s::: t::: Z, and nEIN: 

(7. I. 8) 
n 

Ii f µ(y) Pn (. ·dv)/i ::: (t-s) (QK)n 
s, t ' - µ n! 

where Pn is defined recursively by (7.1 .3). 
s,t 

Clearly,for n = 0 relation (7.1.8) is satisfied. Let us proceed by in-

duction on n. Let (7.1.8) be satisfied for n - I. Then according to 

(7.1.3) and (7.1.4): 

(7. I. 9) 

t n-1 TT fql/f[fµ(y) P (z;dy)] H (.;dz)/1 du::: 
s u,t u µ 

t 
fql/fµ(y) Pn-l(.;dy)/1. 1/Jµ(z) HTT(.;dz)/1 du::: 

s u, t µ u µ 

t n-1 n 
J (QK)n (t-u) du ::: (t-s) (QK)n 

s (n-1) ! n ! 

Next let fEBµ, and let t:::t+h:::Z. As a direct consequence of (7.1.8): 

(7.1.10) 

Since q is bounded by Q we have 

(7. I • 11) 
t+/lt 

II exp (-tr q:(·)du) - IIR(.) 1100::: /ltC. 

I Expression (7.1.3) for P h together with (7.1 .6) and (7.1.11) gives t,t+ 
after some calculation: 

(7.1.12) 

Further, by virtue of (7.1 .5) one easily shows: 

(7.1.13) 

Finally, by combination of expression (7.1. 3) for PTT and the rela-
t,t+h 

tions (7.1.10), (7.1.12) and (7.1.13) the proof is completed. o 
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The above lemma and its proof enable us to conclude admissibility 

of a control,as defined in definition 2.1.4,as well as boundedness.as 

given in definition 2.1.6. 

THEOREM 7.1.6. Let TTETT(M) whiah satisfies the relations (7.1.5) and (7.1.6). 

Then, 

(i) TT is an admissible aontrol for the aontrol objeat with DA= Bµ and 

(ii) TT satisfies the boundedness relation (2.1.2). 

Consequently, TTEIT(AB). 

PROOF. 

(i) Directly from definition 2.1.4, theorem 7.1.3 and lemma 7.1.5. 

(ii) According to (7.1.3) and (7.1.8) relation (2.1.2) is satisfied with 

bounding constant MTT = exp(ZQK) • o 

REMARKS7.l.7. 

I. The Lipschitz relations (7.1.5) and (7.1.6) are quite strong. How­

ever, in view of proving the admissibility of a control as well as of ob­

taining approximation results later on,several relaxations are possible. 

For instance,let us only suppose that the left-hand side of (7.1.5) and 

(7. I. 6) converge to O as tit-+ 0. Then it can be shown analogously to the 

proof of the above lemma that also the left hand side of (7.1.7) converges 

to O as tit-+O. And,as a result,it can be shown in analogy with the approxi­

mation analysis which follows that the theorems 7.2.3 and 7.2.5 are valid 

if the order of converge O(h) is omitted. 

An other relaxation which can be desirable for applications is to 

replace (7.1.5) and (7.1.6) by piecewise Lipschitz (or continuity) condi­

tions on q and H with respect to the time-parameter. A specific relaxation 

of this type is made in §4 of subsection 7.2. In order not to complicate 

things too much,we have omitted to include such relaxations in generality. 

2. The Lipschitz relations (7.1.5) and (7.1.6) are guaranteed in each 

of the following two cases: 

(i) TT is stationary, i.e.; for some 6Eti and all t':: 0: rr(t) = 6. 

(ii) With dr the metric on r it holds for some Lipschitz constant L: 
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(7.1.14) 

j 

, t+lit ::= z. 

The Lipschitz conditions in (7.1.14) on q and Hare quite natural in queue­

ing models where the state variable denotes the number of customers present. 

The Lipschitz condition on TT as given in (7.1.14) may not always be satis­

fied in realistic models. 

In this respect,however, (also see remark I) relaxations as piecewise Lip­

schitz conditions on TT as given by (7.1.14) will be useful. 

3. By using standard arguments it can be shown that relation (7.1.6) 

is satisfied for all fEBµ if and only if 

(7.I.15) ' t+tit ::= z , 

where the measure IH:+tit - H:i(x;.) denotes the total variation of 

(Ht+lit - Ht)(x;.). (see Neveu (1964) p.101 for a definition). o 

In view of theorem 7.1.6,the notations and results of section 2 

can be applied for any TTE!1(M) satisfying (7.1.5) and (7.1.6) for all 

f EBµ and t+lit ::= Z. Especially ,recall expression ( 2. 2. I) for T11 f. 
s,t 

Then,by using the results of this subsection one easily verifies the 

following relations,which are given for application later on. 

For all fEBµ ,s,t:::7., t+lt:::Z and 6E6: 

(7.I.16) 

(7. I. I 7) 

(7. I . l 8) 

(7.l.19) 

[[A6 f[[ ::= 2QK[[f[[ 
µ µ 

litC[[f[I 
µ 

litClifll µ 
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7.2. APPROXIMATIONS 

-1 6 
Take h0 :::Q and let for any h:::h0 :{Phj5Ell} be a collection of one-

step transition probabilities defined by 

(7. 2. 1) 

for all xES, BE~ and 6Et.. Obviously, relation (7.1.4) guarantees relation 
B B (4.1.4),which justifies the notation of the operators Th and¾ as given 

by (4.1.5) respectively (4.1.6) for any 6Et.. 

As a result, we obtain for any fEBµ, xES and h:::h0 : 

(7 .2.2) B B f B B 1\;f(x) = q (x) [f(y)-f(x)] H (x;dy) = A f(x) 

LEMMA 7.2.1. The strong aonsistenay relation (6.2.2) hold,s for any aol~ 

leation {Ut I tE [O,Z]} c Bµ. 

PROOF. Immediately from (7.2.2). 

LEMMA 7.2.2. The strong stability relation (6.2.4) is satisfied. 

PROOF. Relation (7.1.4), with K~ 1, and (7.2.1) yield: 

(7. 2.3) sup Jlfµ(y) P~(.;dy)IJµ::: (l+hQ[K-1]). 
6Et. 

Lemma 7.2.2 implies, also see remark 6.2.1, that for any control rrETI(M) 

and h:::h0 : rrh = (rr(O),rr(h),rr(2h), ... ) ETih(AB), (see definition 4.1.6). 

As a result, below we will examine in correspondence to the subsections 

6.3, 6.4 and 6.5 respectively, the discrete-time approximation for the 

continuous-time model given in subsection 7.1.1 of: 

transition probabilities in §1, 

finite horizon cost functions in §2, and 

finite horizon optimal cost functions in §3. 

In addition,the construction of nearly-(e-) optimal controls is studied 

in § 4. The notation which will be used can be found in the .(correspon­

ding parts of) sections 2,3 and 4. 

D 

D 

NOTE It is easily seen that lemma 7.2.1 also holds if in the right­

hand side of relation (7.2.1) we add an arbitrary term of order o(h), 

ash tends to 0. D 
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§1. TRANSITION PROBABILITIES 

Let rrEIT(MJ which satisfies (7.1.5) and (7.1.6). 

THEOREM 7.2.3. For cmy fEBµ the convergence relation (6.3.2) is satisfied 

with order of convergence O(h). 

PROOF. By virtue of theorem 6.3.2, lemma 7.2.1 and lemma 7.2.2,relation 

(6.3.2) is proven by verifying the smoothness assumption 6.3.1. 

Since DA = Bµ ,assumption 2 .3. I directly follows from (7. I .16) and (7. I .17). 

The 'smoothness' relation (6.3.1) is satisfied since (7.1.16) and (7.1.19) 

yield: 

(7.2.4) 

Hence, the smoothness assumption 6.3.1 is guaranteed. Furthermore, lemma 

5.5 together with the relations (7.2.2) and (7.2.4) shows the order of 

convergence O(h). D 

In analogy with subsection 5.1 of chapter I,also weak convergence 

of the transition probabilities can be concluded as well as,under additio­

nal continuity conditions on q and H,weak convergence of processes on 

D-spaces. However, such a result is included by much more general results 

shown by Hordijkand Van Der Duyn Schouten (1983a) .See also Van Der Duyn 

Schouten (1979). 
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§2. FINITE HORIZON COST FUNCTION 

Let nETI(M) which satisfies (7.1.5) and (7.1.6). 

ASSUMPTION 7.2.4. For constants Land C: 

(7.2.4) for all 6E!::., 

(7.2.5) II LTT -LTTII <t,tC. 
t+!::.t t µ -

THEOREM 7.2.5. Let assumption 7.2.4 be satisfied. Then the convergence re­

lation (6.4.2) holds with order of convergence O(h). 

PROOF. By virtue of theorem 6.4.2, lennna 7.2.l and 7.2.2,relation (6.4.2) 

is proven by verifying the smoothness assumption 6.4.l. 

By using (7.l.16), (7.l.18), (7.2.4) and (7.2.5) we obtain with l::.s'::0: 

(7.2.6) 

Hence, TTT LTT is µ-continuous in sE[t,Z]. Since also (7.l.16) and (7.2.4) 

imply th~~ s Trf LTT is µ-bounded uniformly in OS t S s S Z, the assumption 
t, s s 

2.3.2 is guaranteed. Consequently, {V:ltE[O,Z]} is µ-bounded. Together 

with DA= Bµ and (7.1 .17) this also implies assumption 2.3.3. Clearly, 

assumption 4.2.l is implied by (7.2.4). 

Further, expression (3.2.2) for Rt(V,h), relation (7.2.6) with s=t, the 

µ-boundedness of {VtltE[O,Z]} and relation (7.1 .19) imply that 

(7.2.7) ill (V,h)il h-l S 
t µ 

Consequently, the smoothness assumption 6.4.l is satisfied. Furthermore, 

lennna 5.5 together with the relations (7.2.2) and (7.2.7) guarantees the 

order of convergence O(h). □ 
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Note that analogous to (7.1.14) one can give Lipschitz conditions on 

L with respect to y,and TT with respect to t,which guarantee (7.2.5). 

For the case of a stationary control TT and bounded cost-rates we present 

a special approximation result. Namelv, a rate of convergence which is linear 

in the length Z of the time interval, for Z larger than 1. 

APPLICATION 7.2.6. 

Let TT be a stationary control i.e.; TT(t) 

Further, assume that for some constant L 

(7.2.8) for all BE/',. 

B for all t > 0 and some BE/',. 

. TT B TT B 
Smee qt= q ; Ht= H for all t? 0, one easily shows that the tran-

sition probabilities {PTT ls,t? O} defined by (7.1.3) are time-homo­
s,t 

geneous,i.e.: PTT 
s 1 ,s 1+t pTT for all s 1,s 2 and t. 

s2,s2+t 

Write: 

and choose µ(x) I, xES.Hencellfll lift for fEBµ, relation (7.1.4) holds 
µ 

with K = l ,and IIT fJJ :': JJfJJ , t? 0 t 00 00 

First of all VTT becomes 
t 

(7.2.9) 
Z-t 

VTT = f T6 LB ds 
t O s . 

which implies immediately, 

Z-t 
(7.2.10) II VTT - VTT II < f t+/',t t OO -

Z-t-1',t 

and together with (7.1 .17) with K = 

(7. 2. 11) 

Further,by writing 

(7.2.12) llh -1 (VTT -VTT) - (L 6 + A 6VTTt) 1100 :': 
t-h t 

llh-lfh T6LBds - hLBll
00 

+ ll(h-l [T~-I] 
0 s 

the relations (7.1.18) and (7.1.19) imply that d!-v; 



Since 

f /f 
0 t 

also the relations (7.2.10) and (7.2.11) guarantee the continuity 

and A6vrr · · rr -t 1n t 1n supremum-norm and v2 = 0,we can conclude 

(cf. I. 13 on p.38 of Dynkin (1965)): 

(7.2.13) 

Consequently, from (3.2.3) and (7.2.13): 

(7.2.14) 

So that (7.2.11) and (7.2.14) yield: 

(7 .2. 15) 
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Hence, the 'smoothness' relation (6.4.2) is satisfied with order of conver­

gence not depending on Z. 

Next, note that the strong stability relation (6.2.4) is satisfied with 

K~ = 0 and proceed analogously to the proof of theorem 6.5.2. Then, the 

stability condition holds with KC= I. 

As a result, by using relations(S.23), (7.2.2), (7.2.10) and (7.2.15), 

and reconsidering the proof of the approximation lemma 5.3, one can con­

clude that 

(7.2.16) 

J llvh - vrr II ::: h2QLZ + hLZ + hL l n t = 

with n = [th- 1], uniformly in t:::Z. 

Since (7.2.16) holds uniformly in all stationary controls rr, this approxi­

mation result can be useful in order to approximate 'optimal average 

cost functions'. □ 
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§ 3 . FINITE HORIZON OPTIMAL COST FUNCTION 

In addition to assumptions 7.1 .I and 7.1 .4 let be satisfied: 

ASSUMPTION 7.2.7. 

'.i) r is compact. 

(ii) I::.= {6:S ➔ fl6 measurable}. 

(iii) q (x,y) is continuous in (x,y) ES x r. 

H(x,y;.) is weakly continuous in (x,y) ES x r. 

L(x,y) is continuous in (x,y)ESxr and satisfies (7.2.4). 

This assumption enables us to prove the existence and the unique­

ness of a solution of the optimality equation (2.3.4) with A6 given by 

(7.1. I). Therefore,however, we first give some auxiliaries. First,recall 

expression (2.3.3) for the infimum operator J and let Cµ denote the sub­

class within Bµ of continuous functions. Then we have cf. lemma 1.4 on 

p.16 of Gihman and Skorohod (1979) 

PROOF. Let fECµ. Then,according to (iii) of assumption 7.2.7 ,the function 

g:S x f ➔ 1R defined by 

g(x,y) L(x,y) + q(x,y) J [f(y) - f(x)]H(x,y;dy) 

D 

is continuous in (x,y)ESxf. So that from (i) and (ii) of assumption 7.2.7., 

Jf(x) inf g(x,6(x)) 
6E!::. 

0 for some y Er and any fixed xES. 

min g(x,y) 
yEr 

0 g(x,y) 

Next, let xES and {xn}c S with X ➔ X 
n 

as n ➔ =. Then clearly 

(7. 2. 1 7) Jf(x) = g(x,yo) = lim 

On the other hand, let { n.} and {y } be sequences such that 
J n. 

J 
lim inf Jf(x) lim Jf(x ) lim g(xn_'Yn.), then n 

j ➔ = 
n. 

j ➔ = n ➔ = J J J 
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the compactness of r implies the existence of y*Er such that fnr the metric 

* dr on r: dr(Yn. ,Y ) -+- 0 as j -+- 00 • Hence, we obtain 
J 

(7.2.18) Jf{x) ~ g(x,y*) = lim g(x ,Y ) = lim inf Jf(x). 
j ➔ oo nj n j n ➔ oo n 

Combining (7.2.17) and (7.2.18) proves the continuity of Jf(x) in xES. 

Further,according to expression (2.3.3) for Jf, (7.1 .17) and (7.2.4): 

(7.2.19) 

which completes the proof. 

PROPOSITION 7.2.9. Assumption 2.3.5 hoZd.s i.e.; there exists a unique 

µ-bounded solution {~tjtE[O,Z]} of the optimality equation (2.3.4). 

D 

PROOF. Let Cµ[O,Z] be the set of functions g:[O,Z]-+-Cµ which are µ-continu­

ous int. For gECµ '.O,Z] write gt= g{t), t~Z. Let gECµ[O,Z]. Then, 

(7.2.20) 

proves the µ-continuity int of J(gt). Hence, by also taking lemma 7.2.8 

into account we can define an operator 

B:Cµ[O,Z]-+-Cµ[O,Z] by 

(7.2.21) 
z 

(Bg\=fJ(g)ds ,t:::Z. 
t s 

I 2 µ Then,for g ,g EC [O,Z] and any t~Z: 

(7. 2. 22) I 2 fz 6 I 2 sup II (Bg \ -(Bg )tll ~ sup sup IIA (g - g ) II ds ~ 
t ~ Z µ t ~ Z t 6Et:, s µ 

rz I 2 I 2 
sup 2QKll(g -g) II ds ~ (2QKZ) sup ll(g -g )tll. 
t~Zt sµ t~Z µ 

Consequently, the operator B on C µ[O,Z] is Lipschitz with respect to the 

norm llgll = sup llgtll for gECµ[O,Z]. 
t~Z µ 

The proof proceeds by the well-known method of successive approximation 

(also known as Picard-iteration), (cf. lemma 11.4 of Fleming and Rishel(l975)). 

D 
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Further, according to (7.2.19): 

z 
(7. 2. 23) 110 II :'.': f (L + 2QKll0 II ) ds 

t µ t s µ 

so that the Gronwall-Bellman inequality implies 

(7. 2. 24) 

Next consider the approximation-method given in subsection 6.5. Then the 

following theorem shows that the continuous-time optimal cost £unctions 

{0 [tE[O,Z]} can be approximated by the discrete-time optimal cost func-
. t h 

t ions { 0 In = 0, I , 2, •.. } . 
n 

THEOREM 7.2.10. The convergence relation (6.5.2) is satisfied with order 

of convergence O(h). 

PROOF. By virtue of theorem 6.5.2, lemma 7.2.1 and 7.2.2 relation (6.5.2) 

follows from verifying the smoothness assumption 6.5.1. 

Lemma 7.2.8 guarantees 

shows assumption 2.3.5 

assumption 2.3.4 with DA= Cµ and proposition 7.2.9 

also with DA= Cµ. 

Further, lemma 7 .2.8 together with the fact that T~ = [h{ + I] 

yield3assumption 4.2.3 with F Cµ. 

To prove (6.5,1) first conclude from (7.2.19) and (7.2.24): 

t+Llt 
(7.2.25) ll0t+Llt - 0tllµ :': II f J(0 )ds II :'.': L\t(L+2QKCd) 

t s µ '{J 

Then,from expression (3.3.1) for Rt(0,h), the fact that 

IIJ(\()t+L\t) - .J(\()t)IIµ :'.': 2QKll0t+Llt -0tllµ and relation (7 .2.25): 

(7.2.26) 

Hence, the 'smoothness' relation (6.5.1) is satisfied. FurtheI"lJlore, lemma 

5.5 together with the relations (7.2.2) and (7.2.26) guaranteesthe order 

of convergence O(h). 

REMARK 7. 2. 1 I. 

I. Clearly, the constant C in (7.2.26) can be given explicitly by using 

(7.2.24) and (7.2.25). Together with the consistency shown by (7.2.2) 

D 



and the stability with constant KC= exp ZQ(K-1), relation (7.2.26) in 

turn may yield a precise rate of convergence in (6.5.2). 

E pecially this latter fact is of interest since the functions 0~ can be 
J 

obtained recursively and provide a corresponding discrete-time optimal 

control by applying dynamic progrannning. (see lennna 7.2.12 below). 

I I I 

For h sufficiently small this discrete-time optimal control is an 

e-optimal control for the continuous time model if applied to the 

discrete-time model. 

2. The finite horizon optimality equation (2.3.4) for Markov jump pro-

cesses has been studied by several authors. The existence and uniqueness 

of a solution is well-known. First of all,the case of a finite state and 

action space is analyzed by Miller (1968). Pliska (1975) considers a 

general state space and compact action set and requires somewhat stronger 

continuity conditions as given by assumption7.2.7 as well as a convexity 

condition on the set of decision rules. 

Gihman and Skorohod (1979) also deal with a general state space, 

assume a compact decision set and use the continuity conditions of assump­

tion 7.2.7. All these references concern bounded cost rates i.e.; 1115 11 :::C . ~ 

uniformly in 5E6. Yushkevich (1980) extends the above models to general 

state and action spaces as well as unbounded cost rates. 

Moreover, he relaxes the continuity conditions to measurability assump­

tions. The cost rates,however, are assumed to be non-negative and the 

cost functions to be finite for any initial state and admissible control. 

Proposition 7.2.9 partially extends his resultr, in that µ-bounded functions 

can be dealt with. Moreover, its proof is constructive. 

3. The 'optimality' of the solution of the optimality equation has 

been shown by the above mentioned references as well as by Rishel (1976) 

and Boel and Varaiya (1977). 

Miller (1968) proves the optimality within the class of all piecewise­

constant controls. Pliska (1975) considers all Markov controls. Rishel 

(1976), Boel and Varaiya (1977), Gihman and Skorohod (1979) as well as 

Yushkevich(l980) also include history dependent controls. 

4. The existence of optimal Markov controls i.e.; with corresponding 

cost function satisfying the optimality equation is well-known for the 

case of bounded cost rates and under the continuity conditions on the 
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jump characteristics. See Pliska (1975) and Gihman and Skorohod (1979). 

Under the weaker conditions,Yushkevich (1980) shows the existence of 

E-optimal Markov or optimal Markov controls in several specific situations 

(see theorem 6.2, 7.1, 8.1 of this reference). 

We remark that in our setting,where the cost-rates are allowed to be un­

bounded,if bounded by the µ-norm, but where the continuity conditions on q 

and Hare made,the existence of an optimal Markov control can be shown 

analogously to Pliska (1975) or Gihman and Skorohod (1979). 

In the next paragraph we will concentrate on constructing E-optimal 

Markov controls. 

Z4. CONSTRUCTION OF E-OPTIMAL MARKOV CONTROLS. 

With the method of time-discretization we can construct r-optimal 

Markov controls as follows. First,by using dynamic programming we can ob­

tain an h-Markov control which is optimal for the h-discrete-time model. 

This control is implemented in the continuous-time model as a control, 

say TT, which is stationary on the intervals [nh, nh+h). Let VTT denote 

the corresponding cost function. Then,showing that the discrete-time and 

continuous-time cost function under that control are equal up to an order 

O(h) and using the approximation result of §3 also imply that VTT approxi­

mates the optimal cost function 0 with order O(h). 

As in §3,let the assumptions 7.1.1, 7.1.4 as well as 7.2.7 be 

satisfied. Recall the verification of assumption 4.2.3 with F = Cµ as 

well as the existence of a unique µ-bounded solution H\ltE[O,Z]} c Cµ 

of (2.3.4) and {0~jjh:::Z, jEN} ccµ of (4.2.8). 
J -1 

Fix h s hO and let 43 = [Zh ] . 

LEMMA 7.2.12. There exist 6(O),6(1), ... ,6(t-l) Et such that 

(7.2.27) 

PROOF. Consider some j < ,;. Then first conclude from the continuity of 

0~ 1(x) in x and of q,H and Lin (x,y) that the function g defined by 
J+ 

f h h 
g(x,y) = hL(x,y) + hq(x,y) 0j+l (y)H(x,y;dy) + (1-hq(x,y) ]0j+l (x) 
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is continuous in (x,y)ESxr. Next,recall the compactness of r. Then,lemma 

1.4 on p.16 of Gihman and Skorohod (1979) guarantees the existence of a 

measurable function (selection) o0 : S ➔ r such that 

inf g(x,6(x))= inf g(x,y) = g(x,o0(x)) , xES. 
BE~ yEf 

0 6(') 6(') Let 6(j) = 6 ,then (7.2.1) for Ph J and (4.1.5) for Th J yield the proof. 

Let TThEITh(M) such that TTh = (6(0),6(1), ••• ,6(e-J),o(e-1),6(e-1), ••• ) with 

6(i),i =l, •• ,e-1given by lemma 7.2.17.. According to lemma 7.2.2 we have: 

TT\rrh(AB). 

From (4.2.5) and (7.2.27) it follows that 

(7.2.28) 

Next,let TTEIT(M) be defined by 

(7.2.29) TT (t) 
h TT (nh), tE [nh,nh+h), nEN. 

According to theorem 7.1.3, there exists a unique semigroup {PTT tls,t~ O} s, 
of transition probabilities given by (7.1.3) with 

qTT = q6(n) . HTT = H6(n) 'f E[ h h h) z t , t l. t n ,n + , t::: • 

Consequently, by reconsidering the proof of lemma 7.1.5,but only with 

t = nh,nh:':Z, nEN ,we conclude that (7.1.7) still holds fort= nh,nh:':Z, 

nEN. Hence, the relations (7.1.18) and (7.1.19) remain valid with 

t = nh,~t:::h. 

These facts imply that relation (7. 2. 6) is true for any t :': Z but with 

s = jh, j EN and ~s :': h. This shows that TTT L TT is µ-continuous in 
t,s s 

sE [jh,jh+h), j EN, jh::: Z, so that v: is well-defined by (2.3.2) for any 

t:':Z. Further, it is easily seen that (3.2.1), (3.2.2) and (3.2.3) remain 

valid. Moreover, analogously to (7.2.7) it is shown that 

(7.2.30) IIRTTh(V,h)II h-l :': hC 
n µ nh :': Z, nEN. 

f_J 
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THEOREM 7.2.13. For all t::::Z and some constant c: 

(7.2.31) IIV11 - (/J II :::: hC. 
t t µ 

PROOF. By virtue of theorem 7.2.10 and equality (7.2.28) it suffices to 

prove for all t:::: z, with n = [th -I] and C some constant: 

(7.2.32) 

Writing 

(7 .2.33) 
t 

J T11 L11 ds + [T11 -I]V11 
nh nh,s s nh,t t 

and using the relations (7.1.16) and (7.1.18) one easily concludes 

(7.2.34) IIV11 - V11 II < hC nh t µ - ' 

so that the proof is completed by showing 

(7.2.35) 

h rr 
Write: oj = vj - Vjh" Then (7.2.3), (7.2.30) and (7.2.36) imply 

(7.2.37) Ila.II :::: (l+hc)llo. II + h2c • 
J µ J+I µ 

Iterating (7 .2.37) for j = n,n+I, ••• , t -I and using (7 .2.32) with 

t = Z, yields (7.2.35). □ 
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8. CONTROLLED STOCHASTIC DIFFERENTIAL EQUATIONS (DIFFUSIONS) 

8.1. CONTINUOUS TIME MODEL 

This section is concerned with the solutions of controlled stochas­

tic differential equations,also known as controlled diffusion processes. 

As example of such a process consider an investment fund. The owner (con­

troller) of the fund can continuously control the fund by choosing an in­

vestment opportunity from an available set. An investement opportunity is 

characterized by a pa5r (y1 ,y2),where y 1 denotes the rate of return (profit) 

per dollar invested and y2 is the value of risk given by the variance per 

dollar invested. Let the state variable of the process denote the value of 

the fund. Then,given that at time-point t the state is x and that during 

[t,t+llt] one and the same investment opportunity with associated pair 

(y1,y2) is chosen,the state at time t+llt is given by the random variable 

Xt+llt satisfying 

x + xyl lit+ xvy 2 W L\t 

where w6t is a stochastic increment,due to risk,which has a normal dis­

tribution with mean O and variance lit. Costs are involved by means of a cost 

rate function depending on the actual value of the fund as well as the rate 

of return and value of risk. 

2 To proceed formally ,let S = JR, r = r l x r 2 c JR and for 6 : lR ➔ r 
and xES write 6(x) = (6 1(x),62 (x)). Then,in this section,we consider a con­

trol object (JR, r ,ll,µ,DA,{A6 loEll} ,L) as well as 

a: Rx r 1 ➔ JR a measurable function, called drift function, and 

b : R x r 2 ➔ JR a measurable function, called diffusion function, 

such that for all 6Ell, fEDA and xES: 

(8. l • I) 

As will be shown below, for a sufficiently smooth control rrEIT(M) there 

exists a controlled Markov process on [O,Zl,denoted by (ri:\::: z• which 

correspondsto the above control object and is given by the 

stochastic diffePenUal equation: 
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(8. 1. 2) t::: z 

where a:, b: are given by notation 8.1.1 below. As in subsection 5.3 of 

chapter I,we refer to the books of Gihman and Skorohod (1972) or Arnold 

(1975) for the definitions, properties and techniques of stochastic dif­

ferential and integral equations with respect to the Wiener measure (Wt) t :". 0 • 

Particularly, detailed studies of controlled stochastic differential 

equations can be found in Fleming and Rishe 1 ( 197 5), Gihman and Skorohod 

(1979) and Krylov (1980) as well as many others. 

Specifications on the functions a and b, the bounding functionµ, 

the domain DA and the cost-rate function L will follow. First,let us 

present some notation before analyzing the admissibility of a control. 

NOTATION 8.1 .1. 

6 
a (x) for all 6E6, xES. 

6 
a for rrEIT (M) , t =:: 0 and 6 T( ( t). 

THEOREM 8.1.2. Let rrEIT(M) be such that the following conditions hold: 

(i) For some constantL, aU x,ytlR and t+M:::Z: 

I rr rr I I rr rr I I I (8. 1. 3) at+6t (x) - at (y) + bt+6t (x) - bt (y) ::: 1( x-y + 6t). 

(ii) 
T( 

Y)O does not depend on (Wt) t =:: 0 
T( 2 

and IE [TJ 0 ] < 00 • 

□ 

* TT Then there exists a unique solution (T1t\ :'." Z of (8.1 .2) satisfying: 

(iii) With probability one the function Y): is continuous int. 

(iv) IE[Y):] 2 < c for aU t:::Z and some constant c. 

*Here, the uniqueness holds in the sense of random elements on D[O,Z], 

but also in the stronger sense as given by theorem 5.3.1 in Chapter I . 
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PROOF. By defining K: = max {L,LZ + !a11 (o)! + lb11 (o)!} one easily shows 
0 0 

(8. 1 .4) 

1 
for all x,yc JR and t::::Z. Further, recall that a: and b: are measurable in 

(t,x). Hence, the proof is given by theorem I on p.40 of Gihman and 

Skorohod (1972). D 

In the rest of this subsection 8.1 , let 1T satisfy (8.1.3) for some 

Z > 0. The Lipschitz and growth relation (8 .1. 4) will be used without expli­

citly mentioning it. 

Particularly, after using a time-shift overtime-sit directly follows from 

theorem 8. 1. 2 that for any s, t:::: Z and xES there exists a unique solution 
1T 

(T]s, t (x))s :::: t :::: Z such that for all s :::: t :::: z: 

t t 
(8. I .5) 1T J 1T 1T J 1T 1T T] /x) = x + a (T] (x) )du + b (T] (x) )dW 

s, s u s,u s u s,u u 

These solutions enable us to present the following proposition. 

Its proof is given by theorem 1 on p.67 of Gihman and Skorohod (1972). 

PROPOSITION 8.1.3. 

(i) There exists a unique semigroup of tr,msition probabilities 

(8. 1 .6) 

(ii) 

{pn I 
s,t s, ts z } such that for all s,t<:Z and BES: 

1T 
P t(x;B) s, 

1T 
IP (T] t (x) EB) s, ,x ES. 

The unique solution of (8.1.2) given by theorem 8.1.2 is a 

Markov process with transition probabilities {P11 !s,t::::Z]. 
s,t D 

Further, after using a time shift over -s again, the following lemma can be 

shown by applying theorem 4 on p.48 of Gihman and Skorohod (1972) together 

with Schwartz' inequality. 

LEMMA 8.1.4. For any mEN there exist constants G(m) and L(m) depending 

only on m,Z and K such that for aU Os s:::: t:::: Z and xEIR: 
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(8. 1.7) 

(8.1.8) 

(t-s)G(m) 
e 

m 

(I+ lxlm)(t- s>2 L(m) (t-s)G(m) 
e 

To proceed,let {PTT ls,t~Z} be the transition probabilities given by 
s,t 

(8.1.6) and fix mEN. The symbol C always denotes a constant depending 

only on m,Z,K and TT. 

D 

In addition we recall the notation I.5.3.6 for c3 ;m as well as the constant 

Kf if f~G3 ;m_ Further, let µm denote the bounding function given by 

definition I.5.3.9. 

3·m LEMMA 8. I • 5. For any £EC ' and t+h ~ Z: 

(8.1.9) 

PROOF. Consider a fixed fEC3 ;m and t+h~Z. Write for s:: 0: 
Tl Tl Tl 

TJ (x) = TJ (x), a (.) = a ( •), b ( •) = bt+s ( •) and Tsf (x) = IE f (T]s (x)). s t,t+s s t+s s 

Then by using the integral equation (8.1.5) as well as the growth and 

Lipschitz relation (8.1.7) and (8.1.8) respectively the proof can be given 

almost analogously to that of lemma I.5.3.11. 

As only difference the time dependence of the functions as,bs has to be 

taken into account. However, by using the Lipschitz relation (8.1.3),es­

pecially with respect to the time parameter,one easily verifies that this 

time dependence givesrise to extra terms of the form h2C on the right-hand 

sidesofI(5.3.21), (5.3.22), (5.3.23) and (5.3.26). 

THEOREM 8.1.6. Let TTETT(M) such th.at relation (8.1.3) ls satisfied. 

Consider the control object with µ= µm+ 3 and DA= c3 :m. Then, 

(i) TT is an admissible control for the control object, and 

(ii) TT satisfies the boundedness relation (2.1.2). 

Consequently, nEIT(AB). 

D 

PROOF. (i) Directly from definition 2.1.4, theorem 8.1.3 and lemma 8.1.5. 

(ii) By using the growth relation (8.1.7). □ 
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REMARKS 8. I .7. 

I. The Lipschitz relation (8.1.3) is quite strong. However, as in 

remark 7.1.7,it may be noted that,in view of proving the admissibility 

of a control as well as of obtaining approximation results later on,some 

relaxations, especially with respect to the Lipschitz condition the time­

parameter, can possibly be made. 

Particularly,relaxations to piecewise Lipschitz conditions are very use­

ful for applications. A specific relaxation of this type will be made in 

§4 of subsection 8.2. 

However, we have not dealt with more relaxations and prefer to give strong 

conditions in order to avoid too much complexity as well as to show how 

to obtain rates of convergence. 

2. The Lipschitz relation (8.1.3) is satisfied if the functions a and 

b are Lipschitz i.e.; for some constant G, all x,yElR, y 1 ,y2Er 1,'11 1 ,'11 2Er 2 

l ia(x,y1) - a(y,y2) I+ lb(x,'11 ) - b(y,'172) I s 

(8.1.10) 

G ( 1 x-y I + I YI - Y 2 I + I'll I - '112 I) 

and if in addition one of the following two conditions hold: 

(i) TT is stationary with a Lipschitz decision rule i.e.; 

for some 6E!:i and all t::: 0: TT(t) = 6 and for all x,yElRand some 

constant G : 

(8. I. 11) 

(ii) The control TT satisfies for all t S Z and with 6 = TT (t) the Lip­

schitz relation (8.1 .11) (with constant G uniformly in all t S Z) 

as well as with 

(8. 1. 12) :::: titC .. 

(Note that (i) is included by (ii)). 

Especially the conditions (8. I .11) and (8' .. J .12) will not always be satis­

fied in realistic models. As in I of this remark,however,extensions to 

piecewise Lipschitz conditions seems to be worthwhile in this respect. 0 
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In view of theorem 8.1.6 ,the notations and results of section 2 
3·m 

can be appliccl withµ= µm+3 and DA= C' . Recall expression (2.2.l) for 

TIT f. 
s,t 

Then from relation (2.2.4), expression (8.1.l) for A6 , the growth condition 

of (8.1 .4) and the inequality (8.1.9) one easily verifies for all 

fEC3;m A , s,t:SZ, t+L.1t:SZ: 

(8.1.13) l[TTT fll :s MIT l'fll 
s,t µm+3 

I IJ. 
'm+3 

(8.1.14) IIATT (t) fll :s CKf 
µm+3 

(8. I. 15) 

(8. I. 16) 

Let us conclude this subsection by presenting,analogously to proposition 

1.5.3.8,a result on the differentiability of TTT f(x) with respect to its 
s,t 

initial data x. Therefore,however, as in chapter I we make the following 

additional assumption on arr and brr. 

ASSUMPTION 8. I. 8. For constant K and all xES, t :s z it holds that 

ak TT l brr (x) exist, continuous in (t,x) and ( -k a (x) and -,--:'.k are 
ax t ax t 

(8.1.17) 1 k k 
'· IA arr (x) I + IA b:(x)I :s K ' k I ,2 ,3. D ax t ax 

3·m 
PROPOSITION 8.1. 9. Let fEC ' and define for OS s :St :S Zand all xES: 

TT 3·m 
g (x) = T f (x). Then g EC ' and K :S CKf. 
s,t s,t s,t gs,t 

PROOF. By using the same notation as given in the proof of lemma 8.1.5 

and noting that the growth relation in (8.1.4) as well as the boundedness 

condition in (8.1.17) hold uniformly in t:SZ,the proof can be given 

analogously to that of proposition 1.5.3.8. o 

3·m 
NOTATION 8.1.10. Let C' [O,Z] be the set of collections {gtl tE:o,z]} 

such that for some constant,denoted by K [O,Z],and all t: 

gtEC3 ;m and K :s Kg[O,Z] . g 
gt 

D 
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8.2. APPROXIMATIONS 

Take hO>O and let for any h:::hO : {P~!6Ell} be a collection of tran­

sition probabilities defined by 

(8. 2. I) 

for all xES and 6E6. 

Below we examine the discrete-time approximation of 

transition probabilities in §I,and 

finite horizon cost functions in §2. 

Therefore,let rrEIT(M) be a fixed control and suppose that 

the Lipschitz relation (8.1.3) as well as assumption 8.1.8 are satisfied. 

Then,for any h:::hO we consider the h-control object withµ=µ 3 
6 

and Ph 
h m+ 

given by (8.2.1) as well as the h-Markov control: TT = (rr(O),rr,'.h),rr(2h), ... ). 

According to lemma 8.2.2 below,relation (4.1.4), which justifies the use 

of the operators T~ and~ given by (4.1 .5) and (4.1 .6), is guaranteed for 
-1 

any 6E(rr(O),rr(h),rr(2h), ... ,rr(eh)) , B= [Zh ]. First,recall that 

I 11: (x) I + I b: (x) I ::: K( I + Ix I), uniformly in t::: Z. Then, by using this growth 

relation,the following two lemmas can be shown analogously to the proof 
-1 

of lemma I.5.3.12 and lemma I.5.3.13 respectively. Let e = [Zh ] . 

LEMMA 8. 2. I. 1'he consistency relation (6. 2. I) with µ = µrn+ 3 is satisfied 
3 ·m for any collection {ut!tE[O,Z]}Ec' [O,Z]andsuch that for aU h:::hO, j< e: 

(8. 2.2) ll(A_rr(jh)_Arr(jh)) U. II ::: VhCKU.[O,Z]. 
~n Jh+h µm+ 3 

[J 

LEMMA 8.2.2. 1'he stability relation (6.2.3) is satisfied with µ= µm+ 3. o 

Note that (also see remark 6.2.1) lemma 8.2.2 implies: 

rrh= (rr(O),rr(h),rr(2h), •.. ) E!Ih(AB). 
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§I. TRANSITION PROBABILITIES 

3·m THEOREM 8.2.3. For any fEC' the convergence relation (6.3.2) is satisfied 

with order of convergence O(Vh). 

PROOF. Let fEC3 ;m and first conclude from proposition 8.1.9 that 

(8.2.3) n 3·m 
{T zfltE[O,Z]} EC' [O,Z] and K.rn f::: CKf, t:::Z. 

t, t,Z 

Consequently, by virtue of theorem 6.3.2, lenuna 8.2.1 and lenuna 8.2.2, 

relation (6.3.2) is proven by verifying the smoothness assumption 6.3.1. 

Condition (i) of assumption 2.3.1 with DA= c3 ;m directly follows from 

(8.2.3). Condition (ii) of assumption 2.3.1 with µ=µm+ 3 is implied by 

(8.1.14) together with (8.2.3) again. 

The 'smoothness' relation (6.3.1) is satisfied since (8.1.16) and (8.2.3) 

yield. 

(8.2.4) IIR: (T ,f ,h) II h-l 
µm+3 

ll(h-1[T: t+h - I] , 

Hence, the smoothness assumption 6.3.1 is guaranteed. Furthermore, lenuna 

5.5 together with the relations (8.2.2) and (8.2.4) implies the orde.r of 

convergence O(Vh). D 

In analogy with subsection 5.3 of chapter I,also weak convergence 

of the transition probabilities and discrete-time processes can be conclu­

ded by making use of lenuna I.5.3.15 and an analogue of lenuna I.5.3.19. 

§2. FINITE HORIZON COST FUNCTION 

ASSUMPTION 8.2.4. 

(8.2.5) 

(8.2.6) t+tit :'.:: z. 



(8. 2. 7) 
k 

A Ln(x) is continuous in (t,x) fork 
ax t 

1 ,2,3. 

More specific conditions on Lnand n guaranteeing assumption 8.2.4 will 

be given in remark 8.2.6 below. First,let us present the approximation 

result. 
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D 

THEOREM 8.2.5. Let asswrrption 8.2.4 be satisfied. Then the convergence re­

lation (6.4.2) holds with order of convergence O(Vh). 

PROOF. First let us verify the smoothness assumption 6.4.1. 

By using (8.1.13), (8.1.15), (8.2.5), (8.2.6) and the fact that 

llgJIµ ::: 2llgJIµ 
m+3 m 

if gEBflm, we conclude for all o::: t::: s::: s+l\s::: Z: 

(8.2.8) 

H Tn Ln . . . E[ ] f ence, t,s s is µm+ 3-continuous in s t,Z or any t::: z. 
Fu;ther, relation (8.2.5) implies the µm..and hence µm+ 3-boundedness of 

{LtltE[O,Z]}. So that together with (8.1.13) we also conclude the µm+ 3-
n n I [ ] boundedness of {Tt L s,tE O,Z }, which completes the verification of ,s s 

assumption 2.3.2. 

Next, we will show: 

(8.2.9) 

Therefore, first of all by using proposition 8.1.9 and the mean value 
3·m theorem,conclude that for all fEC' , xES, O:::t:::s:::Z and with It.xi::: l: 

(8.2. IO) 
.. k k I 

I (-.:!.ic Tn f( )) - (~ Tn f(y)) _ I It.xi- ::: (1+lxlm)CKf ay t,s Y y=x+l\x ay t,s y-x 

where C depends only on Z,K and m. Relation (8.2.10) together with (8.2.5), 

which implies the boundedness of ~rr unif0rmly in t::: Z, and Lebesgue's 

dominated convergence theorem will t imply for K = 1,2,3, xES and t::: Z: 

(fl. 2. 11) 

if in addition the integrals in the right hand side of (8.2.11) are well-
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defined as Lebesque-integral. However, by using the continuity in ( t ,x) of 

a;(x), b;(x) and L;(x) ,as resulting from (8.1 .3) and (8.2.7), the continuity 

of the integrands ins for fixed t and x can be shown analogously to p.61/62 

of Gihman and Skorohod (1972). Consequently, (8.2.11) holds fork= I ,2,3 

all tEZ and xES. 

Finally, (8.2.3), (8.2.5) and (8.2.11) yield (8.2.9). 

This proves condition (i) of assumption 2.3.3 with DA= c3 ;m, 

and together with (8.1 .14) also condition (ii) of assumption 2.3.3 is shown. 

Further, expression (3.2.2) for R:(V,h), relation (8.2.8) withs= t,(8.2.9) 

and (8.1.16) imply that 

(8.2.12) IIR:(V,h)IIµ h-1 s 
m+3 

llh-l 
t+h 

- LTTII + f TTT LTT ds 
t t,s s t µm+3 

Consequently, the smoothness assumption 6.4.1 is satisfied. 

As a result, by virtue of theorem 6.4.2, lemma 8.2.1 together with (8.2.9) 

and lemma 8.2.2,the convergence relation (6.4.2) holds. Furthermore, lemma 

5.5 together with (8.2.2) and (8.2.12) shows the order of convergence O(Vh). 

D 

REMARK 8.2.6. 

I. It is not difficult to verify that assumption 8.2.4 is satisfied if 

the following conditions are guaranteed: 

(i) TT satisfies (8.1.12) as well as for any t S Z and with 6 = TT (t) 

relation (8. 1.11) with constant G uniformly in all t S Z. 

(ii) For all xES, (y1 ,TJ 1) , (y2 ,TJ 2)Ef. 

(8.2.13) 

(iii) For k = I ,2,3 , i I ,2 ,3 

k 

{ 
ax~-k L(x 1 ,x2,x3) exists, is continuous :rn (x 1 ,x2,x3) and 

(8.2. 14) 1 k 

la/k L(x 1,x2,x3)1 s C[I+ lx 1 1m+ lx2 1m+ lx3 1ml,(x 1,x2 ,x3)E1Rxr1xr2 . 
i 
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2. Note that the convergence in (6.4.2) is concluded uniformly within 

the class of controls for which the Lipschitz constant Lin (8.1.3) and 

C in (8.2.6) as well as the constant 1).TT[O,Z] corresponding to (8.2.5) are 

uniformly bounded. D 

§ 3. FINITE HORIZON OPTIMAL COST FUNCTION 

In stead of assuming a fixed control and corresponding smoothness 

conditions as in §I and §2 in this paragraph the following assumptions 

are made: 

ASSUMPTION 8.2.7. 

r I c JR and r 2 c R are compact. 

ti = { 15 : R-+ r Io measurable } • 

The function L: JR xr1 xr2 -+JR satisfies (8.2.14). 

(i) 

(ii) 

(iii) 

(iv) The functions a : Rx r1-+ lR and b : R x r 2 -+ IR are continuous and 

satisfy for some constant G, all x,yEIR and (y1,y2)Er the Lipschitz 

condition: 

(8.2.15) D 

ASSUMPTION 8.2.8. There exists a unique collection {0tltE[O,Z]} satisfying 

(2.3.4) such that 

(8.2. 16) 

as well as for all o:::s:::s+tis:::Z: 

(8.2.17) D 

REMARK 8.2.9. We note that assumption 8.2.8 will not be satisfied in 

general. References and more detailed statements in this respect are given 

in remark 8.2.13 below. Further, assumption 8.2.8 is only likely to be 

satisfied under stronger conditions on a and b, such as sufficient dif­

ferentiability and strictly positiveness of b, In our approach,we let 

assumption 8.2.7 contain conditions only for the approximation analysis, 

whereas assumption 8.2.8 guarantees the existence of the optimal cost 

function. D 
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In this §3 ,we will also consider for any h S h0 an h-control object 

withµ= µm+ 3 and P~ given by (8.2.1). According to lemma 8.2.11 below,rela­

tion (4.1.4) is guaranteed and hence,the notations T~ and { as given by 

(4.1.5) and (4.1.6) are justified for all 6E~. From (8.2.15) one easily 

concludes for some constant Kand all xES: 

(8.2.18) sup 
6E~ 

As a result, by using the growth relation (8.2.18) ,the following two lemmas 

can also (cf. lemma 8.2. I and 8.2.2) be shown analogously to the proofs of 

lemma I.5.3.12 and lemma I.5.3.13 respectively. 

LEMMA 8. 2. IO. The strong consistency relation ( 6. 2. 2) holds with µ = µ 3 for 
3 ·m . m+ 

any collection {utitE[O,Z]} EC ' [O,Z] and such that for all hSh0 , 

jh+h::'Z: 

(8.2. i9) □ 

LEMMA 8.2.ll. The strong stability relation (6.2.4) holds withµ=µ 3 . □ m+ 

THEOREM 8.2.12. The convergence relation (6.5.2) is satisfied with order 

of convergence O(Vh). 

PROOF. By virtue of theorem 6.5.2, lemma 8.2.10 together with (8.2.16), 

and lemma 8.2.11 ,the relation (6.5.2) is shown by verifying the smoothness 

assumption 6.5.1. 

Therefore, from the continuity of L, a and bone easily concludesthat for 
3·m h µ h 

any fEC ' and f EC m the functions g and g on IR xf I x r 2 ,defined by 

(8.2.20) 

d I 2 d 2 ! g(x,y1,y)=L(x,y1,y2)+ [a(x,y1)dx f(x)+ 2 b (x,y2)dx2 f(x)] 

h I h g (x,y1,y2)= hL(x,y1,y2)+ [2 f (x+a(x,y1)h+b(x,y2) Vh) + 

I h 
2 f (x+ a(x,y1)h-b(x,y2) Vh)], 

are continuous in (x,y1,y2)E1Rx r 1 xr2• Next,recall expression (2.3.3) for 

the infimum operator J with A6 given by (8.1.1). Further, recall the 



conditions (i) and (ii) of assumption 8.2. 7 as well as the growth rela­

tion of (8.2.14) and the growth relation (8.2.18). Then it can be shown 

analogously to the proof of lemma 7.2.8 that 

J: c3;m _,_ cµm This guarantees assumption 2.3.4 with DA 

as well as assumption 4.2.3 with F=Cµm. 

c3;m 

Furthermore, from (8.2.14) and (8.2.18) it is seen directly that 

(8.2.21) for fEC 3 ;m , 
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so that together with (8.2.16) we can conclude that the collection 

{J0t[tE[O,Z]} is µm- and hence µm+ 3-bounded. Together with assumption 8.2.8, 

this also proves assumption 2.3.5. Finally,from (8.2.17) and (8.2.18) 

it follows that 

(8.2.22) 

Consequently, expression (3.3.1) for Rt(0,h) and (8.2.22) imply 

(8.2.23) /1Rt(0,h)/Iµ h-l '.': VhC. 
m+3 

Hence, the 'smoothness' relation (6.5.1) is satisfied. Furthermore, lemma 

5.5 together with the relations (8.2.19) and (8.2.23) guarantees the order 

of convergence O(Vh). □ 

REMARKS 8.2.13. 

I. The problem of the existence and the uniqueness of a solution of 

the optimality equation (2.3.4) for diffusion processes, as is required 

by assumption 8.2.8, is well-known in the literature. 

Especially,the case of an uncontrolled and non-degenerate diffusion 

coefficient has been frequently studied. Existence results can be obtained 

by using results for ordinary differential equations together with a 

method of successtve approximation,as shown for instance by Fleming and 

Rishel (1975). From an algorithmic and computational point of view,the 

method of policy improvement (iteration),as used by Puterman (1977),(1978), 

can be very valuable. 
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For linear systems, i.e. with coefficients linear in the control variable, 

it is sometimes possible to solve the optimality equation analytically, as 

shown, for instance, on p. 187 - 200 of Gihman and Skorohod (1979). 

Krylov (1980), however, studies the Bellman equation, in general, for 

diffusion processes with controlled drift as well as diffusion coefficients. 

Under smoothness and growth conditions on the diffusion characteristics 

as well as the cost rate function (see p.130, 165 and 173 of Krylov) of the 

type as given by (8.1.17) and (8.2.14) up to second order derivatives as 

well as non-degeneracy of the diffusion coefficient, he proves (see chap­

ter 4) the existence of a solution of the Bellman equation. 

In addition,it is also shown that the first and second derivatives of a so­

lution with respect to the state variable are polynomial bounded, such as 

required by (8.2.16). In analogy with his results, we trust that also the 

conditions for the third derivative can be verified. We like to note that 

his proofs are based on using stochastic differential equations for the 

(mean square) derivatives of solutions of differential equations with 

respect to the initial data,and using Lipschitz and growth conditions, 

uniform in all controls, of the coefficients. 

2. It is well-known, see for instance p.159 of Fleming and Rishel 

(1975), p.174-180 of Gihman and Skorohod or Krylov (1980),that the solu­

tions of the optimality equation of diffusion type present optimal cost of 

control within a wide class of controls,including history dependent con-

trols. □ 

§4. CONSTRUCTION OF e-OPTIMAL PIECEWISE CONSTANT CONTROLS 

As in section 7,it will be worthwhile,in view of the optimality 

property stated in 2 of remark 8.2.13,to study the possibility of con­

structing (simple) controls such that the cost function of the correspon­

ding continuous-time controlled process is close to the optimality func­

tion. If there exists a discrete-time control which is Lipschitz with re­

spect to the state variable and which is optimal (nearly optimal) for an 

h-discrete-time controlled process.with h sufficiently small, then it 

can be shown analogously to §4 of subsection 7.2. that this control is 

also nearly optimal for the continuous-time model. Unfortunately, how­

ever, in general such a Lipschitz property for optimal or nearly optimal 



129 

controls is not guaranteed or may be difficult to prove. 

In order to avoid Lipschitz requirements on the controls,we will use dis­

crete-time controlled stochastic processes of which the one-step transi­

tion probabilities themselves are induced by stochastic differential equa­

tions under constant control variable. 

A discrete-time controlled process so constructed is just a special case 

of a continuous-time controlled stochastic differential equation. 

As a result, showing that the corresponding optimal cost functions of the 

discrete-time construction and the continuous-time model are close and 

recursively determining an optimal (or nearly-optimal) control for the 

discrete-time case, yields a nearly-optimal control. 

In this paragraph,let the assumptions 8.2.7 and 8.2.8 also be satis­

fied. Further,for y = (y1 ,y2)Er we will also use y as a superindex to 

indicate a constant decision rule yE~ with y(x) = y for all xES as well 

as a constant Markov control y with y(t) = y for all t? O. 

It will always be clear which of these two is used. 

Leth> 0 be fixed and note that the Lipschitz relation (8.2.15) im­

plies the Lioschi t-z relation (8 1. 3) for the constant control TT = y, where 

y(t,x) =y for all xES, t?O, yEr. Consequently, according to theorem 

8. 1. 2, there exists for any y and xES a unique (homogeneous) Markov 

process (ri y (x)) < h satisfying: t t_ 

(8.2.24) t :': h. 

Further, let {T:ltE[O,Z)} be the correspondingsemigroup af operators defined 

on Bllrn+3 by 

(8.2.25) xES. 

Then,according to (8.1.7), (8.1.15) and (8.1.16) we obtain for all nEm,fEC3 ;m: 

(8.2.26) 

(8.2.27) 

(8.2.28) 
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where, by virtue of (8.2.15) and (8.2.18), the constant C holds uniformly in yEf. 

To proceed first conclude from (8.2.14) and the compactness of r that 

LYEC3 ;m_ Consequently, by using (8.2.27) it is easily seen that 

{Ty LyltE[O,h]} isµ 3-continuous as well asµ +3-bounded in tE[O,l,]. 
t ~ m 

As a result, the function Ty Ly can be integrated. 
s 

h Hence, by virtue of lelllllla 8.2.14 below we are able to define an operator G 

on cllni+ 3 by 

h 
Ghf(x) = inf [f Ty Ly(x)ds + Trf(x)]. 

yEr O s 
(8.2.29) 

We obtain a collection {0~Jjh::: Z} c C~ by recursively solving the 
J 

discrete-time optimality equation: 

h 
z-P,h 

(8.2.30) { 

0e(x) inf [ f TYLY(x)ds] 
yEr 0 s 

0~ Gh(0~ ) 
J J+I 

xES, .e 

, j < e. 

LEMMA 8.2.14. Gh: cllni-. c~ and 0~EC~. 

PROOF. Since the functions a and bare uniformly continuous in (x,y) on 

the compact set [-N,N] x r for any N> 0 it follows from theorem 2 on p.52 

of Gihman and Skorohod ( 1972) that for (xn, yn) -. (x, y): 

(8.2.31) 

Furthe~note that relation (8.2.14) together with the compactness of r 
implies that ILY(x) - Ly(y)I::: lx-yJ C(I+ lxlm+ IYJm) as well as that 

relation (8.2.13) holds. Hence, we can write 

(8.2.32) 
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Finally,applying Schwartz' inequality to the first term of the last sum, 

letting (xn,yn) ➔ (x,y) and using (8.2.26), (8.2.31) and (8.2.32) shows: 

(8.2.33) is continuous in (x,y) uniformly in t:::h. 

Furthermore, for any fECf.lm relation (8.2.31),implies by using the standard 

step of applying Chebyshev' s inequality : ri: (x) is weakly continuous in 

(x,y). Further,since fEC~ and Eµm (TJ:(x))::: C (I+ lxlm) uniformly in Y 

(see(8.2.26) this also implies that 

T~f(x) = IBf(T]~(x))is continuous in (x,y) for any fECµm. 

Consequently, for fECllm the function gh : Rx r ➔ JR ,defined by 

(8.2.34) 

is continuous in (x,y). From this continuity it follows analogously to the 

proof of lemma 7.2.8 that Ghf(x) is continuous in x. 

Since also (8.2.14) and the compactness of r implies theµ -boundedness 

of 1Y,we obtain from (8.2.26) and (8.2.34): Gh: C~ ➔ ci"111.m 

Further,from the definition of 0~ we obtain analogously: 0~ EC~. □ 

LEMMA 8. 2. 15. Ther>e exist 6 0 ,6 1 , ••• ,6 e E t, suah tha.t for> any j::: e, xES 

and with y = 6. (x): 
J 

h z-e!1 

l 
0. (x) f Ty 1Y(x)ds if j e, 

J 0 s 
(8.2.35) h h r Ty 1Y(x)ds y h if j 0. (x) = J + Th0j+l(x) < e. 

J 0 s 

PROOF. First conclude from the recursive scheme (8.2.30) and lennna 8 .2.14 

that f0~ jj::: e} c cllm. Then, the proof directly follows from the continuity 
J 

in (x,y) of the right-hand sideP in (8.2.35), shown by the proof of lemma 

8.2.14, together with the compactness of rand lemma 1.4 on p.16 of 

Gihman and Skorohod (1979). □ 

Let TT represent the control which at time-point jh changes its value 

according to the decision rule 6. given by lemma 8.2.15 and the current 
J 

state and thereafter remains unchanged up to the next time-point jh+h, 

j = 0, 1, ... ,e 
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Then,from the stochastic integral equation (8.2.24) together with lemma 

8.2.15,it can be concluded that the optimal cost functions {¢hJjh:::Z} 

represents cost functions {V~h I jh S Z} corresponding to a controlled 

stochastic integral equation under the piecewise constant and almost­

Markov control TT. 

(A precise formulation would require history dependent controls,which here 

we avoid). In view of the above,however, we write: V~h= ¢~, jst and will 
J J 

show that TT is (in the above mentioned informal sense) a nearly-optimal 

control. 

THEOREM 8.2. 16. For some constant Call tS Zand with n 

(8.2.36) llv\ - ~\IIµ s vhc. 
n m+3 

PROOF. First of all from (2.3.4) and (8.2.22) we easily conclude that 

(8.2.37) 

Next, according to the systems (2.3.4) and (8.2.30), the fact that I':, 

contains all constant decision rules and that infima are taken pointwise: 

¢~ y h f h 

{ 
inf [hLY + T (/,. I+ ( TYLYds - hLY)] 

J yEr h J+ 0 h 
(8.2.38) 

¢jh inf [hL y + (hAY + I) ¢jh+h + R. 1 (¢,h) 
yEr J 1 

Write 6. 
J 

(/J~ - ¢jh" Then from (8.2.38): 

(8.2.39) 

sup II ( [T~ - I] - hAY) (/JJ.h+hllµ + IIR.h (¢,h) II 
yEf m+3 J µm+3 

First,conclude from (8.2.14) that 1Yec3 ;m and sup ~y< 00 • 

yEr 
3·m 

Further, recall: H\ I tE [O,Z]} EC ' [O,Z]. 

By using these facts we conclude from (8.2.23), (8.2.27), (8.2.28) and 

(8.2.39): 
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(8.2.40) 

Finally, by using lemma 8.2.17 given below, relation (8.2.35) for 0\'. and 

(8.2.37) fort= Z, we obtain by iterating (8.2.40) for i=n.n+l. .... :',-1 

(8.2.41) II 6 .11 '.': Vh C 
J µm+3 

Combination of (8.2.37) and (8.2.41) completes the proof. 

LEMMA 8. 2. I 7. For any nEN and aU yEr: 

(8.2.42) 

for some constant C not depending on handy. 

PROOF. Since Schwartz' inequality can be used if n is uneven it suffices 

to give the proof for n is even. First,we write 

(8.2.43) 

lxln + I (~) lxln-i l1E (T)~(x) - x/!. 
i=l, ... ,n 

Relation (8.1.8) directly implies (also noting that h :s h0 ): 

(8.2.44) l (~) lxln-i l1E (~(x) - x)il :S hC(l+lxln). 
i=2, ..• ,n 

Next, recalling that ay is Lipschitz in x, uniformly in y, we obtain ana­

logously to relation (5.3.21) of chapter I: 

(8.2.45) 

so that together with the growth relation foray (see(8.2.18)): 

(8.2.46) I E [ T)~ - xj I '.': h C (I+ Ix I) . 

Combining (8.2.43), (8.2.44) and (8.2.46) yields 

(8.2.47) 0 

0 
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REMARKS 8.2.18. 

I. Note that lenuna 8.2.17 is a slight extension of the growth relation 

(8.1.8). 

2. In view of the discrete-time optimality equation (8.2.30),we note 

that for any fixed y the term between brackets on the right-hand side of 

(8.2.29) can be given explicitly by using formula for the transition pro­

babilities as shown on p.93-95 of Gihman and Skorohod (1972). 

3. The existence of optimal and e-optimal Markov controls as well as 

construction of e-optimal Markov controls has been shown in chapter 5 of 

Krylov (1980) under a uniform Lipschitz condition on the coefficients in 

all admissible controls (see p.214 of Krylov (1980)). 

In this respect compare the Lipschitz relation (8.2.15). Krylov's construction 

of e-optimal controls follows from continuity arguments and choosing dense 

subsets of the decision set (cf. lenuna 1.4.9 on p.28 of Krylov(l980)) and 

consequently,does not show a recursive construction such as given by 

lenuna 8.2.15 above. D 
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9. RELATED LITERATURE 

The topic of stochastic control has obtained a fast growing atten­

tion in the literature during the last decade,so that it is impossible to 

give a reasonable complete survey on this field. 

In this respect,we only like to mention the survey paper of Fleming (1969), 

as well as the list of references included by Fleming and Rishel (1975), 

Kufihner (1977), Gihman and Skorohod (1979) and Bensoussan (1983). 

Also methods of time-discretization have been frequently applied in the 

literature for all types of 'ad hoc' applications with considerable success 

and seem to become an important tool for analyzing controlled stochastic 

processes (see for instance Mitchell (1973) and Doshi (1978)). 

Therefore,we restrict ourselves to a discussion on the literature 

which is most closely related to the approximation analysis of this mono­

graph. First in r1 we discuss the so-called Markov decision drift processes 

introduced by Hordijk and Van Der Duyn Schouten (1980). Their model recei­

ves special attention since it includes continuous as well as impulsive 

controls simultaneously and also because the approximation analysis of 

this monograph may yield some generalizations of their model such as the 

inclusion of diffusion processes as drifts. Next,in § 2 we focus on the 

work of Kushner (1977), (1978) and Haussmam1(1980),which especially seem 

to be of interest also from a computational point of view,as well as the 

work of Nisio (1978), Bensoussan and Robin (1983), Gihman and Skorohod 

(1979), Christopeit (1983), Whitt (1975) and Kakumanu (1977). 

In addition,~3 and §4 contain only a small survey of related lite­

rature on controlled Markov jump processes and controlled diffusion pro­

cesses respectively. We note that these surveys are far from complete. 

§ !. MARKOV DECISION DRIFT PROCESSES; TIME-DISCRETIZATION 

Van Der Duyn Schouten (1979) and Hordijk and Van Der Duyn Schouten 

(1980), (1983a), (1983b), (1983c) have introduced Markov decision drift 

processes. An informal description of such a process is the following. 

A process is observed continuously. The process is assumed to be a jump 

process with deterministic drifts between the jumps. The jumps are indu­

ced by a controlled Markov jump process (for example, in a maintenance 

replacement model shocks of damage occur according to a Poisson process 

with controllable shock rate) as well as by possible impulsive controls 
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(for example,an immediate replacement if a certain level of damage is ex­

ceeded). The deterministic drift itself (such as a continuous increase 

of damage) is not influenced by the controls. 

A policy pescribes at each time-point ta decision to be taken based on 

the history up to that time-point; it is either a 'continuous control 

variable' influencing the jump-characteristics of the Markov jump process 

or an 'impulsive control' which has an impulsive effect on the process. 

Costs per unit of time are incurred depending on the actual state and 

'continuous control' as long as no impulsive control takes place as well 

as lump costs depending on the actual state and the 'impulsive control'. 

The above description holds for many applications as queueing, re­

placement and inventory models,especially since the process is allowed 

to e,mlve between jumps and since impulsive controls are taken into 

account. 

For the above framework,Van Der Duyn Schouten (1979) and Hordijk 

and Van Der Duyn Schouten (1980), (1983a), (1983b), (1983c) develop a 

method of time-discretization in order to obtain structural results for 

optimal controls in the continuous-time model. Therefore, a sequence of 

discrete-time Markov decision chains is constructed. In a discrete-time 

Markov decision chain the difference in their impact of continuous and 

impulsive controls vanishes. By making use of the dynamic programming 

method for discrete-time optimality equations together with weak conver­

gence results for the approximating sequence of processes they are able 

to conclude the optimality of a limit control within a wide class of 

'regular' policies. 

Further,under several conditions they are able to deal with unbounded cost 

rates and it is worth noting that their analysis does not require solu­

tions of the continuous-time optimality equations. The optimality of 

structured policies is shown, e.g. bang - bang type resp. monotone type resp. 

(s,S)-type in maintenance replacement resp. MIMI I-queueing resp. inven-

tory models. 

The discretization presented in section 7 for controlled Markov 

jump processes is equal to their discretization in case of absence of 

impulsive control. Therefore,in that case the analysis of this chapter 

can be applied in order to obtain approximations for the optimal cost 



functions. Furthermore,especially the generalization of a deterministic 

drift to a controlled stochastic process between jumps, is an important 

topic for further investigation where the results and techniques of 

Hordijk and Van Der Duyn Schouten can be combined with the analysis of 

this chapter. 

§2. FURTHER GENERAL TIME-DISCRETIZATION METHODS. 

Kushner (1977) develops probability methods for approximations 
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in stochastic control, particularly controlled diffusion processes, and 

first or second order differential equations. His method is based on a 

combined discretization of time-and state variable and is induced by a 

numerical procedure,although a modification is required in order to 

guarantee discretizations associated with one-step transition probabili­

ties. His type of discretization resembles that presented in section 8 

for controlled diffusion processes. If the drift coefficient is always 

0 then these discretizations are exactly the same. 

The way of showing convergence,however, is somewhat different. 

Kushner only needs to verify the tightness of the approximating processes. 

Using a weakly convergent subsequence the existence of a limit process 

is proved. By showing the uniqueness of a limit process (cf. p.99) and 

by using continuity properties on D-spaces (cf. p.100/101), Kushner 

(1977) proves the convergence of the approximating processes as well as 

of the corresponding cost functionals. 

The tightness is proven by showing that the fourth moments of the incre­

ments over time ut for all discrete-time processes are uniformly bounded 

by C(6t) 2 (cf. p.96/97 of Kushner (1977)).In this respect we note that 

lenma I.5.3.19 presents a similar type of result. Since,however, there 

we required a polynomial bound with respect to initial data and we al­

allowedunbounded coefficients,we had to give a somewhat modified proof. 

Kushner applies his method to a variety of interesting problems 

associated with diffusion processes as optimal stopping, impulsive con­

trol and reflection problems. He studies the approximation of the cost 

functionals (some specific numerical results are included) as well as the 

existence and optimality of a limit control. 
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Again,it is worth noting that the approach does not require analysis of 

continuous-time optimality equations. Further,we note that he assumes 

diffusion coefficients to be uncontrolled and the cost functions invol­

ved to be bounded. 

The same approximation method is applied to the average cost case 

in Kushner (1978) and, under relaxations of Lipschitz conditions and for 

the finite horizon function again, by Haussmann. :Haussmann shows that 

a limit control satisfies a stochastic maximum principle. 

Gihman and Skorohod (1979), Nisio ( 1978) as well as Bensoussan 

and Robin (1983) use the same type of time-discretization. As one-step 

transition probabilities they take Ph = pY where pY 
nh,nh+h nh,nh+h nh,nh+h 

denotes the transition probability of the continuous-time process under 

constant control variable y during [nh,nh+h). 

In a general setting,Gihman and Skorohod (1979) consider controlled 

stochastic processes associated with a control object (different from our 

definition) and so-called generalized controls inducing a random process 

of control. For a fixed sample path of the control process the probability 

law of the state process is determined in a non-anticipative way and si­

milarly for a fixed sample path of the state process the probability law 

of the control process is determined in a non-anticipative way. By using 

time-discretization,they show in this general setting the sufficiency of 

step-(that means with piecewise constant control variables) feedback con­

trols with respect to optimality for finite horizon cost functions depen­

ding on the entire history of state and control process. 

For a controlled Markov jump process these results yield the optimality 

of a solution of the optimality equation and of a corresponding control. 

Further, for controlled stochastic differential equations driven by a 

process of independent increments, which includes a Wiener process and/ 

or Poisson processes, it is shown that the discretization induced by 

piecewise constant controlling the differential equations yields nearly­

optimal controls. The discretization given in §4 of section 8 is of the 

same form. The results of Gihman and Skorohod require Lipschitz condi­

tions on the drift and diffusion coefficient in the state variable uni­

formly in all controls, whereas in§ 4 of section 8 we only require the 



Li.pschitz condition uniformly in any fixed control-variable (decision). 

Further,their results concern bounded cost functions. 
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Nisio (1978) shows that the optimal cost functions associated with 

optimal stopping problems for time-homogeneous Markov processes can be re­

presented by a unique non-linear semigroup which is monotone; contractive 

and strongly continuous. In addition,he shows that the semigroup is the 

unique solution of an optimality equation. His results assume bounded and 

Lipschitz cost functions and are derived by controlling the model at step­

sizes 2-i and showing monotony properties of the corresponding cost func­

tions. 

Bensoussan and Robin (1983) use a same type of method as Nisio but 

also apply it to continuous and impulsive control problems associated 

with homogeneous Markov semigroups. Analogously to Nisio,the convergence 

of discrete-time optimal cost functions is shown for step-sizes 2-i and 

by using monotony arguments. The boundedness of the cost functions is as­

sumed but relaxations of Lipschitz conditions are made. For the continuous 

control problem the set of possible controls is assumed to be finite. 

Probabilistic interpretations of the convergence results are included. 

Christopeit(l983) studies a stochastic differential equation with 

controlled bounded drift function and uncontrolled diffusion coefficient. 

As discretization,stochastic difference-equations with step-size 2-i are 

considered. The one-step stochastic difference is taken linear in the step­

size and drift function at the discrete-time point plus an addition of a 

Wiener increment. By showing tightness,convergence results are obtained 

and the optimality of a limit control is shown for the finite horizon cost 

case The existence of the limit control which has to satisfy a certain 

convergence condition is assumed a priori. The drift function is Lipschitz 

in all variables. The cost function is allowed to be exponentially boun­

ded and is only required to be continuous. 

Whitt (1975) studies in a general setting the convergence of a se­

quence of Markov renewal programs and related functions. As a particular 

application for exponential processes and countable state space,an approx­

imating sequence of discrete-time Markov programs is studied. 
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Convergence results are obtained under (pointwise) convergence conditions 

of the one-step to the infinitesimal jump characteristics. (The time-dis­

cretization given in section 7 for Markov jump processes and with countable 

state space obviously satisfies that condition). 

Kakumanu (1977) treats controlled Markov jump processes with coun­

table state space and finite decision set, bounded jump rates and bounded 

cost-rate function. For the discounted as well as the average cost case 

he shows that for any control the cost functions and hence also the op­

timal cost functions are exactly equal, up to a factor, for the continuous­

and discrete-time model. 

~3. CONTROLLED MARKOV JUMP PROCESSES 

A study of these processes can be found in Miller (1968), Pliska 

(1975), Davis (1976), Boel and Varaiya (1977), Kakumanu (1977), Gihman 

and Skorohod (1979) and Yushkevich (1980). See remark 7.2.11 for specific 

remarks on these references in view of optimality equations and optimal 

controls. 

In more general settings controlled jump-type processes are examined 

by Stone (1973), Whitt (1975), Rishel(1976), Van Der Duyn Schouten (1979) 

and Hordijk and Van Der Duyn Schouten (1980), (1983a), (1983b), (1983c). 

Applications of controlled jump-type models can especially be found 

in queueing models, storage models etc. See for instance Mitchell (1973), 

Doshi (1978), Van Der Duyn Schouten (1979) and Hordijk and Van Der Duyn 

Schouten (1983c). 

§4. CONTROLLED DIFFUSION PROCESSES 

A general study of these processes can be found in the books of 

Mandl (1968), Fleming and Rishel (1975), Kushner (1977), Gihman and 

Skorohod (1979), Krylov (1980) and Bensoussan (1983) as well as the 

theses and related papers of Pliska (1972), (1973) and Puterman (1972), 

(1974). 
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Particularly,the work of Mandl (1968), Pliska (1972), (1973) and 

Puterman (1972), ( 1977), (1978) are concerned with the continuous control 

of diffusion processes on bounded subs<>ts of the state space. They present 

many existence and uniqueness results with respect to the optimality equa­

tions in the stationary case (Mandl, Pliska and Puterman) as well as the 

finite horizon case (Puterman), on the optimality of solutions of these 

equations and especially on proving the existence of optimal and 6-optimal 

Markov or piecewise constant controls. 

Applications of controlled diffusion processes have been given,for 

instance,for dam, queueing, investment and particularly cash-balance 

models. See Bather (1968), Pliska (1972), Puterman (1972), Constantinides 

(1974), Constantinides and Richard (1978), Harrison and Taylor (1978), and 

Harrison and Taksar (1981). 
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APPENDIX 

A WEAK OJNVERGENCE OF MARKOV PROCESSES ON D[O,=) 

1. INTRODUCTION AND DEFINITIONS 

This appendix provides three theorems in order to conclude weak con­

vergence of discrete-time Markov processes to a continuous-time Markov pro­

cess on a special sample path space D[0, 00 ). Especially these theorems are 

developed for application to jump- and diffusion-type Markov processes and 

have been applied in subsections 5.1,5.2 and 5.3 of chapter I. 

First,it is shown that weak convergence of transition probabilities also 

implies weak convergence of the finite-dimensional distributions of the 

processes (see proposition 3.4). Next,each of the three theorems presents 

conditions which guarantee 'weak compactness' (tightness) of the discrete­

time processes. We note that these conditions are essentially based on re­

sults of Chentsov (1956) and Skorohod (1957), (1958). 

D-spaces concern functions on a continuous-time parameter which at 

each time-point has a left-and right-hand limit and are right continuous. 

Analysis of D-spaces is initiated by Skorohod (1956). Studies of weak con­

vergence of stochastic processes on D-spaces, that means with sample paths 

contained in a D-space,can also be found in Billingsley (1968), Lindvall 

(1973), Gihman and Skorohod (1974),and Whitt (1980). 

Sample paths of jump-processes, as given in subsections I. 5. I and T.. 5. 2, are 

con.:ained in D-spaces. Sample paths of diffusion processes, as given in 

subsection I.5. 3, are 1,lernen'"s 0f the subclass of r:ontinuous functions. 

Without restriction of generality,let the state space S be given 

by R. For a functio-.1 x: [O,Z] ➔ JR with Z> 0 and tE [O,Z] write x(t-) = lim x(s) 

and x(t+) = lim x(s), with the convention x(O-) = x(O), x(Z+) = x(Z). stt 
sH 

First let us present the necessary notations: 

For a,bER write: a/\b=min (a,b); aVb=max (a,b). 

l 
D [O,Z] = {x: [O,Z] ➔ JR jx(t+) exists and x(t+) = x(t) for all tE [O,Z) 

x(t-) exists for all tE(O,Z] and x(Z-) =x(Z)} 
(I.I) 

D [0, 00 ) = {x: (0, 00 ) ➔ IR jx(t-), x(t+) exist for all tE[0, 00 ) 

x(t)=x(t+) for all tE[0, 00)}. 
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(1.2) For xED[0, 00 ) and ZE[0, 00 ) the Skorohod modules nn [O,Z] is given by 

I:. [0,Z] (x) 
C 

(1.3) For x,yED[O,Z], ZE,0, 00 ) define 

inf sup { !x(t) - y(A(t)) IV I t-1c(t) I}, 
AZ tE [O,Z] 

AZ {tc: [O,Z] ➔ [O,Z] !1c(t) strictly increasing 

and continuous in t, tc(O) = 0, tc(Z) = Z}. 

(1.4) For ZE[0, 00 ) define the mapping 

fz: D[0, 00 ) ➔ D[O,Z] such that for xED[0, 00 ): 

fz(x) = y ED[O,Z] with y(t) = x(t) for all tE[O,Z), y(Z)=x(Z-). 

(1.5) For x,yED[0, 00 ) define 

d (xy) = (e-s [d(f (x),r (y))i\l] ds. 
00 ' 0 s s s 

The literature especially studies D [O, l]. However, the following holds: 

LEMMA 1.1. 

D[O,Z] is a separable metric space -with metric dz for aU Z> O. 

D[0, 00 ) is a separable metric space -with metric d00 • 

PROOF. For Z = 1 especially see Skorohod ( 1956) or Billingsley (1968). 

For Z < 00 see theorem 2.5 of Whitt (1980). 

REMARKS 1 • 2. 

1. The metric d1 was introduced by Skorohod (1956) and the correspon-

ding topology is known as Skorohod's J 1-topology. 

2. D-spaces with the above metrics are not complete. However, they 

are metrizable as complete metric spaces by means of metrics which are 

equivalent to the above metrics, see theorem VII of Kolmogorov (1956), 

theorem 14.2 of Billingsley (1968), theorem 1 of Lindvall (1973) and 

□ 

theorem 2.6 of Whitt (1978). o 
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2. WE.AK CONVERGENCE ON D[0, 00 ) 

In what follows below,read [O,Z] = [0, 00 ) if Z = 00 , 

Recall the definition of a stochastic process X given by definition 0.1 

with 9 = [O,Z], S = lR and ZE [0, 00 ) U { 00}. Then X is called a random element 

onD[O,Z] if P({wlX(•,w)ED[O,Z]}) = I. 

Notation: XER(D[O,Z]). 

In this monograph we always assume separable stochastic processes (cf. 

Gihman and Skorohod (1974) p.164). 

For XER(D [0, 00)) with probability measure IPX denote 

TX= {ti JP ({oolX(t+,oo) = x(t-,oo)})}= I , 

then it follows analogously to p.124 of Billingsley (1968) that 

~ = [0, 00 ) - TX is a countable subset of R. 

Recall the concept of weak convergence and the notation Xh = X as given by 

definitionO.I.Owith S = D[O,Z], ZE[0, 00)U{ 00}, (continuity of functions has 

to be considered with respect to the metrics given by (1.3) for Z< 00 and 

(J.5) if Z = 00), □ 

LEMMA 2,1. Let XhER(D[0, 00)), 0<h:::h0 and XER(D[0, 00)). Then 

(2. 1) 
{ Xh • X on D [O,•) if and only if 

PROOF. See theorem 3 of Lindvall (1973) or theorem 2.8 of Whitt (1980). □ 

h 
LEMMA 2.3. Let X ER(D[0, 00)), 0<h:::h0 and XER(D[0, 00)) and 

suppose tha.t 

(2.2) 

f for any kEN and o::: t 1 < t 2 < ••• < tk -with ti ETX for aU iEk: 

l on 

and 
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(2.3) 
r f OY' any Z ET X and any E > 0 : 

1 lim 
c+O 

Then: xh => X on 

sup 
hE(O,h0] 

D [0, 00 ). 

o. 

PROOF. Consider ZETX. Since dz is a natural extension of d1 ,it results ana­

logously to the proof of theorem 3.2.1 on p.283 of Skorohod (1956) that 

r 2 (xh) => r 2 Cx) on n[o,z]. 

Application of lemma 2.1 completes the proof. 

REMARK 2.4. Condition (2.2) requires weak convergence of the so-called 

finite dimensional distributions. Condition (2.3) together with (2.2) im­

plies that the collection of processes is weakly compact (tight). 

D 

In the next section we will consider Markov processes and present specific 

conditions on their transition probabilities which guarantee (2.2) and (2.3). 

3. WEAK CONVERGENCE OF MARKOV PROCESSES 

In view of the approximation analysis,this section analyzes the 

conditions of lemma 2.3 with the following stochastic processes: 

(i) X = (Xt)t:". 0 E R(D[0, 00)) a Markov process with 

(ii) 

{ P t Is, t :". O} its transition probabilities. 
s, 

D 

For some h0 > 0 

Xh = (Xh) 
t t=:: 0 

Xh = Xh [ -I] a Markov process with t nh, n = th , t ':: 0 and 

{P~h hlj,mEN} 
J ,m 

its transition probabilities at {nhln=0,1,2, ... }. 

Clearly, for any hE(O,h0] :XhER(D[0,00 )) and by denoting Ph =P?h h with 
-I -I s, t J ,m 

j = [sh ] and m=[th ],we obtain the corresponding transition probabili-

ties for all s,t=:: O. 

In order to analyze weak convergence of finite-dimensional dis­

tributions given by (2.2),we first present two lemmas. Therefore let 

s,s1,s2 denote separable metric spaces with Borel-field ~.~i and ~2 
respectively. 



LEMMA 3.1. 
h Let X,X for all hE(O,h0] be random elements on S. 
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h and f,f for all hE(O,h0 ] real-'Valued bounded and measurable functions on S. 

If 

and 
h h h for IPX- almost all x: f (x)-+ f(x) as x -+x 

then 

PROOF. See Hordijk and Van Der Duyn Schouten (1980) theorem 6. 11. □ 

DEFINITION 3.2. 

Let Z (Z 1 ,z2) be a random element on s1 x s2 
and Q a transition probability from s1 into s2• 

Suppose that for any B1E~ 1 and B2E~ 2 it holds that 

(3. I) 

Then z2 is said to be induced by [z 1,Q]. 

LEMMA 3.3. 
h h h Let Z = (z 1 ,z2) and Z = (z 1 ,Z2) for all hE(O,hO] be .mndom elements on 

s1 x s2 and Q and Qh for all hE(O,hO] transition probabilities such that 

z2 1:s induced by [z, ,Q], and 

Zh 
2 is induced by [Z~ ,Qh] frr all hE(O,hO]. 

If 

(3. 2) Zh => z on s1 , and for IP z - almost all zl: I I 
I 

(3. 3) h h 
=>Q(zl;.) 

h 
Q (zl;.) as zl -+ zl ' 

then: h h 
(ZI ,Z2) => (ZI ,z2) on SI x S2• 

□ 

PROOF. According to theorem 3.1 of Billingsley (1968) ,it suffices to show: 

(i) 
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(ii) 

Let (ii) be satisfied for B1 x B2• Then ,by expression (3.1): 

IPZ (aB 1) = 0 and Q(z 1 ;aB2) = 0 for z1 : IPZ -almost sure. 
I 

Hence, (3.3) together with the portmanteau theorem, see Billingsley (1968) 

p. 19, imp lies that for IP Z -almost all z1 : 
I 

(iii) h as z 1 ➔ z 1 • 

Consider expression (3.1). Then the application of lemma 3.1, condition 

(3.2) as well as condition (iii) yield condition (i). 

The above lemma enables us to conclude convergence of the finite-dimensic­

nal distributions from that of the transition probabilities as follows. 

PROPOSITION 3.4. Suppose that 

(3.4) 

and 

(3.5) 

h h 
P t(x ;.) = P (x;.) s, s, t { h for all x ➔ x, xER and s,t::: 0. 

Then the weak aonvergenae aondition (2. 2) is satisfied. 

PROOF. Let 

Xh 
ti 

X 
ti 

0:'.:t 1<t2 < .•• <tk. From 

h h 
is induced by [x0 , Po,t; 

is induced by [x0 , PO, t{ 

(0.2) conclude that 

and 

Hence, lemma 3.3 together with (3.4) and (3.5) yields 
h h h 

(X0 , Xt) = (X0 ,Xt) which implies Xt = X 
I I I ti 

The proof proceeds by induction as follows. Define random elements 
h e h Y and Y on R by: Y and Y = TT (Y). Then again 

ti' ... ,te 

according to (0.2): 

□ 
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Xh is induced by 
h -h 

\ 
[Y , p t ], and 

(i) 
te+1 t e' e+ 1 

X is induced by [Y,i\ t ], 
t e+1 ~· :e + 1 

where 

(ii) { 

Ph e h 
( (x.) . 1 ; . ) p (x e;.) 

s,t J J= s,t 

e 
= p (xf,;.). p t ( (x . ) . I ; • ) 

s, J J- s,t 

h ht e e e h 
Since for y = (x.). 1 E JR and y= (x.). 1 EJR: y ➔ yon IR implies that 

J J= J J= 
x~ ➔ Xe, we conclude from conditions (3.5), (i) and (ii): condition (3.3) 

is satisfied with 
f, h h 

JR,z 1=Y, 

Hence with 

(Yh Xh 

an induction hypothesis Y~ ⇒ Yf, we obtain from lemma 3.3: 
e+1 . 1 1 

, te+1 
on JR , or equiva ent y 

D 

The following theorems are given such that in section 5 of chapter I 

they can directly be applied to discrete-time approximations for solutions 

of stochastic differential equations, respectively jump processes with 

bounded respectively unbounded jumr rates. 

THEOREM 3.5. Suppose that 

(i) relations (3.4) and (3.5) are satisfied~ and 

(ii) for some a> 0, y> 0 and any Z> 0 exists a constant K2 such that 

for aU O:::nhsfh:::Z and aU hE(O,h0 ]: 

I h h ly I I i+a (3.6) IE Xeh-Xnh ::: KZ fh-nh . 

h Then X ⇒ x en D [O,=). 

PROOF. According to proposition 3.4 ,condition (i) implies (2.2). 

Let ZETX. Then,since dz is the natural extension,it is justified to apply 

theorem 3 on p.341 of Gihman and Skorohod (1974). As a result, relation 

(2. I) is verified by showing: 
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(3. 7) 

for all hE(O,h0] 0 s t 1 s t 2 s t 3 :'.': Z and with constants H,a,~ > 0. 

Since X~ is constant for tE[nh,nh+h), nEN, the left hand side of (3.7) 

is equal to O if ½h > max ( I t 1 - t 2 I, I t 2 - t 3 I). For ½h s max 

(lt 1 -t2 1, lt 2 -t3 1) we can bound it by using Schwartz' inequality by 

(3.8) 

I h h ly sup { IE X th - X h } 
I th-nh i :'.': (t3-t 1 )+h n 

:'.': 

where the last inequality follows from (3.6) and hS2(t 3 -t 1). 

Consequently, for all hE(O,h0] relation (3.7) is satisfied. o 

For xEIR and fc "'. 0 write: Vic (x) {yERI IY-xl > d 

THEOREM 3.6. Suppose that 

(i) relations (3.4) and (3.5) hold, and 

(ii) for any E> 0 there exists a constant Q(c;) such that 

for all B> 0 and hE(O,h0]: 

(3. 9) sup sup P~h,nh (x;VE (x)) :'.': 6 Q(i;) . 
xElR I th-nh I< 6 

Then Xh ~ X on D[0, 00 ) 

PROOF. According to proposition 3.4,condition (i) implies (2.2). 

Let ZETX. Recall relation (1.2) for the Skorohod modulus on [O,Z]. 

Then, since X~ is constant for tE[nh,nh+h), nEN ,it follows that 

(3.1 O) 
r 

l 
IP (t:, [O,Z] (Xh) > O) * 0 if c< ½h • and 

C 

By applying lemma 3 on p.431 of Gihman and Skorohod (1974) 

with a = 3cQ(i;/4) and choosing c such that 3cQ(E/4) :'.': ½ , 

we conclude from (3.9) and (3.10): 
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(3. 11) 

Since this holds for any fixed e > 0 uniformly in all h E(O,h0 ], relation 

(2.3) follows from letting c tend to O. Hence, lemma 2.3 completes the 

proof. 

The notation lP (· f ·) used below indicates a conditional probability which 

is assumed to be regular. For definitions of these probability concepts 

we refer to any standard book on probability theory. 

THEOREM 3.7. Suppose that 

(i) relations (3.4)and (3.5) are satisfied, 

(ii) for any e > 0 and any compact set K there exists a constant 

Q(e,K) such that for aU I.'» 0 and aU hE(O,h0 ]: 

(3. 12) 

(iii) 

(3. 1 3) 

Then 

sup sup 
xEK f th-nhfc 6 

for any TJ > 0 any z < 00 and compact set K0 there exists a 

compact set K= K(TJ,Z,K0 ) such that for aU hE(O,h0 ]: 

h h 
inf lP(XtEK for all tE[O,Z]fx0 =x) >I-YJ 
xEKO 

h 
X =>X on D[0, 00). 

PROOF. According to proposition 3.4 condition (i) implies (2.2). 
h Let ZETX. Choose T] > 0 arbitrarily. Since x0 => x0 , it fallows from theorem 

2 on p.377 of Gihman and Skorohod (1974) that for some compact set K0 and 

all hE(O,h0 ]: 

(i) 

(ii) 

h 
lP (XO E K0 ) > l -TJ 

Then, by conditioning on the initial state X~ 

and using (i) together with (3.13) we also obtain for some 

compact set K depending on T],Z and K0 : 

h 
lP (Xt EK for all tE [O,Z]) > 1-2YJ. 

Next, let us recall the Skorohod modulus given by (2.1). Then by (ii), 

□ 
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(3.14) ( 
P (~c[O,Z](Xh) ~ 

P (~ [O,Z] (Xh) ~ 
C 

4E and Xh EK for all tE [O,Z]). 
t 

The last term can be bounded analogously to (3.10) but with extra require­

ments that: XhEK for all tE[O,Z]. 
t 

Then,in analogy with the proof of lemma 2 on p.420 and lemma 3 on p.431 

of Gihman and Skorohod (1974),it can be shown that after choosing c such 

that 3c Q ( % , K)::: ½, the relation (3.10) with X~; K for all tE [O,Z] and 

the relation (3.12) imply 

(3 .15) 4E and xh 
t 

EK for all tE[O,Z])::: 6 c Q (E,K). 

Consequently, for any fixed T]>O the combination of (3 . .14) and (3.15) yields 

(3.16) 

Since E and TJ are chosen arbitrarily,relation (3.16) proves (2.3). 

Lemma 2.3 completes the proof. □ 

B PROOF OF LEMMA I.5.3.15. 

Let fECu(IR) and first consider f(•) on [0, 00). Let C:>0. 

Then there exists a 6 > 0 such that I f(x) - f (y) I< c: if I x-y I< 6 . 
C, C, 

Define with t 0 = 0 a sequence {t.}:. 0 such that 
]_ 1= 

lfCx)-f(t.)i<E for all xE[t.,t. 1) and if(t. 1)-f(t.)I = E. If ]_ ]_ i+ i+ ]_ 
lfCx) - f(ti) I< E for all x~ ti then define ti+!:= 00 Hence, 

It. 1 -t.1~6 >0 for i = 0,1,2, ••• i+ ]_ C, 

Next define a function g +: [O , 00 ) -+ JR by 
C, 

g + (x) 
t; 

/ 

f(ti.) + [f(t. 1) - f(t.)] [ -20 
i+ ]_ 



Then,one easily verifies the following properties 

k 
(i) ~k + (x) exists and is equal 0 for gi:; to X 

dx 

(ii) dk + (x) ::' t: 2. 103 [(6 )-3 11 I l x=c: 0 g 
-k t, E; 
dx 

(iii) fg; (x) - ..f (x)[ ::'i:;. 211 x=c: 0 

Analogously,one can find a function g-:(-00 ,0]➔ JR. i:; 

= 

with k= I ,2,3: 

with t. ti< c:o, 
J_ 

and 

+ 
Combining gf. and gt, 

and noting that E; is chosen arbitrarily completes the proof. 
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