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Chapter 1 

Introduction 

In this monograph we study the equilibrium behaviour of two-dimensional Markov 
processes. Such processes are frequently used for the modelling of queueing problems. At 
present several techniques for the mathematical analysis of two-dimensional Markov processes 
are available. Most of these techniques are based on generating functions. A classical example 
is the analysis of the symmetric shortest queue problem. Kingman [52] and Flatto and McKean 
[32] use a uniformization technique to determine the generating function of the equilibrium dis­
tribution of the lengths of the two queues. From this generating function they obtain valuable 
insights in the asymptotic behaviour as well as in the specific form of the equilibrium probabili­
ties. A similar uniformization approach has been used by Hofri to analyse a multiprogramming 
computer system with two queues involved (see Hofri [44] and Adan, Wessels and Zljm [11] 
for additional information), by Jaffe to analyse a 2><2 buffered switch and by Flatto and Hahn 
[30) to analyse two M IM 11 queues with coupled arrivals. There are more general approaches 
regarding the analysis of generating functions of two-dimensional Markov processes. The wort. 
of Iasnogorodski and Fayolle [26,28,47] and Cohen and Boxma [21] shows that the study of 
the generating function of fairly general two-dimensional Markov processes can be reduced to 
that of a Riemann type boundary value problem. With some minor modifications this approach 
also proceeds for the time-dependent case. However, none of the approaches mentioned leads to 
an explicit characterization of the equilibrium probabilities, or can easily be used for numerical 
purposes. 

A numerically-oriented method has been developed by Hooghiemstra, Kean and Van Ree 
[45]. This method is based on the calculation of power-series expansions for the equilibrium 
probabilities as functions of the traffic intensity and applies to fairly general exponential multi­
dimensional queueing systems. For selected problems, the coefficients in these expansions may 
be found explicitly, see De Waard [67] who derives explicit relations for the coefficients in the 
power-series expansion for the equilibrium probabilities of the symmetric coupled processor 
problem. Blanc [ 14-16] reports that this approach works numerically satisfactory for several 
queueing problems. The theoretical foundation of this method, however, is still incomplete. 

The main objective of the present monograph is to contribute to the development of tech­
niques for the analysis of the equilibrium behaviour of Markov-processes with a two­
dimensional state space. Our research was initiated with the analysis of the symmetric shortest 
queue problem. For this queueing problem we developed an approach to the characterization 
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and calculation of the equilibrium probabilities. The essence of this approach is to characterize 

the set of product fonn solutions satisfying the equations in the interior points and then to use 

the solutions in this set to construct a linear combination of product fonn solutions which also 

satisfies the boundary conditions. This construction is based on a compensation idea: after intro­

ducing the first tenn, tenns are added so as to alternately compensate for errors on the two 

boundaries. This explains the name compensation approach. Keilson also developes a compen­

sation method in his book [51]. Keilson's method, however, has not much affinity with our 

method. The compensation approach leads to an explicit characterization of the equilibrium 

probabilities, and therefore extends the work of Kingman [52] and Aatto and McKean [32]. 

Our results can easily be exploited for numerical analysis and lead to efficient algorithms with 

the advantage of tight error bounds. 

As a first attempt to investigate the scope of the compensation approach, we apply these 

ideas to Markov processes on the lattice in the positive quadrant of JR 2• We consider processes 

for which the transition rates are constant in the interior of the state space and also constant on 

the two axes. To simplify the analysis, we assume that the transitions are restricted to neigh­

bouring states. This class of processes is sufficiently rich in the sense that all queueing prob­

lems mentioned in the previous paragraphs can be modelled as Markov processes of this type. 

We derive conditions under which the compensation approach works. It appears that the essen­

tial condition is that transitions from interior states to the oorth, north-east and the east are not 

allowed. The symmetric shortest queue problem, the multiprogramming queues and the 2x2 

buffered switch can be formulated as Markov processes satisfying this condition. However, the 

other two queueing problems, mentioned in the previous paragraphs, violate this condition. 

Consequently, the compensation approach does not work for these two problems. 

The compensation approach can be extended in various directions. Some of the possibili­

ties are investigated in this monograph. The approach can easily be extended to the shortest 

queue model with a threshold-type jockeying. This means that one job jumps from the longest 

to the shortest queue if the difference between the lengths of the two queues exceeds some 

threshold value. For this model the main term already satisfies the boundary conditions. Thus no 

compensation arguments are required. Gertsbakh [36] studies this model by using the matrix­

geometric approach developed by Neuts [60]. The relationship between these two approaches 

has been investigated in [8]. 

It appears that the compensation approach also works for the asymmetric shortest queue 

problem. This problem can be formulated as a Markov process on two adjacent quadrants of 

JR 2 with different stochastic properties in each quadrant. The compensation approach leads to 

an explicit characterization of the equilibrium probabilties. Although in this case the solution 

structures are rather complicated, our final results can easily be exploited for numerical pur­

poses. Fayolle and Iasnogorodski [26,47] and Cohen and Boxma [21] show that the analysis of 
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the generating function can be reduced to that of a simultaneous Riemann-Hilbert boundary 

value problem. This type of boundary value problem, however, requires further research. The 

compensation approach further yields satisfactory results for the shortest expected delay prob­

lem with Erlang servers. This problem can be modelled as a Markov process for which transi­

tions are not restricted to neighbouring states only. This process is not skipfree to the south, 

which is a basic assumption for the models studied in the book of Cohen and Boxma [21]. For 

the two problems mentioned no other analytical results are available in the literature. 

In the following sections we give a short review of the different problems, which will be 

treated in the subsequent chapters, and a sketch of the solution approaches showing the kind of 

arguments that will be used. In the next section the compensation approach is outlined for the 

symmetric shortest queue problem. This section does not contain rigorous proofs, but is 

intended to sketch the basic ideas. Section 1.2 is devoted to an extension of the approach to a 

wider variety of problems. The next section briefly comments on several possibilities to further 

extend the approach. The compensation idea has an interesting analogue in the field of classical 

· electrostatics, which is known as the method of images. This analogue is described in section 

1.4. Finally, the contents of the subsequent chapters is summarized in section 1.5. 

1.1. Introduction to the compensation approach 

In this section we analyse the symmetric shortest queue problem. Our interest in this 

problem arose from problems in the design of flexible assembly systems. The final section in 

chapter 6 will be devoted to a short description of these problems (see also [5, 91). 

The symmetric shortest queue problem is characterized as follows. Consider a system 

with two identical servers (see figure 1.1). Jobs arrive according to a Poisson stream with rate 

2p where O < p < 1. On arrival a job joins the shortest queue, and, if queues have equal length, 

joins either queue with probability 1 / 2. The jobs require exponentially distributed service 

times with unit mean, the service times are supposed to be independent. 

This problem has been addressed by many authors. Kingman [52] and Hatto and McKean 

[32] analyse the problem by using generating functions. They show that the generating function 

of the lengths of the two queues is a meromorphic function. By partial fraction decomposition 

of the generating function they can express the equilibrium probabilities as an infinite sum of 

products of powers. However, the decomposition leads to cumbersome expressions. An alterna­

tive approach can be found in Cohen and Boxma [21] and Fayolle and lasnogorodski 

[26, 28, 47]. They show that the analysis of the functional equation for the generating function 

can be reduced to that of a Riemann-Hilbert boundary value problem. None of these 

approaches however, leads to an explicit characterization of the equilibrium probabilities or 

closes the matter from a numerical point of view. 
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2p 

Figure 1.1. 
The symmetric shortest queue model. Arriving jobs join the shortest queue and in 
case of equal queues, join either queue with probability 1 I 2. 

In this section we show how the empirical finding that the asymptotic product fonn for the 

equilibrium probabilities (see theorem 5 in Kingman [52]) is already a good approximation at a 

short distance from the boundaries, can be exploited to develop a technique by which the proba­

bilities can be found efficiently. This technique leads to an explicit characterization of the pro­

babilities and therefore extends the results of Kingman [52] and Hatto and McKean (32]. 

Moreover, our results can be easily exploited for numerical calculations. The purpose of this 

section is not to provide rigorous proofs, but to illustrate the basic ideas. 

The queueing system can be represented by a continuous-time Markov process, whose 

natural state space consists of the pairs (i, j) where i and j are the lengths of the two queues. 

Instead of i and j we use the state variables m and n where m = min(i, j) and n = j - i. So m is 

the length of the shortest queue and n is the difference between the queue lengths. Let {p,,.,,.} be 

the equilibrium distribution. The transition-rate diagram is depicted in figure 1.2. The rates in 

the region n :;:; 0 can be obtained by reflection in the m-axis. By symmetry Pm.n =Pm,_,,. Hence 

the analysis can be restricted to the probabilities p,,.,,. in the region n ~ 0. 

The equilibrium equations for IPm,n) can be found by equating for each state the rate into 

and the rate out of that state. In the equations below we have eliminated the probabilities Pm. 0 

from (1.2) and (1.4) by substituting (1.5) and (1.6). This is done to simplify the presentation. 

The analysis can now be restricted to the probabilities Pm,n with n > 0. These probabilities 

satisfy equations (1.1)-(1.4). The equations (1.5)-(1.6) are further treated as definition for Pm. 0• 

Pm,n2(p + 1) = Pm-l,n+t2P + Pm,n+I + Pm+l,n-1 , m > 0, n > 1 (1.1) 

m > 0 (1.2) 
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n 

1 

~ 
2p ' 1 2p 

p p 

-----~-----m 
Figure 1.2. 
Transition-rate diagram for the symmetric shortest queue model in figure 1.1. 

Po,n(2p + 1) = Po,n+I + P l,n-1 , 

1 
Po,1(2p+l)=po,2+(po,12P+P1,1)p+l +po,1, 

Pm,o(P + 1) = Pm-1,12P + Pm, I ' 

Po,oP = Po.1 • 

n > 1 (1.3) 

(1.4) 

m > 0 (1.5) 

(1.6) 

Numerical experiments show that the probabilities Pm,n behave as a product Ko."'~n 
already at a short distance from the boundaries. This feature is illustrated in table 1.1 for the 

case p = 0.5 by displaying the ratios Pm+l,n I Pm,n and Pm.n+t I Pm.n· Actually we calculated 
approximations for Pm,n by solving a finite capacity system exactly, that is, by means of a Mar­

kov chain analysis. In the example we calculated the probabilities for a system where each 

queue has a capacity of 15 jobs, which, for p = 0.5 approximates the infinite capacity system 

quite well. In table 1. 1 we see that for almost all m and n the ratios Pm+l,n I Pm.n and 

Pm,n+1 I Pm,n are constant, which suggests that for some constant K, 

Pm,n - K o."'~n, (n > 0, m ➔ oo), (1.7) 

where a= 0.25 and ~ = 0.1 for the case p = 0.5. The first question that arises is: what are a and 

~ in general? To obtain a, consider the process on the aggregate states k where k is the total 

number of jobs in the system. An approximation of the transition-rate diagram is depicted in 

figure 1.3. 
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j 6 0. 19 0.24 0.25 0.25 0.25 0.25 j 6 0.10 0.10 0.10 0.10 0.10 0.10 

n 5 0.19 0.24 0.25 0.25 0.25 0.25 n 5 0.10 0.10 0.10 0.10 0.10 0.10 

4 0.19 0.24 0.25 0.25 0.25 0.25 4 n10 n10 n10 n10 n10 n10 

3 0.19 0.24 0.25 0.25 0.25 0.25 3 0.10 0.10 0.10 0.10 0.10 0.10 

2 0.20 0.24 0.25 0.25 0.25 0.25 2 0.11 0.10 0.10 0.10 0.10 0.10 

1 0.28 0.25 0.25 0.25 0.25 0.25 1 0.15 0.11 0.10 0.10 0.10 0.10 

0 0 

0 2 3 4 5 0 2 3 4 5 

m ➔ 

The ratios Pm+l,n I Pm,n The ratios Pm,n+I I Pm,n 

Table 1.1. 

The ratios Pm+l,n I Pm,n and Pm,n+I I Pm.n for the case p = 0.5. 

2p 2p 2p 2p 

0YIB ~ 
1 2 2 2 

Figure 1.3. 

Approximation of the transition-rate diagram for aggregated states k where k is the 

total number of jobs in the system. 

In fact, this is the transition-rate diagram for the M IM 12 system with arrival rate 2p and 

service rate 1 for both servers. It is an approximation for the shortest queue, since the average 

service rate in state k > 1 is less than 2 due to the fact that one of the servers can be idle. Intui­

tively it will be obvious that the average service rate tends to 2 as k tends to infinity, so the 

approximation is better for large k. From the transition-rate diagram we obtain for the equili­

brium probabilities Pk that for large k 

(1.8) 

for some constant C. On the other hand, from (1. 7) and using that empirically p < a., for large k 

we get 

(1.9) 



-7-

Relations (1.8) and (1.9) suggest that 

a=p2 • 

which agrees with the empirical value a= 0.25 for p = 0.5. The parameter P can be found by 

observing that if the product (1.7) describes the asymptotic behaviour as m ➔ 00 , then it has to 

satisfy equations ( 1.1) and (1.2) form > 0. Inserting Ka!" pn into ( l. l) and then dividing by the 

common factor K a!"-1 pn-l leads to a quadratic equation for a and p. 

Lemma 1.1. 

The product K a!"pn satisfies (1.1) if and only if 

aP2(p + 1) = P22p + ap2 + a 2 . (1.10) 

Substituting a= p2 in (1.10) leads to a quadratic equation in p with roots p = p and 

P = p2 / (2 + p ). The first root yields the asymptotic solution Pm,n - K p2m p" for some K, 

corresponding to the equilibrium distribution of two independent M IM 11 queues, each with 

worlcload p. The queues of the shortest queue model, however, are strongly dependent. There­

fore, the only sensible choice is 

_ _e:_ 
P- 2+p , 

which agrees with the empirical value p = 0.1 for p = 0.5. It can easily be verified that for these 

values of a and P equation (1.2) is also satisfied. Hence, we find that for some K 

with 

Pm.n - Ka3'P8, (n > 0, m ➔ 00) 

- n2 
0o = p2 , A_ ___r:_ 

t'U- 2+p. 

(1.11) 

Actually, Kingman ((52], Theorem 5) and Aatto and McKean ([32], Section 3) gave rigorous 

proofs for this asymptotic result. We now come to the important question of how to exploit this 

asymptotic result to obtain better approximations. The product a3'P8 does not describe the 

behaviour near the vertical axis m = 0, as can be seen in table 1.1 for p = 0.5. Indeed a3'P8 

violates equation (1.3) form = 0. The idea to improve the initial approximation a3'P8 is: 

Try to find c 1 , a, P with a, P satisfying ( 1.10) such that 

a3'P3 + c I a!"pn satisfies (1.3). 
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Insening this linear combination into ( 1.3) yields the condition: 

A (CXo, 13o)Po-l + C 1A (a, p)pn-l = 0, n > 1 

with 

A(x, y)=y(2p+ 1)-y2 -x. 

Since A(CXo, f3o) * 0 and condition (1.12) must hold for all n > 1, we have to take 

and thus 

(1.12) 

where a 1 is the second, smaller root of (1.10) with p = f3o (the other root being exo). The 

coefficient c I can now be solved from ( 1.12) with P = J3o, yielding 

A (CXo, l3o) J3o(2p + 1)- p5 - CXo 
c1=----=- 2 . (1.13) 

A (a1, 13o) 13c,(2p + 1)- Po - a1 

Since CXo and a 1 are roots of (1.10) for P = J3o, we have 

CXo + <Xt = J3o2(p + 1)- p5 ' 
so ( 1.13) can be simpli fled to 

<Xt -13o 
C1=----. 

CXo -Po 
For this choice of c I the sum a31Po + c I ampn satisfies (1.3) and, of course, also (1.1). This 
procedure can be generalized as follows. 

Lemma 1.2. 

Let x I and x 2 be the roots of the quadratic equation ( 1.10) for fixed p. Then the linear combina­

tion x'{' pn + cxf pn satisfies equations ( 1.1) and ( 1.3) if c is given by 

xz -P 
c=---

X1 -P. (1.14) 

For the case p = 0.5 we display in table 1.2 the same ratios as in table 1.1 for the approxi­

mation a31Po +ct ai'Po- Comparing tables 1.1 and 1.2 we see that a:f Po+ c I ai'Po also 
describes the behaviour of the probabilities near the boundary m = 0. Hence, we find 

Pm,n - K(a3'Po + Ct ai'Po). (n > 0, m + n ➔ 00)' 



t 6 0.19 0.24 0.25 0.25 0.25 0.25 
n 5 0.19 0.24 0.25 0.25 0.25 0.25 

4 0.19 0.24 0.25 0.25 0.25 0.25 
3 0.19 0.24 0.25 0.25 0.25 0.25 
2 0.19 0.24 0.25 0.25 0.25 0.25 
1 0.19 0.24 0.25 0.25 0.25 0.25 

0 

0 1 2 3 4 5 

m ➔ 

Table 1.2. 
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t 6 0.10 0.10 0.10 0.10 0.10 0.10 
n 5 0.10 0.10 0.10 0.10 0.10 0.10 

4 0.10 Ql0 Ql0 Ql0 0.10 0.10 
3 0.10 0.10 0.10 0.10 0.10 0.10 
2 0.10 0.10 0.10 0.10 0.10 0.10 

Ql0 Ql0 Ql0 Ql0 Ql0 Ql0 
0 

0 2 3 4 5 
m ➔ 

The ratios Pm+1.11 Ip,,.,,. and Pm.n+I I Pm.n for the approximation 
Pm.11 = a3'P3 + c I a'{'P3 and the case p = 0.5. 

for some K. In fact, Flatto and McKean ([32], section 3) proved this statement, which is 

stronger than (1.11). We added c I a'{'P3 to compensate for the error on the vertical boundary 

m = 0 and by doing so introduced a new error on the horizontal boundary n = 1, since this tenn 

violates condition (1.2). Since a1 < 0-0, the tenn c I a'{'P3 is very small compared to a3'P3 
even for small m. Therefore its disturbing effect near the horizontal boundary is neglegible. 

However, we can compensate for the error of c I a'{'P3 on the horizontal boundary by again 

adding a tenn: 

Try to find a, p, d I with a, p satisfying (1.10) such that 

c I a'{'P3 + d I c I amp" satisfies (1.2). 

Ifwe succeed, then the total sum a3'P3+c,a'{'P3+d1c1a'{'P" satisfies (1.2) by linearity. 

The procedure to find a, p, d I is analogous to the one used for the vertical boundary. To satisfy 

(1.2) for all m > 0 we are forced to take 

a=a1 

and thus 
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where p1 is the second, smaller root of (1.10) with a= a 1 (the other root being J3o). Inserting 

c I a'i'P3 + c I d I a'i'P1 into (1.2) and dividing by c I a'j'-1 leads to an equation ford I which is 

solved by 

Since J3o and p1 are the roots of the quadratic equation (1.10) for fixed a= a 1 we have 

13oP1 (2p + a1) = ar . 

This equality reduces (1.15) to 

a1 +p 
-P1--<p+ l) 

d1=---'-----­
a1 +p 
~-(p+l) 

This procedure can be generalized as follows. 

Lemma 1.3. 

(1.15) 

Let y I and Y2 be the roots of the quadratic equation ( 1.10) for fixed a. Then the linear combi­

nation amy1 + da"'y~ satisfies (I .I) and (1.2) if dis given by 

~-(p+I) 
d =- _Y_2 ___ _ 

~-(p+l) 
YI 

(1.16) 

We added d I c I a'i'PT to compensate for c I af P3 on the horizontal boundary and in 

doing so introduced a new error, since d I c I a'{'P1 violates the vertical boundary conditions 

(1.2), so we have to add again a term, and so on. It is clear how to continue: the compensation 

procedure consists of adding on terms so as to compensate alternately for the error on the verti­

cal boundary, according to lemma 1.2, and for the error on the horizontal boundary, according 

to lemma 1.3. This results in the infinite sum depicted in figure 1.4. Each term in the sum in 

figure 1.4 satisfies (1.1), each sum of two terms with the same P-factor satisfies (1.2) and each 

sum of two terms with the same a-factor satisfies (1.3). Since the equilibrium equations are 

linear, we can conclude that the sum in figure 1.4 formally satisfies the equations (1.1)-(1.3). Let 

us define Xm,n as the infinite sum of compensation terms, so form ;:: 0, n > 0, 
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H H H 

V V 

Figure 1.4. 

The final sum of compensation terms. By definition c0 =do= 1. Sums of two terms 

with the same 13-factor satisfy the vertical boundary conditions (V) and sums of two 

terms with the same a.factor satisfy the horizontal boundary conditions (H). 

-
Xm,n = I, d;(c;af + C;+1 ar+1)13? (pairs with the same 13-factor), (1.17) 

i=O 

-
= codol38ao' + I, c;+1 (d;l3f + d;+113?+1)ar+1 (pairs with the same a-factor). (1.18) 

i=O 

Below we formulate the recursion relations for a;, 13;, c; and d;. 

For the initial values ao = p2 and J3o = p2 / (2 + p ), the sequence 

is generated such that for all i ~ 0 the numbers a; and 0.;+1 are the roots of (1.10) for fixed 

13 = 13; and the numbers 13; and 13;+1 are the roots of (l.10) for fixed a= Clj+t · The generation of 

a; and 13; is graphically illustrated in figure 1.5. 

{ c;} is generated such that for all i the term (c;a'{' + C;+t ar+1 )13? satisfies (1.3). Applica­

tion oflemma 1.2 yields that C;+t can be obtained from c; by 

0.;+1 -13; . 
C;+1=- AC;, 1~0, 

Clj -1-'i 

where initially 

Co= l. 

{d;} is generated such that for all i the term (d;l3f + d;+il3f+1)a'!'+t satisfies (l.2). Appli­

cation of lemma 1.3 yields that d;+t can be obtained from d; by 

(Clj+I + p) / l3i+I - (p + l) 
d;+1 =- A d;' i ~ 0' 

(Clj+1 +p)/1-';-(p+ l) 

where initially 
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13 

1.2 

Figure 1.5. 

The curve: lf2p + ~ 2 + o.2 - ~2(p + 1) = 0 in the positive quadrant for the case 

p = 0.9. This curve generates { a;} and {13d for the symmetric shortest queue 

problem. 

do= 1. 

{Xm,n) is a formal solution of (1.1)-(1.3), including (1.4) due to the dependence of the 

equilibrium equations. The final problem is to prove the convergence of {Xm,n). It can be shown 
that Xm,n converges absolutely for fixed m and n (absolute convergence guarantees equality of 

(1.17) and (1.18)), that Xm,n > 0 for all m and n and that the sum of Xm,n over all m and n con­
verges (so normalization is possible). Now it can be concluded from a result of Foster (see 

appendix A) that the shortest queue problem is ergodic. Since the equilibrium distribution 
{p,,.,11 } of an ergodic system is unique, the normalization of {x,,.,11 } produces {p,,.,11 }. 

The parameters O.; and 13; and the normalizing constant can be solved explicitly, so {Xm,nl 

provides an explicit characterization of IPm,n). It can also be shown that the terms 

d;(c;o.'[' + c;+t o.~1 )137 in (1.17) are alternating and monotonically decreasing in absolute 
value. Moreover, the convergence is exponentially fast. Therefore the series Xm,n is suitable 

from a numerical point of view, since the error of each partial sum can be bounded by the 
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absolute value of its final tenn and a few tenns suffice due to the exponential convergence. All 
details of this approach have been worked out in [6]. 

This concludes the treatment of the symmetric shortest queue problem. We exploited the 

feature that p,,.,,. behaves asymptotically as a product a"'P" to develop a technique to deter­
mine p,,.,,. efficiently. We now give two queueing models for which p,,.,,. has arr.ore complex 
asymptotic behaviour involving factors m-112 or n-112• This suggests that the compensation 
approach does not work for these problems. 

The first queueing model is characterized as follows. Consider a system with two identical 
parallel servers. The service times are exponentially distributed with mean µ-1• Customers 
arrive according to a Poisson stream with rate 1. On arrival a customer generates two jobs 
served independently by the two servers. This model has been studied by Flatto and Hahn [30] 
(actually, they analyse the model with nonidentical servers). By using a unifonnization tech­
nique they determine the generating function of the stationary queue length distribution {p,,.,,. } . 

From the generating function they are able to show that (see theorem 7.2 in [30]) 

K 
Pm.n - - 1-12- , (m ➔ 00 , fixed n ~ 0) , 

m µm 

for some constant K. This suggests that the compensation approach does not work for this prob­
lem. Moreover, the analogue of the quadratic equation (1.10) is 

1 +a2p+ap2 -ap(l +2µ)=0. 

The curve in the a(3-plane with this equation generates the sequences { a.i} and (Pi}. Since this 
curve does not pass through the origin, these sequences cannot converge to zero. Hence, appli­
cation of the compensation approach leads, most likely, to a divergent series in case infinitely 
many tenns would be required. 

The model above with general service time distributions has been studied by Klein [53]. 
He considers the workload process and shows that the functional equation for the Laplace­
Stieltjes transfonn of the stationary distribution of this process can be reduced to a Fredholm 
integral equation. 

The second model is the symmetric coupled processor. This model is characterized as fol­
lows. Consider a system with two identical parallel servers. At each queue jobs arrive accord­
ing to a Poisson stream with rate p. An arriving job generates an exponentially distributed 
workload with unit mean. If both servers are busy, the service rate of each server is I. If one of 
the servers is idle, the service rate of the busy one is 2. This model has been studied by 
Konheim, Meilijson and Melkman [56] and more general versions by Fayolle and Iasno­
gorodski [28] and Cohen and Boxma [21 ]. For the stationary queue length probabilities Pm. 0 it 
has been shown that (see e.g. De Waard [67]) 



Kpm 
P,,.,o- 112' (m-+oo), 
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for some constant K. This suggests that the compensation approach does not work for this prob­

lem. Moreover, the analogue of the quadratic equation (1. 10) is 

(3p + op + a 2j3 + aj32 - aj32(p + 1) = 0 . (1.19) 

The curve with this equation passes through the origin. However, it does not enter the positive 

quadrant at this point. The part of this curve lying in the positive quadrant, is depicted in figure 
1.6. 

13 

1.2 

--+-----~----~-~--a. 

Figure 1.6. 

The curve: l3p +op+ a 2 13 + aj32 - al32(p + 1) = 0 in the positive quadrant for the 

case p = 0.5. For each initial pair ao, 13o the sequences ( Cli} and (l3i} generated by 

this curve are cycling. This is illustrated for ao = l3o = p. 

By using <X;Cl;+1 = l3;13i+I = p for all i, it follows that for each initial pair ao, l3o the curve with 

equation ( 1.19) generates the cycle 

The compensation approach works if the four tenns a3'138, a.'{'138, a.'{'l3j and a.3'!3j would 

suffice. Indeed, the compensation approach constructs a linear combination of these four tenns 
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satisfying all equilibrium equations. This construction only fails in the two cases CXo = l3o = p 

and CXo = l3o = 1. However, for each initial pair <Xo, l3o at least one of the <Xo, 13<>, a 1 or !l1 has 

absolute value larger than or equal to one. So the solutions found by the compensation approach 

are not useful, since they cannot be normalized. 

The compensation approach worlcs for the shortest queue problem, but fails for the two 

problems mentioned above. Now the question arises: what is the scope of this approach? This 

is the subject of the following section. 

1.2. The compensation approach applied to two-dimensional Markov processes 

To investigate the scope of the compensation approach we study in chapter 2 a class of 

Markov processes on the lattice in the positive quadrant of /R 2 and explore under which condi­

tions the approach works. We consider processes for which the transition rates are constant in 

the interior points and also constant on each of the axes. To simplify the analysis, we assume 

that the transitions are restricted to neighbouring states. The transition rates are depicted in 

figure 1.7. 

This model can be analyzed by the fairly general approach developed by Fayolle and 

Iasnogorodski [26, 28, 47] and Cohen and Boxma [21 ]. They show that the analysis of the func­

tional equation for the generating function can be reduced to that of a Riemann type boundary 

value problem. However, this approach does not lead to the explicit determination of the equili­

brium probabilities and requires non-trivial algorithms for numerical calculations. It appears 

that the compensation approach works for a subset of these models only. On the other hand, our 

results lead to a fairly explicit characterization of the equilibrium probabilities and can be easily 

exploited for numerical purposes. 

For the Markov process in figure 1.7 we obtain the quadratic equation (cf. (1.10)) 

aj3q=<X2Q-1,1 +aqo,1 +Q1,1 +~1.o+!l2q1,-1 +a!l2Qo,-I +a2P2Q-l,-l +a2 ~-l.O · 

The curve in the ~-plane with this equation generates the sequences {a;} and { !l;}. To aid con­

vergence of the series of product form solutions obtained by application of the compensation 

approach, we require that these sequences converge to zero. This requirement directly has 

consequences for the transition possibilities. By considering the relations for a;a;+i and 

a;+ <X;+1 and the similar ones for !liPi+t and P; + !li+I it is easy to show that the condition 

Qo,1 = Q1,1 = Q1,o = 0 

is necessary for convergence to zero of a; and p;. It appears that this condition is the crucial 

one to be imposed in order to successfully apply the compensation approach. Other conditions 

in chapter 2 are either not relevant (but imposed for convenience only) or imposed to ensure 
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Transition-rate diagram for a Markov process with constant rates and transitions 

restricted to neighbouring states. q;,j is the transition rate from (m, n) to 

(m+i, n+j) with m, n > 0 and a similar notation is used/or the transition rates on 

each of the axes. 

ergodicity. The compensation approach now has the following new features. Depending on the 

boundary conditions, it is possible that more than one initial product form solution exists, each 

generating a series of compensation terms. Hence, the probabilities Pm,n are represented by a 

linear combination of series of product form solutions. Moreover, it is possible that this series 

of product form solutions diverges for small m and n. 

In chapter 3 we give a complete treatment of the symmetric shortest queue problem as an 

application of the general theory developed in chapter 2. In this treatment special attention is 

devoted to extra properties, which are exploited for numerical purposes. In chapter 4 we apply 

the general theory of chapter 2 to a queueing model for a multiprogramming computer system 

involving two queues. This model has originally been studied by Hofri [44]. He analyses this 

model by using generating functions. Recently a discrete-time queueing model for a 2x2 buf­

fered switch has been analysed by Jaffe [49]. His analysis is based on generating functions. 

This model may also be analysed elegantly by using the compensation approach (see Boxma 

and Van Houtum [171). 
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1.3. Extensions 

1be compensation approach can be extended in several directions. Below we comment on 
several possibilities. 

a. The shortest queue problem with threshold jockeying 

In chapter 3 we shall also consider the shonest queue problem with a threshold-type jock­
eying. This means that a job jumps from the longest to the shonest queue as soon as the differ­
ence between the lengths of the two queues exceeds some threshold value T. Due to the jockey­
ing, the state space is restricted to the pairs (m, n) satisfying I n I s T. It appears that the com­
pensation approach also works for this model. In fact, the main term already satisfies the boun­
dary conditions, so no compensation arguments are required. 

1bere are several other techniques to analyse this model. The form of the state space sug­
gests to apply the matrix-geometric approach developed by Neuts (60). Actually, Gertsbakh 

[36] studies the threshold jockeying model by using this approach. In (8) the relationship 
between our approach and the matrix-geometric approach has been investigated. It appears that 
our approach suggests a state space partitioning which is definitely more useful than the one 
used by Gertsbakh (36). In [IO] it is shown that the matrix-geometric approach can also be used 

to analyse the threshold jockeying model with c parallel servers. The results in this paper 
emphasize the imponance of a suitable choice of the state space panitioning. Another approach 
to the jockeying model with c parallel servers can be found in Grassmann and 2'hao (72). 1bey 
use the concept of modified lumpability for continuous-time Markov processes. It is finally 
mentioned that the instantaneous jockeying model (T = I) has been addressed by Haight [ 41 J 
for c = 2 and by Disney and Mitchell [23], Elsayed and Bastani (24), Kao and Lin (50) and 
2'hao and Grassmann [38) for arbitrary c. 

b. The asymmetric shortest queue problem 

1be Markov process in figure 1.7 is restricted to the first quadrant. In chapter 5 it will be 
shown that extensions with respect to this form of state space are possible. The subject of 
chapter 5 is the analysis of the shonest queue problem with non-identical servers. This problem 
is called the asymmetric shonest queue problem and can be modelled as a Markov process on 
the pairs of integers (m, n) with m;::: 0 and n free, which has different propenies in the regions 
n > 0 and n < 0. It appears that the compensation approach works for this problem and leads to 

a series of product form solutions for the equilibrium probabilties p,,.,,. in the region n > 0 and a 
similar series for p,,.,,. in the region n < 0. The construction of these series, however, is more 
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complicated than for the symmetric case. The interaction between the regions n > 0 and n < 0 

gives rise to a binary tree structure of the sequences { a.i} and {Pi} and a related structure of the 

series for the probabilities Pm.n· The binary tree structure of the sequences {a.;} and {Pd is dep­

icted in figure 1.8. These sequences are generated by using the different quadratic equations in 

the two regions n > 0 and n < 0. 

°<J 

-------------Pt Pi 

+ + 
flt Clz 

~ ~ 
133 p4 p5 P6 
+ + + t 

0.3 Cls ~ 

A A A 
13-, Ps Pt t Pt2 Pt3 Pt4 . . . . . . . . . . . . . . . . . . 

Figure 1.8. 

The binary tree structure of {a.;} and {Pd for the asymmetric shortest queue 

problem. These sequences are generated by using the different quadratic equations 

in the two regions n > 0 and n < 0. 

Although the solution structures are more complicated, our final results can easily be exploited 

for numerical purposes and lead to efficient algorithms for the calculation of the probabilities 

Pm.n or other quantities of interest, with the advantage of tight error bounds. 

Fayolle and Iasnogorodski [26, 47] and Cohen and Boxma showed that the analysis of the 

generating function can be reduced to that of a simultaneous Riemann-Hilbert boundary value 

problem. This type of boundary value problem stems from the coupling between the regions 

n > 0 and n < 0 and requires further research. For the asymmetric shortest queue problem no 

further analytical results are available in the literature. 
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c. The symmetric shortest expected delay problem for Erlang servers 

To simplify the analysis in chapter 2 we considered Markov processes with transitions res­

tricted to neighbouring states. This restriction does not seem to be essential. However, the boun­

dary conditions for processes with more transition possibilities become definitely more compli­

cated and therefore a general treatment of this type of processes may rise severe complications. 

For some special cases the approach is tractable. The first case is the symmetric shortest 

expected delay problem with Erlang servers. This problem is characterized as follows. 

Consider a system with two identical parallel servers. The service times are Erlang-I dis­

tributed with mean l. Jobs arrive according to a Poisson stream with rate 2l. To ensure that the 

system can handle the offered load, we assume that A.I < l. An arriving job can be thought of as 

a batch of l identical subjobs, where each subjob requires an exponentially distributed service 

time with unit mean. Arriving jobs join the queue with the smallest number of subjobs, where 

ties are broken with probability 1 / 2. This routing policy is called shortest expected delay rout­

ing. 

The problem can be modelled as a Markov process on the pairs of integers (m, n) where m 

is the number of subjobs in the shortest queue and n is the difference between the number of 

subjobs in the two queues. For this model fonnulation transitions are not restricted to neigh­

bouring states, as, for instance, can be seen for state (m, n) with n > 0 for which a transition is 

possible to state (m+l, n-l) with rate 2l (since an arriving job generates a batch of l subjobs). 

Moreover, the process is not skipfree to the south, which is a basic assumption for the models 

studied in the book of Cohen and Boxma [21]. It appears that application of the compensation 

approach leads to a series of product fonn solutions for the equilibrium probabilities Pm.n. In 

fact, the probabilities Pm,n can be expressed as a linear combination of series of product fonn 

solutions, each with the structure of an I-fold tree. The detailed analysis of this problem can be 

found in [4]. Some of the features of the approach will be sketched in chapter 6. To our 

knowledge, no further analytical results for the shortest expected delay problem are available in 

the literature. 

The next comment is devoted to a second case for which the compensation approach is 

tractable. 

d. The MI Er I c queue 

The MI E, I c queue can be fonnulated as a Markov process on the states (no, n1, .•• ,nc) 

where n 0 is the number of waiting jobs and n; is the number of remaining service phases for 

server i, i = l, ... , c. For this model fonnulation transitions are not restricted to neighbouring 

states, as, for instance, can be seen for state (n 0 , 1, n2 , ••. ,nc) with no > 0 from which a transi­

tion to (n 0-1, r, n 2 , ... ,nc) is possible due to a service completion of server 1. Moreover, the 

fonn of the state space is special. It is bounded in each direction, except in the no-direction. 
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The M IE, I c queue has been extensively studied in the literature. We mention the work of 

Mayhugh and McCormick [58] and Heffer [43]. They use generating functions to analyse this 

problem. Their analysis, however, does not lead to an explicit determination of the equilibrium 

probabilities. Shapiro [66] studied the M 1£2 le queue for which a simpler formulation of the 

state space is possible. His analysis has some affinity with our approach. 

Our approach first tries to characterize the set of solutions of the form a""P1' · · · P~ 
satisfying the equilibrium equations in the interior points, that is, the points with n0 > 0. It 

appears that this set consists of finitely many solutions. However, the set is sufficiently rich, 

since it is possible to construct a (non-trivial) linear combination of the product form solutions 

in this set also satisfying the boundary conditions. Similar to the solution of the model under 

point a, this construction is not of a compensation-type. A detailed description of the results can 

be found in [68]. The analysis can be extended to the Ek IE, I c queue. This has been worked out 

in [3]. 

In the next section we briefly outline an interesting analogue of the compensation 

approach in the field of electrostatics. This analogue was communicated to us by Prof. P. J. 

Schweitzer. 

1.4. Method of images 

Many problems in electrostatics concern the determination of the potential in an arbitrary 

point P in a region involving boundary surfaces on which the potential or surface charge density 

is specified. A special approach to these problems is the method of images (see e.g. Maxwell 

(57] and Jackson (481). The method of images deals with the problem of a number of point 

charges in the presence of boundary surfaces, such as, for example conductors held at fixed 

potentials. Usually, the sum of the potentials of the point charges does not satisfy the boundary 

conditions. Under favourable conditions it is possible to place a number of additional point 

charges outside the region of interest, such that the sum of the potentials of the point charges 

inside and outside the region satisfies the boundary conditions. The charges placed outside the 

region are called the image charges and the replacement of the original problem with boun­

daries by an enlarged region with image charges and no boundaries is called the method of 

images. The image charges must be external to the region of interest, since their potentials must 

be solutions to the Laplace equation inside the region. The particular solution to the Poisson 

equation inside the region is provided by the sum of the potentials of the charges inside the 

region. 

Figure 1.9 shows a simple example where a point charge is located in front of an infinite 

plane conductor which is held at fixed potential <I> = 0. It is clear that this problem is equivalent 

to the problem of the point charge together with an equal but opposite charge which is located at 
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p 

Figure 1.9. 

Solution by the method of images. The original potential problem on the left is 
equivalent with the image problem on the right. 

the mirror image point on the other side of the plane. Let P be any point in the space at the right 

side of the infinite plane conductor, whose distance from the charges q and -q is r 1 and r2 

respectively. Then the value of the potential at Pis given by 

The next example clearly illustrates the analogue with the compensation approach demon­

strated in section 1.1. This example is wotked out in more detail in the appendix to chapter XI 

in Maxwell's book [57]. 

Consider two non intersecting conducting spheres, whose centers are A and B, their radii a 
and band their potentials <l>a and O respectively. Suppose that their distance of centers is c (see 

figure 1.10). Below it is shown that the potential <I> at any point P can be found by producing an 

infinite sequence of image charges. 

If the spheres did not influence each other ( c = 00 ), then the potential <I> is that of the image 

charge ao = a<l>a located at A. However, since c is finite, that potential does not vanish on the 

sphere B. To compensate for that error we place inside the sphere B a new image charge 13<> at 

distance c O from B on the ray AB, and try to choose l3o and c O such that the sum of the poten­

tials of the charges ao and J3<i vanishes on the sphere B. Indeed, the sum of these potentials van­

ishes by taking 

b 13o=--ao. 
C 

b2 
Co=-. 

C 

We now added a charge 13<> inside the sphere B to compensate for the error of the potential of 

charge <Xo on the sphere B. At the same time, the charge 13<> alters the potential on the sphere A. 
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C 

<I>= 0 

Figure 1.10. 

Problem of two conducting spheres A and B held at fixed potentials <I>a and 0 

respectively. 

To keep that potential unaltered we place inside the sphere A an image charge a 1 at distance d 1 

· from A on the ray AB, and try to choose a 1 and d I such that the potential of a 1 and J3o vanishes 

on the sphere A (so the sum of the potentials ofao, a 1 and J3o equals <I>a on A). That leads to 

a a2 
a1 =---J3o, d1 =--. 

c-co c-co 

We now compensated for the error on the sphere A, but in doing so, we introduced a new error 

on the sphere B, since the potential of the new image charge a 1 does not vanish on the sphere B. 

It is clear that we can continue by adding on image charges inside the spheres A and B so as to 

alternately satisfy the boundary conditions on these spheres. This results in an infinite sequence 

of image charges. Let a; and d; be the charge and distance from A of the ith image charge inside 
the sphere A on the ray AB, and let ~i and c; be the charge and distance from B of the ith image 

charge inside the sphere B on the ray AB. Then we obtain for all i ~ 0 the following recursion 

relations for a;,~;. c; and d;. 

where initially 

Oo = a<l>a, 

b2 
Ci=--, 

c-d; 

a2 
d;+i=--, 

C-C; 

do=O. 

These recursion relations can easily be solved explicitly. Once the image charges and their dis­

tances are known, the value of the potential at any point P in the space outside the two spheres 
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is given by the sum of the potentials of the image charges. 

The analogue with the approach in section 1.1 will be clear: in the example above point 

charges are subsequently added so as to alternately satisfy the boundary conditions on the two 

spheres, whereas in section 1.1 product fonn solutions are subsequently added so as to alter­

nately satisfy the boundary conditions on the two axes. 

1.5. Summary of the subsequent chapters 

In chapter 2 we consider a fairly general class of two-dimensional Markov processes. Toe 

object in that chapter is to investigate under what conditions these processes have a solution in 

the fonn of a series of products of powers which can be found by a compensation approach. In 

chapter 3 the symmetric shortest queue problem is treated as an application of the theory in 

chapter 2. For this problem some special properties are worked out in detail and used for numer­

ical purposes. In chapter 4 the general theory is applied to a queueing model for multiprogram­

ming queues. In chapter 5 the compensation approach is further extended to the asymmetric 

shortest queue problem. Chapter 6 is devoted to conclusions and comments. In particular, the 

approach will be sketched for the symmetric shortest expected delay problem with Erlang 

servers and the M IE, I c queue. 
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Chapter 2 

The compensation approach applied to 
two-dimensional Markov processes 

In section 1.1 we have seen for the symmetric shortest queue problem how the feature that 

the equilibrium probabilities Pm.n behave asymptotically as a product of powers can be 

exploited to develop an approach to find the probabilities Pm,n explicitly and efficiently. We 

further mentioned two other queueing problems, that is, the coupled processor problem and the 

problem of two M IM 11 queues with coupled arrivals, for which the probabilities Pm.n have a 

more complicated asymptotic behaviour involving extra factors m-112 or n-112• This suggests 

that the approach does not work for these problems. Now the question arises: what is the scope 

of the compensation approach? In this chapter first attempts are made to answer this question. 

To investigate the scope of the compensation approach we apply this approach to a class 

of Markov processes on the lattice in the positive quadrant of JR 2 and investigate under which 

conditions the approach works. We consider processes for which the transition rates are con­

stant in the interior points and also constant on each of the axes. To simplify the analysis, we 

assume that the transitions are restricted to neighbouring states. The class of processes is 

sufficiently rich in the sense that all problems mentioned in the previous paragraph can be for­

mulated as Markov processes of this type. The class of models fits into the general framework 

developed by Fayolle and Iasnogorodski [26,47] and Cohen and Boxma [21]. They show that 

the analysis of the functional equation for the generating function can be reduced to that of a 

Riemann type boundary value problem. Moreover, with some minor modifications the 

approach also proceeds for the time-dependent case. However, this approach does not lead to 

an explicit determination of the probabilities and requires non-trivial algorithms for numerical 

calculations. In this chapter it will be investigated under what conditions the compensation 

approach works. The essence of the approach is to characterize the set of product form solu­

tions satisfying the equations in the interior points and then to use the solutions in this set to 

construct a linear combination of product form solutions which also satisfies the boundary con­

ditions. This construction is based on a compensation idea: after introducing the first term, 

terms are added so as to alternately compensate for errors on the two boundaries. It is pointed 

out that the compensation approach first tries to satisfy the conditions in the interior and then 

tries to satisfy the boundary conditions, whereas generating function approaches combine these 

conditions into a functional equation for the generating function. The compensation approach 

leads to formal, possibly divergent solutions of the equilibrium equations. Therefore we shall 
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explore under which conditions the approach leads to convergent solutions. The essential con­

dition appears to be that transitions from the interior points to the north, north-east and east are 

not allowed. Hence, the compensation approach works for a subclass of models only. On the 

other hand, our results lead to a fairly explicit characterization of the equilibrium probabilities 

and can be easily exploited for numerical purposes, due to the algorithmic nature of the 

approach. A new feature of the approach is that, depending on the boundary conditions, possibly 

more than one initial product form solution exists, each generating a series of compensation 

terms. Hence, the equilibrium probabilities can be expressed as a linear combination of series of 

product form solutions. Furthermore, it is possible that this series diverges near the origin of the 

state space. 

The organization in this chapter is as follows. In the next section we formulate the model 

and the equilibrium equations. In section 2.2 the compensation method is outlined and the 

resulting formal solutions Xm,n(Oo, 13o) are defined. Section 2.3 introduces the convergence 

requirements and analyzes its consequences with respect to the transition structure in the inte-

. rior of the state space. The next three sections are devoted to the derivation and interpretation 

of conditions for the existence of feasible initial pairs Oo, l3o. In section 2.7 it is shown that the 

formal solutions Xm,n(Oo, l3o) simplify for feasible pairs Oo, l3o. It is investigated in section 2.8 

whether the construction of these solutions can fail. In the next two sections the absolute con­

vergence of these solutions is treated. In section 2.11 we prove that the solutions Xm,n(Oo, ~). 

with feasible Oo and j3o, are linearly independent. In section 2.12 we prove our main result, stat­

ing that on a subset of the state space the equilibrium probabilities can be expressed as a linear 

combination of the solutions Xm,n(Oo, 13o) with feasible Oo and j3o. In section 2.13 we comment 

on a condition, which arose out of the analysis in section 2.8. Section 2.14 treats some patholog­

ical cases, which are initially excluded in section 2.1. The final section is devoted to conclu­

sions. 

2.1. Model and equilibrium equations 

We shall consider a Markov process on the pairs (m, n) of nonnegative integers, which is 

characterized by the property that transitions are restricted to neighbouring states and that the 

transition rates are constant on the set of all pairs (m, n) of positive integers and also constant 

on each of the axes. The transition rates are depicted in figure 2.1. Let {Pm,n} be the equili­

brium distribution, which we suppose to exist. Furthermore, we assume that the Markov process 

is irreducible. The following assumption is made to initially exclude some pathological cases. 

In section 2.17 we comment on these cases. 
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Figure 2.1. 

Transition-rate diagram for a Markov process with constant rates and transitions 

restricted to neighbouring states. q;,j is the transition rate from (m, n) to 

(m+i, n+j) with m, n > 0 and a similar notation is used for the transition rates on 

each of the axes. 

Assumption 2.1. 

(i) q1,1 +q1,o +q1,-1 > 0 

(ii) q-1,1 +q-1,o+q-1,-1 >0 

(iii) q-1,1+qo,1+q1,1>0 

(iv) q-1,-1 + qo,-1 + q 1,-1 > 0 

(v) v1,1+v1,o+v1,-1>0 

(vi) h_1,1 + ho,1 + h1,1 > 0 

(there is a rate component to the east); 

(there is a rate component to the west); 

(there is a rate component to the north); 

(there is a rate component to the south); 

(reflecting n-axis); 

(reflecting m-axis). 

The equilibrium equations for {Pm,n) can be found by equating for each state the rate into 

and the rate out of that state. These equations are fonnulated below. The equations in (1, 1), 

(0, 1), (1, 0) and (0, 0) are left out, since they will appear to be of minor importance to the 
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analysis. 

m > 1, n > 1 (2.1) 

+Pm,2q0,-I +Pm+l,2q-l,-I +Pm+l,lq-1,0 • 

Pm.oh =Pm-1,oh1,o + Pm-l,lql,-1 + Pm, 1qo,-1 +Pm+l,lq-1,-1 + Pm+1,oh-1,o, 

where 

q =q-1,1 +qo,1 +q1,1 +q1,o +q1,-1 +qo,-1 +q-1,-1 +q-1,0, 

h =h-1,1 +ho,1 +h1,1 +ht,o +h-1,0. 

2.2. The compensation approach 

n>l (2.2) 

n>l (2.3) 

m>l (2.4) 

m> 1 (2.5) 

(2.6) 

(2.7) 

(2.8) 

In this section we develop the compensation approach. n.;s approach constructs a formal 

solution to the equilibrium equations (2.1)-(2.5) by using linear combinations of products 

am~n satisfying equation (2.1) in the interior of the state space. Inserting a"'~" into (2.1) and 

then dividing both sides of that equation by the common factor am-t ~n-t leads to the follow­

ing characterization (cf. lemma 1.1 in section I.I). 

Lemma2.2. 

The product a"'~" is a solution of equation (2.1) if and only if a and~ satisfy 

~=a2q-1,1 +<Xqo,1 +q1,1 +1¼1,0+~2q1,-1 

+ <X~2qo,-t + <X2~2q-1,-1 + cx2J3q_l,O · (2.9) 

Any linear combination of products a"'~" with a, ~ satisfying the quadratic equation 

(2.9), is a solution of (2.1). We now have to find a linear combination satisfying the boundary 
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conditions (2.2)-(2.5). Consider an atbitrary product ali'P3 with complex Oo, Po satisfying 

(2.9) and suppose that ali'P3 violates the vertical boundary conditions (2.2)-(2.3). The idea to 

satisfy these conditions is: 

Try to find a, p, c 1 with a, P satisfying (2.9) such that 

ali'l33 + c I a"'P'' satisfies the boundary conditions (2.2)-(2.3). 

Inserting this linear combination into (2.2)-(2.3) yields two conditions of the fonn: 

A (<Jo, Po)l33-t + c 1A (a, p)p"-1 = 0, n > l , (2.10) 

(2.11) 

where at least one of the A(Oo, J3o) and B(Oo, J3o) is nonzero. To satisfy (2.10) and (2.11) for 

all n > l we are forced to take 

P= l3o 
and thus 

where a1 is the other root of the quadratic equation (2.9) with 13 = Po- Dividing (2.10) and 

(2.11) by the common factor 133-1 leads to two linear equations for c 1, which have, in general, 

no solution. Therefore, we introduce an extra coeffient by considering 

ali'l33 + c 1 a'l'l33 for m > 0 , n > 0 , 

eoP3 for m =0, n > 0. 

Inserting this fonn into the boundary conditions (2.2)-(2.3) and then dividing by the common 

factor p3-1 leads to two linear equations for c1 and e0 , which can readily be solved using 

Cramer's rule. The resulting expressions for c 1 and e0 can be simplified by using (2.9). This 

procedure is generalized in the following lemma (cf. lemmas 1.2 and 1.3). Part (ii) fonnulates 

the analogue for the horizontal boundary. 

Lemma2.3. 

(i) Let xi and x2 be the roots of the quadratic equation (2.9)for fixed 13 and let 

{
x'l'l3" +cxTP" for m > 0, n > 0, 

z,,.,,. = ep" for m = 0, n > 0. 

Then z,,.,,. satisfies (2.1 ), (2.2) and (2.3) if c and e are given by 

(2.12) 
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(ii) Let y 1 and y 2 be the roots of the quadratic equation (2.9) for fixed a and let 

{ 
a"'y? + da"'y! for m > 0, n > 0, 

w...,,, = fa"' for m > 0, n =O. 

Then w...,,, satisfies (2.1), (2.4) and (2.5) if d and/ are given by 

<rh-1,1 +aho,1 +h1,1 
---'-----'--'-- + h 1,0 + a 2h-1,o - ah 

d=-----Y_2 __________ _ 
<rh-1,1 +aho,1 +h1,1 
---'-----'--- +h1,o +a2h-1,o-ah 

YI 

[«q-11+aqo1+q11] [-1 __ l] 
' ' ' Y2 Yt 

/=----------------
a2h-t,l + aho,1 + h1,1 2 
---'-----'--=- + h I o + a h-1 o - ah 

Yt ' ' 

(2.13) 

(2.14) 

(2.15) 

We added c 1 af~ to compensate for the error of a3'P3 on the vertical boundary and by 

doing so introduced a new error on the hori:zontal boundary, since c I af P3 violates these 
boundary conditions. To compensate for this error we add c Id I af P? where P1 is the other 
root of (2.9) with a= a 1• The coefficient d I follows from lemma 2.3(ii). However, this term 
violates the vertical boundary conditions, so we have to add again a term, and so on. Thus the 
compensation of a3'P3 on the vertical boundary generates an infinite sequence of compensa­
tion terms. An analogous sequence is generated by starting the compensation of a3'P3 on the 

hori:zontal boundary. This results in the sum of terms depicted in figure 2.2. 

H H 

V V 

Figure 2.2. 

The final sum of compensation terms. By definition c0 =do= 1. Sums of two terms 
with the same P-:factor satisfy the vertical boundary conditions (V) and sums of two 
terms with the same a-factor satisfy the horizontal boundary conditions (H). 
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Each tenn in the sum in figure 2.2 satisfies (2.1), each sum of two tenns with the same !3-factor 

satisfies the vertical boundary conditions (2.2)-(2.3) and each sum of two tenns with the same 

a-factor satisfies the horizontal boundary conditions (2.4)-(2.5). Since the equilibrium equations 

are linear, we can conclude that the sum in figure 2.2 fonnally satisfies the equations (2.1)-(2.5). 

Let us define Xm,,.(Oo, Po) as the infinite sum of compensation tenns. For all m > O, n > 0 set 

.. 
x,,.,,.(Oo, 13o) = I: di(cia'!' + ci+I af!-1 )P7 (pairs with same P-factor) , (2.16) 

i=-oo .. 
= I: Ci+! (diP7 + di+I P7+1)af+1 (pairs with same a-factor). (2.17) 

i=-oo 

The pairs in (2.18) and (2.17) reflect the compensation on the vertical, respectively horizontal 

boundary. The compensation on these boundaries requires the introduction of new coefficients 

for the terms in x0,,.(0o, Po) andx,,.,o(Oo, l3o). For all m = 0, n > 0 set 

.. 
xo,,.(Oo, 13o) = I: dieiP7 , (2.18) 

i=-oo 

and for all m > 0, n = 0 
.. 

x,,.,o(Oo, 13o) = I: ci+1.fi+1 af!-1 . (2.19) 
i=-oo 

Note that we do not define xo,o(Oo, l3o), since in the first place the equations in (1, 1), (0, 1), 

(1, 0) and (0, 0) are not considered and in the second place it is not clear whether xo,o(Oo, l3o) 
should be defined by the series (2.18) with n = 0 or by the series (2.19) with m = 0. Below we 

formulate the recursion relations for a;, Pi, ci, di, ei and.fi. 

For the initial roots Oo and Po of the quadratic equation (2.9) the sequence 

is generated such that for all i the numbers ai and ai+I are the roots of (2.9) with fixed P = Pi 

and Pi and Pi+! are the roots of (2.9) with fixed a= ai+l · 

{c;} and {e;} are generated such that for all i the terms (cia'!' + Ci+1af+1)P7 and eiP7 

satisfy the vertical boundary conditions (2.2)-(2.3). Initially set 

Co= l. 

Application of lemma 2.3(i) yields that Ci+! and ei for i ~ 0 can be obtained from ci by 

(2.20) 
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; ~o. 

and analogously c; and e; for i < 0 can be obtained from C;+1 by 

i <0, 

i < 0. 

{dd and {/;) are generated such that for all i the tenns (d;~? +d;+1M+1)ar+1 and 

.t:+1 a;"...1 satisfy the horirontal boundary conditions (2.4)-(2.5). Initially set 

d0 = 1. 

Application oflemma 2.3(ii) yields that d;+i and .t:+1 for i ~ 0 can be obtained from d; by 

; ~o. (2.21) 

i ~o. 

and analogously d; and/;+1 for i < 0 can be obtained from d;+1 by 

(2.22) 
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This concludes the definition of x,,.,n(CXo, l3o). Each solution x,,.,,.(CXo, Po) has its own 
sequence ( Cl;, I};} depending on the initial values CXo and l3o, and its associated sequence of 

coefficients [c;, d;, e;, f; ). For any pair CXo, l3o satisfying equation (2.9) the series Xm,n(CXo, Po) 
Connally satisfies the equations (2.1)-(2.5). In the next section it will be investigated for what 

CXo, l3o the series x,,.,n(CXo, 13o) converges. 

Remark2.4. 

If the rates on the vertical boundary are the truncation of the rates in the interior points, 

that is, Vtj = q 1j, then e; = c; + c;+t for all i and thus the series (2.18) is identical to (2.16) with 

m = 0. An analogous remark holds if hi 1 = qi 1. 

2.3. Analysis of the sequence of cxt and 131 

Under favourable conditions Xm,n(CXo, 13o) reduces to a.finite sum. This happens if c; or d; 
vanishes for some i ~ 0 and for some i :;; 0, which means that from there no more compensation 

· is needed (all subsequent coefficients vanish; cf. (2.20)-(2.22)). A simple example is that of two 

independent M IM 11 queues, each with workload p. For CXo = l3o = p no compensation is 

needed at all, so x,,.,,.(p, p) reduces to 

Xm,n(P, P) = pmp" • 

Conditions for getting such product fonn solutions are well-known (see e.g. [13]). 

Under unfortunate conditions compensation/ails. This happens if for some value of i the 

equation (2.9) with fixed 13 = 13; or fixed a= CX;+1 reduces to a linear equation, so the necessary 

second root does not exist. If the second root is equal to the first one, then it can be verified that 

the compensation procedure constructs the null solution. Furthennore, compensation fails if for 

some value of i the denominator in the definition of the coefficients vanishes (cf. (2.20)-(2.22)). 

Let us suppose in this section that for the initial CXo, l3o in at least one direction infinitely 

many compensation terms are needed and that compensation is always possible. We want to 

know under what conditions the infinite sum x,,.,,.(<Xo, l3o) converges. To aid convergence of 

Xm,n(CXo, l3o) for fixed m and n we require that a; and 13; tend to zero as Ii I tends to infinity. To 

aid convergence of the sum of Xm,n(<Xo, 13o) over all values m and n (necessary for normaliza­

tion) we require that I Cl; I < 1 and 113; I < 1 for all i. 
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Convergence requirements 2.5. 

(i) ex; and ~i tend to zero as Ii I tends to infinity; 

(ii) I ex; I < 1 and I ~d < I for all i. 

Below we investigate the implications of these convergence requirements for the transi­

tion possibilities in the interior of the state space. Numerical evidence suggests that the 

behaviour of a; and ~i when q 1, 1 + q o, 1 + q 1,0 > 0 is essentially different from the behaviour 

ofa; and ~i when q 1,1 +q0,1 +q 1,0 =0. This is illustrated in the figures 2.3 and 2.4. 

3 

-20 20 

Figure 2.3. 

The behaviour of lad for ao =(1 +--Ll)/2 and rates q1,-1 =2, q-1,-1 =q-1,1 =qo,-1 = 1, 

q-1,0 =Oandq1,1 =0, qo,1 =q1,o = 1/2. 

The behaviour of I ex; I for an example with q 1, 1 + q o, 1 + q 1,0 > 0 is depicted in figure 

2.3. For that example a; does not converge to zero as Ii I tends to infinity, and in fact demon­

strates an oscillating behaviour. Numerical experiments suggest that this is a typical feature of 

CX; when q,,1 + qo,1 +q1,o > 0. 

The behaviour of I a;I for an example with q 1, 1 + q0,1 + q 1,0 = 0 is depicted in figure 

2.4. For that example a; converges to zero very fast as Ii I tends to infinity, with a single trip 

outside the open unit disk. Numerical evidence suggests that this is a typical feature of a; when 

q1,1 +qo,1 +q1,o=O. 

Below we try to prove these features. Since a; and a;+i are the roots of the quadratic 

equation (2.9) with ~ = ~i we have 
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2 

---------------------- ---------------------- lcxl-1 

-20 20 

Figure 2.4 . 

. The behaviour of lad for °<J =(1 +...f:i")/2 and rates q1,-1 =2, q-1,-1 =q-1,1 =qo,-1 = 1, 

q-1,o=0andq1,1 =qo,1 =q1,o=O. 

Prq1,-1 +piq1,o+q1,1 
<XiCXi+l = 2 , 

piq-1,-1 + piq-1,0 +q-1,1 

piq -qo,1 - Pr qo,-1 
<Xi + CXi+l = 2 , 

piq-1,-1 +piq-1,o+q-1,1 

and accordingly P; and Pi+t are the roots of (2.9) with ex= cxi+t and therefore satisfy 

2 
A.A. _ CXi+lq-1,1 +CXi+lqO,l +qt,! 
1-'11-'1+! - 2 ' 

CXi+lq-1,-1 +CX;+1qo,-1 +qt,-1 

2 
A A CX;+1q-q1,o-CX;+1q-1,o 
1-'i+l-'i+I = 2 

CXi+lq-1,-1 +CXi+lq0,-1 +qt,-1 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

If cxi and Pi converge to zero as I i I tends to infinity, then we deduce from (2.23)-(2.26) that 

q1,1 =qo,1 =q1,o=O. 

This condition is necessary for convergence to zero of cxi and p;. The case of two independent 

M IM 11 queues mentioned at the beginning of this section violates this condition and therefore 

the compensation approach would not work. Fortunately, in this case no compensation is 

needed at all. In other cases violating this condition, like two M IM 11 queues with coupled 

arrivals (cf.[30, 53)) and the coupled processor problem (cf. [21, 28, 56)), compensation is 

needed, but it would not work. Indeed, the solutions are essentially more complicated in these 

cases. We suppose from now on that the condition above is satisfied and moreover, to exclude 
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pathological cases, that there is a rate component to the south-west (cf. assumption 2.1). 

Assumption 2.6. 
(i) q1,1 = qo,1 = q1,o = 0 (there is no rate component to the north, north-east and east); 

(ii) q-1,0 + q-1,-1 + qo,-1 > 0 (there is a rate component to the south-west). 

Note that assumption 2.6(i) and assumptions 2.1 (i) and 2.1 (iii) imply that 

ql,-1 > 0, q-1,1 > 0. 

We now investigate whether assumption 2.6(i) guarantees convergence for any starting pair of 

roots Oo, J3o of equation (2.9) satisfying I Oo I < 1 and I 13o I < 1. By assumption 2.6(i) the 

equation (2.9) simplifies to 

aj3q = a2q-1,1 + P2q1,-1 + ~ 2qo,-1 + a2P2q-1,-1 + a213<l-1,o. (2.27) 

For each fixed a or fixed p equation (2.27) has two roots, except when (2.27) reduces to a linear 

equation, but then it is sensible to define 00 as second root. We state the following lemma for 

the roots of equation (2.27). To prove the lemma we use Rouche' s theorem, rather then the 

explicit formulas for the roots of equation (2.27). Rouche's theorem reads as follows. Let the 

bounded region 'D have as its boundary a closed Jordan curve C. Let the function/ (z) and g(z) 

be analytic both in 'D and on C, and assume that If (z) I < I g(z) I on C (so automatically 

/ (z) + g (z) * 0 on C). Then/ (z) + g(z) has in 'D the same number of zeros as g(z), all zeros 

counted according to their multiplicity. 

Lemma2.7. 

(i) For each fixed a satisfying O < lal < 1, the quadractic equation (2.27) has exactly one 

root P with I PI > I a I and one root P with O < I P I < C I a I , where the constant C is 

defined by 

C = min [I, q-1,1/(q1,-1 + qo,-1 + q-1,-1)) • 

(ii) For each fixed P satisfying O < IP I < I, the quadractic equation (2.27) has exactly one 

root a with I al > I Pl and one root a with O < lal <DI Pl, where the constant Dis 

defined by 

D =min[l, q1,-1l(q_1,1 +q-1,0 + q-1,-1)) · 
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Proof. 

We prove part (i) of the lemma; part (ii) can be proved similarly. Let a be fixed and 
satisfy 0 < I a I < 1. By dividing equation (2.27) by a2 and introducing the new variable 
z = 13 / a, we obtain the following equation for z, 

/(z)+g(z)=0, 

where 

/(z)=(O:Q-1,-1 +aqo,-1 +Q1,-1)z2 , 

g(z)=-(q-aq_,,o)z+q-1,1. 

It follows for all z with z * 0 that 

(2.28) 

I/(z)I - lg(z)I S(lal 2Q-1,-1 + lalqo,-1 +q1,-1)1z 12 -(q- lalq-1,o)lz I +Q-1,1 

< (Q-1,-1 +Qo,-1 +Q1,-1)lz 12 -(Q-Q-1,o)lz I +Q-1,1, 

where the last inequality follows from assumption 2.6(ii) and the fact that I al < 1. It is readily 
seen that the right-hand side h(x)=(Q-1,-1 +qo,-1 +q1,-1)x2 -(q-q_1,o>x+q_1,1 is a qua­
dratic function that vansihes for x = C and x = l. Subsequently applying RoucM's theorem to 

the circles I z I = 1 and I z I = C proves part (i) of the lemma. □ 

Lemma 2. 7 leads to the following properties of the sequences {a;} and { 13d. Note that in the 

fonnulation of corollary 2.8 the case 1 > I~ I = I ao I > 0 is not possible by lemma 2.7. 

Corollary 2.8. 

Let ao and~ be roots of equation (2.27) satisfying 1 > I ao I > I~ I > 0. 
Then there exists a negative value of i for which I a; I ~ 1 or I 13i I ~ 1 and 

1 > lai+il > I13i+il > · · · > laol > l~I >lad> 113d > · · · !o. 

A similar result holds if ao and ~ satisfy 1 > I ~ I > I ao I > 0. 

Proof. 

From lemma 2.7 it follows that I ai+I I <DI l3i I < CD I a; I as long as I ai I and I l3i I are 
less than 1. Both constants C and D are less or equal to 1. At least one of the two constants is 

less than 1, since, if C = 1 say, so that q_1,1 ~Ql,-I +qo,-i +q_1,-i, then from assumption 
2.6(ii) we obtain the inequality q 1,-I <q_1,1 + q_1,0 + q_1 __ 1 implying that D < 1. Hence we can 

conclude that I a; I and I 13i I decrease exponentially fast to zero as i tends to infinity, and that 
I O; I ~ 1 or I l3i I ~ 1 for some negative value of i. □ 
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When the sequence of a; and 13; is started with roots ao and l3o of (2.27) satisfying 

0< laol < 1 and 0< 113ol < 1, then laol < 113ol or laol > 113ol by lemma 2.7 (equality is 
not possible). Hence, by corollary 2.8, I a; I and I 13; I decrease to zero in at least one direction. 
In the opposite direction I a; I and I l3; I increase and eventually I a; I 2: 1 or I 13; I 2: 1 for some i. 
Therefore we cannot meet the convergence requirements in that direction, unless in that direc­
tion c; or d; vanishes for some i before I a;I 2: 1 or 113d 2: 1. After renumbering the tenns this 
amounts to the requirement that the initial product a3'133 fits the horizontal boundary condi­
tions (d_1 = 0) if I ao I > I 13o I or otherwise the vertical boundary conditions (c 1 = 0). In such a 
case we have to generate compensation tenns in the decreasing direction only. Pairs ao, l3o 
satisfying these requirements will be called feasible pairs. 

Definition 2.9. 

A pair ao, l3o will be called feasible if: 

(i) ao and l3o are roots of (2.27) with 0 < I ao I < 1 and0 < I 13o I < 1; 

(ii) I ao I > I 13o I =>. d_1 = O; 

(iii) I ao I < I 13o I ==- c 1 = o. 

Conclusion 2.10. 

For convergence the following two conditions are crucial: 

(i) The Markov process has to satisfy qo,1 =q1,1 =q1,o =0; 

(ii) We have to initialize Xm,n(Oo, 13o) with a feasible pair Oo, l3o. 

We end this section with a theorem stating that Oo, 13o, a1, 131, ••• can be solved explicitly 

if 1 > I ao I > I 13o 1- The same result holds for 13o, Oo, 13-1, «-1, ... if 1 > I 13o I > I ao I (cf. 
lemma 3 in Kingman (52]). 

Theorem 2.11 (Explicit solution of a; and 13;). 
Let ao and l3o be roots of equation (2.31) with 1 > I ao I > I 13o I > 0. 

Then there exist complex numbers a and b, depending on ao and l3o, such that for i 2: 0 

_!_ = A + {i(a'A.i + - 1-.) , 
<X; a'>..' 

(2.29) 

1 .r.:- · 1 
A=B +V6(b'A.' +-.), 
..,; b'A.' 
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where 

qq_l O +2qo-1q-1 I A- , , , 
- 2 4 q - ql,-lq-1,I 

(2.30) 

8 _ qqo,-1 +2q-1,oq1,-1 
- 2 • 

q -4q1,-1q-1,1 

A 2q1-1q-11 + q-1,1q-1,-1q2 +q-1,1qo,-1(qq_1,o +q_1,1qo,-d 
y= ' ' 2 2 ' 

q 2 q (q -4q1,-1q-1,1) 
(2.31) 

O= B 2q1,-1q-1,1 + q1,-1q-1,-1q 2 +q1,-1q-1,o(qqo,-1 +q1,-1q-1,o) 

q 2 q 2(q 2 - 4q 1,-1 q -1, I) 

A.= q- ✓q2 -4q1,-1q-1,1 
q + ✓q2 -4q1,-1q-1,1 

(2.32) 

Proof. 

We prove the expressions for 1 / ai. The expressions for 1 / Pi can be obtained similarly 

(replace % by qji). By corollary 2.8 the numbers ai and Pi are nonzero for i ~ 0, and equation 

(2.27) does not reduce to a linear equation for fixed P = Pi or a= ai+I, so the denominator in 

(2.23)-(2.26) does not vanish for i ~ 0. Then, from (2.23) and (2.24) we obtain for i ~ O that 

(recallthatq1,1 =q1,o=O), 

J_ + _1_ = __!___g__ _ qo,-1 . 
ai ai+t Pi q 1.-1 q 1.-1 

Adding this relation to the one with i replaced by i + 1 yields for i ~ 0, 

-+--+--= -+-- ---2--. 1 2 1 [ 1 1 ] q q 0,-1 

ai ai+1 <l;+2 Pi Pi+1 q 1,-1 q 1,-1 

From (2.25) and (2.26) we obtain for i ~ 0 the analogue of (2.30) for 1 /Pi. 

__!__+_l_=_l _ _g___ q-1,0. 
Pi Pi+I <l;+1 q-1,1 q-1,1 

Inserting this equality into (2.34) gives for i ~ 0 

1 + 2 + 1 -[ 1 _g___ q-1,o]_g___ 2 qo,-1. 
<Xi <X;+1 <Xi+2 <Xi+l q-1,1 q-1,1 ql,-1 ql,-1 

(2.33) 

(2.34) 

This is a second order inhomogeneous recursion relation for 1 I ai, the solution of which is 

given by 
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(2.35) 

where A and i.. are given by (2.30) and (2.32) (note that by assumption 2.6(ii) the denominator 

q 2 -4q 1 __ 1q_1,1 is positive), and a 1 and a 2 are complex constants, which follow from the ini­

tial values I / ll<J and l / a1• To establish (2.29), with a = a 1 1,/y, it remains to prove that a I and 

a2 satisfy 

First note that (2.23) is equivalent to 

1 1 Q-1,1 1 Q-1,0 1 Q-1,-1 
---=----+---+--. 
a; <X;+1 Q1,-1 Pt Q1,-1 P; Q1,-1 

(2.36) 

Eliminating l / Pi from (2.33) and (2.36) leads to 

2 2 1 I 
(Q1,-1Q -2Q1,-1Q-1,1)---

a; <Xi+I 
(2.37) 

=Q-1,-1Q2 +Qo,-1(QQ-1,o +Q-1,1Qo,-1) 

+ [ Ql,-1 (QQ-1,0 + Q-1.1 Qo,-1) + Qo,-1Q-1,1 Ql,-1] [ ~j + ail+! ] 

By inserting the expression (2.35) for l / ll<J and l / a1, equation (2.37) reduces to the identity 

D 

Remark 2.12. 

Assumption 2.6(ii) excludes the special case that all%• except q_1,1 and Qi,-i, are zero. 

The results in this section and in the following sections are essentially still valid for this special 

case (except when q_1, 1 =q 1 __ 1), and often simplify. In particular, in this case equation (2.27) 

further simplifies to 

for which it is easy to prove, if ll<J = Po, that for all i 

[ Ql,-l]i A. [Ql,-l]iA._ 
CX; = -- ll() ' 1-'i = -- 1-'0 . 

Q-1,1 Q-1,1 

The generation of a; and Pi, and consequently the compensation method, fails if q_1,1 = q 1,_1. 
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2.4. On the existence of feasible pairs 

One of the questions that now arise is how many feasible pairs of ao, Po exist and whether 
these pairs are real or complex-valued. Another question concerns conditions for the existence 

of feasible pairs. In this section we show, by considering a Markov process closely related to 

the original process, that the number of feasible pairs directly follows from the transition struc­

ture at the boundaries and that all these pairs are real-valued. In the next section we derive con­

ditions for the existence of feasible pairs. The analysis is restricted to the feasible pairs with 
respect to the horizontal boundary. This means that we only consider roots ao, Po of equation 

(2.27) with 1 > I ao I > I Po I > 0 satisfying d_1 = 0. Feasibility with respect to the vertical 
boundary can be treated similarly. 

We first treat the case that h1,1 > 0 and consider an irreducible Markov process on the set 
{ (m, n)lm +n > 0, n .!:0} u { (-1, 0), (0, 0) }. From (m, n) transitions are possible to 

(m+i, n+j) with rate h;i if n = 0, and with rate q;i if n > 0. If (m+i, n+j) lies outside the state 
space, the transition possibility to that state is replaced by one to (-1, 0) and (0, 0) and the rate 

to (m+i, n+j) is split up equally between (-1, 0) and (0, 0). The transition-rate diagram is dep­

icted in figure 2.5. 

The equilibrium equation in state (m, n) with m + n > 0 is given by (2.1) for n > 1, by 

(2.4) for n = 1 and finally, by (2.5) for n = 0. The equations in (-1, 0) and (0, 0) are different 

from (2.5), which is mainly due to the incoming rates from states (m, n) with m + n = 1 or 
m + n = 2. Hence, for each pair of roots ao, Po of equation (2.27) with 1 > I ao I > I Po I > 0 
satisfying d_1 = 0, the product Zm,n(<Xo, J\i), defined by 

{ 
<13'133 for m+n > 0, n > 0; 

Zm,n(<Xo, 13o) = /oa3' for m .!: -1, n = 0, 

satisfies the equilibrium equations in all states with m+n > 0. Note that z,,.,n(<Xo, Po) also 

satisfies the equilibrium equations on the boundary m + n = 1 and m + n = 2, and therefore no 

compensation is needed on these boundaries. Since I 13o I < I ao I < 1, the product z,,.,,.(ao, Po) 
converges absolutely, that is, 

l: I z,,.,,.(ao, Po) I < 00 • 

m+n >0 
112:0 

(2.38) 

For each finite set of pairs <Jo, l3o the corresponding products z,,.,n(<Xo, 13o) are linearly indepen­
dent on the set of states with m+n > 0. This follows from the next lemma, which can easily be 

proved by using properties of the Vandermonde matrix. In fact, a generalization of this lemma 
to infinite sums will be proved later on. 



m+n=1 

' ' m+n=l', 

Figure 2.5. 
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n 

O' I 

h1,1 h-1,1 ho,1 h1,1 

h1,o 

Transition-rate diagram for the Markov process in the proof of conclusion 2.13 on 

the set { (m, n) Im + n > 0, n ~ 0 } u { (-1, 0), (0, 0) } for the case h 1, 1 > 0. 

Lemma2.13. 
I 

Let (a0 , b0), ... , (a1, b1) be distinct. Then L k;a'['b? = 0 (m ~ 0, n ~ 0) ~ ko = ... = k1 = 0. 
i=O 

The first question is how many feasible pairs there are. Suppose that (do, !lo) and (do, !lo) 
are feasible pairs. Then there exist nonnull coefficients k and k such that the linear combination 

kzm,n(Oo, Jlo) + kzm,n(<'io, 13o) satisfies the (homogeneous) equilibrium equation in state (0, 0). 

The remaining equation in state (-1, 0) is also satisfied, since inserting this linear combination 

of Zm,n(Oo, !lo) and Zm,n(<'io, Po) into the equations for all other states and then summing these 

equations and changing summations, exactly yields the equilibrium equation in state (-1, 0). 

Changing summations is justified by the absolute convergence in (2.38). So the linear combina­

tion kzm,n(Oo, Jlo) + kzm,n(<'io, j3o) is an absolutely convergent solution of the equilibrium 

equations of the Markov process in figure 2.5, and further, this linear combination is nonnull, 

since Zm,n(Oo, !lo) and Zm,n(<'io, j3o) are linearly independent. Hence, by a result of Foster (see 
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appendix A), the Marlcov process in figure 2.5 is ergodic and nonnalization of the linear combi­

nation kz,,.,n(O-O, !3o) + fz,,.,n(do, !3o) produces the equilibrium distribution. Since the equili­

brium distribution of an ergodic Marlcov process is unique and for different pairs of Oo and ~ 

the products z,,.,n(Oo, l3o) are linearly independent, we can conclude that there exist at most 
two feasible pairs. 

The second question is whether there possibly exist complex-valued feasible pairs. Sup­

pose that (0-0,!3o) is a feasible pair for which 6<i is complex-valued. Then the complex conju­

gates of 6<i and l3o also fonn a feasible pair. With do, l3o being the complex conjugates of do, 
l3o it is easily seen that the coefficients ic and k in the linear combination constructed above 

satisfy I k I = I k I , so without loss of generality we may assume that k is the complex conjugate 

of k. Then kzm,n(do, 13o) is the complex conjugate of kzm,n(O-O, !3o), so form+ n > 0, n > 0 the 

solution kzm,n(O-O, !3o) + kzm.n(do, l3o) simplifies to 

2 Re(k.&3'~3) = 21 ka0~3 I cos(<l>i + m<l>a. + n(j>p.) 

· where <l>t, <l>a.. and <l>I\, are the arguments of k, 6<i and l\i. Since <l>a. is not a multiple of 1t, this 

solution has no constant sign and therefore it cannot possibly produce a probability distribution. 

Hence, 6<i must be real-valued. By a similar argument, it follows that l3o must be real-valued. 

If there exist two real-valued feasible pairs (<'io,13o) and (do,13o), then do or do (and l3o or 

13o) must be positive, since otherwise the linear combination kz,,.,n(O-O, l3o) + kzm,n(do, 13o) con­

structed above has no constant sign, so it cannot possibly produce a probability distribution. 

It remains to consider the two cases h 1•1 = 0, ho, 1 + h 1•0 > 0 and h 1,1 = h0,1 = h 1,0 = 0. In 

the fonner case there exists at most one feasible pair of (positive) ao and l3o. This can be proved 

analogously to the case h 1,1 > 0 by considering the irreducible Marlcov process on the set 

{ (m, n) Im + n > 0, n ~ 0 } u { (0, 0) } where the rates which are split up between (-1, 0) and 

(0, 0) in figure 2.5, are now completely directed to (0, 0). In case h1,1 = h0,1 = h1,0 = 0, it can 

easily be derived from the definition of d_1 that there exist no feasible pairs. 

Conclusion 2.14. 

There are at most two feasible pairs Oo, l3o with respect to the horizontal boundary. These pairs 

are always real-valued. The maximum number of feasible pairs depends as follows on the tran­

sition structure at the horizontal boundary: 

(i) If h 1,1 > 0, then there are at most two pairs. If there are indeed two pairs, then at least one 

of the Oo (and one of the l3o) must be positive; 

(ii) If h 1, 1 = 0 and ho, 1 + h 1,0 > 0, then there is at most one pair. These roots are positive; 

(iii) Ifh 1•1 =ho,t =h 1•0 =0,thentherearenopairs. 



-44-

2.5. Conditions for the existence of feasible pairs 

We now proceed to derive conditions for the existence of roots <Xo, ~ of equation (2.27) 

with 1 > I <Xo I > ~ I > 0 satisfying d_1 = 0, that is, by definition (2.22), 

aah-1,1 +a.oho,1 +h1,1 h 2h h O 
A. + 1.0 + O.o -1.0 - <Xo = , 
1-'-I 

(2.39) 

aah-1,1 +a.oho,1 +h1,1 h 2h h O 
~ + 1,0 + Cl.ii -1,0 - <lo :t: · (2.40) 

The roots~ and P-t will be regarded as/unctions of a.a. By conclusion 2.13 the analysis can be 

restricted to real-valued a.a. It is readily verified that inequality (2.40) is always valid for 

nonzero a.oe(-1, 1) satisfying (2.39). To analyse (2.39) we insert the explicit fonnula for the 

root P-t, for which we first derive some useful properties. 

For fixed a. equation (2.27) is solved by 

q -nn_, O + ✓(q-nn_l o)2 -4(0.2q-1-I +nno-1 +q1-1)q-11 
X+(O.)=a --, ' - --, ' ' --, ' ' ' 

- 2(a2q_, __ 1 + 0//0.-1 + q 1.-1) 
(2.41) 

The denominator in (2.41) may vanish for some a.< 0. For such an a., X_(o.) and X:+:1 (a.) can be 

extended by taking X _(a)= fU/-i. 11 (q - fU/-i.o) and X:+:1 (a.)= 0, thus X+(o.) = 00. Let Y ±<P) 

be the roots of (2.27) for fixed p. We now prove the following monotonicity properties. 

Lemma2.15. 

Forall0 <a.< 1 

(i) the ratio X+(O.) I a. is decreasing and X _(a.)/ a. is increasing; 

(ii) IX+(-a)I ~ X+(o.) > a. > L(o.) ~ -L(-o.) > 0. 

The same properties hold for Y ± (P). 

Proof. 

For all -1 < a. < 1 the discriminant D (a.) in (2.41), defined by 

D(o.) = (q - 0//-1,oi -4(o.2q -1,-1 + 0//0,-1 + q1,-1)q_,., , 

is positive, which follows by using the fact that D ( a.) is decreasing for a.~ 0, so for O !'> a. < 1 

D(-0.) ~ D(o.) > D(1) = (q_t,-1 + qo,-1 + ql,-1 -q-1.1)2 ~ 0. 

Hence X_(o.) and X+(O.) are real-valued for-I< a.< 1. 

Since X + (a)/ a. is decreasing for O < a. < 1 we obtain for O < a < 1 
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IX+(-a) I ~ X+(a) > X+(l). 
I-al a 

From (2.41) follows 

i.e., 

X+(l)= q-1,-1 +qo,-1 +q1,-1 +q-1,1 ± lq-1,-1 +qo,-1 +q1,-1 -q-1,1 I , 
- 2(q-l,-I +qo,-1 +qt,-1) 

X+(l)= 1 if q-1,-1 +qo,-1 +q1,-1 ~q-1,1; 

> 1 otherwise. 

Hence, from (2.42) we can conclude that for O < a < 1 

IX+(-a)I X+(a) 
I I ~-->1. 
-a a 

The rootX_(a)/acan be rewritten as 

X_(a)= 2aq_l,l 

q - aq-1,0 + ✓(q - aq-1,0)2 -4(a2q-1,-1 + <Xqo,-1 + q1,-1)q_1,1 

Hence, for all O <a< 1 the ratio X _(a) I a is increasing, so 

L(-a) X_(a) 
0<---~--<L(l)~l. 

-a a 

This completes the proof oflemma 2.15. 

Using lemma 2.15 we can refine corollary 2.8 as follows. 

Lemma2.16. 

Let ao and l3o be roots of equation (2.27) satisfying 1 > I ao I > I 13o I > 0. 

/JO< ao < 1, then 

ao > X_(ao)=l3o > L(l3o)=a1 > X_(a1)=P1 > · ·· > o, 
and if-1 < ao < 0, then 

ao < X_(ao)=l3o < L(l3o)=a1 < X_(a1)=P1 < · ·· < o. 

Since I ao I > I l3o I it follows that I ao I < I P-tl, so by lemma 2.15 we can set 

P-1 =X+(<Xo) 

(2.42) 

(2.43) 

□ 
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(and Po =X_(<Xo)). Substituting this identity into equation (2.39) and rearranging tenns we 

obtain that ao has to be a root of the equation (his the sum of the h;/s, see (2.8)) 

a.2h-11+aho1+h11 2 
ah= • · · +ah-1o+h10-

X+(a) ' · 
(2.44) 

Denote by LH(a) the left-hand side of (2.44) and by RH(a) the right-hand side. Figure 2.6 

shows LH(a) and RH(a) for the caseq_1,1 =qo,-t =h-t,o =2, q1,-1 =h1,1 = I and all otherqii 

and hii are zero. 

Figure 2.6. 

The left-hand side LH(a) and the right-hand side RH(a) of equation (2.48)/or the 

case q-1,1 =qo,-1 =h-1,0 = 2, q1,-1 =h1,1 = 1 and all other qij and hij are zero. 

Figure 2.6 suggests the following lemma. 

Lemma 2.17. 

The right-hand side RH (a) of equation (2.44) is strictly convex for O <a< 1. 

To prove lemma 2.17 we need the following elementary convexity properties. 
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Convexity properties: 

(i) If f (x) and g(x) are positive, nondecreasing and convex, then f (x)g(x) is convex, and 

strictly convex if I (x) or g (x) is strictly convex; 

(ii) If f (x) and g(x) are convex, then f (x) + g(x) is convex, and strictly convex if I (x) or 

g (x) is strictly convex; 

(iii) If f (x) is positive and strictly concave, then 11 f (x) is strictly convex; 

(iv) // / (x) is positive, decreasing and strictly concave on (0, 1), then xf (x) is strictly concave 

on (0, 1). 

Proofoflemma 2.17. 

By insening the fonnula (2.41) for X +(<X) into RH (a.) we obtain 

2(a.2q_1,-1 +a.qo,-1 +q1,-1)(a2h_1,1 +a.ho,, +h1,1) 2 
RH(a.) = ~ + a. h-1,0 + h 1,0 , (2.45) 

a.(q - a.q -1,0 + D (a.)) 

where D (a.) is the discriminant in (2.41). We first prove that q - a.q _1,0 + ✓v (a) is positive, 

decreasing and strictly concave for O < a. < 1. Toe first and second property are easily verified. 

To establish the third property it suffices to show that for O < a < 1 

This second derivative is given by 

[ ✓D(a)] "= 2D"(a.)D(a.)-D'(a.)2 
4D(a.)312 

where 

D'(a) =-2[ q-1,o(q - a.q-1,0) + 2q_1,1 (2a.q_,.-1 + qo,-1)] , 

D"(a.)=2q:1,o -8q_1,1q-1,-1. 

(2.46) 

Hence, if D"(a.) :S 0, then (2.46) follows directly. If D"(a) > 0, then (2.46) follows by using 

0 < D (a.) < (q - a.q _1,d , 0 < D"(a.) :S 2q:1,o , D'(ai ~ 4q:,.o (q - a.q -1,of • 

valid for all O <a.< l. Hence, we can conclude that q - a.q_1,0 + ✓v(a.) is positive, decreasing 

and strictly concave for O <a.< l. Then it follows from convexity property (iv) that the 

numerator in (2.45) is strictly concave for O < a. < l and so, by the propenies (i) and (iii), that 

the quotient in (2.45) is strictly convex. Finally, by convexity property (ii), the sum in (2.45) is 

strictly convex for O < a.< l. This completes the proofoflemma 2.17. □ 
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It is easily verified that at the boundary a = 0 

RH(0+)>LJl(0) if h 1,1 +ho,1 +h1,o >0; 

= LJI (0) otherwise ; 

and, by using (2.43), that at the boundary a= I 

RH(l) <LJl(l) if q-1,-1 +qo,-1 +q1,-1 <q-1,1; 

=LH(l) otherwise. 

Hence, by lemma 2. 17, in case h 1. 1 + ho, 1 + h 1,0 > 0 there is a root of equation (2.44) in the 

interval (0, 1) if q_1 __ 1 +q0 __ 1 +q 1,-1 <q_1,1 and otherwise the following extra condition is 

required: 

Condition: RH'(l) > Ul'(l). 

Remark that the square root in (2.41)vanishes at a= I if q_1 __ 1 +qo,-1 +q1,-i =q-1,1 and thus 

the (left) derivative of this square root at a= I is - 00 • Consequently, in this case the derivative 

of RH at a= 1 is+ co, so the condition above trivially holds. 

Lemma2.18. 

If the following two conditions hold: 

(i) h1,1 +ho,1 +h1,o > 0; 

(ii) q-1,-1 + qo,-1 + q 1,-1 > q-1,1 =:> RH'(I) > LH'(I), 

then equation (2.44) has a unique solution in (0, 1). 

If condition (i) or (ii) does not hold, then equation (2.44) has no solution in (0, I). 

We know from section 2.6 that equation (2.44) may have a second solution in (-1, 1) if 

h 1,1 > 0. We show that condition (ii) in lemma 2.18 also guarantees the existence of a second 

solution in (-1, 0) if h 1,1 > 0. Since RH (0-) = -co and RH(a) and LJl(a) are continuous on 

(-1,0), there exists a root in (-1, 0) if for some ae (-1, 0) 

RH(a) > LH(a). 

This inequality trivially holds if a 2h_1,1 +ah0,1 +h 1,1 =0. Now suppose there is no such a. 
Then, by taking a = -1, we find 

h-1,1 - ho,1 + h 1,1 > 0. (2.47) 

By lemma 2.5 and (2.43), 
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So we also find 

(2.48) 

with equality if and only if q _1 __ 1 +q i.-1 ~ q_1_1 and q-1,0 = qo,-1 = 0. Combining the inequali­

ties (2.4 7) and (2.48) yields 

RH(-1) ~ LH(-1), (2.49) 

with equality if and only if q_1 __ 1 +q 1 __ 1 ~ q_1_1 and q_1,0 = q0,-1 = 0 and all h;i = 0 with the 

exception of h_1_1 and h 1,1• In case of equality in (2.49) we have RH(-a) =-RH(a) for 

0 <a< 1 and thus condition (ii) in lemma 2.18 guarantees that equation (2.44) has a solution in 

(-1, 0). Combining these results we can formulate the following theorem. 

Theorem 2.19. 

If h 1,1 + h0,1 + h 1,0 > 0, then the maximum number of feasible pairs with respect to the 

horizontal boundary is found if and only if the following condition is satisfied: 

q-1,-1 +qo,-1 +q1,-1 > q-1,1 ~ RH'(l) > LH'(l); (2.50) 

Depending on the boundary behaviour the feasible pairs have the following properties: 

(i) lf h1,1 > 0, then there are two feasible pairs. One <Xo is the solution of equation (2.44) in 

(0, 1) and the other <Xo is its solution in (-1, 0); 

(ii) If h 1,1 =0 and ho,1 +h 1,0 > 0, there is one feasible pair. The <Xo is the solution of 

equation (2.44) in (0, l). 

If h 1,1 + ho.1 + h 1,0 = 0, then there are no feasible pairs with respect to the horizontal 

boundary. 

In the next section it is shown that condition (2.50) can be interpreted as a drift condition. 

2.6. Neuts' mean drift condition 

Condition (2.50) in theorem 2.19 states that if the rate downwards exceeds the rate 

upwards, then inequality RH'(I) > LH'(l) must hold. This inequality can be interpreted as a 

mean drift condition. In fact, we will show that inequality RH'(l) > LH'(l) corresponds to 

Neuts' mean drift condition ([60], Theorem 1.7.1.). 
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Consider a Markov process with generator Q of the fonn 

81 Bo 0 0 0 

A2 A1 Ao 0 0 

Q= 0 A2 A1 Ao 0 (2.51) 

0 0 A2 A1 Ao 

where all elements are (finite) (k+l)x(k+l) matrices. The states are denoted by (m, n), m = 0, 
1, 2, ... , n = 0, 1, ... , k, and are lexicographically ordered, that is, (0, 0), ... (0, k), (1, 0), ... , 

(1, k), (2, 0), .... The set of states (m, 0), (m, 1), ... , (m, k) is called level m. Suppose that 

A O + A 1 + A 2 is irreducible and let 1t be the solution of 

where e is the column vector with all its elements equal to one. Then by Theorem 1.7.1. in 

Neuts' book [60] the Markov process Q is ergodic if and only if 

(2.52) 

The left-hand side of (2.52) can be defined as the mean drift from level m to m+l, and the 

right-hand side as the mean drift from level m+I tom, m > 0, where the mean is taken with 

respect to the distribution it. Then (2.52) states that the mean drift to the higher level should be 

less than the mean drift to the lower level, and therefore is called the mean drift condition. 

In our case, the generator Q is also of the fonn (2.51), but all elements are infinite matrices 

and level m is the infinite set of states (m, 0), (m, 1 ), (m, 2), .... Henr-e, we cannot conclude that 

the mean drift condition (2.52) is necessary and sufficient for ergodicity of Q. However, if 

ql,-1 +qo,-1 +q-1,-1 > q-1,1 

(so X _(1) < 1), then the row vector 7t = (lto, 1t1, ... ) is given by 

1tn = C q-1.1 

h-1.1 +ho,1 +h1,1 
if n =0, 

= CX~(l) if n > 0, 

where C is the normalizing constant. The mean drift condition (2.52) then becomes 
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X_(l) Q-1 1 
1-X (1) Q1,-1 + h +h , +h (h1,1 +h1,o) 

- -1 1 0 1 1,1 

The interesting point is that inequality RH'(l) > LH'(l) can be rewritten as (2.53): 

First insert the identity (see (2.25)) 

t (a2Q-1,-1 +<XQo,-1 +Q1,-1)X_(a) 
--= 

O:Q-1,1 

into equation (2.44), then differentiate equation (2.44) and insert the identity 

X:(l)(Qo,-1 +2Q-1,-1) 
+ -----'------'---

Q1,-1 +Qo,-1 +Q-1,-1 -Q-1,I 

X_'(l)=L(l)+ K_(l)Q-l,o 
Q1,-1 +Qo,-1 +Q-1,-1 -Q-1,1 

which can be derived by straightfmward calculation. 

Conclusion 2.20. 

If Q1,-1 +Qo,-1 +Q-1,-1 > Q-1,1, then condition (2.50) in theorem 2.19 is equivalent to 

Neuts' mean drift condition (2.53). 

2.7. Simplifications of the formal solutions with feasible pairs 

In the previous sections we derived necessary and sufficient conditions for the existence of 

feasible initial pairs (no, J3o) with respect to the horizontal boundary. There are at most two 

such pairs. We denote these pairs by 

where <4 is the solution of equation (2.44) in (0, l) and CL its solution on (-1, 0). Analogous 

conditions can be derived on the vertical boundary. The feasible pairs on the vertical boundary 

are denoted by 

where ~+ is the solution of the ~-equivalent of equation (2.44) in (0, 1) and ~- its solution on 

(-1, 0). For no= <4 and J3o = X _(<4) we abbreviate the notation Xm,n(ao, J3o) to Xm,11(<4). 

Similar abbreviations are used for the other feasible pairs. 

The formal solutions Xm,,.(ao, J3o) with feasible initial pairs simplify with respect to the 

general definition in section 2.2. If we take ao = <4 and J3o = X_(<4), then d_1 = 0 and so 
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d; = /; = 0 for all i < 0. Then form > 0 and n > 0 the series Xm,n(<X.+-) simplifies to (see (2.16)­

(2.17)) 

-x,,.,,.(<X.+-) = l: d;(c;af + c;+1 af+,)M 
i=O 

-= docol33cx3' + l: c;+1 (d;M + d;+il37+1 )af'+1 ; 
i=O 

form= 0 and n > 0 and form > 0 and n = 0 to (see (2.18)-(2.19)) 

-xo,n(<X.+-) = L d;e;l3f , 
i=O 

-x,,.,o(<X.+-) = cofocx3' + L C;+1h+1 af+, , 
i=O 

respective! y, where the sequence { CX;, 13; } is initialized by 

C1o = <X.+- , l3o = X _(<X.+-) . 

(2.54) 

(2.55) 

(2.56) 

(2.57) 

The solution x,,.,n(a....) simplifies acconlingly. If we take ao = Y-<13+) and l3o = 13+, then c 1 = 0 
and soc;= e; = 0 for i > 0. Then form > 0 and n > 0 the series Xm.n<l3+) simplifies to 

-I 

Xm.n<l3+) = dococx3'133 + L d;(c;af + C;+1 af+,)137 
i=-oo 

-I 
= 1: c;+1 (d;l3f + d;+1137+1 )af+, ; 

i=-oo 

form = 0 and n > 0 and form > 0 and n = 0 to 

-I 

xo,n<l3+) = doeol33 + L d;e;l3f , 
i=-oo 

-I 

x,,., o(l3+) = l: c;+1h+1 af+1 , 
i=-oo 

where the sequence { CX;, 13;} is initialized by 

The fonnal solution Xm,n<l3-) simplifies acconlingly. 

(2.58) 

(2.59) 

In the next section we investigate whether for feasible initial pairs the construction of 

x,,.,n(C1o, 13o) may fail because of a vanishing denominator in the definition of the coefficients c;, 

d;, e; or/; (cf. (2.20)-(2.22)). 
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2.8. On the construction of the formal solutions 

In this section we investigate whether for ao = 14 and J3o =X_(14) the construction of 

x,,.,,.(ao, J3o) can fail. 'The construction of x,,.,,.(<Xo, J3o) for the other three potential feasible pairs 

can be investigated accordingly. 

'The construction of x,,.,,.(14) fails if for some nonnegative value of i the denominator in 

the definition of the coefficients c;+1, e;, d;+1 or /;+1 vanishes (see (2.20)-(2.25)). Since 

0 < ao = 14 < 1 and 0 < J3o = X _(14) < ao. from lemma 2.16 we obtain 

ao > J3o > a1 > 131 > . . . > 0 • 

where for all i <'! O, 

l3; =X_(a;), a;+t = L(l3;), 

and therefore also 

(2.60) 

(2.61) 

(2.62) 

Inserting (2.62) into the common denominator of the definitions of d;+t and h+t (cf. (2.21)) we 

see that this denominator is equal to RH (a;+1) - LH ( 0;.+1 ). Hence, since a;+1 < Cl+ by (2.60), 

we conclude that the denominator in the definitions of d;+1 and /;+1 is positive for all i <'! 0. 

Similarly, it can be seen that the denominator in the definitions of c;+t and e; (cf. (2.20)) van­

ishes if 13; solves the l3-equivalent of equation (2.44): 

132v1,-1+13v1,o+v1,1 2 
13v = y +<l3) + vo,1 + 13 Vo,-1 , 

i.e., if 13; = 13+• 'The following example shows that this possibility really may occur. 

Example 2.21. 

Consider the process for which qo,-1 = q 1,-1 = v1,-1 = h 1,0 = 1, q-1,1 = h-1,1 = 2, 

vo,-t = 1, v0,1 = 1/2 and all other rates qi,j, h;,j and v;,j are zero (see figure 2.7). By theorem 

2. l 9(ii) and its 13-analogue, the roots 14 and 13+ exist and it is easily verified that 14 = 1/2 and 

13+ = 1/3 (the value for Cl+ is suggested by the property that the marginal distribution {pm} is 

that of an M IM 11 queue with load 1/2). The construction of Xm,,.(CX+) fails, since 

J3o = X _(14) = 1/3 = 13+, so the denominator inc 1 vanishes. 

This leads to the following condition: 



- 54 -

n 
1 
2 

2 ,: 
: +\ 
' 1 1 

r0, 1 r 1, 1, 2 

Figure 2.7. 

An example for which the construction of Xm,n(O...) fails, due to the fact that the 

denominator in the definition of c, vanishes. 

Condition 2.22. 

If the roots a... and P+ exist, then none of the Pi of the sequence { ai, Pi) i=O with initial values 

ao = a... and Po =X_(a...) may be equal to P+-

By considering small perturbations of the boundary conditions it can be shown that viola­

tion of this condition is exceptional (see the remark at the end of this section). In fact, in section 

2.13 we shall demonstrate that the probabilities of processes violating condition 2.22 can be 
obtained from a limiting argument. At the end of this section we formulate the analogous con­

ditions for the sequences ( <X;, Pi) associated with Xm,n(a...), Xm,n<P+) and Xm,n(P_). 

Above we investigated whether the denominator in the definitions of C;+J and di+J van­

ishes for some nonnegative value of i. Alternatively we may investigate whether the numerator 

in these definitions vanishes. In this case all subsequent Cj or dj vanish and Xm,n(O...) reduces to 

a finite sum. Since Pi+J < Pi by (2.60), it follows that the numerator in the definition of di+J is 

larger than the denominator, which is positive for all i ;;: 0. This proves that for all i ;;: 0, 

di+1 
T<O. 

Inserting (2.61) into the numerator of the definition of ci+J we see that this numerator vanishes 

if Pi solves the equation: 

P2v1,-1 +Pv1,o+v1,1 
Pv = Y _(p) + vo,1 + p2vo,-1 . 
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In the following example the numerator inc 1 vanishes, soc;= e; = 0 for all i > 0. 

Example 2.23. 

Consider the process with the same rates as in example 2.21, except that vo.-1 = 3 and 

v0,1 = 0. By theorem 2.9(ii) the root CJ.+. exists and it is easily verified that CJ.+.= 1/2. Hence, by 

talcing ao =CJ.+. and Jio=X_(CJ.+.)= 1/3, it follows that d_1 =0 and e0 =fo = 1, but more impor­

tantly, also c 1 = 0, so for all m and n the solution Xm,n(CJ.+.) reduces to 

1 m 1 11 

Xm,,.(CJ.+.) = 2 3 

We now fonnulate the analogues of condition 2.22 for the sequences {a;, {i;} associated 

with x111, 11 (a....), Xm.,.<P+) and Xm_,.(p_). Remark that from lemma 2.16 it follows that the sequence 

. { a;, Ji;) i=O is positive and decreasing if we take no = CJ.+. and Jio = X _( CJ.+.), and this sequence is 

negative and increasing if we take no = a.... and Jio = X _(a....). The similar remark holds for the 

sequence { a;, {i;} i=O with Jio = P+ and ao = f -<Ii+) and with Jio = Ii- and ao = f _(p_) respec­
tively. Hence, to guarantee that the construction of the formal solutions with feasible initial 

pairs succeeds, we have to impose the following condition. 

Condition 2.24. 

If the roots CJ.+. and P+ exist, then: 

(i) None of the Ji; of {a;, p;} ;':o with no= CJ.+. and Jia = X_(CJ.+.) may be equal to Ji+; 
(ii) None of the a; of { a;, Pi} i=O with Jia = P+ and ao = f -<P+) may be equal to CJ.+.. 

The same property should be satisfied with CJ.+., P+ replaced by a...., p_. 

Remark2.25. 

Let us investigate the effect of small perturbations of the horizontal boundary behaviour 

on the solutions CJ.+. and a..... If we replace h 1.0 by h 1.0 + E with E;:;: 0, then equation (2.44) 
becomes 

LH(a) +ae=RH(a) +E. (2.63) 

Let CJ.+.(E) be the solution of (2.63) in (0, 1) and a....(E) its solution in (-1, 0). Then it is readily 

verified that CJ.+.(E) and a....(E) are continuous and increasing in E. Specifically, to prove that CJ.+.(E) 

is increasing in E, its derivative has to be evaluated. From (2.63) it follows that 
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1 - O..(£) 

«+-'(£) = LH'(o.+-(£)) - RH'(O..(£)) + £ . (2.64) 

This derivative is positive for£;.: 0, since LH'(o.+-(t:)) > RH'(o.+-(£)) by the strict convexity of 

RH(a.) (cf. lemma 2.17). If v0,1 is replaced by v0,1 +£with£;.: 0, then the same properties for 

the solutions ~+(£) and fL(t:) are readily derived. 

It can now be concluded that if condition 2.24 is not satisfied by the process at hand, it is 

satisfied by some £-perturbed process. Hence, violation of this condition is exceptional. In fact, 

in section 2. t 3 it will be argued by using a sequence of £-perturbed processes, that in case of 

violation of condition 2.22 the probabilities can be obtained from a limiting argument 

2.9. Absolute convergence of the formal solutions 

We now try to prove that for all feasible initial pairs CJ.o, l3o the series x,,.,n(CJ.o, l3o) con­

verges absolutely. We need absolute convergence to guarantee equality of (2.16) and (2.17). It 

appears however, that Xm,n(CJ.o, l3o) possibly diverges in states near the origin of the state space, 

but we will prove: 

Theorem 2.25 (Absolute convergence). 

There exists a nonnegative integer N such that/or all feasible pairs (CJ.o, l3o): .. .. 
(i) The series L d;c;a.;"~7 and L d;c;+1 a.r+1 ~i the sum of which defines Xm,n(CJ.o, ~) 

i=-oo 

form > 0 and n > 0, both converge absolutely for all m ;.: 0, n ;.: 0 with m + n > N; .. 
(ii) The series L d;e;~:' the sum of which defines Xo,n(CJ.o, l3o)for n > 0, 

'°"'"'"::.,.,lyfo,a/1{:: :=~ : :::: :i\1,o+vo,1 > 0; 
n >N if V1,1 =V1,o=Vo,1 =0; 

(iii) The series L C;+1.fi+1 a.r+1 the sum of which defines Xm, o(CJ.o, l3o)for m > 0, 

,onw,ge, ::lwdyfo,all{=: :=~ ~ :::: :i\o,1+h 1,0 > 0; 

m>N if h1,1=ho,1=h1,o=0; 



(iv) l: lx,.,,,,(ao, Po)I < - . 
111.:0,11.:0 
111+11>N 
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In the next section we will define N as the smallest integer that guarantees the absolute 

convergence, stated in theorem 2.25. 

2.10. Proof of theorem 2.25 

We only prove theorem 2.25 for ao =«+ and Po =X_(<4). The proof is similar for the 
other three potential feasible initial pairs. We first derive the limiting behaviour of the sequence 
{a;, t};) i:,0 and the associated sequence of coefficients { c io d;, e;, Ji} i°=O • Using these results the 
proof of theorem 2.25 appears to be simple. 

Lemmal.26. 

(i) Letlxtl > lx2I betherootso/(2.27)/orfixed~with0< ltll <1andlet 

{
x'i't}" +c~t}", 

z,.,,,, = et}"• 
m >0, n >0; 

m=0,n>0, 

where c and e are given by (2.12) and (2.13) respectively. Then, as t} ➔ 0, 

R 1 A q + ✓q2 -4q1,-1Q-1,1 
...I!.. ➔ - where 2 = -'--..:......-..:....:..:c....:...:......:..,.:... 
X1 A2 2q-l,I 

X2 
- ➔A1 
tl 

c ➔ -V where V= 

A2 

A1 

A11v1,o +vo,1 

Ai1v1,o +vo,1 

A11V1,-1 -v 

Ai1v1,-1 -v 

if V1,1 > O; 

if Vt,! >0; 

if v1,1 =0, v1,o+vo,1 >0; 

if v1,1 =v1,o=vo,1 =0. 

(2.65) 
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A-1 q 1,-1 (Aj"1 -A21) 
el-' ➔------­

A21V1,o+vo,1 
if v I,1 =0, v1,0 +v 0, 1 >0; 

q1,-1(A11 -A21) 
e ➔-------

A21v1,-1 -v 
if v,.1 =v1,o=vo,1 =0. 

(ii) Let IY ti > IY2 I be the roots of (2.27)/or fixed a with 0 < I al < 1 and let 

{ 
cx"'y1 + dcx"'y1 , 

Wm,n = jam' 

m >0, n > 0; 

m > 0, n =0, 

where d and fare given by (2.14) and (2.15) respectively. Then, as a ➔ 0, 

a 
- ➔ A1; 
YI 

Yz 1 
-➔-; 
a A2 

d ➔ - H where H = 

-2 q-1,1(A2 -A1) fa ➔---'----­
A1h1,1 

-1 q-1,1(A2-A1) fa ➔-----­
A1ho,1 +h1,o 

q-1,1(A2 -A 1) 
J ➔-----­

A1h-1,1 -h 

Proof. 

A2 

A1 

A2ho,1 +h1,o 

A 1ho,1 + h 1,0 

A2h-1,1 -h 

A1h-1,1 -h 

if h1,1 > O; 

if h1,1 =0, ho,1 +h1,o > 0; 

if h1,1 =ho,1 =h1,o=0; 

if h1,1 =0, ho,1 +h1,o > 0; 

if h1,1=ho,1=h1,o=O. 

We prove part (ii). Part (i) can be proved similarly. Let z (a) be the smaller root of (2.28), 

so y 2 I a= z (a). Hence, since z (a) is continuous, as a ➔ 0, 

Yz 1 
- =z(a) ➔ z(0)=-, 
a A2 

(2.66) 

and from (2.25), 

~= a2q-1,-1 +aqo,-1 +q1,-1 Yi ➔ q,,-1 _l_=Ai. 
YI q-1.1 a q-1,1 A2 

(2.67) 
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The limits of d and f can directly be obtained by letting a. ➔ 0 in (2.14) and (2.15) and then 

inserting (2.66) and (2.67). D 

For Clo = a.i- and l3o = X_(a.i-) it follows from corollary 2.8 that <X; and ~; tend to zero as i 
tends to plus infinity. Then we directly obtain the desired limiting behaviour from lemma 2.26 

and the definitions of a.;, ~;. c;, d;, e; and /; in section 2.2. Note that the ratios ~;/a.; and 

<X;+t / ~; are monotonically decreasing, which follows from 1 > <Xo > l3o > 0 and the lemmas 

2.15 and 2.16. Furthermore, lemma 2.27 is formulated for Clo = a.i-. If a.i- exists, then 

h 1,1 + h 1,0 + h 0,1 > 0 by lemma 2.18 and thus the case h 1, 1 = h 1,0 = ho, 1 = 0 is not relevant for 

the limit of/;+1 (cf. lemma 2.26(ii)). 

Lemma2.27. 

Consider the feasible initial pair Clo= a.i-, l3o = X_(a.i-) and let i tends to infinity. Then we have: 

!_,1,_l; 
a.; A2 

If c; = 0for some i > 0, then Cj = ej = 0for all j > i. Otherwise, as i ➔ 00 , then 

Cj+J 
-- ➔ -V; 

C; 

e; q1-1(A11 -A21) 
-- ➔ - -''------c;M v1,1A21 

if Vt.I> O; 

e; q1,-1(A11 -A21) 
--➔-----'-----

Cj~j v1,0A21 +vo,t 
if v1,1 =0, v1,o +vo,1 > O; 

e; q1,-1(A11 -A21) 
- ➔ - -----,---
C; V l,-1A21 - V 

if v1,1 =v1,o=Vo,1 =0; 

if h1,1 > 0; 

if h1,1=O,ho,1+h1,o>O. 
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Theorem 2.25 is trivial if c; = 0 for some i > 0, since then Cj = ei = 0 for all j > i, so 

xm,,.(O...) simplifies to a finite sum. Now suppose that c; never vanishes. To prove theorem 2.25 

in this case, consider afixed m > 0 and n > 0. Then by lemma 2.27, as i ➔ 00, 

ld;+1C;+1ar+1M+1 I and ld;+1C;+1ar+2M+1 I ➔ IHVl(A IA r+n. 
I d;c;a7'~71 I d;c;+i af+1 ~71 1 2 

(2.68) 

Hence, if I HV I (A 1 / A2r+n < 1, then the series Xm,,.(O...) converges absolutely, and if the limit 

I HV I (A 1 / A2r+" > 1, then the series xm,,.(O...) diverges. Finally, nothing can be said in general 

if IHVl(A1 IA2r+" = 1. 

Similarly, by lemma 2.27, for fixed values m > 0 and n > 0, 

{ 

IHVl(A1IA2)"+2 if V1,1 >0; 

ld;+ie;+t~f+tl ➔ IHVl(A1/A2)"+t if v1,1=0,v1,o+vo,1>0; 
ld;e;~f I 

IHVl(A1IA2)" if v1.1 =v 1.0 =v 0,1 =0; 

(2.69) 

if h1,1 > O; 

if h 1,1=0,h0,1+h1,o>0, 

as i ➔ 00• Because 0 < A 1 < 1 < A 2 we can define N, mentioned in theorem 2.25, as follows. 

Definition 2.28. 

Let N be the smallest nonnegative integer such that I HV I (A 11 A 2f+I < 1. 

From this definition and the limits (2.68) and (2.69) it follows that N is the smallest 

integer which guarantees the absolute convergence stated in theorem 2.25(i)-(iii). We finally 

prove theorem 2.25(iv) stating that the sum 

L lxm,n(O...) I 
m?:0,n?:0 

m+n>N 

converges. Inserting the definitions (2.54), (2.56) and (2.57) for Xm,n(O...) into this sum yields 

L lxm,n(O...) I 
m?:0,n?:0 

m+n>N 
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N 
= I, I, lx,,,,,.(a...)I + I, I, lx,,.,,.(a.,.)I 

m=l 11=N+l-m m=N+I 11=! 

00 

+ I, lxo,,.(<X+)I + I, lx,,.,o(<X+)I 
11=N+I m=N+I 

N oo 

s; I, I, I, ldd(lcda7'+lc;+ilaf+1)137+ I, I, I, ldd(lc;la7'+lc;+ilaf+1)P7 
m=I n=N+l-m i=O m=N+I n=I i=O 

00 00 00 

+ I, I, ld;e;IJ37 + I, I, lc;+1li+ilaf+1 
n=N+I i=O m=N+I i=-1 

since the ratio of successive tenns in each of these series tends to IHV I (A 1 / A 2 f+1 < 1 as i 

tends to infinity (for the last two series the limit of this ratio may be smaller). This completes 

the proof of theorem 2.25. D 

Remark 2.29. 

Ifho,1 +h1,1 +h1,o >Oandv1,o+v1,1 +vo,1 >0,then 

so Ns;2. In particular, N=2 if h 1,1 >0 and v 1,1 >0. However, if ho,1 +h 1,1 +h 1,0 =0 or 

v1,o + v1,1 + v0,1 = 0, then N can be arbitrary large. This is illustrated by the following example. 

Consider the process for which q_1,1 = h_1,1 = 2, q1,-i = v1,-1 = h 1,0 = 1 - o, qo,-1 = vo,-1 = o, 
where O < o < 1 and all other rates qi,i• h;,i and v;,i are zero (see figure 2.8). For this example it 

can readily be verified that 

A 1 = l - _!_ ✓ 1 + 80 , A 2 = l + _!_ ✓ 1 + 80 , 
4 4 4 4 

(1-0)Aj"1 -1 1 +~ 

H = 1 ' V = (1 - o)A21 - 1 = 1 - ✓ 1 + 80 . 

Hence, the integer N is the smallest nonnegative integer for which 

~+1[ 3-~JN+I <1. 
✓ 1 + 80 - 1 3 + ✓ 1 + 80 
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n 

Figure 2.8. 

An example for which N ➔ 00 as o J. 0. 

From this inequality it follows that N ➔ 00 as o J. 0. 

2.11. Linear independence of the formal solutions 

In this section we prove the following property. 

Lemma2.30. 

The solutions Xm,11 (0o, ~) for different feasible pairs are linearly independent on the set of 

states {(m, n) Im~ 0, n ~ 0, m + n > N). 

To prove the lemma we first need the following result 

Lemma2.31. 

Letthenumbersao,a1,a2, ... satisfy0< lad< lfori~0. 

ai *aifori *jandai ➔ 0asi ➔ 00;defineform ~0 
00 

x,,, = l: kia'!' 
i=O 

00 

with l: lki I < 00• Thenx,,, =0 <=> ki = 0. 
i=O 



- 63 -

Proof. 

Define 

-f(z)= L XmZm, lzl ~ 1. 
m=O 

By inserting the series for Xm and then changing summations, it readily follows that f (z) may 

be continued to the meromorphic function 

- ki 1 1 
f(z)= L -- , zeC \ {-, -, · · ·). 

i=O 1-aiz ao a1 

Let 

Oj is the distance from the pole l / a j off (z) to its other poles. Oj > 0, since all ai are distinct 

· and a; ➔ 0 as i ➔ co. Using Cauchy's theorem of residues yields 

1 k· 
Xm=O =:> f(z)sO =:> 0=-. f f(z)dz=_L =:> kj=O (j"2:0). 

2m 1 6; aj 
lz--;;;1=2 

The implication ki = 0 =:> Xm = 0 is trivial. □ 

From this lemma we can derive an extension of lemma 2.13 to infinite sums. 

Corollary 2.32. 

Let thepairs(a 0 , b0), (a 1, b1), (a 2 , b2), ... satisfyO < lai I < 1, 0 < lbil < lfori "2:0, 

(a;, b;) * (aj, bj)/or i * j and (ai, b;) ➔ (0, 0) as i ➔ co; define form "2: 0, n "2: 0 

Xm,n = L, k;a'/'bf 
i=O 

with L I kd < co. Then Xm,n = 0 ~ k; = 0. 
i=O 

Proof. 

By first considering Xm,n for fixed m we obtain from lemma 2.31 

Xm,n = 0 =:> L, k;a'/' = 0 (m "2: 0 , j "2: 0) =:> ki = 0 (i "2: 0) . 
b;=b; 
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The implication k; = 0 ~ Xm,n = 0 is trivial. D 

Condition 2.24 implies that the solutions Xm.n(CJo, ~) for feasible initial pairs have no products 

in common. Then lemma 2.30 easily follows from corollary 2.32. 

2.12. Main result 

We now have all ingredients to prove our main result, stating that under certain drift con­

ditions, the probabilities Pm.n can be expressed as a linear combination of the series 

Xm,n(CJo, ~). with (CJo, ~) running through the set of at most four feasible pairs, on a subset of 

the state space. Essentially, this subset is the set on which the series xm,n(CJo, ~) converge 

absolutely. By theorem 2.25, this set is given by 

J'l.(N)= {(m, n)lm ~0. n ~0. m +n > N)U'B(N), 

where the set 'B(N) depends on the transition structure on the axes, that is, 

{ {{N-1, 0), (N, 0)1 if h1.1 > O; 

'13(N)= {(N, 0)) if h 1.1 =0, h 0•1 +h 1.o > 0; 
0 if h1,1 =ho,1 =h1,o =0; 

{ I (0, N -1), (0, N) I if Vt.I> 0; 

u ((0, N)) if v1,1 =0, v1,o +vo,1 > O; 
0 if V1,1 = Vt,0 =vo,t =0. 

In figure2.9the setJ'l.(N)is depicted for the caseh 1,1 > Oand v1,1 > 0. 

Theorem 2.33 (main result). 

Let the following conditions be satisfied: 

(i) If ho,1 + h 1,1 + h 1,0 > 0, then condition (2.50) should be satisfied; 

(ii) If v 1,0 + v1,1 + vo, 1 > 0, then the analogous drift condition should be satisfied on the vert­

ical boundary. 

Then there exists an integer M such that on the set J'l.(M) 

Pm,n = L k(CJo, ~)Xm,n(CJo, ~), 
(a.. 13,,) 

where (CJo, ~) runs through the set of at most four feasible pairs and k(CJo, ~) is an appropri­

ately chosen coefficient. 
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--+-- -- ---.. - --.. -- ------
' N-1 N N+l 

m 

The set ~(N) on which the series Xm,,.(<lo, Po) converge absolutely, for the case 
h1,1 > 0 and v1,1 > 0. For states outside ~(N) the series Xm,11 (<lo, Po) may 
diverge. 

Proof. 

Take M ~ N and M > 1. The latter inequality is required to preclude possible complica­

tions in the states (0, 0), (0, 1), (1, 1) and (1, 0) due to the rates 'ii in the origin. Then, to prove 

the main theorem, we shall consider the Markov process restricted to the set ~(M), that is, 

visits to states outside ~ (M) are not considered. 

In all states with m + n > M the equilibrium equations, associated with the restricted pro­

cess, are identical to the ones of the original process, that is, the equations (2.1)-(2.5)). Hence, 

for each feasible pair (<lo, Po) the series Xm,,.(<lo, Po), which converges absolutely on the set 

~(M), satisfies the equilibrium equations associated with the restricted process in all states with 

m + n > M. The boundary equations on '.B(M) are not given by the equations (2.3) and (2.5), 

but have an extra incoming rate. This is due to excursions of the original process to states out­
side ~ (M), which, because of the special transition structure in the interior of the state space, 

always end at one of the states in '.B(M). To satisfy the equations on '.B(M), we will try to fit a 

linear combination of series xm,11(ao, Po) with different feasible pairs (<lo, Po) on these equa­

tions. 

Since the original Marlcov process is supposed to be irreducible, ho,1 +h1,1 +h1,o > 0 or 

v1,o + v1,1 + vo,1 > 0. The conditions (i) and (ii) in theorem 2.33 are necessary and sufficient 

for the existence of a number of feasible pairs at least equal to the number of states in '.B(M). 
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Hence, by first omitting one arbitrarily chosen equation on 'B(M), there exist nonnull 

coefficients k(<Xo, l3o) such that the linear combination 

L k (<Xo, l3o)x,,.,,,(<Xo, 13o) • (2.70) 
(a,,, 11,,) 

where (<Xo, 13o) runs through the set of feasible pairs, satisfies the remaining (homogeneous) 

equilibrium equations on 'B(M). The equation on 'B(M), which is initially omitted, is also 

satisfied, since inserting the linear combination (2.70) into the other equations on the set Jil(M) 

and then summing these equations and changing summations exactly yields the desired equa­

tion. Changing summations is allowed by the absolute convergence stated in theorem 2.25(iv). 

The linear combination (2.70) is nonnull, because, by lemma 2.30, the series Xm,n(<Xo, l3o) for 

different feasible pairs are linearly independent on the set of states with m + n > M. By a result 

of Foster (see appendix A), this proves that the process restricted to Jil(M) is ergodic and nor­

malization of the linear combination (2.70) produces the equilibrium distribution {Pm,,,(M)} of 

the process restricted to Jil (M). Since the complement of Jil (M) is finite, it follows that the ori­

ginal process is also ergodic and the probabilities Pm,n and Pm,,,(M) are related by 

Pm.n = Pm,,.(M) P(Jil(M)), (m, n)eJil(M), 

where P(Jil(M)) is the probability that the original process is in the set Jil(M). Since Pm, 11(M) 

equals the sum (2.70) up to a normalizing constant, this finally proves theorem 2.33. D 

2.13. Comment on condition 2.24 

In this section it is shown by using a sequence of e-perturbed processes how the probabili­

ties Pm.n of the process in figure 2. 7 violating condition 2.22 may be obtained by a limiting pro­

cedure. In the resulting expression for Pm,n products of the form mampn and na"'P" appear. 

For the process in figure 2.7 the construction of Xm,11 (<4) fails due to a vanishing denomi­

nator in the definition of c 1. The construction of Xm,,.(P+), however, succeeds. N = 0, since 

h1,1 = ho,1 = v,,1 = Vt,o = 0, so Xm,n<P+) converges for all m + n > 0 and satisfies all equili­

brium equations, except in the states (0, 0), (0, 1), (1, 0) and (1, 1). It remains to definexo,o<P+) 

for which we can use definition (2.58) or (2.59). If we specify r 1,1 = h 1,1 and r 1,0 = h 1,0 , then 

equations (2.7) and (2.8) are identical to (2.4) and (2.5) form= 1. Hence, if x0,o(P+) is defined 

by (2.59), then Xm.,,<P+) also satisfies the equilibrium equations in (1, l) and (1, 0). The equa­

tion in (0, 0) is given by 

Po,o(l +ro,1)=Po,1, (2.71) 

which may be satisfied by Xm,,,(P+) for some special r 0,1. In that case, the equation in (0, l) is 

also satisfied, due to the dependence of the equilibrium equations, so Xm,n(P+) can be 
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nonnalized to produce the equilibrium distribution. However, we assume that r 0•1 is such that 

equation (2.71) is violated by Xm,n<P+), i.e., 

xo,o<P+)(l + ro,1)-xo,1 <P+) * 0. (2.72) 

To find the equilibrium distribution though, we proceed as follows. 

Perturb the vertical boundary behaviour of the process in figure 2. 7 by adding some small 

£ > 0 to v0,1 = 1/2 (see figure 2.10). 

Figure 2.10. 

n 
1 • 
-+£ 
2 • 

2 

2 

,: 
:~ • 1 1 

---------------m 

Transition-rate diagram of the £-perturbed Markov process. 

For this £-perturbed process the coefficients in the solutions Xm,n(a+) and Xm,n<P+) depend on£. 

Moreover, since P+ depends on £, the parameters a; and p; in Xm,n<P+) also depend on£. We 

write P+(E), Xm,n(C4, £) and Xm,n<P+(E), £) to indicate the dependence of£. Since P+(E) > P+ (see 

remark 2.25), the construction of Xm,n(C4, £) now succeeds. However, as E ,I, 0, 

c1(E)=- £+7/6 ,l,-oo. 
£ 

Therefore it is sensible to rescale Xm,n(C4, e), by talcing instead of do= 1, 

1 E 
do(E)=--=---, 

Ct(£) £+7/6 

from which it follows that 

(2.73) 

(2.74) 

Since N = 0 the series x...,n(C4, E) and Xm,n<P+(E), £), which may be defined in the origin by 

(2.57) and (2.59) respectively, converge absolutely for all m ~ 0 and n ~ 0, and satisfy all 

equilibrium equations, except in (0, 0) and (0, 1). The equation in (0, 0) (and then also in (0, 1)) 
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x,,.,,.(<X+, e) + k(e)x,,.,,.(P+(e), e)), 

where, from (2.71), 
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Xoo(<X+, e)(l +ro 1)-xo 1(<X+, e) 
k(e)=- ' ' ' . 

xo,o(P+(e), e)(l + ro, 1) -xo, 1 <P+(e), e) 

It is readily verified for the sequence { <X;(e), P;(e)} associated with Xm,n(P+(f.), e) that 

a.;(e) ➔ 0, P;<e) ➔ 0 (i ➔ -oo, unifonnly for small e ~ 0). 

(2.75) 

(2.76) 

(2.77) 

By use of (2.77) it can be proved that the series Xm,n<P+(e), e) converges unifonnly for small 

e ~ 0, and hence, is continuous in e. The similar properties can be proved for Xm,,,(<X+, e). Then, 

by (2.72), the denominator in (2.76) does not vanish for small e and by (2.74) the coefficient 

k(e) ➔ -1 as e J.. 0. Hence (2.75) tends to the null solution as e J.. 0. Therefore we have to 

investigate higher order tenns. Since Po(e) = P+(E) is differentiable (cf. (2.64)) and for i :;; 0 

a.;(e) = f _(p;(e)), PH (e) = Y _(a;(e)), 

it follows by induction that the parameters a;(e) and P;(e) in x,,.,,.(P+(E), e) are differentiable for 

all i :;; 0. Hence, each tenn in Xm,n<P+(E), e) can be differentiated with respect toe. Introduce 

Xm,..'(P+(E), e) = tenn-by-tenn derivative of Xm,n<P+(E), e) with respect toe. 

In the series for x,,.,,.'(P+(E), e) tenns will appear of the fonn mamp11 and namp". It can be 

proved that for fixed e the series Xm,n'<P+(e), e) converges absolutely for all m ~ 0 and n ~ 0 and 

that its sum over all m ~ 0 and n ~ 0 converges absolutely. Furthennore, by use of (2.77) it can 

be proved that for all m ~ 0 and n ~ 0 the series Xm,,.'<P+(E), e) is unifonnly convergent for 

small e ~ 0, from which it follows that Xm,n(P+(e), e) is differentiable with respect toe and its 

derivative can be obtained by differentiating tenn-by-tenn. The similar properties can be 

proved for the tenn-by-tenn derivative Xm,n'(<X+, e). Ifwe denote the derivative of k(e) by k'(e), 

then 

+ o(e), (e J.. 0) . 

By letting e J.. 0 in (2.78), we conclude that the sum 

x,,.,,.'(<X+, 0) + k(0)xm,n'(P+(0), 0) + k'(0)xm,,.(P+(0), 0) 

(2.78) 

(2.79) 

satisfies all equilibrium equations of the original process (e = 0). For m ➔"" and fixed n > 0 

the dominating tenn in (2.79) is the first tenn in Xm,n'(<X+, 0) which is given by (see (2.73)) 

do'(0)ao'Po = %a:rx~ (<X+). 
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This proves that (2. 79) is nonnull. Hence, we can finally conclude that the sum (2. 79) is an 

absolutely convergent and nonnull solution of all equilibrium equations of the original process, 

so normalization ofthis solution produces the desired equilibrium distribution. 

2.14. Comment on assumption 2.1 

In this section we comment on the cases that are initially excluded by assumption 2.1 in 

section 2.1. We first consider the case that part (i) of assumption 2.1 is violated, so 

q 1,1 + q 1,0 + q 1,-1 = 0 (there is no rate component to the east), 

where, to avoid trivialities, we also assume that 

h1,1 +h1,o > 0. 

Then it can be proved under certain drift conditions that for all m > 1 the probabilities Pm.n can 

be expressed as a linear combination of the initial products aif ~o which can be fitted to the 

. horizontal boundary (d_1 = 0). This can be established by restricting the Markov process to the 

set of states { (m, n) I m > 1, n ~ 0} u { (1, 0)}, and then proceeding in the same way as in sec­

tions 2.4 and 2.5. To be able to restrict the process to the above set of states we need to know 

that as soon as the process enters the set of states with m ;S; 1, then the expected time to return to 

(I, 0) is finite; a necessary and sufficient condition for this can be derived from Neuts' mean 

drift condition ([60], theorem 1.7.1.). 

Now we consider the case that part (ii) of assumption 2.1 is violated, so 

q-1.1 + q-1,0 + q-1.-1 = 0 (there is no rate component to the west), 

where, to avoid trivialities, we also assume that 

h-1,1 + h-1,0 > 0. 

This case is illustrated by the following example. 

Example 2.34 (the longer queue model). 

Consider a system consisting of two queues that are served by one server. The service 

times are exponentially distributed with unit mean. The server always works on the longer 

queue and treats the jobs in the longer queue with preemptive priority with respect to the jobs in 

the shorter queue. In each queue jobs arrive according to a Poisson stream with intensity p / 2. 

This model is known as the longer queue model. The state space consists of the pairs (m, n), 

m, n = 0, 1, .. . where m is the length of the shorter queue and m +n the length of the longer 

queue. Jobs in service are also counted as being in queue. The transition rates are depicted in 
figure 2.11. 
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Figure2.Jl. 
Transition rates for the longer queue model. 

Now equation (2.9) reduces to a linear equation in a. Therefore, the generation of com­

pensation tenns fails and, due to the vertical boundary conditions, the probabilities p,,.,,, cannot 

be expressed as a linear combination of the initial products a3'133 which can be fitted to the 

horizontal boundary. Several alternatives to the compensation approach are available for solv­

ing the longer queue model. In fact, this problem has been extensively studied by Zheng and 

Zipkin [73] and by Flatto [29]. The method of Zheng and Zipkin consists of directly solving the 

equilibrium equations. First the probabilities Po,n are solved from the equilibrium equations for 

m = 0 which fonn a second order homogeneous recursion relation. For n ~ 0 this yields 

Po,,.= A.n-1PPo.o, 

where 

A. =- p + l - v'j)2+I 
2 

(2.80) 

and, from a balance argument, Po,o = 1 - p. Inserting (2.80) into the equilibrium equations for 

m = 1 leads to an inhomogeneous recursion relation for p 1,,., which is solved by 

Pt,n =(an +b)A.", n > 0, 

where 

a= Ap(l -p) 
p/2-A.2 

(2.81) 
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and b is an arbitrary constant. Next p 1,0 can be detennined from the equilibrium equation in 

state (0, 1) and then, by inserting (2.81), the constant b follows from the equation in (1, 0). By 

repeating this procedure form = 2, 3, ... and using induction it can be proved that Pm.n is of the 

fonn 

Pm.n = "A.np m(n) • 

where Pm (n) is a polynomial in n of degree m. So the probabilities do not have a geometric 

fonn. The method of Flatto consists of transfonning the equilibrium equations to a functional 

equation for the probability generating function F (x, y ). The functional equation for this model 

can easily be solved explicitly (see sections 2 and 3 in [29]). We have assumed that jobs in the 

longer queue are treated with preemptive priority with respect to the jobs in the shorter queue. 

The longer queue model, where jobs in the longer queue are treated with nonpreemptive prior­

ity, has been studied by Cohen [20). He treats the case of general service time distributions and 

reduces the relevant functional equation to a Riemann type boundary value problem. 

Finally we point out that the parts (v) and (vi) of assumption 2.1 can be relaxed; it suffices 

that at least one of the axes is reflecting. 

2.15. Conclusion 

In this chapter we applied tlte compensation approach to two-dimensional Markov 

processes on the lattice in the positive quadrant of IR 2. We considered Marlmv processes for 

which the transition rates are constant in the interior points and also constant on the two axes. 

To simplify the analysis, we assumed that the transitions are restricted to neighbouring states. 

We characterized the structural properties of Markov processes for which the compensation 

method can be used: there may be no transitions possibilities from the interior points to the 

north, nort-east and east The compensation approach does not work for processes which do not 

have this property. In some cases (like two independent M IM 11 queues) there is no compensa­

tion needed. In other cases (like two M IM 11 queues with coupled arrivals, cf. [30, 53), and the 

coupled processor problem, cf. [21, 28, 56]) compensation is needed, but it would not work. 

Indeed, the solutions become essentially more complicated for these cases. In the next two 

chapters we give a complete treatment of two queueing problems as an application of the theory 

developed in this chapter. In doing so, special attention is devoted to extra properties of these 

problems. 

The emphasis in this chapter was on the development of analytical results. The results are 

obtained by a numerically-oriented approach and therefore can easily be exploited for numerical 

purposes. Numerical procedures have not been worked out for the general model in this chapter. 

For the queueing problems in the two subsequent chapters it will be shown that the 
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compensation approach indeed leads to efficient and accurate numerical algorithms for the cal­

culation of the equilibrium probabilities or other quantities of interest, such as mean waiting 

times and mean queue lengths. Moreover, these algorithms have the advantage that tight error 

bounds can be given. 
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Chapter 3 

The symmetric shortest queue problem 

In the previous chapter we studied a class of two-dimensional Markov processes on the 

lattice in the positive quadrant of m. 2 . We explored under which conditions the compensation 

approach works. It appeared that the processes for which this approach works are characterized 

by the property that transitions from state (m, n) with m > O, n > 0 to any of the neighbouring 

states (m, n+l), (m+l, n+l) or (m+l, n) are not allowed. In this chapter we treat the sym­

metric shortest queue problem as an application of the theory in chapter 2. This problem is 

characterized as follows. Jobs arrive according to a Poisson stream at a system consisting of 

two identical parallel servers. The jobs require exponentially distributed service times. On 

arrival a job joins the shortest queue and, if queues have equal length, joins either queue with 

probability 1/2. This problem can be formulated as a Markov process satisfying the condition 

on the transition possibilities just mentioned. Therefore, we may apply the compensation 

method leading to an explicit characterization of the equilibrium probabilities. In section 1.1 

we have shown that this problem can also be treated as a direct application of the compensation 

approach, i.e., without use of the general theory of chapter 2. All details of this dircet applica­

tions are worked out in [6]. 

The symmetric shortest problem has been addressed by many authors. Haight [41] intro­

duced the problem. Kingman [52] and Aatto and McKean [32] analyse the problem by generat­

ing functions. Using a uniformization approach they show that the generating function for the 

equilibrium distribution of the lengths of the two queues is a meromorphic function and they 

find explicit relations for the poles and residues. Then, by partial fraction decomposition of the 

generating function, it follows that the equilibrium probabilities can be expressed as an infinite 

linear combination of product forms. However, the decomposition leads to cumbersome formu­

lae for the equilibrium probabilities. Another analytic approach is given in Cohen and Boxma 

[21] and Fayolle and lasnogorodski [26, 28, 47]. They show that the analysis of the symmetric 

shortest queue problem can be reduced to that of a Riemann-Hilbert boundary value problem. 

The approaches mentioned, however, do not lead to an explicit characterization of the equili­

brium probabilities. The main advantage of the compensation approach over the analytic results 

of Kingman [52] and Aatto and McKean [32] is that the compensation method yields explicit 

relations for the coefficients in the infinite linear combination of product forms and thereby an 

explicit characterization of the equilibrium probabilities. 
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So far, the available analytic results, though mathematically elegant, offered no practical 

means for computing the performance characteristics and therefore didn't close the matter in 

this respect. For this reason, many numerical studies have appeared on the present problem. 

Most studies, however, deal with the evaluation of approximating models. For instance, 

Gertsbakh [36), Grassmann [37), Rao and Posner (61) and Conolly [22] treat the shortest queue 

problem by truncating one or more state variables. Using linear programming, Halfin [42] 

obtains upper and lower bounds for the queue length distribution. Foschini and Salz (33] obtain 

heavy traffic diffusion approximations for the queue length distribution. Knessl, Matkowsky, 

Schuss and Tier [54] derive asymptotic expressions for the queue length distribution. Based on 

a formula, given by Flatto and McKean [31 ), for the probability that there are k jobs in each 

queue, where k = 0, I, ... , Zhao and Grassmann [39) derive a numerically stable algorithm for 

computing these probabilities and then use these probabilities to calculate recursively the other 

queue length probabilities from the equilibrium equations. Schassberger (63, 64] uses an itera­

tive method to numerically obtain approximating values for the queue length probabilities. 

· These studies are all restricted to systems with two parallel queues. Hooghiemstra, Keane and 

Van de Ree [45] develop a power series method to calculate the stationary queue length distri­

bution for fairly general multidimensional exponential queueing systems. Their method is not 

restricted to systems with two queues, but applies equally well to systems with more queues. As 

far as the shortest queue problem is concerned, Blanc [14, 16] reports that the power series 

method is numerically satisfactory for the shortest queue system with up to 25 parallel queues. 

The theoretical foundation of this method is, however, still incomplete. Nelson and Philips [59) 

derive an approximation for the mean response time for the shortest queue system with multiple 

queues. They report that their approximation has a relative error of Jess than 2 percent for sys­

tems with at most 16 queues and with seivice utilizations over the range from Oto 0.99. Finally, 

a common disadvantage of the numerical methods mentioned is that in general no error bounds 

can be given. 

Since the compensation method is constructive in nature, the analytical results can easily 

be exploited for numerical purposes. It appears that these rest,lts offer an efficient numerical 

procedure, with tight bounds on the error of each partial sum. Also, expressions are obtained for 

the first and second moment of the waiting time, which are suitable for numerical evaluation. 

These algorithms apply to the exact model. 

Many authors addressed the problem of proving that the shortest queue policy is optimal. 

Winston [70] studies the model with c identical exponential seivers, infinite buffers and Poisson 

arrivals. He proves that the shortest queue policy maximizes stochastically the number of jobs 

seived by any time t. Hordijk and Koole [46] extend Winston's results to systems allowing 

finite buffers and batch arrivals. Moreover, they consider general arrival processes. Ephrem­

ides, Varaiya and Walrand [25] study the model with c = 2 and prove that the shortest queue 
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policy minimizes the sum of the expected sojourn times of all jobs arriving before a certain time 

t. 

This chapter is organized as follows. In section 3.1 we formulate the model and the 

equilibrium equations. In section 3.2 we apply the general theory of chapter 2 to this model. It 

appears that only the feasible pair (<4, X _(<4)) plays a role. We prove that for all m, n the sta­

tionary queue length probabilities Pm.n can be expressed as Xm,,.(<4) up to some normalizing 

constant C. The general theory however, does not explicitly yield <4 and C. In sections 3.3 and 

3.4 it is shown that for this problem <4 and C can be found explicitly. Monotonicity properties 

of the terms in the series for xm,,.(<4) are derived in section 3.5, leading to bounds on the error 

of each partial sum of Xm,,.((4). An asymptotic expansion of Xm,,.(<4) as m + n ➔ 00 is given in 

section 3.6. Product form expressions for global performance measures are presented in section 

3.7, and section 3.8 presents some numerical results. In section 3.9 we develop a recursive 

algorithm to numerically compute the stationary queue length probabilities. Sections 3.10 and 

3.11 deal with some simple variants of the symmetric shortest queue problem. The final section 

is devoted to conclusions. 

3.1. Model and equilibrium equations 

Consider a system with two identical servers (see figure 3.1 ). Jobs arrive according to a 

Poisson stream with rate 2p where O < p < I. On arrival a job joins the shortest queue. Ties are 

broken with equal probabilities. The jobs require exponentially distributed service times with 

unit mean, the service times are supposed to be independent. This model is known as the sym­

metric shortest queue model. 

2p 

Figure 3.1. 

The symmetric shortest queue model. Arriving jobs join the shortest queue. Ties 

are broken with equal probabilities. It is assumed that O < p < I. 
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This queueing system can be represented by a continuous-time Marlcov process whose 

natural state space consists of the pairs (i, j) where i and j are the lengths of the two queues. 
Instead of i and j we use the state variables m and n where m = min(i, j) and n = j - i. Let 

{p...,,. } be the equilibrium distribution. The transition-rate diagram is depicted in figure 3.2. The 

rates in the region n :;; 0 can be obtained by reflection in the m-axis. By symmetry p...,,. = p..., ....,.. 
Hence, the analysis can be restricted to the probabilities p...,,. in the region n ~ 0. 

n 

1 

1 2p 
~ 

1 2p 

p p 

------------m 
Figure3.2. 
Transition-rate diagram for the symmetric shortest queue model in figure 3 .1. 

The equilibrium equations for (p...,,.} can be found by equating for each state the rate into 
and the rate out of that state. These equations are formulated below. 

p...,,.2(p + l) = Pm-l,n+t2P + Pm,n+I + Pm+l,n-1 , 

Pt,n2(p+ l)=po,11+12P+P1,11+l +pz,n-1' 

Po,,.(2p + 1) = Po,11+1 + P 1,11-1 , 

Pm, 12(p + l) = Pm-1,22P + Pm, 2 + Pm+t,o + Pm, oP , 

Pm,o(P+ l)=Pm-1,12p+p...,1, 

P1,12(p + 1) =Po,22P + P1,2 + P2,o + Pt,oP, 

P1,o(P+ l)=Po.12P+P1,1, 

Po,1 (2p + 1) = Po.2 + P 1,0 + Po,oP. 

Po,oP=Po,1 • 

m> 1,n> 1 (3.1) 

n>l (3.2) 

n>l (3.3) 

m>l (3.4) 

m>l (3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 
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This fonnulation can be simplified by observing that equation (3.2) is identical to (3.1) 

with m = I. The reason for not doing so, is that the equations (3.1)-(3.5) correspond with the 

equations (2.1)-(2.5), and therefore are suited to application of the general theory of chapter 2. 

In the next section we investigate how the compensation approach works out here. 

3.2. Application of the compensation approach 

To facilitate application of the theory in chapter 2 we translate the transition rates %• V;j, 

hij and 'ii in tenns of the rates in figure 3.2. From the transition-rate diagrams in figures 2.2 and 

3.2 it follows that, 

q-1.1=1, qo,-1=1, q1,-1=2p, q-1,-1=q-1,o=qo,1=q1,1=q1,o=0; 

Vo,-1 = 1, V1,-I =2p, 

h-1,1 = 1' ho,1 =p' 

ro,1 =p, 

v1,o=v1,1 =vo,1 =0; 

h-1,0 =h 1,1 =h 1,0 =0; 

r1,1 =r1,o=O. 

For the transition rates in the interior points we directly obtain 

qo,1 = q1,1 = q1,o = 0, 

(3.10) 

which is the essential condition for application of the compensation approach (cf. assumption 

2.6). In general there are at most four feasible pairs. For this model it follows from the boundary 

behaviour that (<4, X_(<4)) is the only feasible pair possible (cf. conclusion 2.14(ii)). By 

theorem 2.19 this pair exists if and only if condition (2.50) is satisfied. This condition is verified 

below. Since 

q-1,-1 +qo,-1 +q1,-1 = I +2p > 1 = q-1,1, 

we must have RH'(I) > LH'(l). Inserting (3.10) in RH(a.) and LH(a.) (cf. (2.44)) yields 

RH(a.) = (a.+ p)(a. + 2P) (3.11) 
p + I + ✓p2 + I - a. 

LH(a.) = a.(p +I), (3.12) 

from which it easily follows that 

RH'(l) = 1e..±..!_ 
2p 

LH'(l) = p + 1 . 

So RH'(l) > LH'(l), since 0 < p < I. Hence, the feasible pair (<4, X _(<4)) indeed exists. We 

now investigate convergence properties of Xm,n(<4, X _(<4)), which may be abbreviated by 
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x,,.,,.(a...). 1be integer N mentioned in theorem 2.25 is defined as the smallest nonnegative 
integer such that (see definition 2.28) 

IHVl(A1/A2f+l < 1. (3.13) 

Inserting (3.10) into the definitions of A 1, A 2, H and V (see lemma 2.26) yields 

A1=p+1- ✓p2 +1, A2=p+1+ ✓p2 +1, 
A2 Aj12p-(2p+l) l-A1 

H=-, V=-----=-- (3.14) 
A1 Ai12p-(2p+l) l-A2. 

To obtain the latter equality, we substituted the identities 2p = A 1A2 and 2(p + 1) =A 1 + A2. 

Substitution of the expressions for A 1, A2, H and V into (3.13) yields N = 0. It then follows 

from theorem 2.25 that the series (2.54) defining x,,.,,.(CX+) form > 0 and n > 0 converges abso­

lutely for all m > 0 and n > O; the series (2.56) defining x 0,,.(CX+) for n > 0 converges absolutely 
for all n > 0; the series (2.57) defining x,,., 0(a...) form> 0 converges absolutely for all m > 0, 

but also form= 0, so we may define x0.o(CX+) by the series (2.57) with m = 0 (note that x0,o(CX+) 

has not been defined in chapter 2); and finally it follows from theorem 2.25 that the sum of 
x,,.,,.(CX+) over all m .!: 0 and n .!: 0 converges absolutely. Further, by lemma 2.30, {x,,.,,.(a...)) is 

nonnull. 

{x,,.,,.(CX+)) satisfies the conditions (3.1)-(3.5). Since v lj = q Ii• we have e; = c; + c;+1 for 
all i, so the series (2.56) defining x0,,.(CX+) for n > 0 is identical to (2.54) with m = 0 (cf. remade. 

2.4). Hence, it easily follows that {x,,.,,.(a...)) also satisfies (3.6)-(3.7). Below it is shown that 
{x,,.,,.(CX+)) also satisfies (3.8)-(3.9). First, we rewrite (3.8) as 

Po,1 (2p + 1)-Po,2 = P 1,0 + Po,oP . (3.15) 

Inserting the series (2.56) into the left-hand side yields 

xo,1 (CX+)(2p + l)-xo,2(0+) = I, d;(e;~;(l + 2p)- e;~T). (3.16) 
i=O 

{c;) and {e;) are such that for all i the terms (c;a.7' + c;+1 a.f+1)~7 and e;~? satisfy (3.3). 

Hence, substituting these terms into (3.3) leads to 

e;~f(l + 2p)- e;M+1 = (c;a.; + c;+1 <X;+1)~7-1 . 

Dividing both sides of this equality by M-1 and then inserting into (3.16) yields 
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Xo,1 (tX+-)(2p + 1) - xo,2(tl.+-) = ~ d;(c;a; + c;+i a;+1) 
i=O 

=docoao + ~ c;+i(d; +d;+1)a;+1, 
i=O 

(3.17) 

where equality of the two series follows from theorem 2.25(i) with N = 0. On the other hand, 

inserting the series (2.57) into the right-hand side of equation (3.15) yields 

x1.o(tX+-) + xo.o(tX+-)P = fo(P + ao) + ~ h+1 (p + <l;+1>. 
i=O 

(3.18) 

{/;} and {d;} are such that for all i the terms (d;~? + d;+i ~?+1)af+1 and /;+1 af+1 satisfy (3.4). 

Hence, substituting these terms into (3.4) gives 

h+1 af+1P + f;+1 af+11 = (d;~; + d;+1~;+1)af'+12(p + 1) 

-(d;~r + d;+1~r+1)al'!:112p -(d;~7 + d;+1M+1)af+1 . 

Dividing this equality by af+11 and inserting into the right-hand side the quadratic equation 

(2.9), which by use of (3.10) simplifies to 

~2(p + 1) =a2 + ~22p + a~2, 

we obtain 

(3.19) 

This relation reduces the right-hand side of (3.18) to (3.17) (note that d_1 = 0). So x,,.,n(tl.+-) 

does indeed satisfy (3.8). The remaining equation (3.9) is also satisfied by Xm,itl.+-), since insert­

ing x,,.,n(a+) into the equations form+ n > 0 and then summing these equations and changing 

summations, exactly yields equation (3.9). Changing summations is allowed by the absolute 

convergence stated in theorem 2.25(iv). 

Now we can finally conclude that {Xm,n(a+)} is a nonnull absolutely convergent solution 

of all equilibrium equations. Hence, by a result of Foster (see appendix A), the Markov process 

is ergodic and normalization of {xm,n(a+)} produces !Pm,n ). Before summarizing the results we 

restate the definition of Xm,n(a+), which for the present model simplifies considerably. 

Since v lj = q Jj, we have e; = c; + C;+1 for all i, so the series (2.56) defining xo,n(a+) for 

n > 0 is identical to (2.54) with m = O (cf. remark 2.4). Hence, 

~ 

x,,.,n(a+) = ~ d;(c;af' + C;+i af+1 )~? , m ~ 0 , n > 0 ; 
i=O 

~ 

Xm,o(tX+-)=cofoa3'+ ~ C;+1h+1af+1, m~0. 
i=O 

(3.20) 

(3.21) 
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Insertion of (3.10) into (2.20)-(2.21) leads to the following recursion relations for c; and d;. We 

simplified the recursion relation for c; by using the relations for <X;<X;+1 and a; + <X;+1 (cf. 

(2.23)-(2.24)). The equation for /;+1 directly follows from (3.19). 

~i -<X;+1 
Ci+l = - ~i _ (X; C; 

<Xi+l 
/;+1 =(d; +d;+1)--­

p + <Xi+l 

with c0 =do= 1 and, since d_, = 0, 

<Xo 
f -d-­o- op+ao. 

(i = o, 1, · · ·), 

(i = 0, 1, · · ·), 

(i = 0, l, · · ·), 

We summarize our findings in the following theorem. 

Theorem 3.1. 

For all m <'= 0, n <'= 0, 

Pm,n = c-l Xm,n(<X+)' 

where C is the normalizing constant. 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

Theorem 3.1 is incomplete in the sense that the theory in chapter 2 does not yield explicit 

expressions for <X+ and C. However, for the present problem <X+ and C can be derived explicitly. 

This will be shown in the next two sections. 

3.3. Explicit determination of <X+ 

To determine <X+ explicitly, consider the process on the aggregate states k, where k 
denotes the total number of jobs in the system (so k = 2m+ In I). Let Pk be the probability that 

there are k jobs in the system. The average rate from state k to k + l is given by the arrival inten­

sity 2p. The average rate from state k+l to state k is obtained by observing that the service rate 
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in state k+ 1 is 2, except when all jobs are in one queue only, in which case the service rate is 1. 

Hence, the average rate from state k + 1 to state k is given by 

2 _ Po,k+t + Po.-t-1 = 2 _ 2po,k+t . 
Pk+I Pk+I 

The transition-rate diagram is depicted in figure 3.3. 

2p 2p 2p 2p 

Figure 3.3. 

The transition-rate diagram for the aggregate states k where k is the total number 

of jobs in the system and Pk is the probability that there are k jobs in the system. 

Balancing the rates in figure 3.3 gives for all k ~ 0, 

(3.26) 

To obtain a relation for ao = <4 we let k ➔ 00 in the equality (3.26). Then we first need the 

asymptotic behaviour of Pt. The probabilities Pk can be expressed in terms of the detailed pro­

babilities Pm,n• This yields for all k ~ 0, 

k 

P2k =P1c,o +2 r, Pk-1,21, 
l=I 

k 

Pu+t = 2 L Pk-I, 21+1 · 
l=O 

Hence, the asymptotics of Pk ask ➔ 00 can be derived from that of Pm.n as m + n ➔ 00• 

Below we prove that the asymptotic behaviour of Pm,n = c-1 Xm,n(a.+-) is determined by the 

first term in the series Xm,n ( <4 ), viz. 

m+n ➔ oo,n>O, (3.27) 

Xm, o( (4) l 
➔, 

cofoa.i 
as m ➔ 00 , (3.28) 
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i.e., we have the following asymptotic equivalences 

Xm,11(«.,) - do(coa3' + c I a1')133 , (m + n ➔ 00, n > 0) , 

Xm,o(«..) - cofoa3', 

First, since (see (2.60) in section 2.8) 

t > ao > l3o > a1 > 131 > · · · > o . 

(3.29) 

(3.30) 

(3.31) 

it follows from (3.22) that c1 > 0. Hence, d0(c 0a3' + c 1 a1')133 and /oa3' are positive, so the 

quotients (3.27) and (3.28) are well defined. From (3.31) we obtain that form ;:: 0, n > 0, 

.. 
I x,,,,,.(a..,)- do(coa3' + c I af)l331 :;; I: I di I ( I Ci I a'{' + I Ci+I I a~1 )13? 

i=l 

:;; af137-1 2: ldd(lcil + lci+t 1)13i, 
i=I 

. where, since N = 0, the latter series converges by theorem 2.25(i) with m = 0 and n = l. This 

inequality yields the asymptotic equivalence (3.29) by observing that a1 < ao and 131 < J3o. The 

asymptotic equivalence (3.30) can be established similarly. Inserting (3.29) and (3.30) in the 

expression for P 21c yields 

P21c - c-1{ cofoaA +2 I: do(coaA-1 + c1af-1)136'}, (k ➔ 00). 

l=I 

By insetting the identity 

Ir. x.t-vlr. I: x1r.-1y1 =y ~ 
1-1 x-y 

in this expression and using that l > ao > l3o > a1 > 0, the asymptotic formula for P 21c 

simplifies to 

where the constant L is given by 

L=c-1[cofo+doco 135 
2 ], ao-130 

which is independent of k. Similarly, we obtain 

P21c+1 -MaA, (k ➔ 00), 

for some constant M independent of k. Now we have all ingredients to find ao = a... explicitly. 

First, since O < l3o < ao < 1, it follows from the asymptotic formulas for Po,1r.+t and P1r.+i that 
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Po,k+1 I Pk+I ➔ 0 ask ➔ 00• Hence, from (3.26) we obtain 

P1<+1 
Pt - p' 

Combining this relation for 2k and 2k + 1, we find 

P2J:+2 2 
~-p' 

Finally, substitution of the asymptotic formula for P2k into (3.32) yields 

Cl()=(4 =p2. 

(3.32) 

It is easily verified that a= p2 does indeed satisfy the equation RH ( a) = LH( a) (see (3.11) and 

(3.12)). This concludes the determination of <4. In the next section we determine C. 

3.4. Explicit determination of the normalizing constant 

In this section we derive an explicit formula for the normalizing constant C, which how­

ever, is not essential to the compensation method itself: substitution of the series (3.20) and 

(3.21), defining Xm, 11(<4), into the normalization equation 

C = L Xm, o(<X.+-) + 2 L L Xm,n(<X.+-) 
m=O m=On=I 

leads to a series of product forms for C, analogous to the series for xm, 11(<4). The method to 

obtain the explicit formula, by means of the generating function, is different from the main 

arguments in this thesis. Therefore we omit details and only sketch the proof. Define the gen­

erating function F (y, z) by 

F(y, z) = L L Pm,11 Ym z" 
m=O n=O 

= c-t I, I, Xm,n(<X.+-) Ym z" . 
m=On=O 

Substituting of (3.20) and (3.21) in this expression and then changing summations leads to, 

F(y, z)=C-'{i:. d;[_c_i -+ Ci+I ]~+~+ I, C;+i/i+I }· (3.33) 
i=O 1 - a;y 1 - a;+tY 1 - ~;z 1 - Cl()y i=O 1 - a;+1Y 

valid in I y I < 1/ Cl(), I z I < 1 / ~- The partial fraction decomposition of the generating func­

tion is difficult to obtain, at least in this explicit form, from the analysis of Kingman [52] and 

Aatto and McKean [32]. The equilibrium equations (3.1)-(3.9) reduce to the following func­

tional equation for F(y, z), 
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F(y, z)g(y, z)=F(y, 0)h(y, z)+F(0, z)k(y, z), 

where 

g(y, z) = z2 +y(2py + 1)- 2(p + l)yz, 

h(y, z)=y(2py+l)-(p+l)yz-pyz2 , 

k(y, z) =z(z -y). 

It follows that, if y and z satisfy I y I < 1/ <Xo, I z I < l / ~ and g (y, z) = 0, then F (y, 0) and 

F (0, z) are related by 

F(y, 0)h(y, z)+F(0,z)k(y, z)=0. (3.34) 

In the analysis of Kingman [52] and Aatto and McKean [32] this relationship between F(y, 0) 

and F (0, z) eventually leads to the determination of these functions. We use it to establish that 

C = p(2+p) . 
2(1- p2)(2- p) 

First, note that F (0, l) is the fraction of time server l ( or 2) is idle. Since 2p is the offered load, 

we obtain, by symmetry, that 

F(0, 1)= 1-p. 

Starting with F(0, 1), we subsequently apply relationship (3.34) to the pairs (y, z) = (l/2p, 1) 

and (1/2p, 1/p), both satisfying g(y, z) = 0. This leads to 

F(0, 1/p)=(l-p)(2-p). (3.35) 

Next, we apply (3.34) to (y, z) satisfying g(y, z)=0, and lety i l/p2 (= 1/<Xo) and z ➔ 1/p. 

Here, note that, by treating y as a parameter, the equation 

g(y,z(y))=0, z(l/p2)=1/p, 

is solved by 

z(y) = (p + l)y - ✓y((p2 + l)y - 1) . 

It is easily verified that 

h (y, z(y)) = (2 + P~~P - l) (y - 1/p2) + o(y - 1/p2) (y i 1 / p2) • 

and from (3.33) we obtain 

F(y, 0) = C-1 ~ + 0(1) 
1 - <XoY 

which by insertion of (3.25) and CXo = p2 reduces to 

(y i l / p2 = 1 / <Xo) , 

(3.36) 
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-1 
F(y, 0)= 2 +0(1) 

Cp(p+l)(y-1/p) 
(3.37) 

Then, inserting z =z(y) into relationship (3.34) and letting y t l/p2, we finally obtain the 

desired expression for C by using (3.35)-(3.37). We end this section by restating theorem 3.1. 

Theorem3.2 

For all m ~0. n ~0. 

p,,.,,. = c-1 x,,.,,.(a+), 

where «+ = p2 and 

c- p(2+p) 
- 2(1-p2)(2-p) . 

3.5. Monotonicity of the terms in the series of products 

In this section we prove that the tenns in the series (3.20) defining x,,.,,.(a+) form.?: 0 and 

n > 0, are alternating and monotonically decreasing in modulus. From a numerical point of 

view this is a nice property, since then the error of each partial sum can be bounded by the abso­

lute value of its final tenn. 

In section 2.8 we have seen that for all i .?: 0, 

and it directly follows from (3.22) and (3.31) that for all i.?: 0, 

Ci+I 
->0. 

Ci 

Hence, the coefficients di are alternating and the coefficients ci are positive. Since all <Xi and Iii 
are positive, we can conclude that for m .?: 0 and n > 0 the tenns di(cia'!' + Ci+l ar+1 )Ii'!' are 

alternating. To prove that these tenns are decreasing in modulus, we first rewrite the recursion 

relation (3.23) for di+t in a more convenient fonn by expressing the quotient in (3.23) in tenns 

of the ratios <Xi+1 I lii+t and ai+t I Iii• 
Substituting (3.10) into the relations (2.25) and (2.26) yields 

(3.38) 



<Xi+I 2(p + 1) 
Pi+ Pi+I = <Xi+I + 2p · 

Rewriting (3.38) as 

<Xi+I <Xi+! 
<Xi+! = ---- - 2p. 

Pi Pi+I 
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and then inserting this relation into the denominator of (3.23) yields 

[ ai+I -(p + l)] ai+I <X;+t + p[ 2(p + 1) _ <X;+1 ] . 
Pi Pi Pi+t Pi 

Combining the relations (3.38) and (3.39) leads to 

a- 1 a- 1 2( 1) I+ I+ 
p+ =--+--. 

Pi Pi+I 

By insenion this equality into (3.40), the denominator in (3.23) finally reduces to 

<Xi+I [ <X;+1 _ p] [ <X;+1 _ l] . 
Pi+ I Pi Pi 

(3.39) 

(3.40) 

Since the numerator in (3.23) can be rewritten similarly, we arrive at the following recursion 
relation 

di+t = - [ ] [ ] di 
:::: a~;I -p ~;I -l . 

(3.41) 

This relation helps in proving that the tenns in (3.20) are decreasing in modulus, at least with 
rate R =41(4 + 2p + p2). 

Lemma3.3. 

LetR =41(4 +2p+p2) < 1. Thenforallm ~O. n > Oandi ~O. 

Proof. 

We first prove the lemma form = 0 and n = 1. By (3.22), we obtain for i ~ 0, 

Ci+I =- ---Ci, 
ai 

1--
Pi 
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from which it follows that 

(3.42) 

By virtue of the lemmas 2.15 and 2. 16, the ratios ~i / ai and <li+l / ~i are decreasing, so for i 2! 0, 

Hence, from (3.41)-(3.43) it follows that 

I di+! (Ci+! + Ci+2)~i+l I 
I di(ci + Ci+I )~i I 

= 
[ Tr [ ~-p][ ~-~] 

[ :::: ] 2 [ p - (l~;' ] [ :; -(l~;' ] 

< [ <li+l ] [ <lj <li+l ] p-- ---
~i ~i ~i 

(3.43) 

(3.44) 

This proves the lemma for m = 0 and n = I. Now consider an arbitrary m 2! 0 and n > 0. Since 

a; and ~i are positive and decreasing (see (3.31)) and the coefficients ci are positive, it follows 

from (3.44) that for all i 2! 0, 

I di+! (ci+l af+, + ci+2nf+2)~7 +1 I = I di+! I (ci+l af+, + ci+2nf+2)~7 +1 

< I di+! I (ci+l + ci+2)~i+1 af'+1 ~7-1 

< R I di I (ci + ci+I )~i af+1 ~7-1 

= R I di(ciaf" + ci+I af+, )~71 . 

3.6. Asymptotic expansion 

□ 

We now return to the asymptotic equivalence (3.29). By lemma 3.3 this result can be 
extended such as to yield a complete asymptotic expansion for Xm,n(<l+) in (3.20). First, since <lj 

and ~j are decreasing, it follows for all j 2! 1 that, 
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dj(cjaj + Cj+I aj+1 )~j = o(dj-l (cj-l aj_1 + ci aj)~j-1) , (m +n ➔ 00 , n > 0). 

Thus successive tenns in the series (3.20) are indeed refinements. Since the tenns in (3.20) are 

alternating and decreasing in modulus, the error of each partial sum can be bounded by the 

absolute value of the first tenn omitted. Hence, we have for all j ~ 1, 

j-1 

p,,.,,. = c-1 :I; d;(c;a'{' + c;+1a'f'+1)~f + O(dj(ciaj + Cj+1aj+1)~j), (m +n ➔ 00 , n > 0). 
i=O 

The O-fonnula for j = l improves on the asymptotic equivalence (3.29), since 

C-1d 0(coa'C + c 1 a'(')~B + O(d1(c 1a'(' + c2aT)~7) 

= C-1do(c0a'C + c1 a'(')~B (1 + o(l)), (m +n ➔ 00 , n > 0). 

Similarly, the O-fonnula for j = 2 improves on the one for j = 1, and so on. The notation ::: is 

used in order to represent the whole set of O-fonnulas for j = 1, 2, · · · by a single fonnula (see 

e.g. de Bruijn [18), section 1.5), 

Lemma3.4. 

p,,.,,.::: c-1 }:; d;(c;a'{' + c;+1 <l;+1)~f , (m +n ➔ 00, n > 0). 
i=O 

3.7. Product form expressions for the moments of the waiting time 

In this section we show that the product fonn expressions for the probabilities Pm,n lead to 

similar expressions for the first and second moment of the waiting time. The waiting time of a 

job is given by 

W =SI + S 2 + · · · + SM , 

where Mis the length of the shortest queue on arrival and S 1, S 2 , ... are independent exponen­

tially distributed random variables with unit mean and independent of M. By conditioning on M 

and using the property that Poisson arrivals see time averages (see e.g. Wolff [71)) we find 

LEW =2 L L mpm,11 + L mpm,O. 
m=I n=I m=I 

IEW 2 =2}:; }:; m(m+l)Pm,n+}:; m(m+l)Pm,O• 
m=I n=I m=I 

Substituting (3.5) to eliminate Pm, 0 and then inserting the series for Pm,n with m ~ 0, n > 0, we 

obtain by changing summations, 
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EW=c-1{2i: di[ c;a.i 2 + ci+1°'i+12]~ 
i=0 (1 - a.;) (1 - O.i+t) 1 - Pi 

1 - [C;(2p+<Xj) C;+1(2p+O.i+t)]R-} 
+--l; di 2 + 2 t'i ' 

P + 1 i=0 (1-a.i) (1 - O.i+1) 

and a similar expression for EW2 • The terms in both series are alternating and decreasing (cf. 

the proof of lemma 3.3), so the error of each partial sum can be bounded by the absolute value 

of its final term. Similar expressions can be obtained for higher moments of the waiting time or 

other quantities of interest 

3.8. Numerical results 

Representation (3.20) is suitable for numerical evaluation. The terms alternate in sign, 

decrease exponentially fast in modulus, and can easily be calculated. For the calculation of a.i 

and Pi we have the option to use the fommlas in theorem 2.11 or to use the relations for a.ia.i+t 

and P;Pi+t (cf. (2.23) and (2.25)). The coefficients c; and d; can be calculated from the relations 

(3.22) and (3.23). We finally note that, instead of using the series (3.21), the probabilities Pm. 0 

can easily be calculated from the equilibrium equations (3.5). In table 3.1 we list the probabili­

ties Po,i, Po,2, Pt,t and p 1,2 computed with an accuracy of 0.1%. The numbers in parentheses 

denote the number of terms in (3.20) needed. 

p Po,1 Po,2 Pt,t Pt,2 

0.1 0.0817 (40) 0.0007 (2) 0.0009 (2) 0.0000 (2) 

0.3 0.1591 (14) 0.0100 (3) 0.0156 (3) 0.0007 (2) 

0.5 0.1580 (10) 0.0233 (3) 0.0441 (4) 0.0047 (2) 

0.7 0.1100 (8) 0.0275 (4) 0.0606 (4) 0.0118 (3) 

0.9 0.0380 (6) 0.0140 (4) 0.0350(4) 0.0104 (3) 

Table3.J. 

Values of Po,1, Po,2, P1,1 and p 1,2 with an accuracy of 0.1% for increasing values 

of p. The numbers in parentheses denote the number of terms in (3.20). 

Let us investigate the rate of convergence of the terms in the series (3.20) as a function of 

p. From (3.14) and the limits (2.68) in section (2.10), it follows that for all m ~ 0 and n > 0, 

I di+l (c;+1 a.7'+1 + c;+20.~2)P:'+1 I ➔ 1 -A 1 [ ~] m+-•-l 

I d;(c;a.7' + ci+l a.7'+1 )Pf I A 2 - 1 A 2 
(3.45) 
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as i ➔ oo. For 0 < p < 1, the factor (1 -A 1 )/ (A 2 - 1) is decreasing and A I I A 2 is increasing, 

and 

1 - A 1 1,.m ~ __ 2 - ih __ 3 _ 2312 
lim ---=1, 
p ~ o A 2 - 1 p fl A 2 2 + 2½ 

Hence, if m > 0 or n > 1, convergence of the tenns in the series (3.20) is very fast for all p, at 

least with rate 3 - 2312 = 0.1715.... If m = 0 and n = 1, then the rate of convergence is deter­

mined by (1 -A 1)/ (A 2 - 1) only, so, as table 3.1 illustrates, convergence is slow for small p. 

In table 3.2 we list values of JEW and JEW2, together with the coefficient of variation 

cv(W) of the waiting time, for increasing values of p. JEW and JEW2 are computed with an 

accuracy of 0.1 %. The numbers of tenns needed are shown in parentheses. For comparison we 

also computed the mean waiting time JEWc and the coefficient of variation cv (We) of the wait­

ing time for the corresponding common-queue system, that is, the M IM 12 queue with arrival 

rate 2p and service rate 1 for both servers. Table 3.2 illustrates that the perfonnance of the 

. shortest queue system is close to that of the common queue system. 

p JEW JEW2 cv(W) JEWc cv(Wc) 

0.1 0.0177 (39) 0.0358 (39) 10.632 0.0101 10.440 

0.3 0.1441 (13) 0.3181 (13) 3.7846 0.0989 3.6667 

0.5 0.4262 (8) 1.1472 (8) 2.3053 0.3333 2.2361 

0.7 1.1081 (6) 4.3842 (5) 1.6032 0.9608 1.5714 

0.9 4.4748 (4) 47.208 (3) 1.1652 4.2632 1.1600 

Table 3.2. 

Values of the first moment JEW, the second moment JEW2 and the coefficient of 

variation cv (W) of the waiting time with an accuracy of 0.1%, together with the 
first moment JEWc and the coefficient of variation cv(Wc) of the corresponding 

common-queue system for increasing values of p. The numbers in parentheses 

denote the number of terms needed. 

3.9. Numerical solution of the equilibrium equations 

From limit (3.45) it follows that convergence of the series (3.20) is faster for states further 

away from the origin. This feature is illustrated in table 3.1. In particular, for p = 0.1 forty 

tenns of the series for po, 1 have to be computed, whereas for p 0,2 and p 1,1 two tenns suffice to 
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attain the same accuracy. This feature can be used to compute Po, 1 from the equilibrium equa­

tion (3.8) rather then from the series (3.20). By inserting (3.5) and (3.9) to eliminate p 1,0 and 

Po.o, equation (3.8) reduces to 

Po.12P2 = Po,2(P + 1) + P 1,1 · 

This idea can be generalized as follows: the series (3.20) are used to calculate p,,.,,. for 

m + n > M, where M is some integer, whereas for m + n SM the probabilities p,,.,,. are calcu­

lated from the equilibrium equations. In this section we show that the equilibrium equations in 

states with m + n SM can be solved efficiently and numerically stable from the solution for 

m + n > M. The algorithm is based on the special property that the only flow from level l, 

defined by 

level l = {(0, l), (1, l-1), (2, 1-2), ... , (l-1, 1), (l, 0)), l ~ 0, 

to level l+l is via state (l, 0). By this property, the problem of simultaneously solving the equa­

. tions at the levels l SM, given the solution at level M + 1, can be reduced to that of recursively 

solving the equations at level M ➔ M -1 ➔ ... ➔ l ➔ 0. 

We first fonnulate the equilibrium equations at level l > 0 (see (3.3) and (3.1)). 

Po,,(2p + 1) = Po,1+1 + P 1,1-1 , 

Pk,t-k2(p + 1) = Pk-l,l-k+l2P + Pk.l-k+I + Pk+l,l-k-1 ' 

(3.46) 

0 < k < l-1. (3.47) 

The equilibrium equations in the states (l-1, 0) and (l, 0) are replaced by the following two 

equations. Applying the general balance principle "rate out of A = rate into A" to 

A = { (m, n) Im ~ 0, n ~ 0, m + n S l ) \ { (l, 0)} , 

leads for all l > 0 to 

/-1 

P1-1,12p =Pt,0 + L Pk.l-k+I, 
k=O 

and applying this principle to 

A = { (m, n) Im ~ 0, n ~ 0, m + n S l ) , 

yields for all / ~ 0, 

I 

P1,0P = L Pk.l-k+I • 
k=O 

(3.48) 

(3.49) 

Now the probabilities at level l can be solved from the equations (3.46)-(3.49), given the proba­

bilities at level l + 1. This scheme can be repeated to recursively compute the probabilities at 

level l-1 ➔ ... ➔ l ➔ 0. The equations (3.46)-(3.49) form a second order recursion relation for 

the probabilities at level l. Below we show that these equations can be reduced to a first order 
recursion relation. 



Definition 3.5. 

The sequence x0 , x1, x 2, ... is the solution of 

X;+1=x;2(p+l)-x;-12p, i~l, 

with initial values x0 = 1 and x 1 = 2p + 1. 

The numbers x; are solved by 

1-Ai . A2-l . 
X;=---A\ +---Ai, 

A2-A1 A2-A1 

with A 1, A 2 given by (3.14). 

Theorem 3.6. 

Forall l > 0, 
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k . 

Pic,H:Xk+I =Pk+t,l-t-1Xt + L Pi,/-i+tX;(2pl-• for k =O, 1, ... , l-2. 
i=O 

Proof. 

(3.50) 

We prove the recursion relation (3.50) by induction. For k = 0 the equations (3.50) and 

(3.46) are identical. Assume that (3.50) holds for k = j. Multiplying (3.50) for k = j by 2p and 

(3.47) fork= j+l by Xj+I and adding the resulting equations, yields (3.50) fork= j +1. D 

Based on theorem 3.6 the probabilities at level l can be computed efficiently, given the 

probabilities at level 1+1. First, P1,o follows from (3.49) and Pi-t,t from (3.48). Then P1-2,2 ➔ 

Pi-3,3 ➔ ... ➔ Po.1 can be successively calculated from (3.50). This recursion is numerically 

stable, since all coefficients in the recursion relations are nonnegative, so the calculations 

involve only the multiplication and addition of nonnegative numbers. However, since x; 

increases exponentially fast, it is numerically sensible to scale (3.50) by dividing both sides by 

Xk+I· 

This concludes the analytical as well as the numerical treatment of the symmetric shortest 

queue problem. In the next sections we analyse some simple variants. 
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3.10. Unequal routing probabilities 

We now consider a variant of the model of section 3.1; the equal routing probabilities in 

case of equal queue lengths are replaced by a and 1 - a, where a is an arbitrary number between 

0 and 1. The transition-rate diagram is depicted in figure 3.4. 

n 

1 

2p 

,: 
:~ 
' 1 2p 

2ap 

2(1-a)°p 

2p 

Figure 3.4. 

Transition-rate diagram for the shortest queue model with unequal routing 

probabilities a and 1 - a respectively. 

This problem is not symmetric anymore. However, the asymmetry is rather weak in the sense 

that the regions n > 0 and n < 0 are still mirror images of each other and the average 

(Pm,n + Pm,-n)l 2 satisfies all equilibrium equations (3.1)-(3.9) of the symmetric problem. This 

suggests that Pm,n can be expressed as 

Pm,n = c-l l: d;(c;O.'{' + C;+1 o.~,)~f for m 2! 0 , n > 0 , 
i=O 

- c-1 ~ ,r( m m )A-n Pm,n - £.., Uj C;O.; + Ci+! 0.;+1 Pi for m 2! 0 , n < 0 , (3.51) 
i=O 

Pm,n = c-1{cofoo.'ti + _i C;+1li+10.~1} for m 2! 0, n = 0' 
1=0 



where 

1 -(dt +a;)=di (i =0, 1, ... ). 
2 
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(3.52) 

The motivation for introducing new coefficients dt and a; is the fact that the transition struc­

ture at the m-axis is not symmetric anymore. For any choice of ( dt) and {a;) satisfying (3.52) 

the series (3.51) satisfy all equilibrium equations, except for the equations for I n I = 1. To also 

satisfy the latter conditions it is readily verified that ( dt) and {a;) have to satisfy the following 

relations: 

(di+ di+I )(ai+I + p) = (dt + dt+1 )(<Xi+1 + 2ap) 

(di+ di+1)(ai+1 + p) = (a; +a;+i)(a;+1 + 2(1 -a)p) 

with initially 

do(<Xo + p) = di)(ao + 2ap) = dii (<Xo + 2(1- a)p). 

(i = 0, 1, ... ) , 

(i = 0, 1, ... ) , 

The solutions { dt) and {a;) of these relations indeed satisfy (3.52). 

3.11. Threshold jockeying 

In this section we consider the shortest queue model with a threshold-type jockeying; one 

job switches from the longest to the shortest queue if the difference between the lengths of both 

queues exceeds some threshold value T. It appears that the compensation approach also works 

for this model. In fact, the main term in the series (3.20) already satisfies the boundary condi­

tions, so no compensation arguments are required. 

There are several other techniques to analyse this model. The form of the state space sug­

gests to apply the matrix-geometric approach developed by Neuts [60]. Actually, Gertsbakh 

[36] studies the threshold jockeying model by using this approach. In [8] the relationship 

between our approach and the matrix-geometric approach has been investigated. It appears that 

our approach suggests a state space partitioning which is more useful than the one used by 

Gertsbakh [36]. In [10] it is shown that the matrix-geometric approach can also be used to 

analyse the threshold jockeying model with c parallel servers. The results in this paper 

emphasize the importance of a suitable choice of the state space partitioning. Another approach 

to the jockeying model with c parallel servers can be found in Grassmann and Zhao [72]. They 

use the concept of modified lumpability for continuous-time Marlcov processes. It is finally 

mentioned that the instantaneous jockeying model (T = 1) has been addressed by Haight [41] 

for c = 2 and by Disney and Mitchell [23], Elsayed and Bastani [24], Kao and Lin [50] and 

Zhao and Grassmann [38] for arbitrary c. 
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Toe threshold jockeying model has a much simpler state space than the original model, 

since n only varies between -T and T. Toe model is symmetric with respect to the m-axis. 

Therefore the analysis can be restricted to the state space in the first quadrant Toe transition 

rates are depicted in figure 3.5. 

n 

2p 2 2p 
1 • 

~ . . 
1 ,2p. l ,2p. 
p p 

m 

Figure 3.5. 

Transition-rate diagram/or the shortest queue model with threshold jockeying. The 

threshold value is T. 

Toe transition rates in states with n < Tare identical to the rates of the original model (see 

figure 3.2). Hence, the first terms in the series (3.20) and (3.21), i.e., 

for m ;;:: 0 , 0 < n < T -1 , 

for m ;;:: 0 , n = 0 , 

(3.53) 

(3.54) 

satisfy all equilibrium equations for m > 0 and O :5: n < T-1. We now investigate whether 

ao'~3 can be fitted to the equations form > 0 and T-1 :5: n :5: T. We define 

goao'~b for m ~ 0, n = T, (3.55) 

and try to choose g O such that the equilibrium equations for m > 0 and T-1 :5: n :5: T are 

satisfied. These equations state: 

Pm,T-12(p + 1) = Pm-1.72p + Pm,T2 + Pm+l,T-2 , m > 0, 

Pm,T2(p + 1) = Pm+l,T-1 , m>O. 
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Insertion of (3.53) and (3.55) in the equations form > 0 and n = T yields 

<Xo 
go= 2(p+ l)~. (3.56) 

For this choice of g0 , it is easily verified, by using <Xo = p2 and l3o = p2 / (2 + p), that the equa­

tions for m > 0 and n = T -1 are also satisfied. The solution (3.53)-(3.55) violates the condi­

tions form = 0, and therefore cannot produce p,,._,. for all m and n, but we will prove: 

Theorem 3. 7. ( threshold jockeying) 

For all m +n > Tandform =TaruJ n =0, 

Pm.11 =K-1a3'~3 
=K-1foa3' 

for O < n < T-1 , 

for n=0, 

where K is the normalizing constant and 

- _.e:_ <Xo <Xo 
<Xo = P2 , l3o - 2 + P , f o = <Xo + P , go = 2(p + t )13o 

Proof. 

Consider the Markov process restricted to 'V= {(m, n) Im+ n > T, 0:;;; n:;;; T}u{(T, 0)) 

(cf. section 2.12 where an analogous argument is used to prove theorem 2.33). The transition 

rates are depicted in figure 3.6. All transitions from states with m + n = T + 1 and 0 < n :;;; T to 

state (T, 0) result from excursions to states outside 'V, which always end at (T, 0). Let { v,,._,.) be 
the equilibrium distribution of the process restricted to 'V. 

It is readily verified that the products (3.53)-(3.55) with g O specified by (3.56), satisfy all 

equilibrium equations on 'V. The sum of these products over 'V converges, since <Xo = p2 < 1. 

Hence, the products (3.53)-(3.55) are positive and convergent solutions of all equilibrium equa­

tions. By a result of Foster (see appendix A), this proves that the restricted process is ergodic, 

and the products (3.53)-(3.55) can be nonnalized to produce [ vm,n). Since the number of states 

outside 'Vis finite, the original process is also ergodic, and p,,._,. and v,,._,. are related by 

Pm,11 = v,,._,. P('V) for (m, n)E 'V, 

where P('V) is the probability that the original process is in 'V. The proof of theorem 3.7 is 

now completed by observing that the products (3.53)-(3.55) produce vm,n up to some multiplica­

tive constant. □ 
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T1- _'.,.._ ____________________ _ 

2p 

~ 
• 1 2p 

p 

------~------m T T+l 

Figure 3.6. 

Transition-rate diagram for the shortest queue model with threshold jockeying, 

restricted to 'V= {(m, n) Im+ n > T, 0::,; n::,;; T) u {(T, 0)). 

From a computational point of view we note that, given the solution on '/!, the equations 

on the complement of '/! can be solved efficiently and numerically stable by the recursive algo­

rithm derived in section 3.9. In table 3.3 we list the mean waiting time W for increasing values 

of p and T. For T = 1 the mean waiting time W is the same as the mean waiting time We of the 

corresponding common-queue system. The case T = oo corresponds to the shortest queue prob­

lem without jockeying. Table 3.3 illustrates that already for small T the mean waiting time Wis 

very close to the mean waiting for T = 00• 

3.12. Conclusion 

In this chapter we applied the general theory, developed in chapter 2, to the symmetric 

shortest queue problem and proved that the equilibrium probabilities can be expressed as a 

series of products. These products, as well as their coefficients, are found explicitly. From the 

expressions for the equilibrium probabilities, similar expressions can be derived for the 

moments of the waiting time, or other quantities of interest. We showed that the product fonn 

expressions are useful from a numerical point of view and that the analysis can easily be 
extended to some variants of the original problem. An important variant of the symmetric shor­

test queue problem, which has not been discussed yet, is the asymmetric shortest queue 
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w 

p T=l T=2 T=4 T=6 T=oo 

0.1 0.0101 0.0176 0.0177 0.0177 0.0177 

0.3 0.0989 0.1405 0.1440 0.1440 0.1440 

0.5 0.3333 0.4091 0.4260 0.4263 0.4263 

0.7 0.9608 1.0624 1.1052 1.1081 1.1082 

0.9 4.2632 4.3822 4.4614 4.4733 4.4749 

Table3.3. 
Values of the mean waiting time W for increasing values of p and T. 

· problem, i.e., the shonest queue problem for nonidentical servers. In chapter 5 we show how the 

analysis can be extended to this problem, but first, in chapter 4 we apply the general theory to a 
queueing model arising in the field of computer perfonnance analysis. 
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Chapter 4 

Multiprogramming queues 

In this chapter we analyse a queueing model for a multiprogramming computer system 

consisting of an input-output unit (IO) and a central processor (CP). This model was introduced 

by Hofri [44]. He uses the same generating function approach as Kingman used in [52] for the 

shortest queue problem. In doing so, Hofri shows that the generating function of the stationary 

queue length probabilities Pm.n is a meromorphic function and he finds explicit expressions for 

the poles and residues. By decomposing the generating function into partial fractions he is able 

to prove that the probabilities Pm,n can be represented by an infinite linear combination of pro­

duct form solutions. The decomposition, however, leads to cumbersome formulae for the 

·coefficients.In [11] it is shown that these representations are partly incorrect in the sense that 

they do not always hold for small m and n. This complication is overlooked by Hofri [44] due to 

the fact that he uses an incorrect version of Mittag-Leffer's theorem to deduce the partial frac­

tion decomposition. 

The multiprogramming system can be modelled as a Markov process satisfying assump­

tion 2.6. Therefore, we may apply the theory in chapter 2 to analyse the multiprogramming sys­

tem. This approach improves the results obtained by Hofri in the sense that explicit expressions 

are found for the coefficients in the infinite linear combination of product form solutions. Simi­

lar expressions can be derived for global performance measures, such as the mean number of 

jobs in the system. A new fearure not occurring in the analysis of the symmetric shortest queue 

problem, is that the resulting series of product form solutions may diverge for small m and n. 

By exploiting the explicit expressions for the product forms and their coefficients, an efficient 

numerical procedure with tight bounds on the error of each partial sum can be derived. This 

model can also be treated as a direct application of the compensation approach, i.e., without use 

of the theory of chapter 2. The details of this direct application are worked out in [l]. 

This chapter is organised as follows. In section 4.1 we formulate the model and equili­

brium equations. In section 4.2 we apply the theory of chapter 2 to this problem. It appears that 

only the feasible pair (Cl+, X_((4) plays a role. We prove that on Jl(N) the probabilities Pm,n 

can be expressed as Xm,n(C4) up to some normalizing constant C. Both ex... and C are found 

explicitly. In section 4.3 error bounds on each partial sum of Xm,n(C4) are derived. In section 4.4 

we develop a recursive algorithm for numerically solving Pm,n from the equilibrium equations. 

Product form expressions for the mean number of jobs at the IO are derived in section 4.5. The 

next section presents numerical results and the final section is devoted to conclusions. 
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4.1. Model and equilibrium equations 

Consider the queueing model for the multiprogramming system depicted in figure 4.1. 

queue I 

IO 

queue III 
µ' µ 

p 

Figure4.l. 
Queueing model for the multiprogramming system. 

In the queueing model it is supposed that queue III of incoming jobs provides an infinite 

source of available jobs. The multiprogramming system consists of an input-output unit and a 

central processor. Incoming jobs start at the IO unit with an exponentially distributed service 

time with parameter µ'. Subsequently, the job leaves the system (with probability p) or proceeds 

to queue n at the CP (with probability 1-p). At the CP a job has an exponentially distributed 

service time with parameter µ. Next the job is recycled to the IO unit where it joins queue I. 

The IO unit treats the jobs in queue I with nonpreemptive priority with respect to the new jobs 

in queue III. Since the IO unit is always busy, jobs arrive at the CP according to a Poisson pro­

cess with rate A = ( I - p )µ'. Hence, the CP constitutes an M IM 11 queue with arrival rate A 
and service rate µ. Therefore, it is sensible to assume that A < µ. 

The system can be represented by a continuous-time Markov process with states (m, n), 

m, n = 0, I, .. . where m is the length of queue II including the job being served and n is the 

length of queue I excluding the job being served (the IO unit is constantly busy). Let {Pm,n} be 

the equilibrium distribution. The transition rates are depicted in figure 4.2, where 11 = pµ' 

The equilibrium equations for f Pm,n) are formulated below, where IC= A+µ+ 11. 

Pm,n IC= Pm-1,n+I A+ Pm,n+l 11 + Pm+l,n-1 µ, m>l,n>l (4.1) 

P 1,n IC= Po,n+I A+ P 1,n+l 11 + P2,n-l µ, n>l (4.2) 

Po,n(A+rt)=Po,n+!Tl +P1,n-lµ, n>l (4.3) 

Pm, 1 IC= Pm-1.2"-+ Pm.211 + Pm+t,oµ, m> 1 (4.4) 

Pm.o(A + µ) = Pm-1,1"-+ Pm, 111 + Pm-1,0"-, m>l (4.5) 
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n 

µ :)\ . . 
Tl A. • Tl ).. 

µ 

A. A. 
m 

Figure4.2. 
Transition-rate diagram/or the multiprogramming model, where Tl= pµ'. 

P1,1 K=Po,2A+P1,2Tl +P2,oµ, 

Po,1(A-+T1) =po,21'1 +p1,oµ, 

P1,o(A. + µ) = Po,1A.+ P 1,11'1 + Po,oA., 

Po,oA.=Po,11'1 • 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

This fonnulation can be simplified by observing that the equations (4.1) hold for all m > 0 and 
n > 0. The reason for not doing so, is that the equations (4.1)-(4.5) correspond with the equa­
tions (2.1)-(2.9) and therefore fit the theory of chapter 2. In the next section we investigate how 
the compensation approach works out here. 

4.2. Application of the compensation approach 

We first translate the transition rates Qij• v;j, h;j and rij in tenns of the rates in figure 4.2. It 
is easily derived that, 

Q-1,1=µ, Qo,-1=1'1, Q1,-1=A., Q-1,-1=Q-1,o=Qo,1=Q1,1=Q1,o=0, q=K, 

vo,-1 =Tl, v1,-1 =A., 

h-1.1=µ, h1,o=A., 

r1,o =A., r1,1 =ro,1 =0. 

For the rates Qij from states (m, n) with m > 0, n > 0 we directly obtain 

(4.10) 
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qo,1 =q1,1 =q1,o=0, 

which is the essential condition for the application of the compensation approach (cf. assump­

tion 2.6). From the boundary behaviour it follows that (<4, X_(<4)) is the only feasible pair 

possible (cf. conclusion 2.14(ii)). This pair exists if and only if condition (2.50) in theorem 2.19 

is satisfied. This condition is checked below. Suppose that 

(4.11) 

Then RH'(l) > LH'(l) must hold. Inserting (4.10) in RH(a) and LH(a) (cf. (2.44)) and using 

(4.11) yields 

RH(a) = a2µ(00l + A) + ,._, 
ic+ ✓ic2 -4(001 + A)µ 

LH(a) = a(A + µ), 

from which it follows that 

RH'(l) = µ[ 1 + i ] , 
11+ -µ 

LH'(l)=A+µ. 

So RH'(l) > LH'(l), since A<µ. Hence, the feasible pair (<4, X_(<4) indeed exists. 

{x,,.,,.(<4)} formally satisfies the conditions (4.1)-(4.5). Since v l,i = q l,i and hi, 1 = qi, 1, we 

have ei =Ci+ Ci+I and fi+i = di + di+I for all i (cf. remark 2.4). So the series (2.56) defining 

x0,11(<4) for n > 0 is identical to (2.54) with m = 0; the series (2.57) defining x,,., 0(<4) form> 0 

is identical to (2.55) with n = 0. Then, by taking the series (2.55) with m = n = 0 as definition 

of x0,0(<4), it easily follows that {xm,11 (<4)} formally satisfies (4.6)-(4.8). The remaining equa­

tion (4.9) is satisfied, due to the fact that the equilibrium equations are dependent Hence, 

{xm,11 (<4)} is a formal solution to all equations. Before investigating properties of .!4(N) we 

restate the definition of Xm,11 (<4), which for the present model simplifies considerably. 

The series x,,., 11 (<4) is defined by 

-
Xm,11(<4) = L #c;a7' + C;+i <X~1 )~:' , m <!O, n > 0; (4.12) 

i=O 

-Xm,o(<x...)=codoali'+ I; C;+1(d;+d;+1)<X~1, (4.13) 
i=O 

Sub~litution of (4.10) into (2.20)-(2.21) leads to the following recursion relations for c; and d;. 

The recursion relation for c; is simplified by insertion of the relations for a;<X;+i and a;+ <X;+i 

(cf. (2.23)-(2.24)); the one ford; is simplified by insertion of the analogous relations for ~i~i+I 

and~;+ ~i+I (cf. (2.25)-(2.26)). 
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(i = 0, 1, · · · ) , 

(i = o. 1, · · · ) . 

By theorem 2.25 the series xm,,.(CX+-) converges absolutely on (see section 2.12) 

.!it(N)= {(m, n)lm ~0. n ~o. m +n > N)u{(N, 0)), 

where N is defined as the smallest nonnegative integer such that (see definition 2.28) 

IHVl(A1/A2f+l < 1. 

Inserting (4.10) into the definitions of A 1, A2 , Hand V (see lemma 2.26) yields 

K+ ✓ic2-4µA. 
A2 = ------''-- , 

2µ 
1( - ✓ ic2 - 4µA. A I = ------''-- • 

2µ 

A"j"1A.-(A.+11) l-A1 
V=----=--. 

A21A.-(A.+11) l-A2 
H=1, 

(4.14) 

(4.15) 

(4.16) 

(4.17) 

The final equality is obtained by substituting the identities A.lµ=A 1A2 and 1C/µ=A1 +A2. 

Inserting (4.17) in (4.16) we find that N is the smallest nonnegative integer such that 

-- - <l. l-A1[A1]N+-l 
A2 - 1 A2 

For µ' = 1, µ = 2 and p = 3125 it follows that N = 2. Hence, N is not necessarily zero implying 

that the series for Xm,,. may diverge for small m and n. In fact, in remark 2.29 we have seen for 

µ' / µ = 1/2 and p = 6 that N ➔ oo as 6 .J., 0. 

By restricting the Markov process to Jf(N) it is easily shown that Xm,n(CX+-) produces Pm.n 

for all (m, n)e .!it(N) up to some multiplicative constant C. For the present problem CX+- and C 

can be found explicitly by observing that the CP constitutes an M IM 11 queue with arrival rate 

A. and service rate µ. Hence, the probability Pm of finding m jobs at the CP is given by 

On the other hand, we have form > N 

Pm = i Pm,n = c-I i Xm,n(CX+-) . 
n=O n=O 

(4.18) 

The series (4.12) can be rewritten by forming pairs with the same a-factor (which is permitted 

by theorem 2.25(i)). Inserting this series together with (4.13) in the expression for Pm and using 

the recursion relation (4.15) leads to (note that c0 =do= 1), 



=c-1 all' 
1-lio ' 

- 104 -

(4.19) 

where changing of summations is allowed by the absolute convergence stated in theorem 

2.25(iv). Combining (4.18) and (4.19) yields~ =Alµ, and so Po =K_(~)=A./(Tt +µ). It is 

easily verified that a= A.Iµ indeed satisfies LH (a)= RH (a). Further, from (4.18)-(4.19), 

c-1 _1_ = 1 - ~ • 
1-lio µ 

so we obtain 

C = µ(Tt + µ) 
(µ - A)(Tt + µ - A) 

Our findings are summarized in the following theorem. 

Theorem 4.1. 

For all m ~0. n ~0with m +n > N andform =N andn =0, 

Pm,n = c-1 X,n,n(o.+.) , 

where (4 =A./µ and 

C = µ(Tt + µ) 
(µ - A)(Tt + µ - A) . 

In the next two sections we concentrate on numerical aspects. 

4.3. Error bounds on each partial sum of product forms 

In this section we derive bounds on the error of each partial sum of the series (4.12) and 

(4.13) defining Xm.n(o.+.). First, form> N the series (4.13) can be rewritten as (4.12) with n =0 
(which is allowed by theorem 2.25(i)). Note that form = N this may lead to a divergent series. 

Hence, we have for all m ~ 0, n ~ 0 with m + n > N, 

-
Xm,n(<X.+-) = L d;(C;<X;" + Ci+! <X~l )~7 . (4.20) 

i=O 
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We now investigate whether the tenns in this series are alternating and monotonically decreas­
ing in modulus (just as for the tenns in (3.20)). Since (cf. (2.60)) 

1 > Clo > Po > a, > P, > · · · > O , 

it follows from the recursion relations (4.14) and (4.15) that for i :2!: 0, 

Hence, the coefficients c; are positive and the coefficients d; are alternating. Consequently, the 

tenns in the series (4.20) are alternating. However, these tenns are not necessarily decreasing in 
modulus from the beginning. Below we derive bounds on the decrease of the tenns in the series 
(4.20) from which we can decide when these tenns are decreasing. To do so, we first need 

bounds for c;+1 / c; and d;+1 Id;. From lemma 2.27 it follows that as i ➔ -, 

<X; <Xi+I P; f A2, T J.A,. (4.21) 

Hence, by defining for i :2!: 0 

_ l-A1 
Ci= ' a;/p;-1 

- 1 
d;= 1-(3;, 

we obtain from the recursions relations (4.14) and (4.15) that for i :2!: 0, 

Ci+I .,,. -. I d;+1 I .,,. d-· 
Cj ,;:,C,' ld;I ,;:, I. 

The bounds c; and d; are decreasing and asymptotically tight, i.e., as i ➔ -, 

l-A 1 -
c-J.--=-V d· J. l =H 

I A2-l ' I • 
(4.22) 

Based on the bounds c; and d; and the monotonicity given in (4.20) and (4.21) we can prove: 

Lemma4.2. 

For all m :2!: 0, n :2!: 0 and i ~ 0, 

where 

R(i, m, n) = dic;(<X;+t I C'J.;)m ('3i+I / (3;)" . 
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Proof. 

Letm ::!:O, n ::!:Oand i :.!:O. Then 

and insertion of 

<Xi+2 = <Xi+2 l3i+I S ai+I l3; = <Xi+t • 

<Xi+t l3i+I <Xi+t l3; ai Clj 

(cf. (4.21), (4.22)) in the right-hand side of this inequality proves the lemma. □ 

The monotonicity given in (4.21)-(4.22) yields that R(i, m, n) is decreasing in i and 

asymptotically tight 

Lemma4.3. 

For all m ::!: 0and n :.!: 0, as i ➔ oo, 

R(i, m, n)..J. IHVl(A1IA2r+n. 

We can now conclude that for fixed m ::!: 0, n :.!: 0 with m + n > N the bounds R (i, m, n) 

on the decrease of the i-th tenn in ( 4.20) are eventually less than one. From there on the tenns in 
(4.20) are monotonically decreasing in modulus, so, since these tenns are also alternating, the 

error of each partial sum is bounded by the modulus of its final tenn. 

4.4. Numericalsolution of the equilibrium equations 

If N > 0, then the equilibrium equations form + n ~ N have to be solved numerically from 

the solution on the complement. These equations can be solved efficiently and numerically 

stable by an approach similar to the one in section 3.9. Below, this approach is outlined briefly. 
Define 

level l = ((0, l), (1, l-1), ... , (l-1, 1), (l, 0)}, l ::!:O. 

We show that the probabilities at level l can be solved from the solution at level l+l. This 
scheme can then be repeated to subsequently compute the probabilities at level l ➔ l-1 ➔ ... 

➔ 1 ➔ 0. First, Pt.I can be computed from the following equation derived by application of the 
balance principle to ((m, n)lm ::!:O, n ::!:O, m +n s l}. 
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Next, the probabilities P1-1,t ➔ Pi-2,2 ➔ ... ➔ Po., can be computed from the following recur­

sion relation. This relation can be established similarly as the one in theorem 3.6. 

Definition 4.4. 

The sequence x0 , x1 , x2 , ••• is the solution of 

with initial values x0 = 1 and x 1 = A.+ Tl-

It is easily verified that the numbers x; are positive and given by 

(t.. + 11) - t1 ; t2 - (t.. + Tl) ; 
X; = I+ t2 • 

t2 -ti t2 -ti 

where 

Theorem 4.5. 

Forall l > O. 

k k-i 
P.t.1-kXk+I = Pk+t,l-k-lxkµ + L Pi,l-i+1X;A. 11 for k = 0, 1, ... , l-1 . 

i=O 

(4.23) 

The recursion relation in theorem 4.5 is numerically stable, since all coefficients in these 

recursion relations are nonnegative, so the calculations involve only the multiplication and addi­

tion of nonnegative numbers. This concludes the numerical solution of the equilibrium equa­

tions for m + n <So N. Finally, from ( 4.17) and the limits (2.68) in section (2.10), it follows that 

successive terms in the series (4.20) satisfy 

I d;+t (C;+1 ar+1 + C;+2<Xf+2)~7+1 I l -A I [ A I ] m+-n • 
----------'-- ➔ --- -- (1 ➔ oo) 

ld;(c;af+c;+1af+1)~71 A2-l A2 ' 

for all m ~ 0, n ~ 0. Hence, convergence of the series (4.20) is faster for states further away 

from the origin, so it is numerically sensible to use the series (4.20) only to calculate Pm.n for 

m + n > M where M > N and to use the relations (4.23) to calculate Pm,n form+ n <So M. 
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4.5. Product form expression for the number or jobs in queue I 

In this section we show that the product fonn expressions for the probabilities p,,.,,, lead to 

similar expressions for the mean number of jobs in queue I. Similar expressions can be derived 

for other quantities of interest. 

Inserting p,,., 11 = c-1 x,,.,,.(«..) form + n >Nin the expression for the mean number of jobs 

L1 in queue I leads to 

L, = L L np,,.,,. 
m=011=0 

N oo 

= r, fl/Jm,n + c-J r, n 1: Xm,n(<X.+-) + c-t r, n r, Xm.n(CX+) 
m2~1121 n=I m=O n=N~ m=O 
m+11SN 

N 00 c·af!l-11+1 C a.N-n+I 
= l: npm,11 + c-t l: n L di(-'-' -- + i+I i+l )137 

m20,n21 n=I i=O 1-0.; l -0.;+1 

m+nSN 

(4.24) 

The tenns in the series above are alternating and the decrease of these tenns is also bounded by 
R (i, m, n ). Hence, if R (i, m, n) < I for some i, then from there on the errorof each partial sum 

is bounded by its final tenn. 

4.6. Numerical examples 

In this section we present some numerical results. In table 4.1 we list for µ' = I, µ = 10 

and decreasing values of p the probabilities Po, 1, Po,2,Po,3 and Po,4 computed with an accuracy 
of 0.1 % by using the series (4.20). The results in table 4.1 illustrate that the convergence of the 

series (4.20) is faster for states further away from the origin and that N increases when p 

decreases. 

In table 4.2 we list values of Lr with an accuracy of0.1 % forµ'= 1, p. = 10 and decreasing 

values of p. In the second column L1 is calculated by use of (4.24); in the fourth column the 

same calculations are done by use of (4.24) where N is replaced by a somewhat larger number, 

M say. Of course, then some extra effort is needed to solve the equilibrium equations for 
m + n :;; M, but this effort is easily compensated by the advantages of efficiently computing the 

series in the expression (4.24). 
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p Po,1 Po,2 Po,3 Po,4 N 

0.9 0.()1)89 (4) 0.0010(2) 0.0000(2) 0.0000(2) 0 
0.7 0.2876 (8) 0.01 QC) (3) 0.0003 (2) 0.0000 (2) 0 
0.5 0.4540(40) 0.0396 (4) 0.0020(3) 0.0001 (2) 0 
0.3 0.1130(5) 0.0086 (3) 0.0006 (2) 1 
0.1 0.3462 (19) 0.0508 (4) 0.0048 (3) 1 

Table4.1. 

Values of Po,1 ,Po,2, Po,3 andpo,4 with an accuracy of 0.1%for µ' = 1, µ= 10 and 

decreasing values of p. The numbers in parentheses denote. the number of terms in 
(4.20) needed. 

p L1 N L1 M 

0.9 0.10()C)(4) 0 0.1010 (2) 1 
0.7 0.3113 (8) 0 0.3116 (2) 2 
0.5 0.5442 (39) 0 0.5440 (3) 2 
0.3 0.8333 (5) 1 0.8332 (3) 2 
0.1 1.3701 (18) 1 1.3703 (3) 3 

Table4.2. 

Values of the mean number of jobs Li in queue I with an accuracy of 0.1% for 
µ' = 1, µ = 10 and decreasing values of p. In the second column Li is calculated by 

use of(4.24); in the fourth column the same calculations are done by use of (4.24) 
where N is replaced by M. The numbers in parentheses denote the number of terms 
in each of the series in ( 4 .24) needed. 

4.7. Conclusion 

In the chapters 3 and 4 we treated two queueing problems as an application of the theory 
in chapter 2. For these two problems we found explicit expressions for the stationary queue 
length probabilities as well as for some global performance measures. These expressions are 
useful from a numerical point of view, since they can be calculated efficiently and accurately. 
In chapter 5 we show how the compensation approach can be extended to the asymmetric 
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shonest queue problem. This problem differs from the ones studied so far with respect to the 

form of the state space; this problem can be modelled as a Markov process on two coupled 

regions n ~ 0 and n ~ 0. 
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Chapter 5 

The asymmetric shortest queue problem 

In chapter 2 as the state space we have chosen the lattice in the first quadrant of R 2. In 

this chapter we analyse the asymmetric shortest queue problem, which cannot be modelled as a 

Markov process on such form of state space. This problem is characterized as follows. Jobs 

arrive in a Poisson stream at a system consisting of two parallel exponential servers with dif­

ferent service rates. The jobs require an exponentially distributed workload with unit mean. On 

arrival a job joins the shortest queue and, in case of equal queue lengths, joins one queue or the 

other with probability 1 - q and q respectively, where q is an arbitrary number between O and 1. 

This problem can be modelled as a Markov process on the lattice in the right half-plane of R 2 

· with different properties in the upper and lower quadrant It appears that the compensation 

approach also works for this problem. So extensions of the approach to a more general state 

space are quite well possible. 

Only few analytical results for the asymmetric shortest queue problem are available in the 

literature. The uniformization approach used by Kingman [52] and Aatto and McKean [32] to 

analyse the symmetric version does not seem to be generalizable to the asymmetric version. 

Cohen and Boxma [21] and Fayolle and Iasnogorodski [26,27,47] show that the analysis of the 

asymmetric shortest queue problem can be reduced to that of a simultaneous boundary value 

problem in two unknowns. This type of boundary value problem stems from the interaction 

between the upper and lower quadrant of the state space and requires further research. Knessl, 

Matkowsky, Schuss and Tier [54] derive asymptotic expressions for the stationary queue-length 

distribution. To our knowledge no further results exist in the literature. 

The compensation approach constructs solutions on the upper and lower quadrant. These 

solutions are infinite sums of products and, due to the interaction at the horizontal axis, these 

infinite sums have a binary tree structure. The expressions for the equilibrium probabilities 

easily lead to similar ones for the moments of the sojourn time or other quantities of interest. 

The compensation approach further is easily adapted to small modifications in the model; the 

approach can be extended to a threshold-type shortest queue problem and to the shortest queue 

problem with parallel multi-server queues. The analytical results offer efficient numerical algo­

rithms. In fact, all nice numerical properties of the symmetric problem are preserved. The 

compensation approach yields recursion relations by which the terms in the binary tree can 

easily be calculated and few terms suffice due to the fact that the convergence is exponentially 

fast. In addition, bounds for the error on each partial tree are provided. For highly unbalanced 
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systems however, the series of product forms may diverge for small m and n. A system is called 

highly unbalanced if one of the servers is working much faster than the other. Therefore we 

derive a numerically stable recursive algorithm for solving the equilibrium equations around the 

origin of the state space from the solution on the complement. This approach can also be used 
if convergence of the series of product forms in states around the origin is slow compared to the 

convergence in states further away from the origin. 

This chapter is organired as follows. In section 5.1 the model and the equilibrium equa­

tions are formulated. In section 5.2 we outline the compensation approach and we define the 

resulting infinite sum of product form solutions denoted by Xm, 11 , Sections 5.3, 5.4 and 5.5 are 

devoted to prove that Xm, 11 converges absolutely. Section 5.6 presents the main result stating 

that Pm.11 equals Xm, 11 up to a normalizing constant C. In sections 5.7 and 5.8 similar series of 

product form solutions are derived for C and the moments of the sojourn time. Section 5.9 

comments on two extensions of the compensation approach and concludes the analytical treat­

ment. The rest of the chapter approaches the results from a computational point of view. In sec­

tion 5. IO we derive bounds on the contribution of each subtree and the next section presents a 

basic scheme for the computation of the trees of product forms. In section 5.12 we propose an 

efficient and numerically stable algorithm for numerically solving the equilibrium equations for 

states around the origin of the state space from the solution on the complement of the state 

space. Section 5 .13 is devoted to some numerical considerations and presents numerical results. 

An alternative strategy to the computation of trees is discussed in section 5.14. The final section 

is devoted to conclusions. 

5.1. Model and equilibrium equations 

Consider a queueing system consisting of two parallel servers with service rates y1 and 'Y2 
respectively, where y1 > 0, 'Y2 > 0 and y1 + y2 = 2 (see figure 5.1). Jobs arrive according to a 

Poisson stream with rate 2p where O < p < 1. On arrival a job joins the shortest queue and, if 

queues have equal lengths, joins one queue or the oth-:r with probability 1 - q and q respec­

tively, where q is an arbitrary number between O and 1. The jobs require exponentially distri­

buted service times with unit mean, the service times are supposed to be independent and 

independent of the arrival process. This model is known as the asymmetric shortest queue 

model. This queueing system can be represented by a continuous-time Markov process, whose 

state space consists of the pairs .(i, j), i, j = 0, 1, ... where i and j are the lengths of the two 

queues. Instead of i and j we use the variables m = min(i, j) and n = j - i. Let {pm,,.} be the 

equilibrium distribution. The transition-rate diagram is depicted in figure 5.2. The equilibrium 

equations for {pm,11 } are formulated below. 
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2p 

Figure 5.1. 

The asymmetric shortest queue model. Arriving jobs join the shortest queue and, if 

queues have equal lengths, join either queue with probability 1 - q and q 

respectively. It is supposed that O < p < 1 and y1 + y2 = 2. 

n 

'YI 

:)\ . 
Y2 2p 'Y2 2p 

2qr 'YI 2qp 

m 

2(i-q)p Y2 2(1-q)p 

'YI 2p 'YI 2p 

Y: . . 
Y2 

Figure 5.2. 

Transition-rate diagram of the asymmetric shortest queue model in figure 5.1. 
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p,,.,,.2(p + 1) =Pm-l,11+t2P + Pm,..+IY2 +Pm+l,n-lYI , 

Pm.12(p + 1) =Pm-1,22P + Pm.2'Y2 + Pm+1,0Y1 +Pm,o2qp, 

Po,,.(2p+12)=po,11+1'Y2 +P1,n-1Y1, 

Po,1 (2p + )'i) = Po,21'2 + P 1,0Y1 + Po.o2qp , 

p,,.,,.2{p + 1) = P111-l,11-12P + Pm.n-tYt + Pm+t,11+1Y2 , 

Pm,-12{p+ l)=Pm-t,-22P+Pm,-2Y1 +Pm+1,0Y2 +Pm,o2(1-q)p, 

Po,,.(2p+y1)=po,11-1Y1 +P1,n+1Y2, 

Po,-1(2P+Y1)=po,-2Y1 +P1,0Y2 +Po,o2(1-q)p, 

Pm,o2(p + 1) =Pm-1,12P + Pm, 1Y2 + Pm-1,-12P + Pm,-1Y1 , 

Po,o2P=Po.1Y2+Po.-1Y1 · 

· In figure 5.3 it is illustrated where the different types of conditions hold. 

n 

(5.3) (5.1) 

(5.4) (5.2) 

(5.10) (5.9) 
m 

-1 
(5.8) (5.6) 

(5.7) (5.5) 

Figure 5.3. 

m > 0, n > 1 

m>O 

n>l 

m>O,n<-l 

m>O 

n <-l 

m>O 

The different types of conditions for the equilibrium distribution {Pm,n). 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

For the symmetric problem, i.e., when y1 = )'i = l and q = 112, the regions n ;:: 0 and n ~ 0 

are mirror images of each other, which implies that Pm, -n = Pm,n, so the analysis can then be 
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restricted to one region. For the asymmetric problem, Jiowever, these regions are no longer mir­

ror images of each other, so we have to construct solutions on each of the two regions. In the 

following sections we try to prove that there are ai, Tti, ~i, and Cj, di and e; such that 

-p,,._,. = I, cia1'117 for m ~ 0 , n > 0 ; 
i=O 

-p,,._,. = I, dia7'~i"" for m ~0, n < 0; 
i=O 

-Pm.o = I, eia7' for m ~ 0. 
i=O 

After introducing the first tenns these series are constructed by adding tenns in the upper qua­

drant satisfying (5.1) and by adding tenns in the lower quadrant satisfying (5.5) so as to alter­

nately satisfy the vertical conditions (5.3) and (5.7) and the horiwntal conditions (5.2), (5.6) 

and (5.9). Afterwards it is checked whether the remaining conditions (5.4), (5.8) and (5.10) are 

· satisfied. 

5.2. The compensation approach 

The compensation approach starts with the solution describing the asymptotic behaviour 

of p,,._,. as m ➔ 00• Numerical experiments suggest that there are Oo, Pt, J½, dt and d2 such 

that 

p,,._,. - Kd t a3'P1 (m ➔ 00 , n > 0) ; 

Pm.11 -Kd2a!l'P2" (m ➔ 00 , n < 0); 

Pm.o -Kall' 

(5.11) 

for some constant K. The question arises: what are <Jo, Pt, j½, dt and d2? First <Jo is found by 

following the same reasoning as in section 1.1, yielding 

Oo =p2. 

The products (5.11) describe the behaviour of p,.._,. away from the vertical boundary. Therefore 

they have to satisfy the conditions (5.1), (5.2), (5.5), (5.6) and (5.9). Insertion of a3'P7 in (5.1) 

and then dividing the resulting equation by a3'-tp7-1 yields a quadratic equation for p1• A 

similar equation is obtained for J½ by use of (5.5). 
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LemmaS.1. 

(i) The product a"'IJ'' is a solution of equation (5.1) if and only if 

<Xj32(p + 1) = fJ22p + af32'Y2 + 0.2'Yt ; 

(ii) The product a"'fJ..., is a solution of equation (55) if and only if 

<Xj32(p + 1) = p22p + af32'Yt + 0.2"f2 . 

For fixed a. the quadratic equation (5.12) in Pis solved by (cf. (2.41)) 

p + 1 ± ✓(p + 1)2 - (2p + a.y2)'Y1 
X (a.)= a.----------

:!:. 2p + <XY2 

(5.12) 

(5.13) 

Let Y +<13) be the roots of (5.12) for fixed p. Similarly x+(a.) and y +<P) are the roots of (5.13) 

for fi;ed a. and p respectively. Applying lemma 5. l(i) to a3'137 ;ith °<J = p2 we obtain the 

roots Pt =X+(P2)=p and Pt =X_(p2). The first root yields the asymptotic solution 

Pm,n - Kp2mpn for some K, corresponding to the equilibrium distribution of two independent 

M IM 11 queues, each with a workload p. However, the queues of the shortest queue model are 

strongly dependent, so the only reasonable choice is 

P2'Yt 
Pt =X_(p2)=-- · 

2+p"f2 

Similarly we obtain from lemma 5. l(ii) 

P2'Y2 Pi = x_(p2) = -- . 
2 + P'Yt 

The coefficient d I is found by substituting Pm,n = d I a3'PT for m ;;;:: 0, n > 0 and Pm, o = a.3' 

form ;;;:: 0 in condition (5.2). This results in the following equation, which is simplified by use of 

equation (5.12). 

d t °<l'Yt = °<l'Yt + 2qp . 

A similar equation is obtained for d2 by insertion of Pm,n = d2a3'P2n form;;;:: 0, n < 0 and 

Pm, 0 = a3' form ;;;:: 0 in condition (5.6). This yields 

d2°<J'Y2 = ay2 + 2(1- q)p. 

For d 1 and d 2 given by these two equations, it is easily verified that condition (5.9) is also 

satisfied. Hence, for the values of °<J, Pt, fu, d I and d 2 found, we conclude that the sequence 

Pm,n given by 

d I a.3'PT for m ;;;:: 0, n > 0 ; 
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satisfies the conditions (5.1), (5.2), (5.5), (5.6) and (5.9). However, this sequence violates the 

conditions (5.3) and (5.7) at then-axis. To compensate for d1a8'131 on the positive n-axis we 

follow the same procedure as in section 1.1: 

Try to find c i, a. 13 with a, 13 satisfying (5.12) such that 

d 1 a8'131 + d 1 C 1 a"'l3" satisfies (5.3). 

To satisfy (5.3) for all n > 1 the !3-factor of the two tenns must be the same, so we have to take 

13= 131. 
For 13 = 131 equation (5.12) has roots Y +<131) and Y -<P1) satisfying Y +<131) > 131 > Y -<131) > 0 
(cf. lemma 2.15). So ao = Y +<P1) and thus we are forced to take the smaller root for a. i.e., 

a=a1 = L(l31). 

Insertion of d 1 a8'131 + d 1 c 1 cx'l'l31 in (5.3) and dividing by d 1131-1 leads to an equation for c 1 , 
which is easily solved._ The same procedure is applied to compensate for d2a8'13i'" on the 
negative n-axis: add d2c2afl32" where cx2 =y-(J½) and solve c2 from condition (5.7). This 
results in the sum 

d 1 a8'131 + d 1 C 1 cx'{'l31 for m ~ 0, n > 0 ; 

d2a8'13i" + d2c2afl32" for m ~ 0, n < 0 ; 

a8' for m~0.n=0, 

satisfying the conditions (5.1), (5.3), (5.5) and (5. 7). This procedure is generaliud in the fol­

lowing lemma (cf. lemma 1.2). 

LemmaS.2. 

(i) Let z,,.,,. = Y!'(P)P" + cY~(P)fi" form.:: 0, n > 0. 
Then z,,.,,. satisfies (5.1) and (5.3) if c is given by 

Y -<P>-13 
C = - y +(Ji) - Ji . 

(ii) Let w,,.,,. = y!' (13)13...,. + c~ (13)13...,. for m .:: 0, n < 0. 
Then w,,.,,. satisfies (5.5) and (5.7) if c is given by 

Y-(P)-13 
c=- Y+<P>-13 · 
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The new tenns d1c1a'l'P7 and d2c2cxf Pi" violate the conditions (5.2), (5.6) and (5.9) at the 
m-axis. Compensation of these errors requires addition of tenns with the same a-factor as the 
two error tenns. Since the two error tenns have different ex-factors, we have to compensate for 
each of them separately. For the compensation of d I c I cx'l' PT we use the following procedure: 

Try to find d3; d4,fi, Pl, P• with CX1, Pl satisfying (5.12) 

and cx1, P4 satisfying (5.13) such that the sequence Pm.11 given by 

c1d1cx'l'PT +c1d3a'{'p; for m ~ 0, n > 0; 

c1d4a'l'Pt 

cif1«'l' 

satisfies (5.2), (5.6) and (5.9). 

for m~O.n<O; 

for m~O.n=O, 

(5.14) 

For ex= cx1 equation (5.12) has roots X+C«1) and X_(cx1) satisfying X+C«1) > «1 > X_(cx1) > 0. 
So P1 = X+(CX1) leaving the smaller root for Pl, i.e., 

Pl =X_(cx1). 

For p4 we may choose between the rootsx+(cx1) and x_(cx1) of equation (5.13) with ex= cx1. It is 
desirable to keep d4cx'{'P:.' as small as possible, so we take the smaller root, i.e., 

p4 =x_(CX1). 

Insertion of the tenns (5.14) in (5.2), (5.6) and (5.9) and dividing by c I cx'{'-1 leads to three 

equations for d3 , d4 and/ 1 which are easily solved. The same procedure is applied to compen­
sate for d2c2cxf Pi": add dsc2cxfpg solution in the upper quadrant, add d6c2cxf Pl' to the 
solution in the lower quadrant and add c,J2cxf to the solution on them-axis where 

Ps =X-(cx2), 

136 =x_(cx2), 

and solve ds, d6 andh from the conditions (5.2), (5.6) and (5.9). This results in the sum 

for m ~ 0, n > 0 ; 

for m ~o. 
satisfying the conditions (5.1), (5.2), (5.5), (5.6) and (5.9). The following lemma generalizes the 
compensation at the m-axis. 
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Lemma5.3. 

(i) Let 

{

«"X:(a)+da"'X~(a) for m ~O, n > O, 

z...,,. = ga"'x:"(a) for m ~O, n < 0, 

fa!"' for m ~ 0 , n = 0 . 

Then z...,,. satisfies (5.1 ), (5.2), (5.5), (5.6) and (5.9) if d, g and/ are given by 

Cl"ft + 2qp <l"fl + 2(1 - q)p 
X_(a) + x+(a) - 2<P + l) 

d = - ay1 + 2qp <l"fl + 2(1 - q)p , 
---+ ----- - 2(p + 1) 

X+(a) x+(a) 

Y1(<XY2 +2(1-q)p)[ x_~a) - X+~<X)] 
g-----,~-----~----~.....,.. 

- [<XYt +2qp <X"fl +2(1-q)p ] 
"fl X +(<X) + X+(<X) - 2(p + 1) 

~ [ x_~a) - X+~a)] 

f = - Cl"ft + 2qp <l"fl + 2(1 - q )p 
X+(a) + X+(<X) - 2(p + l) 

(ii) Let 

{
a!"'x:;:"(a)+da"'x:"(a) for m~O,n<O, 

Wm,n = ga!"'X~(a) for m ~o, n > 0, 

Jam for m ~ 0 , n = 0 . 

Then Wm,n satisfies (5./ ), (5.2), (5.5), (5.6) and (5.9) if d, g and/ are given by 

<XY1 + 2qp <X"fl + 2(1 - q)p 
X+(a) + x_(a) - 2<P + l) 

d=--------------
Cl"ft + 2q p <l"fl + 2( 1 - q )p 

X+(<X) + X+(<X) - 2(p + 1) 

Y2(<XY1 + 2qp)[ x_~a) - X+~a)] 

g =- [<XYt +2qp <X"fl +2(1-q)p ] ' 
Yt X+(<X) + X+(<X) - 2(p + 1) 
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/=- <r'fl +2qp <X'h +2(1-q)p 
_X_+_(a_) _ + __ x_+_(a_) __ - 2(p + l) 

We added tenns in the upper and lower quadrant to compensate for d 1 C 1 ar Pf and 
d2c2afPi" on the hori1.0ntal axis and in doing so introduced new errors at the vertical axis, 
since the tenns added violate the conditions (5.3) and (5.7). It is clear how to continue: the 
compensation procedure consists of adding on tenns so as to alternately compensate for the 
error at the vertical axis, according to lemma 5.2, and for the error at the hori1.0ntal axis, accont­
ing to lemma 5.3. This results in an infinite sum of tenns in the upper and lower quadrant Due 

to the compensation at the hori1.0ntal axis these sums have a binary tree structure. Let x,,,,11 be 
the resulting infinite linear combination of products a"'l3". The detailed definition of x,,,,11 is 
given below. We first fonnulate the recursion relations defining the a's and P's in this linear 

combination. These a's and P's can be represented by the binary tree depicted in figure 5.4. 
This tree is called the parameter tree. 

~ CXs Cl(; 

A A A 
P., 13s 1310 1311 1312 1313 l314 

Figure5.4. 

The parameter tree. The sequences {a;} and { 13;} are generated t,y use of the 
quadratic equations in the upper and lower quadrant. 
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In figure 5.4 the a's and ji's are numbered from the root and from left to right. For specifying 

the recursion relations to generate the parameter tree, we use the following notations: 

P1(i) = the left descendant of a; ; 

Prcil = the right descendant of a; ; 

0,.(i) =the a-parent of Pi . 

Further define Las the set of indices i of Pi 's that are left descendants and R as the set of indices 
i of Pi 's that are right descendants, i.e., 

L = {l(i)li =0, 1, 2, · · ·}, 

R={r(i)li=O, 1,2, ···}. 

It is easy to check that for the numbering in figure 5.3 we have 

l(i)=2i+1; r(i)=2i+2; p(i)=li;lj; 

L = {2i + 11 i = 0, 1, 2, · · · } ; 

R = {2i + 21 i = 0, 1, 2, · · · } . 

As starting value we take 

Oo =p2. 

Then for all i ~ 0 the left descendant P,cil of a; is defined as the smaller root of equation (5.12) 
with a= ai and the right descendant P,(i) of ai is defined as the smaller root of equation (5.13) 

with a= a;. The descendant <Xi(i) of P1(i) is defined as the smaller root of (5.12) with P = P1(i) 
and and the descendant a,(i) of P,(i) is defined as the smaller root of (5.13) with P = P,(i)· By 
lemma 2.15 we have forO <a< 1 

X+(a) >a> X_(a) > O 

and similar inequalities hold for Y ± (13), x ± ( a) and y ± l~). Using induction it then follows that 

for all i ~ 0, 

P1(i) = X_(a;), P,(il =x-(a;). 

<Xi(i) = Y _(J3i(i)), a,(i) = Y-(Pr(i)) • 

and that 

a; > P,ci) > <Xi<i> > o • 

a; > P,ci> > a,<i> > o . 

(5.15) 

So {a;} and {!3;} form a decreasing positive tree. For all ieL the products a~ci)P7 and a7'P7 
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satisfy condition (5.1) by lemma 5.l(i); for all ieR the products a;<i)Pi" and afP?' satisfy 

condition (5.5) by lemma 5.l(ii). Let us define the infinite sum x,,.,,. by 

x,,,,,. = I: d;(Cp(i)a;(i) + c;a7')P7 for m ~ 0 , n > 0 , 
ieL 

x,,.,,. = I: d;(Cp(i)<X;(i) + c;a:")Pi" for m ~ 0, n < 0 . 
ieR 

(5.16) 

(5.17) 

By linearity the sum x,,,,11 satisfies the conditions (5.1) and (5.5). Below we define the 

coefficients c; and d; such that x,,.,,. also satisfies the boundary conditions (5.2), (5.3), (5.6), 

(5.7) and (5.9). First we note that for each m ~ 0, n > 0 the sums x,,.,,. and x,,.,_,. can be 

represented in one binary tree derived from the parameter tree. This tree is called the compensa­

tion tree and depicted in figure 5.5. The indices i of left descendants d;(Cp(i)a;(i) + c;a7")P7 in 

the compensation tree run through L. The indices i of right descendants run through R. So x,,.,,. 
is the sum of all left descendants and Xm, _,. is the sum of all right descendants in the compensa­

tion tree. 

d 1 (coa.3' + c 1 af)PT 

~ 

Figure 5.5. 

The compensation tree. For each m ~ 0, n > 0 the left descendants add up to x,,.,,. 

and the right descendants add up to Xm, _,,. 

The coefficients c; are such that (cp(i)a;(i) + c;a:")Pf satisfies (5.3) for all ieL and such 

that (cp(i)a;(i) + c;af)Pi" satisfies (5.7) for all ieR. Application of lemma 5.2 and using the 

relations (5.15) yields that c; can be obtained from Cp(i) by 

Y_(p;)-P; 
C; =- y +<P;)- Pi Cp(i) (ie L), 

(ieR), 
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By linearity of (5.3) and (5.7) it then follows that Xm,n satisfies (5.3) and (5.7). Compensation at 

the horiwntal axis requires pairs with the same a-factor. Therefore we rewrite Xm,n as 

Xm,11 =cod1P1a3' + I, c;(diM +d1(i)P7(i))a1' + I, cid1(i)P?(i)a1' 
~L ~R 

for m ~ 0, n > 0, (5.18) 

Xm,n = cod2P:tali' + l:, Cidr(i)P;c'i)a1' + l:, C;(d;p;--n + d,(i)p;(i))a1' 
ieL ieR 

for m~O. n <0, (5.19) 

and define Xm, 11 on the m-axis by 

-Xm,o = I, cJ;.a'{' = cofoali' + I, cJ;.a'{' + I, cJ;.a'{' 
i=0 ieL ieR 

The coefficients di and Ji are such that for i e L the tenns 

(d;P7 + d1(i)P?<;>)a'{' 

d,(i)P;f;>a'{' 

for m ~ 0 , n > 0 ; 

for m ~ 0 , n < 0 ; 

for m~O.n=O, 

for m ~o. 

satisfy (5.2), (5.6) and (5.9) and such that for ieR the same conditions are satisfied by 

d1(i)P7<i)a1' for m ~ 0, n > 0 ; 

(d;PT" + d,(i)P~i))a1' for m ~ 0 , n < 0 ; 

fiaT for m ~ 0 , n = 0 . 

(5.20) 

Application oflemma 5.3 and using the relations (5.15) yields that di(i)• d,(i)• Ji can be obtained 

from di by 

<X;Y1 +2qp aiY2 +2(1-q)p 
---+ _ -2(p+l) 

X_(a;) x+(aj} 
d1(i) =---------------di 

O.iYJ + 2qp O.iY2 + 2(1 -q)p 
---- + ------ - 2(p + 1) 

X+(<X;) X+(O.i) 

Y1 (CJ.;'(2 + 2(1 - q )p) [-1- - - 1-] 
x_(a;) X+(ai) 

d,(i) =- [ ] di <XiYI + 2qp <XiY2 + 2(1 - q)p 
Y2 ---+ ----- -2(p + 1) 

X +<ai) x+(aj} 

(ieL), 

• 
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<X;Yt [ X_~ai) - X+~<X;)] 
I'. - ____ _..:.. _____ -"----d· 
Ji -- <X;Y1 + 2qp Cl(Y2 + 2(1-q)p 1 

----+ ----- -2(p + 1) 
X+(Cli) X+(Cli) 

l2(<X;Yt + 2qp) [ x)ai) - x)ai)] 
d - ------~~----~-~di 
/(i)-- [CliYt +2qp Clil2+2(1-q)p 

Yt X+(<X;) + X+(Cli) -2(p + 1) 

CX.-'Yt + 2qp CliY2 + 2(1- q)p 
----+----- -2(p + 1) 

X+(Cli) x_(Clj) 
d,(i) =---------------di 

CX.-Yt + 2qp CX.-12 + 2(1- q)p 
----+ ----- -2(p + 1) 

X+(Clj} X+(CX.-) 

with initially 

di= tloYt + 2qp , 
tloYt 

tlo12 + 2(1 -q)p 
d2=------, 

tlo12 

Jo= 1. 

(ieL), 

(ieR), 

(ieR), 

(ieR), 

By linearity of (5.2), (5.6) and (5.9) it then follows that Xm,n satisfies these conditions. This 

completes the definition of Xm,n• We may conclude that {Xm,n} is a fonnal solution to all equili­

brium equations if we show that the conditions (5.4), (5.8) and (5.10) are also satisfied. To show 

that (5.4) is satisfied, we first rewrite this condition as 

Po,1 (2p + 12)- Po,2Y2 = P 1.0Y1 + Po,o2qp · (5.21) 

Insertion of the sum (5.16) in the left-hand side of (5.21) yields 

xo.1 (2p + 12)-xo,212 = _L di[ (cp(i) + ci)~i(2p + 12)- (cp(i) + ci)~T12] . (5.22) 
,eL 

For ie L the coefficient ci is such that (cp(i)a';ci) + ciaf )~7 satisfies (5.3) or equivalently 

(5.21). Substituting this tenn in (5.21) leads to 
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(Cp(i) + c;)P7(2p + 12)- (cp(i) + c;)P7+1'Y2 = (cp(i)<lp(i) + c;<X;)p7-1.y1 . 

Dividing both sides of this equality by p7-1 and then inserting in (5.22) yields 

xo,1 (2p + Y2)-xo,21'2 = L d;(cp(i)<lp(i) + c;a;)'y1 
ieL 

= cod 1 <Xo'Y1 + 1:: c;(d; + di(i))<Xi'Y! + L c;d,c;><X;'Y1 . (5.23) 
~L ~R 

On the other hand, inserting the sum (5.20) in the right-hand side of (5.21) yields 

x1,o'Y1 + xo,o2qp = L c;/;(<Xi'Yl + 2qp). 
i=O 

From the definition off; it is readily verified that 

<X;'Y1 
"· - (d· + die·>) --­
,, - I I <Xi'Yl + 2qp 

<l;'Y1 
f; = d1cil <X;'Y1 + 2qp 

(ieL), 

(ieR). 

(5.24) 

These relations-reduce the right-hand side of (5.24) to (5.23). So {x...,11 } indeed satisfies (5.4). 

Similarly it follows that {x...,11 } satisfies (5.8). The final condition (5.10) is also satisfied due to 

the dependence of the equilibrium equations. Hence we can now conclude that {x...,11 } is a for­

mal solution to all equilibrium equations. The next problem is to prove the convergence of the 
infinite sum x..., 11 • This is the object in the following three sections. 

Remark5.4. 

The analysis simplifies if y1 = y2. 1n this case the quadratic equations in the upper and 

lower quadrant are the same, so in the parameter tree all a's at the same depth and all Ws at the 
same depth are identical and the tree thus simplifies to a sequence with the structure 

Consequently Xm,n has a linear structure. In fact, up to some multiplicative constant Xm,n is equal 
to Xm, 11 (<4) defined by (3.20) and (3.21) in chapter 3. 

Remark 55. 

In this section <Xo is found by a heuristic argument However <Xo can also be found by 
requiring that the initial products 

d I a3'P7 for m 2! 0 , n > 0 , 



LemmaS.9. 

As i ➔ ao, then 

~l(i) 1 
--➔-

CXj A2 ' 

Clt(i) A 
--➔ I• 
~l(i) 

where 

P..ci> 1 
--➔-

CXj a2 

Or(i) 
~➔a1, 
..... (i) 

p+ 1- ✓(p+ 1)2 -2py1 
Ai=--------, 

Yt 
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p+ 1 + ✓(p+ 1)2 -2PYt 
A2=--------

. Yt 

p + 1 + ✓(p + 1)2 - 2P'b 
, a2= 

Proof. 

... .... We P!!!V..c? the first li_mit. The other limits are proved similarly. As i ➔ 00, then CXj ➔ 0 by 
corollary 5.8, so 

~l(i) = X_(CXj) ➔ At Yt =-1-. □ 
CXj «i 2p A2 

1be asymptOtic behaviour of the coefficients ci is stated in 

Lemmas.to. 

The coefficients Ci are positive for all i =0, l, 2, ···;and as i ➔ 00, then 

Cj 
-- ➔ c, if i runs through L; 
Cp(i) 

Ci 
-- ➔ C, if i runs through R, 
Cp(i) 

where 
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Proof. 

Lemma 5.7 implies that ci I cp(il > 0 for all i > 0. Since c0 > O.it follows by using induc­

tion that ci > 0 for all i ~ 0. We now prove the first limit. The other limits are proved similarly. 

As i ➔ 00, then 13; ➔ 0 by corollary 5.8, so if i runs through L 

Cj I - f_(j3;) / P; 1 -A 1 
--=----- ➔ --=C,. D 
Cp(i) y +CP;)/ 13; - 1 A2 - 1 

Before stating the asymptotic behaviour of d; and /; we investigate whether the common 
denominator in the definitions of d1c;J, d,.c;J and/; never vanishes. The denominator 

(ex Y1 + 2qp) ex (ex i'i + 2(1-q)p) ex 
-----+ ------- - a2(p + 1) 

X+(ex) X+(ex) 

vanishes at ex= CXo and ex= 1 and is strictly convex for O < ex< 1 (cf. the proof of lemma 2.17). 

Hence the denominator is positive for O <ex< exo. Since O < ex; < CXo for i ~ l, it then follows 

that the common denominator in the definitions of diciJ• d,(i) and/; is positive for i ~ l. Using 

lemma 5.7 it is easily shown that the numerators in these definitions are also positive. So di and 

/; are alternating of sign with respect to the depth in the compensation tree, i.e, for all i ~ l, 

d1ciJ O d,.cil 0 d; < • d; < • 

ft(i) 0 -< Ji ' 

The next lemma describes the asymptotic behaviour of the coefficients d;. 

LemmaS.11. 

As i ➔ oo, then 

d10> 
7➔-D11, 

I 

d,(i) D 
d; ➔ - Ir if i runs through L; 

d1(il D 
d; ➔ - rl• 

d,(il D 
d; ➔ - rr if i runs through R, 

where 

qA2 +(1-q)a1 
Du=------. 

qA1 +(1-q)a1 

(l -q)(A2 -A1)y1 
D1, = -------' 

(qA1 +(l-q)a1)y2 

q(a2 -a1)'Y2 
D,1 = ------- ' 

(qA1 +(l-q)a1)y1 

qA1 +(1-q)a2 
D"=------

qA1 +(l -q)a1 
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Proof. 

We prove the first limit. The other limits are proved similarly. Multiplying the numerator 

and denominator in the definition of dt(i) for ieL by a; and letting i ➔ -,so a; ➔ 0 by corol­
lary 5.8, we obtain 

die;> ➔ - qA2+(1-q)a1 =-Du. □ 
d; qA1 +(l-q)a1 

The asymptotics of/; is stated in the lemma below. Its proof is similar to that of lemma 5.11. 

LemmaS.12. 

Asi ➔-, then 

f; 
-- ➔ -F, ifirunsthroughR, 
d;a; 

where 

The lemmas 5.9-5. 12 are the ingredients to prove theorem 5.6. 

S.S. Proof of theorem 5.6 

We can now prove that the series (5.16), (5.17) and (5.20) converge absolutely. First con­
sider a fixed m ~ 0 and n ~ 0. Since ex;, p;, c; are positive for all i ~ 0, it follows that the series 
(5.17) with -n replaced by n and the series (5.16) converge absolutely if and only if 

-I: Id; l(cp(i)a;(i) + c;a7')P7 < 00 • 

i=I 

Below it is shown that the terms in this infinite sum converge exponentially fast to zero. First, 

ld1(i)l(c;a7'+c1(i)al'(i))P?(i) {Ru(i,m,n) for ieL; 
is abbreviated by R (i m n) for ieR ., 

I d;I (Cp(i)a;(i) + c;af')M rt • • 

I d,(i) I (c;a'(' + c,(i)a~i))P~(i) { R1,(i, m, n) for ie L; 
is abbreviated by R (. ) fi . R 

Id; I (Cp(i)a;(i) + c;a'(')P? " 1, m, n or 1e . 
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By the lemmas 5.9-5.12 we obtain that as i ➔ 00 and i runs through L, 

R11(i, m, n) ➔ R11(m, n) := D11C1[ ~:] m+-ri , 

l+C,(a1/a2r [AA
2
1]m[Aa

2
1]". R1r(i, m, n) ➔ R1r(m, n) :=D1rC1 ------

1 + C1 (A I I A 2r 

and as i ➔ oo and i runs through R, 

l+C,(A1/A2r [aa21]m[Aa21]". R,1(i, m, n) ➔ Rr1(m, n) :=D,1C, ------
1 +C, (a1 lazr 

R"(i, m, n)➔ R"(m, n) :=D"C' [ :: ] mrn 

Hence, in the limit the tenns behave geometrically. To fonnulate necessary and sufficient con­

. ditions for the convergence of the infinite sum we need the notion of a positive geometrical 
binary tree. 

Definition 5.13. 

The numbers n 1 , n 2, n 3, .. .form a positive geometrical binary tree if: 

(i) The numbers n; have a binary tree structure as depicted in figure 5.6; 

(ii) The initial values n I and n2 are positive; 

(iii) The geometrical behaviour is determined by the nonnegative matrix [ :;: :: ] such that: 

n1(i) = R11 n; , n,(i) = R1, n; if n; is a left descendant; 

n1(i) = R,1 n; , n,(i) = R,, n; if n; is a right descendant. 

Notice that the tree of numbers n 1, n2 , n 3 , ••• is of the same structure as the compensation tree 

depicted in figure 5.5. Let cs(A) denote the spectral radius of the matrix A, then in particular, 

"'[ R11 R,1] __ R11 + R,, + ✓ (R11 - R" )2 + 4R1,R,1 . 
v R --------- (5.25) 

Ir R,, 2 

-The next lemma provides a necessary and sufficient condition for the convergence of L n;. 
i=I 
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Figure5.6. 

The binary tree structure of the numbers n;. 

LemmaS.14. 

.. [R" R,1] l: n; <oo<=:>o R R < 1. 
i=I Ir "· 

Proof. 

Define for all m ~ 0, 

W1(m) = the sum of all numbers n; at depth m, which are a left descendant, 

W,(m) =the sum of all numbers n; at depth m, which are a right descendant. 

Then for all m ~ 0, 

[ W1(m + 1 )] = [ R11 R,1] [ W1(m )] = = [ R11 R,1] m [ W1(1)] 
W,(m+l) R1, R,, W,(m) ... R1, R,, W,(1) • 

where W1(1) = n I and W,(1) = n2• Hence 

;~ n; = }~J W1(m+1) + Wr(m+l)] = (1, 1) }J :;: :: ] m [ ::~::] • 

If a[ : 11 :rl] < 1, then [ : 11 :rl] m converges exponentially fast to zero, so l: n; < 00• 

(5.26) 

Ir rr 00 Ir " 1[. =J/1 R,i] 
If on the other hand l: n; < oo, then, since W1(1) and Wr(l) are positive and R R ~ 0, 

i = I . Ir ,, [ :: :: r ➔ 0 as m ➔ oo , 

which holds if and only if 
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□ 

Hence, the convergence of a positive geometrical binary tree is detennined by the spectral 

radius of the matrix of rates. Since the compensation tree of tenns I di 1 (Cp(i)O.';(i) + Cj0.7')13r 

behaves asymptotically as a positive geometrical binary tree with rates 

[ 
Ru R,1]-[ R11(m, n) R,1(m, n)] 
R1r R" - R1,(m, n) R"(m, n) ' 

we expect that the convergence is also detennined by the spectral radius of this matrix. First, let 

us define: 

Definition 5.15. 

For all n ~ 0, cr(n) is defined by the following equation: 

O'(n) = ½ [ D11C1(A I I A 2>" + D,,C,(a I I a2)" 

+ ✓(DuC1(A I I A2)" -D"C,(a1 I a2)")2 + 4D1,C1D,1C,(A I I A2)"(a1 I a2)"] . 

From this definition we conclude (cf. (5.25)) 

[
Ru(m, n) R,1(m, n)] 

O' R1,(m, n) R,,(m, n) = cr(m + n) · 

Since O < a 1 < 1 < a2 and O < A 1 < 1 < A2, it follows that R11(0, n), R1r(O, n), R,1(0, n) and 

R"(O, n) J. 0 as n ➔ 00• Hence, since O :s; A :s; B implies cr(A) :s; cr(B) (see e.g. (35]), we obtain 

that cr(n) J. 0 as n ➔ 00 So it is sensible to define (cf. definition 2.28): 

Definition 5.16. 

Let N be the smallest nonnegative integer such that a(N +1) < 1. 

Bdow we prove that if cr(m + n) < 1, or equivalently m + n > N, then 

:E ldil(Cp(iJO.';(i) + Cj0.:")137 < 00 

i=l 

and otherwise, if cr(m + n) > 1, then this series diverges. 
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First assume that o(m + n) < 1. In this case there exist rates R1r, Ru, R,1 and R" such that 

Ru > Ru(s, t) , R,1 > R,1(s, t) , 

R1r > R1,(s, t) , R" > R"(s, t) 

and 

The indices i of the terms ld;l(cp(i)Clp(i) +c;a7')137 at depth din the compensation tree run 
from i = 2"-1 to i = 2"•1-2 (cf. figure S.S). By taking d sufficiently large we have for i .!: 2d-l, 

Ru(i, m, n) < Ru , R1r(i, m, n) < R1r if ie L , (5.27) 

R,1(i, m, n) < R,1, R"(i, m, n) < R" if ieR . 

Consider the positive geometrical binary tree of numbers n; with rates [ :: :: ] and initial 

values n 1 = n 2 = K, where K is taken sufficiently large such that for i S 2d•• -2, 

Id; I (cp(i)<Xp(i) + c;a7')137 Sn; . 

In particular, this inequality holds for i = 2"-1, ... , 2d+1-2, so by (5.27) it follows that this ine­

quality holds for all i. By lemma 5.14, the sum of n; converges, so .. .. 
I: Id; l(cp(i)<Xp(i) + c;a7')P? S I: n; < - . 
i•l i=l 

Now assume that o(m + n) > 1. Then the compensation tree of terms Id; I (cp(i)<Xp(i) + c;a7')P? 
can be bounded below by a divergent geometrical tree, so 

.. 
I: I d;I (cp(i)<Xp(i) + c;a7')P? = - . 
i•I 

Finally, if o(m + n) = 1, nothing can be said in general. This completes the proof of parts (i) 

and (ii) of theorem 5.6. We now prove part (iii), that is, for all m <!: N the series 
.. 
I: c;I/; I af' 
i=O 

converges. This series can also be represented in a binary tree of terms c;l/;laf'. From the 

lemmas S.9-S.12 it follows that as i ➔ oo and i runs through L, 

C/(i) l.fici) I arci) D C [A I] mt-I 
m ➔ III - • 

c;l.fila; A2 

c,(i) 1/,(i) I a~i) D C F, [~] ""'1 

m ➔ Ir 'F • c;l.fi I a; , a2 
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and as i ➔ 00 and i runs through R, 

C/<i>liici)la?ci) DC F1 [A1]"'1-1 
m ➔ rl ,- - • 

c;l.fi lai F, A2 

c,(i) 1/,ci) I ~~i) ➔ D"C' [~] m1-t 

c; Iii I «xi a2 

Hence, the tree of tenns Ci Iii I a'{' behaves asymptotically as a positive geometrical tree for 

which the spectral radius of the matrix of rates is given by o(m + 1). If o(m + 1) < 1, or 

equivalently m ~ N, it then follows similar to the proof of parts (i)-(ii) of theorem 5.6 that 

.. 
I: cd.fi I a'{' < 00 • 

i=O 

This completes the proof of part (iii) of theorem 5.6. We finally prove part (iv) stating that 

I: lxm,111 

m+lnl >N 

converges. Inserting the series (5.16), (5.17) and (5.20) into this sum yields 

N-1 ,. 

I: lxm.,.1 SI: I: I: ldil(cp(i)a;Ci)+cia'f')~f 
m~O m=On=N+l-mi=I 

m+lnl >N ...... 
+ I: I: I: ld;l(cp(i)a;(i)+cia'f')M+ I: I: cil/il«x'{' 

m=N 11=1 i=I m=N i=O 

since the spectral radius of the matrix of limiting rates for each of the infinite sums is equal to 

o(N+l)<l. D 

Remark 5.17. 

In general, the integer N is small. In case y1 = y2 , it follows that A 1 = a 1 and A 2 = a2 , so 

o(n) simplifies to (cf. (3.13)) 

Hence, ifY1 = Y2, then o(l) < 1 and thus N = 0. Only for highly unbalanced systems, that is, as 



- 136 -

y1 ➔ 0 or y1 ➔ 2, the integer N is somewhat larger. In table 5.1 we list N for fixed q = ½ and 

increasing values of p and Yt. 

N YI 
0.2 0.5 0.8 

0.1 1 1 0 

p 0.5 1 0 0 

0.9 0 0 0 

Table 5.1. 

Values of N for fixed q = 112 and increasing values of p and Y1 . 

S.6. Main result 

We now have all ingredients to prove our main theorem stated below. The proof of this 

theorem is similar to that of theorem 2.33 and therefore it is omitted. 

Theorem 5.18. (main result) 

For all m, nwith m ~ Oandm + In I > N andform =N and n =0, 

Pm,n = c-1 Xm,n , 

where C is the normalizing constant. 

In the next two sections we show that the expressions for Pm,n lead to similar ones for the nor­

malizing constant and the moments of the sojourn time. 

S.7. Product form expression for the normalizing constant 

To derive an expression for C in the fonn of product forms we use the equation stating 

that the number of arrivals per unit time balances the number of departures per unit time, i.e., 

2p = P1Y1 + P2Y2, 

where Pl(2) is the fraction of time server 1(2) is busy. Insertion of the identities 
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.. .. 
Pt = 1- l: Po,,. , P2 = 1 - l: Po,..,. · 

tt=O tt=O 

in this balance equation yields .. 
2(1-p)= l: Po,11Y1 + l: Po,..,.1,. · 

11=0 11=0 

We now define form .::: 0, n .::: 0 the unnormalized quantities p,,.,,. by 

p,,.,,.=Cp,,.,,.. 

(5.28) 

(5.29) 

By substituting (5.29) in equation (5.32) and inserting for n > N the series (5.16) for Po,,.= xo,,. 
and the series (5.17) for Po,..,. =xo,-11 we obtain 

N N 
2(1-p)C = l:Po,11Y1 + l:Po,..,.l,. 

n=O tt=O .. .. 
+ l: l: d;(Cp(i) + c;)~7Y1 + l: l: d;(Cp(i) + c;)~fy,_ . 

tt=N+I ieL n=N+I ieR 

Interchanging of summations finally yields the following equation for C: 

N N 
2(1-p)C = l:Po,11Y1 + l:Po,..,.l,. 

11=-0 11=0 

(5.30) 

5.8. Product from expressions for the moments of the sojourn time 

In this section we indicate how expressions in the form of series of products are found rbr 
the first and second moment of the sojourn time S. We do not work out all details. By condi­
tioning on the number of jobs in the two queues on arriva'. of a job and using the property that 
Poisson arrivals see time averages (see e.g. Wolff [71)) we find 

ES= mt }:
1 

(m + l)[ p,,.,,. l'Y1 + p,,.,..,. IY2] + i:o (m + l)p,,.,o(q /y,_ + (l -q)ty1), 

ES2 = mtn;I (2(m + l)~ (m + l)m)[p,,.,11 /rt +Pm,-nlTI] 

+ l: (2(m + l)+(m + l)m)Pm,o(qtn+(l-q)/rt). 
m=O 

So we need to evaluate series as, for instance, 
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l: :E (m + l)p...,,. = C-1 l: l: (m + l)p...,,. . 
M•011•l m=On=l 

By inserting for all m + n > N the series (5.16) for p,,.,,. = x,,.,,. in the right-hand side of this 

equation we obtain 

oo .. N-1 N-m 
L L (m + l)p,,.,,. = L r (m + l)p,,.,,. 

m=On=l m=O n=l 

N-1 
+ I: I: (m + 1) I: d;(Cp(i)o.';cil + c;o.f)P7 

m=O 11 =N-m+I ieL .... 
+ I: I: (m + 1) I: d;(Cp(i)o.';ci) + c;o.7')P7 . 

m=N n=I ieL 

Interchanging of summations and inserting the equality 

I, (m + l)o."' = a.H(l +N(l 2-0.)) ' 
m=N (1 - 0.) 

valid for O < o. < 1, finally yields 

oo oo N-1 N-m 
L L (m+l)p,,.,,.= L L (m+l)p,,.,,. 

m=On=I m=O n=I 

N-1 p~-m+I 

+ L (m + 1) I: d;(Cp(i)o.';(i) + c;o.;")~ 
m=O ieL I'• 

(5.31) 

[ 
Cp(i)O.~(i)(l + N (1 - Clp(i))) C;O.f (1 + N (1- a;))] P; 

+ L d; 2 + 2 --A.- . 
ieL (1 - Op(i)) (I - IX;) 1 - Pi 

Similar expressions can be derived for the other series in the equations for JES and /ES2• 

In the next section we conclude the theoretical treatment by considering two extensions. 

5.9. Two extensions 

The compensation approach bears flexibility towards small modifications in the model. In 

this section we comment on the extension to a threshold-type shortest queue problem and on the 

extension to the shortest queue problem for two parallel multi-server queues. 

The threshold-type shortest queue problem is characterized as follows. Consider a queue­

ing system consisting of two parallel servers with service rates y1 and 'Y2 respectively, where 

y1 > y2 > 0 and y1 + 'Y2 = 2. Jobs arrive according to a Poisson stream with rate 2p where 

0 < p < 1. If an arriving job finds i jobs in queue 1 and j jobs in queue 2, then the job joins 

queue 1 if i < j+T and queue 2 if i > j+T. In case i = j+T, then the job joins either queue with 
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probability 1 - q and q respectively, where q is an arbitrary number between O and 1. The jobs 

require exponentially distributed service times with unit mean, the service times are supposed to 

be independent 

In this model arriving jobs are always sent to the faster queue, unless this queue is much 

longer than the slower one. The slower queue functions as a dynamic overflow queue. 1be 

threshold T may be used as a parameter to balance the utilization of both servers. The effect of 

varying the threshold T and the routing probability q on the system perfonnance has been inves­

tigated by Kojima, Nakamura, Sasase and Mori [55]. They derive an expression for the state 

probabilities in the fonn of a product of powers, which is, unfortunately, incorrect. In fact, the 

expression in [55] is the first tenn of the solution, which has the fonn of an infinite sum of pro­

ducts of powers (see Adan, Wessels and Zijm [12]). 

This queueing system can be represented by a continuous-time Markov process, whose 

state space consists of the pairs (i, j), i, j = 0, 1, ... where i and j are the lengths of the two 

queues. However, the variables m = min(i, j + T) and n = j + T - i are more suited to applica­

tion of the compensation approach. The transition-rate diagram is depicted in figure 5.7 (cf. 

figure 5.2). The analysis of this problem is similar to that of the original shortest queue problem, 

except that compensation on the negative n-axis is now replaced by compensation on the nega­

tive part of the line m = T. The conditions form = T and n < -1 are (cf. (5.7)): 

n <-1 (5.32) 

The following lemma summarizes the compensation on the negative part of the line m = T. The 

proof of this lemma is similar to that of lemma 5.2. 

LemmaS.19. 

Let Wm,n = yf (P)P-n + cy'.'..'(p)p-n form;::: 0, n < 0. 

Then Wm,n satisfies (5.5) and (5.32) if c is given by 

YI<P) Y-<P)-P 
c=-------y:(P) Y+<P)-P. 

We now comment on the shortest queue problem with two parallel multi-server queues. 

This problem is characterized as follows. Consider a queueing system consisting of two parallel 

multi-server queues with M I and M 2 servers respectively. In the first queue the servers work 

with rate y1 /M I and in the second queue the servers with rate y2 / M 2 , where y1 > 0, y2 > 0 and 

'Y1 + Yi. = 2. Jobs arrive according to a Poisson stream with rate 2p where O < p < 1. On arrival 

a job joins the shortest queue and, if queues have equal lengths, joins either queue with 
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n 

2p 

T 

Y1 2qp 

I 

- -+ - - - - - - - - - - - - ----------+----m 
' T 

2(i--q)p 

Y1 2p 

Figure 5.7. 

Y2 2(1--q)p 

Y2 

: v.2p 
/. : 

Transition-rate diagram for the threshold-type shortest queue problem with 

threshold value T. It is supposed that Y1 > Y2-

probability 1 - q and q respectively, where q is an arbitrary number between O and 1. The jobs 

require exponentially distributed service times with unit mean, the service times are supposed to 

be independent. 

This system can be represented by a continuous-time Markov process, whose state space 

consists of the pairs (i, j), i, j = 0, 1, ... where i and j are the lengths of the two queues. The 

transfonnation m = min(i, j) and n = j - i leads to a state space more suited to application of 

the compensation approach. The transition structure at the vertical axis is more complicated 

than that of the original model with single servers. However, once the equivalent of lemma 5.2 

for multi-servers is established, the analysis is further similar to that of the original model with 

single servers. For more details the reader is referred to [7]. 
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5.10. The bounding geometrical trees 

The compensation approach is constructive in nature. Therefore, a natural question is how 
these results are used for numerical purposes. This section and the subsequent ones are devoted 

to numerical aspects of the approach. It will be shown that the compensation tree can be com­
puted efficiently with bounds on the error of each partial tree. In section 5.5 we showed that for 

each m ~ 0 and n > 0 the compensation tree of terms Id; I (Cp(i)a.';<il + c;a7')~7 behaves asymp­
totically as a positive geometrical binary tree with nonnegative rates 

[ 
R11(m, n) Rr1(m, n)] 

R(m, n) := R ( ) R ( ) . Ir m, n "m, n 

Due to the exponential convergence, a few terms suffice to obtain an accurate approximation for 

x,,.,,. and x,,., _,. where x,,.,,. is the sum of the left descendants in the compensation tree and x,,., _,. 
is the sum of the right descendants. The question that arises is: how accurate is a partial com­

pensation tree? In this section we derive an upper bound on the contribution of the subtrees 

below the leaves of each partial compensation tree. This upper bound is obtained by bounding 
these subtrees by geometrical trees. 

In appendix B we define for m ~ O, n > 0 and all nodes i ~ 1 in the compensation tree of 

terms Id; I (cp(i)a';(i) + c;a7')~7, the nonnegative matrix 

. [ B11(i, m, n) Br1(i, m, n)] 
8(1, m, n) := 8 (. ) 8 (" ) , Ir I, m, n rr I, m, n 

and we prove that this matrix B (i, m, n) yields a uniform bound on the rate of convergence of 

the terms in the subtree below Id; I (Cp(i)a';(i) + c;a7')~7 (see figure 5.8), i.e., for all terms 

I di I (cpu)a';u> + ciaj)~j in the subtree below Id; I (cp(i)a';(i) + c;a7')~7 it holds that 

Ru(), m, n) ~ B11(i, m, n), R1r(J, m, n) ~ B1r(i, m, n) if ieL , 

Rr1U, m, n) ~ Br1(i, m, n), R,,(j, m, n) ~ B,,(i, m, n) if ieR . 

So the subtree below Id; I (cp(i)a';(i) + c;a7')~7 is bounded by the positive geometrical binary 
tree with the same initial values as this subtree and with rates B (i, m, n) (see figure 5.9). The 

following theorem summarizes the bounding properties of B (i, m, n). This theorem is proved 
in appendix B. 

Theorem 5.20. 

For all m ~ 0, n > 0 and all nodes i ~ l in the tree of terms ldd (cp(i)a';(i) + c;a7')~f, 

the subtree below node i is bounded by the positive geometrical binary tree with the same initial 
values as this subtree and with rates B (i, m, n ). 



Figure5.8. 
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.. •· 
.. ··· ,•• 

The subtree below I di I (Cp(i)O.p(i) + cia:")137 is the part of the compensation tree 
below the dashed line. 

n1 n2 

x Bu(i, m, n)~xB1,(i, m, n) xB,1(i, m, n~xB"(i, m, n) 

Figure5.9. 

The bounding geometrical tree for the subtree below I dd (Cp(i)O.p(i) + cio.7')137, 

where n I = I d1(i) I (cia:" + C/(i)arci))l3?ci) and n2 = I d,(i) I (cia:" + Cr(i)O.~i))l3~(i)• 

Let for all m.:: 0, n > 0 and all i.:: 1, 

W1(i, m, n) = weight of all left descendants in the subtree below I di I (cp(i)O.p(i) + cia:")137; 

W,(i, m, n)= weight of all right descendants in the subtree below I di I (cp(i)O.p(i) + cio.7')137-

By theorem 5.20, the weights W1(i, m, n) and W,(i, m, n) are bounded by the weight of all left, 

respectively all right descendants in the positive geometrical tree with the initial values 

n I = I d1(i) I (c;o.7' + C/(i)arci)>l3?ci) and n2 = I d,(i) I (c;o.7' + c,(i)afci))l3~(i) and with rates 
8 (i, m, n ). By (5.26) these bounds are easily calculated, yielding 

[ 
W1(i, m, n)] .. [ I d1ci) I (cio.7' + c1(i)a7ci))l37ci) l 
W (' ) S :I: B(i, m, ni' Id I( m m )An . 

r I, m, n k=O r(i) CiO.i + Cr(i)O.r(i) l'r(i) 
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This bound is finite if and only if a(B (i, m, n )) < 1 in which case it simplifies to: 

Theorem 5.21. 

For all m ~ 0, n > 0 and all i ~ 1, 

if <J(_B (i, m, n)) < 1, then 

[ 
W1(i, m, n)] [ . ]-1 [ I d1(i) I (c;a'[' + c1(i)a.7ii))M(i} l 
W,(i, m, n) :;; 1 -B(t, m, n) I d,(i) I (c;a'[' + c,(i)a;!'(i))~~(i} • 

where I denotes the identity matrix. 

If a(B (i, m, n )) < 1 holds for all nodes i in the compensation tree, then an upper bound 

on the error of each partial compensation tree is provided by the sum of the upper bounds on the 

weights of the subtrees below the leaves. To find out whether this condition for the spectral radii 

bolds for all nodes, we need the following properties of B (i, m, n) proved in appendix B. 

LemmaS.22. 

(i) B (i, m, n) decreases monotonically along each path in the compensation tree for fixed m 
andn; 

(ii) B(i, m, n) ➔ R(m, n)asi ➔ oo; 

(iii) B (i, m, n) decreases monotonically and exponentially fast as m ➔ 00 for fixed i and n; 

(iv) B (i, m, n) decreases monotonically and exponentially fast as n ➔ 00 for fixed i and m. 

Since OS A SD implies a(A) S a(D) (see e.g. [35]), it follows by lemma 5.22(i) that if 

a(B (i, m, n)) < 1 for i = 1 and i = 2, then this inequality holds for all nodes i. By lemma 

5.22(iii) and 5.22(iv) the spectral radii a(B (l, m, n)) and a(B (2, m, n)) decrease exponentially 

fast as m + n ➔ 00 , so a(B (1, m, n)) and a(B (2, m, n)) are less than one for m + n sufficiently 

large. Now we have all ingredients for the computation of the compensation tree. 

5.11. Basic scheme for the computation of the compensation tree 

Below we formulate a basic scheme for the computation of Xm,n and xm, __,. with a relative 

error of e for each m ~ 0 and n > 0. We assume that bounds can be computed right at the begin­

ning of the compensation tree, i.e., both a(B(1, m, n)) and a(B(2, m, n)) are less than one. 



This assumption will be relaxed later on. 

Step 0. (Initialization) 

Compute 

i,,.,,. = d 1 (c oa8' + c I a'{')Ji1 • 

i...,-n = d2(cocx8' + c2af)P~. 

and setk = 1. 
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Step 1. (Compute all terms at depth k+ 1 in the compensation tree and compute the bounds) 

Compute for each term di(Cp(i)a.';(i) + cia.:")P7 at depth k in the compensation tree its 

immediate successors d1(i)(cia.:" + c,cila.f<il)P7Ci> and d,(i)(cia:" + c,(i)O.~i))P~ci) and 

add these terms to i,,.,,. and i,,._ _,, respectively. 

Compute the upper bounds U1(i, m, n) and U,(i, m, n) on the weight of all left, respec­

tively right descendants in the subtree below di(Cp(i)a.';ci) + cia:")P7 • excluding its initial 

values dici)(cia:" + C/(i)a.l(iJ)li7ci) and d,(iJ(cia.:" + c,(ila.~i))P~ci) (since we already 

added these terms to Xm,n and i,,.__,, respectively). That is, by theorem 5.21, 

[ 
u,(i, m, n)] . [ . ] ~ [ I dici) I (cia.:" + C/ci>afci))P7ci) l 
U,(i, m, n) = 8 (I, m, n) 1 -B(i, m, n) I d,(i) I (c;a.f + c,(i)a.~i))Ji~(i) · 

Step 2. (Convergence) 

Let lk be the set of indices i of the terms d;(Cp(iJa.';cil + cia.:")M at depth kin the compen­

sation tree, i.e., lk = {2k-1, 2k, ... , 2k+t_2J. If the following two inequalities are satisfied: 

L u,(i, m, n) ~ e{xm.11 - L U1(i, m, n)}, 
~4 ~4 

L U,(i. m, n) ~ e{xm.-n - L U,(i, m, n)}. 
~4 ~4 

then the relative accuracy of£ is attained, so stop and approximate x,,._,. by i,,._,. and x,,,__,. 
by im,-11; otherwise repeat step 1 with k = k + 1. 

This scheme computes the compensation tree with error bounds. These bounds are based 

on theorem 5.20. The analogue of theorem 5.20 also holds for the tree of product forms in 

expression (5.30) for the normalizing constant C (which is due to the fact that the extra factor 

1 I (1 - Ji) is increasing for O < p < 1). 



- 145 -

LemmaS.23. 

For all m ~ 0, n > 0 and all nodes i ~ 1 in the tree of terms I d;I (Cp(i)a;'ci) + c;a'!')l3? I (1- M, 
the subtree below node i is bounded by the positive geometrical binary tree with the same initial 
values as this subtree and with rates B (i, m, n ). 

Proof. 

By corollary 5.8, 13,u> <Pi< 1 for all j ~ 1. Hence, by theorem 5.20, we obtain for all left 
descendants j in the subtree below node i, 

ld1u> l(ciaj + c,U>a7'U>) l3?U> s ldicn I (ciaj + c1u>a7'U>)l3?U>--1-
1 -13,u> O - l3i> 

s B11(i, m, n) I di I (cpu>a;'u> +ciaj) (1 ~ l3i) · 

The other inequalities are obtained similarly. D 

Similar results hold for the trees of product fonns in the expressions for the moments of 
the sojourn time (cf. (5.31)). Hence, to compute the trees in the expression (5.30) for C and in 
the expressions for the moments of the sojourn time, we can use the same scheme as for the 

computation of the compensation tree. We conclude this section with some remarks. 

Remark5.24. 

In the convergence test we implicitly use that {Xm,11 } is a positive solution. This follows by 
observing that {Xm,11 } has constant sign by virtue of theorem 5.18 and that for fixed n the first 
tenn in x,,,, 11 is dominating as m ➔ oo. 

Remark5.25. 

The quality of the computation scheme depends on the rate at which the upper bound 

[ 
U1(i, m, n)] 

i~, U,(i, m, n) 

converges to zero as k ➔ 00• It follows from lemma 5.22(ii) that the rate of convergence of this 
upper bound is detennined by the rate at which the weight 

[ 
I dt(i) I (cia'!' + Ct(i)a7(i))l3?(i) l 

i~. I d,(i) I (cia'!' + c,(i)CX~i))l3~<i) 
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convergeS'to zero ask ➔ -. Since the compensation tree behaves asymptotically as a geometri­
cal tree with rates R(m, n), it is easily shown that the rate of convergence of this weight is 
detennined by a(R (m, n)) = a(m + n ). Hence, since a(m + n) decreases exponentially fast as 

m + n ➔ -. the convergence of the upper bound is faster for states further away from the origin. 
This aspect is exploited in section 5.12. 

Remark 5.26. 

1n each cycle the immediate successors of all leaves of the current partial tree are com­
puted. So the number of computed tenns doubles in each cycle. Luckily, few cycles usually 
suffice to obtain an accurate approximation. 1n section 5.13 we propose an alternative computa­
tion strategy in which a better use is made of the relative importance of the branches of the tree. 

Remark5.27. 

The basic scheme assumes that a(B(i, m, n)) < 1 for i = 1, 2 to be able to compute 
bounds at the beginning of the compensation tree. This can be relaxed to computing bounds as 
soon as a(B(i, m, n)) < 1. If m + n > N, then a(B(i, m, n)) < 1 for i sufficiently large. This 
follows from lemma 5.22(ii) and the fact that a(R (m, n)) = a(m + n) < 1 form + n > N. 

Remark 5.28. 

The equilibrium equations for n = 0 may be used to calculate x,,,, 0 for m .!': 0. These equa­
tions state that (see (5.9) and (5.10)): 

x,,,,o2(p + 1) =X111-1,12P + x,,,, 112 + X111-1,-12P + Xm.-1'Y1 , 

Xo,o2p =xo,112 +xo,-t'Yt. 

All quantities at the right hand side can be computed by the basic scheme. 

5.12. Numerical solution of the equilibrium equations 

m>O 

If N > 0, then the equilibrium equations for m + I n I s N have to be solved numerically 
from the solution on the complement. These equations can be solved efficiently and numerically 
stable by an approach similar to the ones in the sections 3.9 and 4.4. This approach is based on 
the special property that the only flow from level I, defined by 

levell={(m, n)lm:.!':0,m+ lnl =I), l:.!':0, 

to level l+l is via state (I, 0). By this property, the problem of simultaneously solving the 

equilibrium equations at the levels I s N, given the (unnonnalized) solution at level N + 1, can 
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be reduced to that of recursively solving the equations at the levels N ➔ N -l ➔ ... ➔ 1 ➔ 0. 

We first fonnulate the equilibrium equations at level l > 0. 

Po,1(2p+12)=Po,1+1'Y2 +P1,1-1'Y1, 

Pt,1-1:2(p + 1) = Pt-l,/-k+l 2P + Pt,l-k+I 'b.Pk+l,l-k-1 'YI ' 

P1-1,12(p + 1) =P1-2,22P +P1-1.2'Y2 + P1,o'Y1 +P1-1,02qp, 

Po,-1(2p+y1)=Po,-1-1'Y1 +P1,-1+1'Y2, 

P1;,-1+1<2(p + 1) = Pt-1,-l+k-l 2p + P1;,-1+k-J 'Y1Pk+J,-l+k+J 'Y2 ' 

P1-1,-12(p + 1) = P1-2,-22P + P1-1.-2'Y1 + P1,o'Y2 + P1-1,02(1 - q)p. 

(5.33) 

0<k<l (5.34) 

(5.35) 

(5.36) 

0<k<l (5.37) 

(5.38) 

The equilibrium equation in state (/, 0) is replaced by the following two equations. Applying 
the balance principle "rate out of A = rate into A" to 

A= {(m, n)lm ~O. m + In I~/) u \ {(l, 0)), 

· leads for all / > 0 to 

/-1 1-1 
P1-1,12P +P1-1,-12P=P,.o2+ r, Pk,H+1'Y2 + r, P1c,-t+H'Y1, 

k=O k=O 

and applying the balance principle to 

A = { (m, n) Im ~ 0, m + I n I ~ /} , 

yields for all / ~ 0, 

I I 

P1,02p = r, Pt,H+1'Y2 + r, P1c,-1+k-1'Y1 . 
k=O k=O 

(5.39) 

(5.40) 

By eliminating PI-J,o in the equations (5.35) and (5.38) we obtain a set of linear equations for 
the probabilities at level /, given the probabilities at level l + 1. These equations form a second 
order recursion relation for the probabilities at level /. Below we show that these equations can 
be reduced to a first order recursion relation. 

Definition 5.29. 

The sequence x0 , x 1• x2, ... is the solution of 

x;+J =x;2(p + l)-x;_12py1 , i ~I, 

with initial values x O = 1 and x 1 = 2p + 'Y2. 
The sequence y O, y 1, y 2 .... is defined similarly with y1 and y2 interchanged. 



Theorem 5.30. 

For all I> 0, 
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k k . 
Pk,H:Xk+I = Pk+l,H,-!Xk'YI + L Pi,l-i+1X;(2p) -,"12 , (5.41) 

i=0 

k . 
Pk.-l+kYk+I =Pk+l,-l+k+IYk'Y2 + L Pi,-l+i-1Yi(2pl-•11 for k =0, 1, ... , /-2, (5.42) 

i=0 

where the initial values pI_I_I andpI_, __ 1 follow from the equations 

P1-1,12p(x1-1Y1 + XIYI-I (I - q)) = P1,02x1-1 (y1-1'Y1 (1 -q) + (y, -Y1-11'2P)q) 

1-1 I . 
+ L Pi,l-k+l(X;Y1-1(2p)-'(1-q)'Y2 +X1-1Y1q"f2) 

i=0 
1-1 

+ L Pi,-l+k-lX/-I (y, -y;(2p)1-j)qy, , 
i=0 

P1-1.-12p(y,_1x1 + Y1X1-1q) = P1,02Y1-1 (x1-11iq + (x, -x1-1 'Y1P)(l - q)) 

Proof. 

1-1 I . 
+ L Pi,-l+k-l(yix1-1(2p)-'q'Y1 +Y1-1x,(1-q)'Y1) 

i=0 
1-1 

+ L Pi,l-k+1Y1-1(X1-X;(2p)I-i)(1-q)')'i. 
i=0 

(5.43) 

(5.44) 

We prove the recursion relation (5.41) by induction. Fork =0 the equations (5.41) and 

(5.33) are identical. Assume that (5.41) holds fork =j. Multiplying (5.41) fork =j by 2p and 

(5.34) fork= j+l by Xj+I and adding the two equations yields (5.41) fork= j+l. This proves 

(5.41) fork= 0, 1, ... , /-2 by induction. The recursion relation (5.42) is proved similarly. It 

remains to prove (5.43) and (4.44). Multiplying (5.41) fork= l-2 by 2p and (5.35) by xI_I and 

adding the two equations yields 

1-1 
P1-1.IXI =P1,oX1-1'Y1 + L Pi,l-i+JX;(2p)'-1-iy2 +P1-1.0X1-12qp, 

i=0 

and similarly we obtain 

1-1 . 

Pl-I,-IYI = P1,0Y1-1'Y2 + L Pi,-l+i-1Yi(2p)'-l--i'Yl + P1-1,0Y1-12(1 -q)p · 
i=0 

Eliminatingp1-1,o in these two equations leads to 

P1-1,1X1Y1-1(l -q)-P1-1,-1X1-1J1q = P1.0X1-1Y1-1('Y1 (1 -q)-"f2q) 
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Together with equation (5.39) we now have two equations for P1-1, 1 and P1-1,-1. 1be solution is 
given by (5.43) and (5.44). □ 

By first calculating the series for Po.N+I • ji 1.N• .... PN, 1 and for Po,-N-1 • ii 1,-N• ... , P-N, 1, 

the equations at level N are solved efficiently by use of the recursion relations in theorem 5.30. 

First PN,o follows from (5.40) and PN-1,1 and PN-1,-1 follow from (5.43) and (5.44). Then 

PN-2.2-+ PN-3,3-+ ... -+ Po.N are subsequently computed from (5.41) andiiN-2,-2-+ PN-3,-3-+ 

... -+ iio,-N from (5.42). Once the solution at level N is computed, we repeat this scheme to sub­
sequently compute the solution at level N -1 -+ N -2 -+ ... -+ 1 -+ 0. The following result is 
required to establish that the recursion relations in theorem 5.30 are numerically stable. 

LemmaS.31. 

For all i .!: 0 and j .!: 0 

Xi+j c!:X;(2pY c!:0, Yi+j :i:!:y;(2pY c!:0. (5.45) 

Proof. 

We first prove the lemma for fixed j = 1 and i ~ 0 by induction. For i = 0 and j = 1, ine­
quality (5.45) trivially holds. Assume that (5.45) holds for i = k-1 and j = 1, then 

Xt+I = Xt2(p+l)-Xt-12PY1 = Xt2p+xk2-xk-t2P'Yt ~ Xt2p+xk-12p(2-y1) ~ Xt2P, 

which proves (5.45) for i = k and j = 1. By induction we can now conclude that (5.45) holds for 
all i ~ 0 and j = 1. Now consider an arbitrary i ~ 0 and j ~ 0. Then, 

Xi+j ~Xi+j-t2P ~ ... ~X;(2pY, 

which completes the proof of this lemma for x. This lemma is proved similarly for y. □ 

From lemma 5.31 it follows that all coefficients in the recursion relations in theorem S.30 
are nonnegative. So the calculations involve only the addition and multiplication of nonnegative 

numbers and thus can cause no loss of significant digits. Hence, if the series for all Pm. 11 at level 
N + 1 are computed with a relative accuracy of £ say, then repeated application of the recursion 
relations in theorem S.30 yields all Pm.n at the lower levels with the same accuracy. 
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Remar/c5.32. 

By lemma 5.31, the numbers Xi and Yi increase exponentially fast Therefore, to avoid pos­
sible overflow problems, it is numerically sensible to scale the recursion relations in theorem 
5.30. For example, relation (5.41) is scaled by dividing both sides by Xt+I. The resulting recur­
sion relation requires the calculation of the ratios Xj(2p)k+l-i / Xt+I for i = 0, 1, ... , k. For these 

ratios an explicit fonnula is easily derived. Moreover, from lemma 5.31 it follows that these 
ratios are all bounded by one. 

5.13. Numerical results 

This section is devoted to some numerical aspects and results. The number of cycles of 
the algorithm in section 5.11, and thereby the size of the partial compensation tree required to 
approximate Xm,n and Xm, -n sufficiently close, depends on the convergence of the upper bounds. 
From remark 5.25 it follows that the rate of convergence of the upper bounds is detennined by 
a(m + n) which decreases exponentially fast as m + n ➔ oo, So convergence is faster for states 
further away from the origin. This is illustrated in table 5.2. We list values ofx0,1, x 1,1 and x2,1 

with an accuracy of0.1% together with o(l), o(2) and o(3) and the depth D of the partial trees 

needed for Yt = 0.8, q = 0.7 and increasing values of p. To approximate x0,1 sufficiently close 
for p = 0.1 and p = 0.3, partial compensation trees are needed with depth ~ 10. Therefore the 
computation has been aborted in these two cases. 

p Xo,I D 0'(1) X1,1 D 0'(2) X2,I D 0'(3) 

0.1 ~10 0.763 0.000686 3 0.035 0.000007 2 0.002 
0.3 ~10 0.529 0.017916 3 0.061 0.001676 2 0.008 
0.5 0.262860 9 0.369 0.081151 3 0.058 0.021328 2 0.010 
0.7 0.363568 7 0.262 0.219552 3 0.047 0.113707 2 0.009 
0.9 0.465454 6 0.190 0.462543 3 0.035 0.396861 2 0.007 

Table5.2. 

Values of Xo,1. x1,1 and x2,1 with an accuracy of 0.1% together with a(l), o(2), 
0'(3) and the depth D of the partial trees needed for y1 = 0.8, q = 0.7 and increasing 
values ofp. 

Table 5.2 shows that o(m + n), and thereby the size of the partial tree needed to approxi­
mate X,,,,n sufficiently close, decreases fast for states further away from the origin. Hence, it is 



- 151 -

numerically sensible to use the compensation tree to calculate Pm.n = Xm,n for m + In I > M 

where M > N and to use the recursion relations in theorem 5.30 to calculate Pm.n for 

m + In I SM. In fact, M must be such that a(M + 1) is sufficiently small. Of course, then some 

extra effort is needed to solve the equations for m + In I SM, but this effort is easily compen­

sated by the advantages of efficiently computing the compensation tree in states further away 

from the origin. 

In table 5.3 we list values of Po,o, Po,-, and Po, 1 with a relative accuracy of0.1% for fixed 

q = 0.1 and increasing values of p and y1• To obtain these probabilities we first used the com­

pensation tree to calculate Pm,n with an accuracy of 0.1 % for all m + In I = M + 1, then we cal­

culated Pm.n form + In I SM by use of the recursion relations in theorem 5.30 and finally we 

used (5.30) with N replaced by M to calculate C. The number D denotes the maximal depth of 

the partial trees needed to approximate Pm,n with an accuracy of 0.1 % form + I n I = M + 1. All 

partial trees are computed up to the same depth, so some partial trees might be more accurate 

than strictly necessary. The examples in table 5.3 show that the equilibrium probabilities are 

computed efficiently. 

p Yi Po,o Po,-1 Po,1 M a(M+l) D N 

0.2 0.2 0.458891 0.326071 0.065746 2 0.077 3 1 

0.6 0.650480 0.153709 0.119976 1 0.082 3 0 

0.9 0.667731 0.104980 0.156919 1 0.051 3 0 

0.6 0.2 0.053825 0.131667 0.021253 3 0.101 5 1 

0.6 0.201925 0.162969 0.103235 1 0.090 4 0 

0.9 0.232253 0.123756 0.152112 1 0.048 3 0 

0.9 0.2 0.001841 0.007135 0.001048 3 0.069 5 0 

0.6 0.030726 0.039101 0.022748 1 0.057 4 0 

0.9 0.042493 0.035494 0.040494 1 0.032 3 0 

0.95 0.2 0.000539 0.002222 0.000322 3 0.060 5 0 

0.6 0.013810 0.018673 0.010739 1 0.052 4 0 

0.9 0.020045 0.Ql7774 0.020081 1 0.030 3 0 

Table 5.3. 

Values of Po,o, Po,-1, Po., with an accuracy of 0.1% together with a(M+l) and the 

depth D of the partial trees needed for q = 0. 7 and increasing values of p and y1. 
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We conclude this section by illustrating the effect of the unbalance in the service rates on 

ES and the coefficient of variation cv(S). Table 5.4 lists values of ES and cv(S) with an accu­

racy of0.1%. For comparison we also computed values of ESc and cv(S.) for a common-queue, 

but further identical, system. 

p YI JES cv(S) JES. cv(S.) 

0.1 0.6 1.178 1.158 1.162 1.149 

0.8 1.054 1.040 1.044 1.034 

1.0 1.018 1.000 1.010 0.995 

0.3 0.6 1.294 1.168 1.203 1.102 

0.8 1.178 1.037 1.123 1.000 

1.0 1.144 0.996 1.099 0.968 

0.6 0.6 1.876 1.156 1.628 0.984 

0.8 1.726 1.018 1.578 0.938 

1.0 1.682 0.975 1.563 0.925 

0.9 0.6 5.817 1.132 5.308 0.958 

0.8 5.552 1.007 5.274 0.958 

1.0 5.475 0.970 5.263 0.959 

Table5.4. 

Values of JES and cv (S) with an accuracy of 0.1% for the parallel-queue system, 

together with values of JESc and cv(Sc) for the "corresponding" common-queue 

system.for q = 0.5 and increasing values of p and Yt. 

Table 5.4 shows that the perfonnance of the parallel-queue system is close to that of the 

common-queue system and that the perfonnance of both systems is fairly insensitive to the 

unbalance in service rates, except at light traffic, since then the service time fonns the main part 

of the sojourn time. 

5.14. Alternative strategy to compute the compensation tree 

The basic scheme in section 5.11 computes in each cycle the immediate successors of all 

leaves of the current partial tree. For highly unbalanced trees, however, this strategy is 

inefficient Trees are highly unbalanced for systems where one server is working much faster 

than the other one. For example, to approximate x3, 1 and x 3 __ 1 with an accuracy of 0.1 % for 

p = 0.9, y1 = 0.2 and q = 0.7 the basic scheme computes the compensation tree up to depth 5. In 
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figure 5.10 we depict the relevant part of this partial tree, i.e., the sum of the absolute values of 

the other tenns is roughly lo-8. The pair in each node i stands for (i, d;(Cp(i)«:ci) + c;a?}P;). 

(1, 0.208759) (2, 0.614513) 

----------- -----------(3, -8xlo-') (4, -6x10-1) (S, --0.150016) (6, --0.406283) 

~ 
(13, 0.034531) (14, 0.091026) 

~ 
(29, --0.004468) (30, --0.011671) 

~ 
(61, 0.000427) (62, 0.001113) 

Figure 5.10. 
Apart of the compensation tree for X3, 1 andx3,-tfor p =0.9, Yt =0.2, q =0.1 

Figure 5.10 illustrates that the compensation tree is highly unbalanced: the weight is concen­

trated at the very right side of the tree. It is not sensible to compute all 62 tenns if only 12 tenns 

are relevant Therefore we propose an alternative strategy, which makes a better use of the rela­

tive importance of the branches of the compensation tree by computing in each cycle the 

immediate successors of the leaf the subtree of which has maximum weight, or more precisely, 

maximum upper bound for its weight The quantity U1(i, m, n) + U,(i, m, n) provides an upper 

bound on the weight of the subtrees below node l(i) and r(i) together, but the new strategy 

requires upper bounds on the weight of the subtrees below l(i) and r(i) separately. Therefore, 

we decompose the upper bound U1(i, m, n) in the contribution U11(i, m, n) of the subtree below 

the left descendant l (i), and the contribution U,1(i, m, n) of Lhe subtree below the right descen­

dant r(i). Similarly, the upper bound U,(i, m, n) is decomposed in the contribution 

U1,(i, m, n) and U"(i, m, n), yielding 

[
U11(i,m,n)] . [ . J4 [1d1ci)l(c;a'{'+c,ci>a?cil)P?cil] 
u,,(i, m, n) =8(1, m, n) l-8(1, m, n) 0 , 

[ 
U,1(i, m, n)] · [ ] [ o ] 
U (' ) =B(i, m, n) 1-B(i, m, n) 4 Id I( m m )A.n , 

" I, m, n r(i) C;U; + Cr(i)«r(i) 1-'r(i) 

Then the weight of the subtree below node l(i) is bounded by U11(i, m, n) + U1r(i, m, n) and 

the weight of the subtree below node r(i) is bounded by U,1(i, m, n) + U"(i, m, n). Based on 
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these decomposed bounds, we are able to detennine in each cycle the leaf the subtree of which 

has maximum upper bound for its weight. To compute approximations for x3,1 and XJ,-t with 

an accuracy of 0.1% for p = 0.9, y1 = 0.2 and q = 0.7 this new strategy exactly calculates the 

partial tree depicted in figure 5.10. Hence, to obtain the desired approximations, this new stra­

tegy computes 12 tenns, whereas the strategy in section 5.11 computes 62 tenns. 

5.15. Conclusion 

In this chapter we analysed the shortest queue problem with nonidentical servers. This 

problem can be modelled as a Markov process on the lattice in the right-half plane of R 2 with 

different properties in the upper and lower quadrant. We showed that the compensation 

approach also works for this model. It leads to solutions in the upper and lower quadrant in the 

fonn of series of product fonns. We further derived efficient algorithms for the computation of 

these solutions as well as global perfonnance measures such as the moments of the sojourn time 

· with the advantage of error bounds. Hence, we can conclude that extensions of the compensa­

tion approach with regard to the form of the state space are quite well possible. In fact, the 

asymmetric shortest queue problem represents a typical example of a Markov process on two or 

more adjacent quadrants with different properties in each quadrant. The extension to such a 

class of problems seems straightforward and therefore we do not present the details. 
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Chapter 6 

Conclusions and comments 

In section 1.1 we showed how the equilibrium probabilities p,,.,,, of the symmetric shortest 

queue problem can be found by using a compensation method, which, after introducing the first 

term, consists of adding on terms of the form ca"'P" so as to alternately satisfy the vertical and 

horizontal boundary conditions. This method exploits the asymptotic behaviour of the probabili­

ties p,,.,,. in the sense that the product a3'P3 which is the dominant term in the asymptotic 

behaviour of Pm. 11 as m ➔ 00 and n > 0, is taken as the first term in the series generated by the 

compensation method. It is well known however, that for the coupled processor problem (see 

[28, 56, 67]) and for the problem of two M IM 11 queues with coupled arrivals (see [30, 53]) the 

· equilibrium probabilities p,,.,,. have more complicated asymptotic behaviour involving extra fac­

tors m-112 or n-112 • Therefore, it seems unlikely that the compensation approach also works for 

these problems. So the question arises for what problems exactly the compensation approach 

works. 

As a first attempt to answer this question we extended in chapter 2 the compensation 

approach to a class of Markov processes on the pairs (m, n) of nonnegative integers. We con­

sidered Markov processes for which the transition rates are constant in the interior points of the 

state space and on each of the axes. To simplify the analysis, we assumed that transitions are 

possible to neighbouring states only. This class of Markov processes contains the queueing 

problems mentioned above (by choosing an appropriate model). The compensation approach 

first characterizes the set of product form solutions a"'P" satisfying the equilibrium equations 

in the interior points and then, by confronting these solutions with the boundary conditions, 

builds up an infinite linear combination of product form solutions that also satisfies these boun­

dary conditions. The essence of this construction is a compensation idea: after introducing the 

main term, the approach consists of adding terms so as to alternately compensate for the vertical 

and horirontal boundary conditions. This construction leads to a formal, and thus possibly not 

useful (divergent) solution of the equilibrium equations. Therefore we derived conditions 

guaranteeing that this approach leads to useful results, that is, to a convergent infinite linear 

combination of products. The crucial condition appeared to be that no transitions are possible 

from the interior states to the north, north-east and east. Other conditions were either not 

relevant (but imposed for convenience only) or imposed to guarantee the ergodicity of the Mar­

kov process. The general theory developed in chapter 2 was applied to the symmetric shortest 

queue problem in chapter 3 and to a queueing model for a multiprogramming system in chapter 
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4. Both problems can be modelled by a Markov process of the type studied in chapter 2 and 
satisfying the condition on the transitions in the interior points. The compensation approach is 

also suited to analyse a discrete-time queueing model for a 2x2 buffered switch (see [17]). The 

compensation approach does indeed fail for the coupled processor problem and the problem of 

two M IM 11 queues with coupled arrivals, since these problems violate the latter condition. 

It is imponant to remark that the compensation approach is constructive in nature and that 

therefore this approach is well suited for numerical purposes. This was demonstrated for the two 

specific problems in the chapters 3 and 4. It appeared that the compensation approach leads to 

efficient numerical procedures for the calculation of the equilibrium probabilities p,,.,,, as well as 

other quantities of interest, such as the moments of the waiting time, with the advantage of tight 

error bounds. 

As mentioned before, the analysis in chapter 2 should be regarded as a first attempt to 

characterize the Markov processes for which the compensation approach works. Further exten­

sions are possible in several directions. Some of these extensions will be discussed in the subse­

quent sections. 

6.1. Form of the state space 

The analysis in chapter 2 is restricted to Markov processes in the first quadrant. Exten­

sions to a more general form of state space are definitely possible, as shown in chapter 5. The 

main subject of chapter 5 is the analysis of the asymmetric shortest queue problem. This prob­

lem can be modelled as a Markov process on the pairs of integers (m, n) with m nonnegative, 

which behaves differently on each of the regions n > 0 and n < 0. Obviously this problem does 

not fit in the class of problems treated in chapter 2, but it is shown that the compensation 

approach also works for this problem. It leads to a series of product forms for the probabilities 

Pm,n in the region n > 0 and a similar series for the probabilities in the region n < 0. These ana­

lytic results are exploited to construct efficient numerical procedures. Fayolle and Iasno­

gorodski [26,47] and Cohen and Boxma [21] show that the analysis of the generating function 

can be reduced to that of a simultaneous Riemann-Hilbert boundary value problem. This type of 

boundary value problem, however, requires further research. Knessl, Matkowsky, Schuss and 

Tier [54] derive asymptotic expressions for the stationary queue length distribution. To our 

knowledge no further results are available in the literature. 

The asymmetric shortest queue problem represents a typical example of a Markov process 

on two adjacent quadrants (or on two coupled regions of possibly different form; cf. the 

threshold-type shortest queue problem in section 5.9) with different properties in each quadrant. 

The extension to such a class of problems seems straightforward and therefore we do not 

present the details. 
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The extension of the compensation approach to multi-dimensional Marlcov processes has 

been investigated in [2]. For Marlcov processes on a two-dimensional grid the essential condi­

tion guaranteeing that this approach works is that there are no transitions to the north, north-east 

and east for interior points. It appears that for higher dimensions the same condition should be 

satisfied for each plane in the grid space. The 2xn buffered switch can be formulated as an n­

dimensional Marlcov process satisfying this condition. 

6.2. Complex boundary behaviour 

The transitions at the horizontal and vertical boundary of the Markov processes treated in 

chapter 2 have a fairly simple structure. Extensions to more complex transition structures at the 

boundaries are feasible. In fact, an important case for which the transition structure at the verti­

cal boundary is more complicated than the one treated in chapter 2, is the shortest queue prob­

lem with two parallel multi-server queues. The compensation approach is also applicable to 

this model (cf. section 5.9). In the next two sections we present two models with more complex 

behaviour at the boundaries as well as in the interior points. 

6.3. The symmetric shortest expected delay problem for Erlang servers 

One severe limitation of the models studied in the chapters 3, 4 and 5 is the assumption of 

exponential service times. In this section we study the problem of chapter 3 with Erlang servers 

and shortest expected delay routing. We sketch the essential features of the extension of the 

compensation approach to this problem. The detailed analysis of this problem can be found in 

[4]. The models involved are not skipfree to the south, which is a basic assumption for the 

problems studied in the book by Cohen and Boxma [21]. Up to now, no analytical results seem 

to be available in the literature for these types of problems. 

Consider a system with two identical parallel servers. The service times are Erlang-I dis­

tributed with mean l. Jobs arrive in a Poisson stream with intensity 2A., where we assume that 

A.I < 1. Intuitively, this condition guarantees that the system can handle the offered load. An 

arriving job can be thought of as consisting of l identical subjobs, where each subjob requires an 

exponentially distributed service time with unit mean. Arriving jobs join the queue with the 

smallest number of subjobs, and in case the number of subjobs in the two queues is equal, join 

either queue with probability 1/2. This routing policy is called shortest expected delay routing, 
since :\rriving jobs join the queue promising the shortest expected delay, and it is optimal for 

parallel Erlang servers, see e.g. Hordijk and Koole [46] and Weber [69]. 

This queueing system can be represented by a continuous-time Markov process, whose 

natural state space consists of the pairs (i, j) where i and j are the numbers of subjobs in each 

queue. Instead of i and j we use the variables m and n where m = min(i, j) and n = j - i. Let 
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{p,,.,,.} be the equilibrium distribution. For simplicity of presentation we restrict the analysis to 

the problem with Erlang-2 seivers. The extension to Erlang-/ seivers is briefly discussed at the 

end of this section. In fact, the Erlang-2 problem contains in its treatment already all 

ingredients, needed for the general problem. The transition-rate diagram for the shortest 

expected delay problem with Erlang-2 seivers is depicted in figure 6.1. The main difference 

with respect to the simple model in chapter 3 is that transitions are not to neighbouring states 

only. Consequently, the behaviour at the boundaries is more complicated. By symmetry, 

p,,.,,. = p,,., _,,. Therefore, the analysis is further restricted to the probabilities in the first quadrant. 

n 

"-

"-
2A 2A Y .. 

. . 

. . . 
1 • • • 

Figure 6.1. 

Transition-rate diagram for the shortest expected delay problem with Erlang-2 

servers. 

Inspired by chapter 2, we start to look for feasible initial pairs Oo, l3o. That is, we try to 

find products ag'~3 satisfying the equilibrium equations in the interior points and satisfying 

the equations at the horizontal boundary (if 1 > I ao I > I 13o I) or the vertical boundary (if 

1 > I 13o I > I ao I). Inserting the product a3'~3 into the equations for the interior points, that 

is, the points with m > 1 and n > 2, we find that ao and l3o have to be roots of the cubic 
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equation 

a2l32(A.+ 1) = 1332,_+ a2132 + a3 . (6.1) 

This cubic equation is the analogue of the quadratic equation (2.9). By Rouche's theorem it is 

easily shown that for each fixed a with O < I a I < 1, equation (6.1) has exactly one root 13 with 

0 < 1131 < I al; and for each fixed 13 with O < 1131 < 1, equation (6.1) has exactly two (simple) 

roots a with O < I a I < 1131 (cf. lemma 2. 7). 

To find the solutions aZ'l38 that satisfy the equations at the vertical boundary, that is, the 

points with m s; 1, note that the behaviour at this boundary is just the truncation of the 

behaviour at the interior points (cf. remark 2.4) and so we need not to introduce extra 

coefficients for the solution on the vertical boundary. Furthermore, since for fixed 13 = l3o equa­

tion (6.1) has two roots ao and a1 with I a I < I 13o I , it seems more sensible to look for linear 

combinations a3'138 + c I af 133 satisfying the vertical boundary conditions. It can easily be 

shown however that no such linear combinations exist. This result is of course suggested by the 

. transition structure at the vertical boundary (cf. conclusion 2.14(iii)). Hence, feasible initial 

solutions stem from the horizontal boundary only. 

To find the solutions a3'133 that satisfy the equations at the horizontal boundary, that is, 

the points with n s; 2, we need to introduce extra coefficients for the solution on this boundary. 

Let f oaZ' be the solution for n = 0 and go a3' be the one for n = 1. Insertion of these solutions 

into the equations for n s; 2 leads to three nonlinear equations for <Xo.fo and g 0• The analysis of 

this set of equations is difficult, since these equations also involve the parameter l3o which can 

be regarded as a (complicated) function of <Xo (note that l3o is the root with 1131 < I <Xo I of the 

cubic equation (6.1) for fixed a= ao). Therefore we propose the following approach, leading to 

the desired feasible values of <Xo without use of l3o. 
In section 3.11 we showed that the first tenn of the solution of the shortest queue problem 

gives the solution of the threshold jockeying problem. This suggests that the first terms for the 

shortest expected delay problem may be found by analysing the shortest expected delay prob­

lem with threshold jockeying. First consider the problem with Erlang- I servers and assume that 

one subjob jumps to the shortest queue as soon as the difference between the number of subjobs 

in the two queues exceeds 1. In fact, this is the problem in section 3.11 with T = 1. It is called 

the instantaneous jockeying problem. The solution of this problem is of the fonn 

Pm,n = Un"{" , m > 0 , 0 s; n s; 1 , (6.2) 

and is easily proved as follows. Inserting (6.2) in the equilibrium equations for states with 

m > 1 and O s; n s; 1 leads to 

u0 )\A.+ 1)= u12(y+A.), 

u12(A.+ l)=uo('Y+A.). 

(6.3) 
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These equations have a nonnull solution if and only if the detenninant is zero, i.e., if 

Hence, since the absolute value of y must be less than one (necessary for nonnalization), we 

have to set y= '),.2 and then u0 and u I are solved from (6.3) (up to some multiplicative constant). 

Note that y = 'A. 2 yields the feasible initial ao for the problem without jockeying, that is, the clas­

sical shortest queue problem. 

This suggests that also for the Erlang-2 servers the feasible initial values of ao may be 
found by analysing the related jockeying problem for which it is assumed that one subjob jumps 

to the shortest queue as soon as the difference between the number of subjobs in the two queues 

exceeds 2. This jockeying problem is solved by a linear combination of three geometric tenns 
of the fonn (6.2), i.e., 

p,,.,,. = u,. y'{' + v,. "(,f + w,. if , m > 1 , 0:;; n :;; 2 . (6.4) 

The proof of this result is omitted. We only state that y1 =TJt, y2 =TJ~ and i'.J =-'A./(1 +'A.), 

where TJ1 and TJ2 are the roots with I Tl I < 1 of 

TJ22('A. + 1) = 2'A. + TJ32 . 

The parameters y1 and y2 can also be found as follows. Consider the jockeying process on 
the aggregate states k where k is the total number of subjobs in the system. Let P1c be the proba­

bility of being in state k. Equating the rate out and the rate into state k > 2 yields 

P1c2('A. + 1) = P1c-22'A. + P1c+12, 

from which we can conclude that for some constants c I and c 2, 

P1c =CI TJ1 + C2TJ~ , (6.5) 

By using (6.4) and (6.5) and the fact that P21c+i = P1c, 1, we find two parameters, y1 and Y2 say. 
This approach, however, does not lead to the detennination of y3• 

It can be shown that y1, y2 and y3 are indeed feasible values for ao. That is, if ao is given 

by one of these values and l3o is the root with I~ I < I ao I of equation (6.1) for a= <Xo, then 
there exist coefficients/ 0 and g O such that the horizontal boundary conditions are satisfied by 

a3'~3 for m~0.n>1, 

Koali' for m~0,n=1, 

f oa'tr for m~0.n=0. 

For each feasible pair <Xo, l3o the initial product ali'~3 violates the vertical boundary con­

ditions. To compensate for this error we add the two products c 1 a'j~3 and c2aT~3 where a 1 
and a 2 are the roots with I a I < I l3o I of equation (6.1) for fixed ~ = l3o and then try to choose 
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c1 and c2 such that the linear combination cx3'133 + c1a1'133 + c2afl38 satisfies the vertical 
boundary conditions. The new tenn C 1 af 133 however, violates the horizontal boundary condi­
tions. To compensate for this error we add for n > 1 the tenn d 1 C 1 af 131, where 131 is the root 
with 1131 < I a 1 I of equation (6.1) for fixed a= a 1; for n = 0 the tenn /1 af; and for n = 1 the 

tenn g 1 ar. Then we try to choose the coefficients d l • I 1 and g 1 such that the horizontal boun­
dary conditions are satisfied. The error of c2afl33 on the horizontal boundary is compensated 
similarly. By repeating this procedure we generate an infinite sequence of compensation tenns, 

which grows, due to the compensation on the vertical boundary, as a binary tree. The final solu­
tion x,,,,,.(ao, Po) is given by (c0 =do= 1 by definition) 

.. 
Xm,,.(Oo, Po)= l: d;(c;a'{' + c;+1 af+1 + c;+2af+2)137 for m ~ 0, n > 1 , 

i=O 

and on the horizontal boundary by 
.. 

Xm, 1 ( Oo, Po) = L g;a'!' 
i•O .. 

Xm,o(Oo, Po)= L /;a'{' 
i=O 

for m ~o. 

for m~0. 

The tree structure of Xm,,.(Oo, Po) and the corresponding structure of the parameters <Xi and 13; 
are depicted in the figures 6.3 and 6.2 respectively. The series xm,,.(Oo, Po) is a fonnal solution 
of the equilibrium equations. 

It can be shown that for each feasible pair Oo, Po the construction of Xm,,.(Oo, f3o) indeed 
succeeds, and furthennore, that there exists an integer N > 1 such that for each feasible pair Oo, 
f3o the series Xm,11(0o, f3o) converges absolutely for all states with m ~ 0, n ~ 0 and m + n > N, 
and for the three boundary states (N-2, 0), (N-2, 1) and (N-1, 0). Finally, by restricting the 

Markov process on this convergence region (note that the Markov process always reenters the 

states with m + n > N via one of the three boundary states), we can prove that there exist 
coefficients k(Oo, Po) such that for all states in the convergence region, 

Pm,11 = L k(Oo, Po>xm,n(Oo, Po), 
(~.P.) 

where (Oo, Po) runs through the three feasible initial pairs. 

This concludes the analysis for Erlang-2 seivers. The analysis can be extended to Erlang-I 
seivers, in which case the equilibrium probabilities Pm,n can be expressed as a linear combina­
tion of I (I + 1) / 2 series of product forms. Due to the compensation on the vertical boundary, 
each of these series has the structure of a I-fold tree. The extension to Erlang-I setvers has been 
worked out in detail in [4]. 
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<Xo 

~ 
l3o -----------

Figure 6.2. 

The binary tree structure of the sequences { a;) and {!};) in Xm,n(<Xo, l3o). These 

sequences are generated by the cubic equation (6.1 ). 

Figure 6.3. 

The binary tree structure of the terms in the formal solution Xm,n(<Xo, 13o). 

In the following section we sketch the analysis of the M I£, I c queue, which is also an 

example of a Markov process, that can make larger jumps. Furthermore, this problem is a spe­

cial example of the extension mentioned in section 6.1, since the state space is infinite in one 

direction only. 
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6.4. Analysis of the MIE.lc queue 

In this section we sketch the analysis of the M I£, I c queue. Consider a system with c 
parallel identical servers and a common queue. Jobs arrive according to a Poisson stream with 

intensity ).. On arrival each job requires an Erlang-r distributed service time with mean r Iµ. 

The service discipline is first-come first-served. We assume that 

~<1. 
cµ 

Intuitively, this condition guarantees that the system can handle the offered load. This system 

can be modelled as a continuous-time Markov process, whose state space consists of the vectors 

(no, n 1, ... , nc), where n0 is the number of waiting jobs and n; is the number of remaining ser­

vice phases for server i, i = 1, ... , c. This problem is a special example of the extension in 6.1, 

since the state space is infinite in the no-direction only. 

The M I£, I c queue has been extensively studied in the literature. We mention that 

Mayhugh and McCormick [58] and Heffer [43] treated this queueing problem by using generat­

ing functions. Their analysis, however, does not lead to the explicit determination of the equili­

brium probabilities. Shapiro [ 66] studied the M I E 2 I c queue. His approach has some affinity 

with the one that is described below. 

We first try to characterize the set of products r/ 0 P7' · · · p~· that satisfy the equilibrium 

equations in the interior points, that is, the points with n0 > 0. It turns out that this set is finite. 

However, it contains a subset, a linear combination of which also satisfies the boundary condi­

tions. Contrary to most of the problems treated before, this construction needs no compensation. 

By inserting the products cl'P7' · · · p~· into the equilibrium equations in states with 

n0 > 0, we obtain a set of zc equations for the parameters a, p1, ... , Pc· Luckily, it can be shown 

that these equations are equivalent to a set of c + 1 equations, which are given below. That is, 

each equation in the original large set can be written as a linear combination of the equations in 

the following set: 

C 

a(A+cµ)=A+ Lap;µ, (6.6) 
i=l 

C ~ 
a(A+cµ)=A+Lap;µ+ ,-I, }=1, ... ,c. 

icf'j Pi 
(6.7) 

By subtracting (6.6) from (6.7) it readily follows that a= p1 for j = 1, ... , c. This implies that 

P1 = pr for all i and j. Hence, by introducing the parameters X; satisfying 

XJ = 1 , xr = 1 , i = 2, ... , C , 

we may write Pi = x;P1 for all i. Inserting this relation and a= P'i into (6.6) leads to 
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C 

f)W .. +cµ)=l+IW1 1: Xiµ. 
i=I 

By using Rouche's theorem, it can be shown that for each feasible choice of the parameters Xi 
this equation has exactly , simple roots Pt with I f)1 I < 1. The parameters a. Jii, ... , Pc then fol­

low from 

(X = f}~ , Pi = Xif}I , i = 2, ... , C . 

Hence, we can conclude that there exist ,c products o."• M' · · · f)~' satisfying the equilibrium 

equations in the states with no > 0. Furthermore, it can be shown that these products are 

linearly independent on the set of states with n0 > 0. Then, by restricting the Markov process to 

this set of states, we can prove that there exist coefficients ki such that 

r' 

p,.,, ····"• = 1: kio.7'P7/ · · · p;i for all (no, .. ,,nc) with no > 0. 
i=I 

For a detailed description of the results the reader is referred to [68]. We finally remark that the 

results can be extended to the Ek IE, I c queue. The analysis of the Ek IE, I c can be found in the 

paper [3]. 

In the introduction we mentioned that our interest in shortest queue problems arose from 

problems in the design of flexible assembly systems (see[5, 91). In the following section we 

describe these problems in more detail. 

6.5. A cla~ of queueing models for flexible assembly systems 

In this section we introduce a class of queueing models, which may be used for the model­

ling of flexible assembly systems with a job-type dependent parallel structure. These models 

have not been studied in the literature, except for some special examples, see Schwan [65), 

Roque [62] and Green [40]. The job-type dependent parallelism however, gives rise to analyti­

cal complications, for which no satisfactory mathematical solution techniques yet exist. In this 

section some of these complications will be illustrated by an example. 

A typical production structure, which is encountered in several situations, is the one dep­

icted in figure 6.4. This structure consists of a set of parallel machines and an incoming stream 

of several job-types. Each machine can treat a restricted set of job types. Incoming jobs are 

routed to one of the feasible machines according to some policy. If the operations for the dif­

ferent job types are of the same order of magnitude, then 'joining the shortest feasible queue' 

seems to be a sensible routing. 

As an example of this kind of structure one may think of a number of parallel insertion 

machines, which have to mount vertical components on several types of printed circuit boards 
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~I..___ 
+ [!]00 IMllAB 

I 

Figure 6.4. 

A job-type dependent parallel production structure. M 1, M 2 and M 3 denote 

machines, that treat the job-types A, Band C. Each machine can treat a restricted 

set of job types; M 1 can treat A and B jobs, M2 can treat Band C jobs, and M3 

can treat A and C jobs. 

(PCB). For a technical description of these machines the reader is referred to Zijm [74 ]. Due to 

the limited storage capacity for components, each machine contains components for a restricted 

set of PCB types. Hence, the limited storage capacity gives rise to the job-type dependent paral­

lelism. One of the important decision aspects in these systems is how to divide the necessary 

components among the machines. To find an optimal assignment of the components, we should 

be able to efficiently evaluating models containing the essential features of this system. Since 

the PCB production is characterized by large production batches and small processing times, 

queueing models seem to be appropriate. From a modelling point of view, the following class of 

queueing models contains some of the essential features. 

N types of jobs arrive at a system consisting of M identical parallel exponential servers. 

Each server can treat a subset of job-types. On arrival jobs join the shortest feasible 

queue, and in case of equal shortest queue lengths, ties are broken with equal probabilities. 

This class of queueing models is of course a strong simplification of reality. But if one wants to 

be able to efficiently evaluate more realistic models, then one must first be able to do this for 

simple models. Even these simple models however, cannot be analyzed exactly by existing 

mathematical techniques. So we tried to develop heuristic evaluation methods for these models, 

see [5]. However, we did not succeed in developing methods that were both accurate and 

efficient. Therefore we decided to obtain a better understanding of the process by first consider­

ing a further simplified process. By restricting the analysis to one job type and two servers we 



- 166 -

anived at the shortest queue problem. For this problem we developed the compensation 
approach yielding efficient and accurate evaluation methods and we characteri:zed a class of 
two-dimensional problems for which this approach works. Unfonunately, the following exam­
ple illustrates that even models with a fairly simple job-type dependent parallel structure are not 
contained in this class. 

A and 8 jobs anive at a system consisting of two parallel seivers (see figure 6.5). The ser­
vice times are exponentially distributed with mean µ-1• One seiver can treat both job-types, 
whereas the other one seives B jobs only. Arriving A jobs always join the AB queue and B jobs 
join the shortest queue. 

AB 

B 

Figure 6.5. 

Queueing model with a job-type dependent parallel structure. Arriving A jobs 

always join the general AB queue. Arriving B jobs join the shortest queue, and in 

case of equal queues, join either queue with probability 112. 

This system can be represented by a continuous-time Markov process on the pairs (m, n) where 
m is the length of the shortest queue and n is the difference in length of the queues. The 

transition-rate diagram is shown in figure 6.6. This problem is of the same type as the asym­
metric shortest queue problem in the sense that the Markov process has different properties in 
the regions n > 0 and n < 0 (cf. figure 5.2). However, due to the possibility of transition to the 
south in states with n < 0, the compensation approach does not work for this problem. On the 
other hand numerical experiments show some nice features. For the model in figure 6.5 numeri­
cal experiments suggests that there are Oo, P1, j¾, d I and d2 such that (cf. (5.11)) 

p,,.,,. - Kd I cx3'P1 (m ➔ 00 , n > 0) ; 

Pm,11 - Kd2a3'Pi" (m ➔ 00 , n < 0) ; 

P,,.,o - Ka'G (m ➔ oo), 

for some constant K. In some way this empirical finding should be exploited to develop satisfac­
tory evaluation methods. 
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n 

A., 

Figure 6.6. 

Transition-rate diagram of the queueing model in figure 6.5. 

We finally remark that Schwartz [65] considered queueing models with N parallel queues 

and N job-types, with a hierarchical job-type dependent parallelism. That is, an arriving type-i 

job may choose among the queues from 1 to i only. His analysis, however, turned out to con­

tain errors, see Roque [62]. Green [40] studied a model, related to the one in figure 6.5, but 

with a common queue for the seivers. The seivice discipline is first-come first-seived, except 

that B jobs may pass A jobs if the B seiver becomes available. By truncating an appropriate state 

variable, she calculated approximations for the stationary probabilities by using the matrix­

geometric theory developed by Neuts [60]. 
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Appendix A 

Below we fonnulate a result of Foster ([34], theorem 1). Let P = [p;j] be the transition 

matrix of an irreducible, aperiodic Markov chain on the states (0, 1, 2, ... } and denote by 

p(n) = [p}j>J its nth power. 

Theorem A.I. 

If there exists a nonnull solution {x;} of the equilibrium equations 

I: X;P;j =Xj 
i=O 

(j =0, 1, 2, ... ) 

such that I: Ix; I < 00 , then Pis ergodic and normalization of {x;} produces {7t; }. 

Proof. 

(A.I) 

It is known that limn......,p}j> = 1tj always exists and is independent of i; and further that 

either 1tj > 0 for all j or 1tj = 0. For any nonnull solution {x;} of (A. I) 

I: Xjp}j) =Xj (j = 0, 1, 2, ... ) 
i=O 

for all n, and so by the absolute convergence of I: x; it follows by letting n ➔ 00 that 

I: Xj1tj =Xj 
i=O 

(j = 0, 1, 2, ... ). (A.2) 

Therefore 1tj > 0 (for otherwise {xi} would be null), and so P is ergodic. Moreover, (A.2) states 

that the ratio of Xj and 1tj is independent of j, so nonnalization of {x;} produces {7ti }. □ 

This result can be extended to continuous time Markov processes. Let Q =[%]be the generator 

of an irreducible Markov process on the states { 0, l, 2, ... } with sup; .,0 -qi; < oo; so there is a 

/l > 0 such that /l-1 > supi;i,o -qii• The continuous time equivalent of theorem A.I is fonnu­

lated below (see e.g. Cohen [19], section 1.3.4). 

Corollary A.2. 

If there exists a nonnull solution { x; } of the equilibrium equations 

I; Xiqij=0 
i=O 

(j=0, 1, 2, ... ) 

such that I: lxi I < 00 , then Q is ergodic and normalization of {xi} produces {7t;}. 
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AppendixB 

In this appendix we prove theorem 5.20 and lemma 5.22. 

Proof or theorem 5.20. 

For m 2: 0, n > 0 and all nodes i in the compensation tree we first derive upper bounds 
- -
R11(i, m, n) and R1,(i, m, n) on R11(i, m, n) and R1,(i, m, n) for ieL and upper bounds 

R,1(i, m, n) and Rrr(i, m, n) on R,1(i, m, n) and Rrr(i, m, n) for ieR. We prove that these 

upper bounds are monotone in the sense that for all nodes j in the subtree below node i, 

- - - -RuU, m, n) ~ Ru(/ (i), m, n) , R,,(j, m, n) ~ R,,(l (i), m, n) if je L , (B.1) 

- - - -R,,(j, m, n) ~ R,,(r(i), m, n), RrrU, m, n) ~ Rrr(r(i), m, n) if jeR. 

The proof of theorem 5.20 is then completed by defining the matrix B (i, m, n) as follows. 

Definition B.1. 

For all m 2: 0, n > 0 and i 2: l, 

. [ B11(i, m, n) B,1(i, m, n)] [ R11(l (i), m, n) R,1(r(i), m, n)] 
8(1, m, n) = 8 (" ) 8 (" ) = - - . 

Ir 1, m, n rr I, m, n R1,(l(i), m, n) Rrr(r(i), m, n) 

Let m 2: 0 and n > 0. Then for all ieL we derive an upper bound R.1,(i, m, n) on 

R1,(i, m, n) satisfying the monotonicty given in (B.l). The other bounds are derived similarly. 

For ie L the ratio R1,(i, m, n) may be written as (see section 5.5) 

. Cj I d,(i) I 1 + (Cr(i) / C;) (O.,.(i) / o.Jm 
R1,(1, m, n)= -- --Id_!_ 

Cp(i) j l + (c; / Cp(i)) (a;/ O.p(i)r 

By substituting (cf. (5.15)) 

O.,.(il Y-(~r(i)) 

ex;-= Y+(~r(i)) ' 

in the right-hand side of this equality we obtain 

• Cj ldr(i)I· l+(C,(i)/c;)(y_(~r(i))fy+(~r(i))r [f_(~;)]m[X-(<Xi)]" 
R1,(1, m, n) = -- --- ----'--'------'-'-----'-'---

cp<il I d;I l + (c; / cp(i)) (f_(~;)/ Y +(~;)r Y +(~;) X+(O.;) 

Now we first need bounds on c; I cp(i)• c,(i) I c; and I d,u> I/ ldi I. 
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Definition B.2. 

For all O <a< <Xo, define 

(a"f1 + 2qp)a (a"f.i + 2(1-q)p) a 
----+------

X_(a) x+(a) 
Du(a)= (ay1 +2qp)a (a')'i +2(1-q)p)a • 

X +<a) + x+(a) - 2<P + l)a 

'Yt (a"f2 + 2(1 -q))(A2 -A 1) 
D,,(a) = ----,~-------------._­

(ay1 + 2qp)a (a"fl + 2(1 -q)p)a 
'Y2 ----+ ------ -2(p + l)a 

X+(a) x+(a) 

- y2(ay1+2q)(a2-a1) 

~~= [ ' (ay1 +2qp)a (ay2 +2(1-q)p)a 
'Yt X +<a) + x+(a) - 2(p + l)a 

(ay1 + 2qp)a (ay2 + 2(1-q)p)a 
----+------

X+(a) x_(a) 
D"(a) = -------------­

(a'Y1 + 2qp)a (a"fl + 2(1-q)p)a 
X +<a) + x+(a) - 2<P + l)a 

and for all O < P < 1, define 

1- L(P)IP 
fi(P)= A2-l ' 

where 

p+ 1- ✓(p+ 1)2-2p 'Yt p + 1 + ✓(p + 1)2 -2P'Yt 
Ai=--------, A2=--------

~ ~ 

p+ 1- ✓(p+ 1)2-2P'Y2 
a1= 

'Y2 'Y2 

Lemma B.3. 

C; - · ld/(i)I - ldr(i)I -
0 < fi(P;) < Cp(i) < C,(P;), Id;!< Du(a;), Id;!< D1,(a;) for ieL; 

Cj - ldt(i)I <D-( ·) 
0 < fr(P;) < - < C,(P;) , Id,· I r/ a; , 

Cp(i) 

ld,cil I -
Id;!< D,,(a;) for ieR. 
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Proof. 

We prove the bounds for ieL. The proof is similar for ieR. The bounds on c; I Cp(i) follow 

by dividing the denominator and numerator of the quotient defining c; I c P (i) by p; and inserting 

the inequalities (cf. lemma 5.7) 

Y+(P;)IP; <lim Y +<P)t P=A2, L(P;)IP; > lim L(P)t P=A 1 
PU! PU! 

in this quotient. Multiplying the denominator and numerator of the quotient defining di(i) Id; by 

<Xi and adding 2(p + 1 )<Xi to the numerator of this quotient yields the bound on I d1 (i) I / Id; I -
Finally, multiplying the denominator and numerator of the quotient defining dr(i) Id; by a; and 

inserting the inequalities 

X+(a;)/a; < lim X+(a)/a=A11 , X_(a;)/a; > lim X_(a)/ a=A21 
aUJ aUJ 

in the numerator of this quotient yields the bound on I dr (i) I / Id; 1- □ 

Application of lemma B. 3 yields for i e L 

R ( . ) C-(A·)D- ( ·) l+Cr(Pr(i))(y_(Pr(i))/y+<Pr(i))r [L(P;)]m[X-(<Xi)]" 
Ir I, m, n < I 1-'1 Ir a, A . 

1 + fi(P;)(L(P;)/ Y +<P;)r Y +(p;) X+(a;) 

The right-hand side of this inequality is the desired bound R1r(i, m, n). 

Definition B.4. 

For all m ~ 0 and n > 0, define for i e L 

R. (i, m, n)=C(P·)D (a·) l+C1(P1(i))(L(P1c;))/Y+<P1(i))r [Y_(p;)]m[X_(a;)]". 
II I I II I 1 + fi(P;) (L(P;)/ y +<P;)r y +<P;) X+(a;) 

R- (' )-C-(A·)D- ( ·) l+Cr<Pr(i))(y_(jlr(i))/y+<Pr(i))r [Y-(l};)]m[x_(a;)]" 
Ir I, m, n - I 1-'1 Ir a, A • 

1 + 0<P;) <L<P;)t Y +<P;)r Y +<..,;> x +<<Xi> 

and define for ie R 



-179-

The following properties are required to establish that these upper bounds are monotone. 

Lemma 8.5. 

(i) For O <a< <Jo, the/unctions D11(a), D1,(a), D,1(a) and D"(a) are increasing in a; 

(ii) For O < P < 1, the functions C1(P) and C ,(P) are increasing in P and the functions f,(P) 

and f,.(P) are decreasing in p; 
(iii) For O <a< <Jo, the ratios X_(a)/ X+(a), x_(a)/ X+(a), L(a)/ X+(a) and x_(a)/ x+(a) 

are increasing in a; 

(iv) For O < P < 1, the ratios Y -<P) I Y +<P) and y _(p) / y +<P) are increasing in p. 

Proof. 

(i): We prove the monotonicity for D11(a). The proof is similar for the other functions. The 

· denominator of D11(a) vanishes at a= ao and a= 1 and is strictly convex for O <a< 1 (cf. the 

proof of lemma 2.17). Hence the denominator of D11(a) is positive and decreasing in a for 

0 <a< <Jo. By lemma 5.7 the two tenns in the numerator are positive and the second one is 

increasing in a. Now it remains to prove that the first one is also increasing. Since 

d (<XY1 +2qp)a Y1 a (<XY1 +2qp)y2 

da L(a) = L(a) - 2 ✓(p + 1)2 - (2p + a Yz) y1 

is decreasing in a, we obtain for O < a < ao 
d (a Y1 + 2qp) a Y1 Oo (Cl.o Y1 + 2qp) Y2 ----->---- . 

da L(a) X -(Cl.o) 2 ✓(p + 1)2 - (2p + Cl.o "f2) y1 

_ 2 (p Yt + 2q) P 'Y2 2 (p Yt + 2q) 0 
- +PY2- 2(1+p(l-y1)) > +p"f2- 2 > , 

proving that the first tenn in the numerator is increasing in a for O < a < Cl.o, 

(ii), (iii) and (iv): Immediately from lemma 5.7. D 

We can now prove the monotonicity property (B.1). Let node j be a left descendant in the sub­

tree below node i in the compensation tree. In the parameter tree ai is a member of the subtree 

below a;, so <Xj < 0.,,v) ~ a; by corollary 5.8. From lemma 5.7 it then follows that 

Pi= X -<O.,,v)) ~ L(a;) = Pie;) , 

ai = r _(pj) ~ r -<P,ci)) = a,c;> • 

P,v> =x_(aj) ~ x_(a,(i)) = P,c,u>>. 
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By using these inequalities and lemma B.5 and the fact that xm I (1 + cxm) is increasing in x for 

x ;? O and c ;? 0 we obtain the desired inequality 

R1,(j, m, n) S R1,(l(i), m, n). 

Since the other inequalities are proved similarly, this completes the proof of theorem 5.20. D 

Proof of lemma 5.22 

(i): Immediately from the definition of B (i, m, n) and (B.1). 

(ii): We show that as i ➔ oo 

B11(i, m, n) =R11(l(i), m, n) ➔ R11(m, n). (B.2) 

The limits of the other elements in B (i, m, n) are derived similarly. To establish (B.2) it 

suffices to show that the bounds on c1c;) / c;, c1c1c;n I CJ(i) and I d1c1c;n I/ I d1ci) I are asymptotically 

tight. As i ➔ 00, then Pici) ➔ 0 by the corollary 5.8. Since 

Y_(p)tP ➔ A1, Y+(P)IP ➔ A2 

asp ➔ 0, we obtain (cf. lemma 5.10) 

9<P1ci)> ➔ c,. c,<P1c;>) ➔ c, 
as i ➔ 00• So the bounds on CJ(i) I c; are asymptotically tight. Similarly it follows that the 

bounds on the quotients c1cici)) I c1c;> and I d1ci(i)) I / I di(i) I are asymptotically tight. 

(iii) and (iv): The ratios L(Pici))IY+(P1ci)), x_(a.1c;))/X+(O;(i)), ... appearing in the 

definition of B (i, m, n) are positive and less than one. For example, by lemma 5. 7, 

x_(a.1ci)) x_(CJo) P'Y2 
0<--"-'-<--=---<1. 

X+(a.1c;)) X+(CXo) 2+P'Yt 

Hence, B (i, m, n) decreases monotonically and exponentially fast as m ➔ 00 for fixed i and n 
and as n ➔ oo for fixed i and m. □ 
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