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Preface 

This volume contains a selection from the papers presented at the Fourth Euro­
pean Multigrid Conference, held in Amsterdam, July 6-9, 1993. Another selection, 
including the contributions by the invited speakers, appears as the proceedings of 
the Fourth European Multigrid Conference and is published by Birkhiiuser Verlag, 
Basel. 

When the first multigrid conference was held in 1981 there was no doubt 
about the usefulness of a conference dedicated specially to multigrid, because 
multigrid was a new and relatively unexplored subject, still in a pioneering stage, 
and pursued by specialists. The past twenty years have shown a rapid growth 
in theoretical understanding, useful applications and widespread acceptance of 
multigrid in the applied disciplines. Hence, one might ask whether there is still 
a need today to continue organising conferences specially dedicated to multigrid. 
The general consensus is that the answer is affirmative. New issues arise that are 
best addressed or need also be addressed from a special multigrid point of view. 
Most prominent among these issues are parallel computing, adaptive computa­
tions and applications other than elliptic boundary value problems. Multigrid has 
much impact on computational fluid dynamics. This influence is much reflected 
in the present selection of contributions: more than 10 of the 17 contributions are 
devoted to CFD. 

Beside meetings, exchange of information on multigrid research is also aided 
by MGNet, in which papers and software are stored electronically, and may be re­
trieved by ftp. MGNet is maintained by C. Douglas of Yale University. Information 
on MGNet can be obtained by sending email to mgnet-requests@cs.yale.edu. 

The conference was made possible by the Centre of Mathematics and Com­
puter Science (CWI), Amsterdam, and the University of Amsterdam. Financial 
support was provided by Akzo NV, IBM Nederland NV and the Royal Dutch 
Academy of Science (KNAW). We are also greatly indebted to Mr Frans Snijders 
and Ms Simone van der Wolff for their help in organising the conference in the 
historic setting of old Amsterdam. 

Amsterdam / Delft, December 1993 
P.W. Hemker 
P. Wesseling 
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1 

Burgers Equation and Multi-Grid 
Techniques 

Alfio Borzl 1 

ABSTRACT We analyze a discretization of the Burgers equation. For the resulting 
discrete problem we prove the existence of solutions for a class of initial-boundary 
conditions. Then we use this introductory evolution equation to present an alge­
braic multi-grid method for fluid flow problems. This method consists of a smooth­
ing iteration, transfer of defects on a coarser space, and prolongation of obtained 
corrections to the previous space. But these operators are here interpreted in terms 
of a direct multi-grid substitution method. This fact seems to suggest that multi­
grid methods are "approximating" versions of suitable chosen direct methods. This 
algorithm is compared with a standard multi-grid method by means of numerical 
experiments. It turns out that the algebraic algorithm provides the exact solution 
of the discrete elliptic problem to be solved at each time step. 

1 Introduction 

Today there exists a large choice of methods for the numerical solution of partial 
differential equations. Among them we find the modern multi-grid (MG) scheme. 
The first application of this method was to solve elliptic boundary value problems 
[1]. Nowadays the range of applications of MG algorithms is quite large. One of 
the most important is for solving fluid flow problems. 

The first fluid dynamics computations were based on finite difference meth­
ods. That is, the differential equation which governs the fluid is discretized ap­
proximating each partial derivative with a difference-quotient operator. Therefore, 
the differential problem is approximated by a large system of algebraic equations. 
Fortunately this algebraic problem is normally sparse, i.e., has relatively few non­
vanishing elements. Hence it can be solved using iterative methods. However, these 
methods present a problem: they effectively reduce only a part of the spectrum of 
the solution error components. This principal problem has been solved by means 
of multi-grid techniques. 

1SISSA, Scuola Internazionale Superiore di Studi Avanzati, Via Beirut 2-4, 34013 
Trieste, Italy. Address after 15 Novenber 1993: OUCL, Wolfson Building, Parks Road, 
Oxford, OXl 3QD, UK 



2 Allio Borzl 

The basic MG idea is to treat the different spectral components of the solu­
tion error on different grid spaces. On each space an iterative method is used to 
solve those components of the error which are more oscillating in character. As a 
consequence, on a given grid, the error remains smooth and can be approximately 
represented and computed on a coarser grid space as a solution of a "coarse" 
problem. Therefore the coarse solution is used to correct the finer solution for the 
smooth components of the error. This last step is called coarse grid correction. 
Because the smoothness can be considered a geometric concept, sometimes this 
approach is referred to as "geometric" multi-grid method. 

However, in many complex problems it is difficult to handle all geometrical 
aspects. Therefore a multi-grid method based only on the algebraic features of the 
system of equations to be solved could be convenient. For this purpose an algebraic 
MG method has been proposed [2,3]: the vector solution u is a set of variables 
which represent the value of the solution on the grid points. Then one selects a 
subset of these variables so that the remaining ones are "strongly connected" [2] 
to them. This subset can be represented in a smaller algebraic space as a vector, 
solution of a coarser algebraic problem. Therefore these variables are part of the 
entire solution and using the "strong connection" it is possible to compute all the 
elements of u on the fine space. 

Based on these algorithms it is possible to construct MG methods for evo­
lution equations. The time evolution is described by a sequence of systems of 
equations which give the solution at different time steps. Therefore the multi-grid 
methods are used to solve each problem of the sequence. Here we present two MG 
schemes. The first is a standard MG method for evolution equations. The second 
is based on algebraic considerations and constitutes our first attempt to construct 
an algebraic multi-grid method for evolutionary problems. 

Now in order to present them, we choose as a model problem a nonlinear 
diffusive wave equation known as the Burgers equation [4], 

(1) 

where Ox<P = ~' Ot<P = ~ and Oxx<P = ~- 15 is the so called diffusion coefficient. 
This equation describes a balance between the nonlinear convective term 

and the linear dissipative term. These terms are present in the same way in the 
incompressible Navier-Stokes (NS) equation, making (1) a qualitatively correct 
approximation to the one-dimensional NS equation. However, for some dissipative 
flow problems such as shock prop·agation, compressible turbulence, etc., (1) is 
considered to be the appropriate mathematical model. On the other haml, the 
Burgers equation provides a suitable model for testing computational algorithms 
for problems involving the evolution of shocks. 

Nevertheless, this equation does not represent the main difficulties encoun­
tered in the numerical solution of higher dimensional flow problems. Actually we 
choose this equation to provide an introductory problem in order to study an 
algebraic multi-grid (AMGM) approach to the solution of evolution equations. 
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In the following section we present our algorithm based on the formal require­
ments given in [2,3]. It is constructed by introducing a MG substitution method 
which mimics the algebraic multi-grid process. In section 2 we also sketch a stan­
dard MG scheme. In section 3 we analyze a discretization of (1) using the M-matrix 
formalism. We prove, under suitable conditions, the existence of the solution for 
a class of initial-boundary value problems. Finally, in section 4, we compare nu­
merically the algebraic method with the standard MG approach to (1) we sketch 
here. In section 5 we present our conclusions. 

2 Multi-Grid Methods and Evolution Equations 

For generality of presentation we consider the implicit time-discretization of an 
initial boundary-value problem in a bounded domain n, 

8tu+A(u,t) = 0, t 2 0, x E 0, 

u(x, 0) = u0 (x) in n , 
u(., t) = gr(t) , on the boundary r , 

(2) 

(3) 

(4) 

where A(., t) is an elliptic differential operator which could be linear or nonlinear. 
The functions u0 (x) and gr(t) give the initial and boundary values respectively. 

Let us choose as n the bounded domain ( a, b) and r = { a, b}. We construct a 
grid nh on n with mesh size h = (!~~), n being the number of interior grid points. 
We suppose to discretize equation (2) on the grid nh at the time step t = k6.t 
(6.t > 0, step size) so that we obtain a linear discrete elliptic problem defined on 
0h, 

(5) 

where uh,k is the approximate solution and ph.k defines the right-hand side for 
the current time level k. Therefore one gets a sequence of discrete elliptic problems 
which should be solved at each time step. We use multi-grid techniques to solve 
this boundary value problem. 

2.1 THE FAS ALGORITHM 

The MG method works efficiently because on each grid it handles only the high 
frequency (HF) components of the solution, i.e., those components whose wave­
length >. E (2h, 4h]. First of all, for these methods one needs a convergent iterative 
scheme which is used to treat with just the HF components of the solution, or 
equivalently, to dump effectively the HF components of the error. We denote such 
smoothing iteration by: 

(6) 
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where we have omitted the time level k. 
Because (1) is nonlinear, a nonlinear multi-grid method is appropriate for 

its resolution. We report here a standard nonlinear multi-grid scheme, that is the 
so called FAS (Full approximation storage) of A. Brandt [2]. Let us introduce 
a sequence of grids with mesh sizes h1 > h2 > ... > hM, so that hc-1 = 2hc. 
Equation (5) with discretization parameter he will be denoted as 

(7) 

If one applies (6) to (7), an approximated solution f/ is obtained. Because of the 
relaxing property of ( 6), the approximated solution has an error, i/ = i/ - uc, 
with only low frequency (LF) components. Then it can be represented well on a 
coarser grid. Now transfer ii onto the next coarser grid, i/- 1 = lJ-Iuhe, lJ- 1 

being a restriction operator. Hence the coarsening procedure applies and defines 
the coarse grid equation, 

(8) 

where 
(9) 

It 1 is a fine-to-coarse grid transfer operator not necessarily equal to lt 1 . More­
over, AC-I , as Ac, is obtained by the discretization of the differential problem but 
with respect to hc-1-

Having obtained the solution of the coarse grid equation i/- 1 , the difference 
v/- 1 -uR-l approximates in the coarse grid nhe-1 the error il of Uc in the finer grid 
[2]. This we use to obtain a coarse grid (CG) correction to the finer-grid solution 

-c -c+I'c ('c-1 -R-1) 
U +- U £-I U - U , (10) 

where 1L1 is a coarse-to-fine grid interpolation operator. Finally one applies re­
laxation (6) at level£, in order to smoothen errors coming from the interpolation 
procedure (post-smoothing). To solve equation (7) one employes a CG correction 
recursively, i.e. equation (8) is itself solved by iteration sweeps combined with a 
further CG correction. The FAS algorithm is very efficient, it requires no lineariza­
tion and the n equations obtained by the discretization of an elliptic differential 
problem on nhM are solved to the desired accuracy in O(n) operations. 

Notice that AR-I and Ac gives the same discrete problem. Hence also i/- 1 

should approximate uR on the coarse grid. Therefore uR must be smooth so that it 
can be represented on nhe-i. This property provides the justification for the use 
of common restriction and interpolation operators. However, for some problems, 
it is difficult to choose appropriately these operators. In this case, an alternative 
strategy is provided by an algebraic approach. 

2.2 THE ALGEBRAIC MULTI-GRID METHOD 

An algebraic multi-grid method is formally equivalent to the method sketched 
above. However, in this case AC-I is given by IJ-1 Ac 1L1 (Galerkin approach). In 
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addition, the restriction and the interpolation operators should be defined using 
only the algebraic features of the problem in hand. That is for example the values 
of the entries of the matrix Al. 

In order to present the essentials of the algebraic multi-grid algorithm we will 
consider that Al is a nl x nl tridiagonal matrix, whose elements aij with i = j or 
Ii - ii = 1 are nonzero, and the matrix is not ill-conditioned [5]. 

The algebraic approach, as the geometric one, is also based on the notion 
of smoothness; however it has now an algebraic sense: the error il is smooth 
if the corresponding defect dl = Ali/ - pl is such that dl << el [2,3]. Again 
the smoothness provides the justification for the coarsening and the interpolation 
procedure. For the latter consider the defect equation resulting from few smoothing 
·t t· -l ~l ~l dl . 1 h l l 0 1 era 10ns aii-lei-l + aiiei + aii+lei+I = i, i = , ... , nl, w ere e0 = en£+ 1 = 
in case of Dirichlet boundary conditions. 

Now select, in analogy with the geometric MG approach, the subset of "coarse" 
variables e£-l = (et et ... , e;,£_1) and notice that the remaining variables can be 
obtained as 

i = 1, 3, ... , ne , (11) 

where the defect is considered to be approximately zero. We notice that (11) gives 
exactly the piecewise linear interpolation in case of the simplest one-dimensional 
Dirichlet problem [6]. In that case the restriction operator is defined (up to a 
constant) as the transpose of the matrix operator f L 1 . So, in algebraic multi­
grid, there is the attempt to define the coarsening procedure using the assumption 
1f-1 = (iL1)T (T means transpose). However this result seems to be restricted 
to symmetric problems as we will see later. 

For the moment let us construct a simple substitution procedure which result 
to be formally equivalent to the algebraic MG coarsening. First consider the ith 
( i odd integer) equation of the above defined tridiagonal system and express the 
ith element of el in terms of the neighboring elements: 

i = 1, 3, ... , ne . (12) 

Then use (12) in order to eliminate the variables ef , i = 1, 3, ... , ne from the 
complete set of equations, obtaining the following coarse problem 

where i = 2, 4, ... , nl - 1. 
We notice that the matrix of coefficients of the coarse problem obtained by 

substitution is equal to 1f-1 Al fL 1 with fL 1 given by (11) and lf- 1 acting as 
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i = 2J , I= 1, 2, ... , nt-1 . (14) 

Equation (14) means that the restriction operator can be expressed as the trans­
pose of the interpolation operator corresponding to (Af)T. Obviously if the prob­
lem is symmetric we have !J- 1 = (iff_ 1)T as in [2,3]. 

Now suppose to solve (13) obtaining the coarse variables defined above, then 
the remaining variables are found using (12). However, as in the geometric case, we 
can solve the algebraic problem recursively. At each level is applied the coarsening 
procedure as far as the coarsest space, with only few variables, is reached. Then 
the following finer variables are computed by means of (12). 

There are only two differences between the algebraic MG algorithm and the 
substitution multi-grid method presented above. First of all, the former requires a 
smoothing iteration whereas the second not. The second difference is in the coarse 
correction: that of the substitution contains a term which depends on the defect 
and coincides with (11) only if df = 0, i = 1, 3, ... , nt. These results suggest that 
the action of the smoothing iteration is to arrange the defect so that (12) can be 
well approximated by (11). Hence, in principle, the convergence of the relaxation 
is not required. 

We notice that the particular structure of the matrix A£ suggests that a 
red-black (RB) Gauss-Seidel [7] iteration should be used. That is, split the set of 
interior grid points Xi = a+ih, i = 1, 2, ... , nt into a 'red' and a 'black' subset: into 
points whose index i is even and odd respectively. Then each subset is numbered 
lexicographically and the Gauss-Seidel iteration is applied first to the red subset 
and subsequently to the black one. It is clear that after this iteration one obtains 
df = 0, i = 1, 3, ... , nf. Therefore, in this case, the substitution and the algebraic 
multi-grid methods will give the same results. That is, the AMGM solves exactly 
the discrete problem. 

2.3 MULTI-GRID METHODS FOR EVOLUTION EQUATIONS 

We consider now the problem of how to advance the solution in time using multi­
grid methods. There are indeed many multi-grid approaches to evolutionary prob­
lems [6,8,9,10]. Because of its simplicity let us use the modified nested iteration 
(MNI) proposed by W. Hackbusch [10]. The first step of this method is to solve 
the discrete problem associated to the coarsest grid Dh1 where the solution is rep­
resented in few grid points. The corresponding system of equations (7), for the 
current time step k6.t, is solved by applying a few steps of the iteration proce­
dure ( 6) obtaining the solution uh 1 ,k. On this grid ( £ = 1) the difference between 
the obtained solution and the one relative to the previous time step is computed, 
uh 1 ,k - uhi,k-l_ This difference is used to construct the approximation to the so­
lution for the current time step in the following finer level. That is by means of a 
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prolongation operator Pf_ 1 we have 

(15) 

This approximation is then used as a starting value for the multi-grid solution 
process in order to get the solution on the finer level. This procedure is repeated 
until the finest level ( € = M) is reached. We summarize here the algorithm just 
described 

• Modified nested iteration (MNI) 

1. Compute the solution for the current time step in the coarsest level, 
uh1,k (€ = l); 

2. Increase € by one and use the computed values at level € - 1 to approx­
imate the solution in the next finer grid € : 

-Rk -£k-l+p£ (-R-lk -£-lk-1) 
U ' = U ' R-l U ' - U ' ; 

3. Solve with FAS the discretized equation (7) at level € using the given 
initial approximation f/,k ; 

4. Repeat the procedure starting from 2. until the finest level M is reached. 

5. Increase the time level k by one and go to 1. 

We observe that the prolongation (15) is also based on geometric considera­
tions: it provides a good approximation to the solution for following finer levels if 
the solution changes smoothly from one time step to another. 

Therefore we will not define a MNI scheme in case of an algebraic multi-grid 
method and the solution will be advanced in time solving (5) at each time step as 
a pure algebraic problem, whose coefficients will be determined by the solution at 
the previous time level. 

3 A Discretization of the Burgers Equation 

We have supposed that the solution uh,k is a grid function 

h,k _ ( h,k h,k h,k)T 
U - U1 , Uz , ..... , Un , (16) 

where u7'k represents the value of the solution corresponding to the interior grid 
point x = a+ ih of a given grid space 01,,, at the time step kflt. For the discretiza­
tion of (1) we focus our attention on two facts. First when the diffusion coefficient 
becomes small, equation (1) tends to coincide with the inviscid Burgers equation 
which can produce discontinuous solutions [4]. Therefore one must be careful in 
the discretization of the gradient OxU in the nonlinear term of (1). On the other 
hand as 8--> 0, any centered discretization of (1) becomes unstable. Hence we use 
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a noncentered discretization for the nonlinear term because it makes the finite dif­
ference scheme stable (independently of the mesh size h). In this way a numerical 
viscosity arises and there is no need to introduce an artificial viscosity ( as it is done 
in [11] where one has the additional problem of choosing a viscosity parameter). 
In addition, the so obtained discrete equation is consistent with the.same coarser 
or finer (grid) equation [6]. Then starting from a scheme whose consistency order 
is 2 the consistency order of the resulting discrete equation is only 1. 

Now let us denote with of and ofi the difference-quotient operators approx­
imating Ox and Oxx respectively. Following [11] we linearize the nonlinear term 
using a Taylor series expansion with respect to time. This procedure leads to the 
following discrete problem (for economy of notation we do not put here the dis­
cretization parameter h): 

uk uk-1 1 
i - i + -o·[ukuk-1] - DO··uk = 0 

flt 2 ' " ' 
(17) 

with initial condition 
(18) 

and boundary conditions 

u~ = go(kflt) (19) 

For the reason explained above we make the discretization stable by using a back­
ward ( or forward) formulae of = [-lhl,OJ ( or of = [o,hi,iJ) and ofi = [1,h;•11 , 

which is the so-called difference stencil notation. This produces a O(/lt) + O(h) 
scheme. The use of backward or forward discretization depends on the sign of u. 
Later we will restrict to the case u 2:: 0 for which the backward discretization is 
appropriate. It is obvious that the following results are valid also for the case u ::; 0 
but in that case they are referred to a forward discretization. 

Now notice that (17) is a tridiagonal system of n linear equations for the n 
unknowns uf , i = 1, ... , n. That is 

where u~ , u~+l are known from the boundary conditions. Let us denote this 
system by A( uk-l )uk = f( uk-l ). The boundary conditions are incorporated in the 
right hand side. Notice that the AMGM described above applies to this algebraic 
problem. 

Now, in order to investigate the above algebraic problem, we introduce the 
formalism of M-matrices [5]: 

Definition 1 A matrix A E L(Rn) is an M-matrix if A is invertible, A-1 2:: 0, 
and Aij ::; 0 for all i, j = 1, ... , n , i -:/- j. 

for the following results we need also 
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Definition 2 A matrix A E L(Rn) is irreducible if and only if for any two distinct 
indices 1 ::S i ::S j ::S n, there is a sequence of nonzero elements of A of the form 
{ aii1 , ai1 i2, • • • l aimj} • 

Therefore we can recall a useful theorem for M-matrices [5] 

Theorem 1 Let A E L(Rn) be irreducibly diagonally dominant and assume Aij ::S 
0 , i -/:- j, and that Aii > 0 , i = 1, ... , n. Then A is an M -matrix. 

We can now state a lemma which tells us a sufficient condition to be satisfied 
so that the above discretization of (1) gives a matrix A( uk-l) which is an M-matrix 

k-1 k-1 
Lemma 1 If u7- 1 2: 0 and L 2: maxi ½lu' ~ui-i I, then A(uk-l) is an M-
matrix. 

Proof. The condition of (weak) diagonal dominance, where strict inequality holds 
for at least one i, is expressed by 

n 

IA(uk-l)iil 2: L IA(uk-l)ijl ' 
j=l,#i 

i = 1, .. . ,n. 

This is immediately satisfied by A( uk-l) because 

n 

L IA(uk-l)ijl 
j=l,#i 

< 
28 k-1 k-1 k-1 
-+lui -ui-11+~ <A( k-1)·· 
h2 2h 2h - u " ' 

(21) 

i = 1, ... ,n. 

Then A(uk-l) is diagonal dominant. In addition we have A(uk-l)ii > 0, i = 
1, ... , n and A( uk-l )ij ::S O , i -/:- j. Moreover, for any i < j there is the sequence 
{aii+l,ai+li+2,···,aj-1j} and for j < i we have {ajj+l,aj+lj+2,···,ai-li}, then 
A(uk-l) is irreducible. Hence, by theorem 1, A(uk-l) is an M-matrix. 

k-1 k-1 
.;,From now on we will refer to the conditions u7- 1 2: 0 and L 2: maxi ½I u, ~ui-i I, 

as the M -conditions. We then have a result for our analysis stated in 

Lemma 2 If the M -conditions are satisfied at level k - 1 and the boundary values 
are positive or zero then uk exists and is nonnegative. 

Proof. Because the M-conditions are satisfied A(uk-l) is an M-matrix. Then it is 
invertible and the solution at the time step kf:lt for the discretization (17) exists 

d . . b k A( k-1)-lf( k-1) M 'f k-1 > 0 . 0 1 d an 1s given y u = u u . oreover 1 ui _ , i = , ... , n+ , an 
u~ 2: 0 and u~+l 2: 0 one immediately sees that f(uk-l )i 2: 0, i = 1, ... , n. Then 
the solution uk is positive thanks to the positive definiteness of inverse A(uk-l )-1 
and of the vector f(uk- 1). 
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The last lemma states that starting from a nonnegative initial data the so­
lution will evolve remaining positive if at any time level k the boundary values 

k-1 k-1 

are nonnegative and lt 2:: maxi ½lu; ~u;-i I- With these conditions A(uk-l) will 
remain an M-matrix during the evolution. 

The above conditions pose a limitation in the step size f::!.t. Depending on 
the behaviour of the solution with the time, f::!.t could be increased or must be 
reduced during the evolution. In any case the diffusive term in (1) prevents the 
development of steep wave profiles and tends to spread the sharp discontinuities 
into smooth profiles so that the step size f::!.t remains finite. For simplicity we shall 
consider an example where f::!.t is fixed. In any case the MNI applies also with 
variable step sizes [3, 10]. 

4 Numerical Investigation 

We solve the Burgers equation in the domain n = ( a, b) with the initial condition 

U2 - U1 U2 - U1 
u0 (x) = u1 + 2 {1 - tanh[ 48 x]} , (22) 

and boundary conditions u1 = u0(b) and u2 = u0(a). We choose a and b so that the 
boundary conditions approximate well the asymptotic values of the steady state 
solution (together with the asymptotic vanishing of the spatial derivative of u) 

U2 - U1 u2· - U1 
u(x, t) = u1 + 2 {1 - tanh[ 48 (x - Ut)l} , (23) 

where U = ui !u2 • This solution is known as the Taylor shock solution [4], U being 
the velocity of the shock. Let us assume that u1 = 0. With these conditions the 
sum of the n discrete equations (17) gives 

sk - sk-1 !::!.tu 
- +Tu2, (24) 

where Sk = I;~=l uf. The term c.iu can be interpreted as the number of new grid 
points reached by the shock in one time step. Then (24) means that the evolution 
of the discrete Burgers equation (17) is that of a Taylor shock satisfying the given 
initial-boundary conditions. 

The numerical experiments are performed for 8 = 0.01 and boundary values 
given by u1 = 0 and u2 = 1, so that U = 0.5. The numerical domain is n = 
(-2, 10.8). The number of the interior points of the finest grid is 127 (hM = 0.1) 
and M = 6, this means that the coarsest space has 3 interior grid points. In 
all numerical experiments the time step size is f::!.t = ½. We verify numerically 
that with the above values of the discretization parameters the M-conditions are 
satisfied during the evolution. 



1. Burgers Equation and Multi-Grid Techniques 11 

For both FAS and AMGM we use the RB Gauss-Seidel smoothing iteration. 
Notice that A( uk-l) is an M-matrix and this is a sufficient condition for the 
above iteration to converge to the solution v,k for any starting approximation [7]. 
Moreover, this iteration is normally recommended to be used in multi-grid methods 
for the numerical solution of parabolic problems [9]. For the AMGM the use of the 
RB Gauss-Seidel iteration is motivated by the results given in section 2. 

Now we summarize the numerical results. We consider the AMGM at each 
time level. It employes one sweep of the RB Gauss-Seidel iteration at any level as 
far as the coarsest one is reached. There the algebraic problem is solved exactly 
(zero defect) with just few iterations. Then the exact solution is obtained using (11) 
recursively to go back to the finest level, without any need for a post-smoothing. 

On the other hand the FAS algorithm requires also a smoothing iteration 
when coming back to the finest grid. With one step of the FAS algorithm we 
remain with a defect of order ~ 10-3 and the discrete problem is solved to the 
order of truncation error. 

Moreover, it results that both the modified nested iteration and the repeated 
application of the algebraic multi-grid method have a good convergence in time: 
after few time steps the defect reaches its stationary value (but it is zero using 
AMGM), and the relative solution error with respect to (23) is also stationary of 
order~ 10-2 , but the exact discrete solution is obtained using AMGM. Moreover, 
the velocity of the resulting shock coincides with the analytical one. However, 
because the algebraic method does not require a post-smoothing it results to be 
faster than the FAS algorithm, where 2 sweeps of pre-, and post-smoothing are 
applied at each space level. In fact we observe that the CPU time used by AMGM 
is only 36% of the time used by the FAS scheme. 

For a comparison of these results with others presented in the literature we 
refer to [4] and references therein. For example, in [12], the same accuracy of 
the solution is obtained using an accurate space derivative (ASD) pseudo-spectral 
approach with values of the discretization parameters ( ,6,t = 0.001 and h M = 0.01) 
which are much more severe than ours. 

5 Conclusions 

In this work we have defined and tested an algebraic multi-grid method for evo­
lution equations of parabolic type. This algorithm is very interesting because it 
provides the exact discrete solution of the discrete problem, imitating the standard 
MG solution process. However, the AMGM is itself interesting: all components of 
the algebraic MG procedure are given explicitly and are not restricted to symmet­
ric problems. This was possible introducing a MG substitution method. In this way 
we have explained also why the convergence of relaxation is not a crucial property 
in a multi-grid solver. Actually we have showed that the importance of a smooth­
ing iteration (here we considered Colored Gauss-Seidel relaxation) is to arrange 
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the defect so that the coarse grid correction solves exactly the discrete equation 
on the finest grid. Hence, in principle, the AMGM does not require convergence 
of the smoothing iteration. 

We have done some numerical experiments solving the Burgers equation. For 
the resulting discrete problem we have proved the existence of solutions for a class 
of initial-boundary conditions. These solutions have been obtained using AMGM 
and MNI (with FAS) and their accuracy is comparable with that obtained with 
other methods presented in the literature. However, the values of the discretization 
parameters used here are much less severe. 

A method which is limited to the one-dimensional case is not very interesting. 
In fact this serves as an introductory work where all features of an algebraic multi­
grid approach to fluid flow problems are exhibited. The formulation of an identical 
algebraic algorithm for two dimensional flow problems is in progress. 
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On the Extension of the Twolevel 
Method for Operator Equations 
in Hilbert Space 

Alfio Borzi1 

ABSTRACT We present an extension of the so-called twolevel method for opera­
tor equations in infinite dimensional Hilbert spaces. After a short review of some 
iterative methods for problems in this space, we introduce two level spaces using 
the notion of anti-reduction properties stated here. Hence we give suitable prolon­
gation and restriction operators which map between the levels. By means of these 
operators we obtain a reduced problem, that is the auxiliary problem on the coarse 
level, whose solution allows to solve the given operator equation. The last step is 
explicitly defined and the resulting twolevel method discussed. 

1 Introduction 

The purpose of this work is to present an extension of the so-called twolevel 
method, used in numerical analysis, for operator equations in infinite dimensional 
Hilbert spaces. The motivation of this paper is twofold. First it represents a first 
step toward the statement of a new iterative method in functional analysis. Second 
it provides an explicit formulation of the twolevel scheme for the solution of a large 
class of algebraic problems. 

The multilevel method originated by a careful study of iterative methods, 
like Jacobi or Gauss-Seidel [1], and since its efficient formulation in 1977 by A. 
Brandt [2], it has been applied successfully to solve numerically partial differential 
equations, integral equations, etc. (see [3], and references therein). The basic mul­
tilevel (ML) idea is to treat the different spectral components of the solution error 
on different discretization spaces. On each space an iterative method is applied to 
solve those components of the error which are highly oscillating. Consequently, on 
the given space, the error remains smooth and can be approximately represented 
and computed on a "coarser" space, solving a "coarse" problem, and the corre-

1 SISSA, Scuola Internazionale Superiore di Studi Avanzati, Via Beirut 2-4, 34013 
Trieste, Italy. Address after 15 November 1993: OUCL, Wolfson Building, Parks Road, 
Oxford, OXl 3QD, UK 
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sponding coarse solution is used to correct the finer one for the smooth components 
of the error. This last step is called coarse level (CL) correction. In the multilevel 
version, to solve the given problem one employees a CL correction recursively, i.e., 
the coarse problem is itself solved by iteration combined with a further coarse level 
correction. However, for simplicity we restrict ourselves to consider only twolevel 
(TL) methods. 

What we have sketched above can be considered the multilevel method in a 
narrow sense. Indeed, historically, the use of recursive levels was also considered 
in connection with direct methods [4]. In this approach, called total reduction 
method, elimination techniques are used which transform the original problem 
"equivalently" to coarser spaces. That is, one selects a subset of the set of vari­
ables which represent the solution on the given numerical domain. Thereby, the 
problem resulting by the elimination of the remaining variables constitutes the 
coarse problem. However this alternative point of view was not followed up. 

In a previous paper [5], we studied an algebraic twolevel method for tridiag­
onal matrices. In particular, we gave an algebraic interpretation of the entire TL 
algorithm. This was possible by defining a particular reduction procedure, and we 
arrived at the conclusion that the standard twolevel method can be seen as an 
"approximative" version of a reduction method. Moreover, we obtained to express 
all TL operators in a formalism which, as we will see, allows to extend the twolevel 
scheme to problems in infinite dimensional Hilbert spaces. 

This formalism is similar to that used by W.V. Petryshyn [6, 7], in order 
to extend the classical Jacobi and Gauss-Seidel iterations for infinite dimensional 
Hilbert spaces. In this case, the present work could be considered as a continuation 
of that, as the TL method represents a development of classical iterative methods. 
Hence for completeness of presentation, to introduce the formalism, and to explain 
the connection between the twolevel and the reduction methods, we report the 
main results regarding the above iterative schemes in section 2. 

However, the crucial point in order to extend the twolevel method in infi­
nite dimensional Hilbert spaces, is how to define the different "level" spaces. The 
standard approach of TL numerical analysis is to define high and low frequency 
subspaces with respect to which one defines the coarse level. This is not suitable 
to be applied here since one has infinite frequency components. On the other, also 
the reduction method seems not immediately applicable. Nevertheless, in section 
3, we will present a general approach to this problem which generalizes the two 
standard method mentioned above. 

Having defined a suitable auxiliary space, we need to construct, in correspon­
dence, an operator equation whose resolution helps to derive the solution of the 
given equation in Hilbert space. This "coarse" problem is presented in section 4. 
We obtain it following the standard procedure of algebraic multilevel methods, 
that is the Galerkin approach [3, 8], making use of prolongation and a restriction 
operators which are suitable for our purpose. It turns out that the solution of 
the auxiliary problem allows to solve the given equation through a coarse level 
correction explicitly defined. Our conclusions are presented in section 5. 
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2 Iterative Methods in Hilbert Space 

Let H be an infinite dimensional Hilbert space. Denote with A : H - H a bounded, 
continuously invertible, self-adjoint linear operator. Moreover assume it is of the 
special form A= D - L - U with bounded operators D, L, and U subject to the 
conditions: 

(a) D is self-adjoint; 

(b) The operators Gw = 2 -:;.,w D - L * + U, are positive definite, i.e., there exists 
(3 = (3(w) > 0 such that 

(Gwu,u) 2:: f311ull 2 , for w En' 

where L * be the adjoint of L and O a set of reals w > O; 

(c) (D - wL) has a bounded inverse defined on all of 'H for w E 0. 

Under these conditions it is possible to define an iterative method that de­
termines an approximate solution Un of the equation 

Au=f, fE'H, (1) 

by the iteration 

Un= (D - wL)- 1{(1 - w)D + wU}v,n-1 + w(D - wL)- 1 f , (2) 

where u0 is an arbitrary initial approximation. We denote the iteration operator 
with T = (D - wL)- 1{(1 - w)D + wU}. 

Let us report now a theorem [6, 7], which states a necessary and sufficient 
condition so that (2) defines a sequence {Un} which converges to the unique solu­
tion of (1). 

Theorem 1 If D, L, U and O satisfy the conditions (a}, (b} and (c}, then the 
iterative method (2) converges to the unique solution of Eq. (1), for every f in H 
and any uo in H, if and only if A= D - L - U is positive definite. 

Furthermore, the above conditions allow to estimate a bound for the spectral 
radius of the iteration operator. It is given by the following theorem [7]: 

Theorem 2 Let D, L, U and O satisfy the conditions (a), (b} and (c). Suppose 
also that A = D - L - U is positive definite. Then the spectral radius r(T) of the 
operator T satisfies the inequality 

where 
"fw = inf {l((D - wL)u, u)l - l(P(w)u, u)I} > 0, 

llull=l 

with P(w) = (1 - w)D + wU. 
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Notice that depending on the choice of D, L, U and w, many different special 
cases are obtained. For example, if w = 1, then (2) is the generalization of the 
Gauss-Seidel iteration, and when L = 0 one gets the Jacobi method. 

However, there are many other iterative methods for the solution of a linear 
equation in Hilbert space, and for a beautiful survey of the subject we refer to [9]. 

3 Two Levels in Hilbert Space 

Let us analyze two different ways in order to define level spaces. For example, let 
us consider the n x n (n even) tridiagonal matrix An, with ai; = 2, i = 1, ... n, 
and % = -1, Ii - j I = 1. 

We take Dn = diag{a11,a22, ... ,ann}, and with -Ln, and -Un we denote 
the strictly lower and upper part of An. We consider the Jacobi iteration matrix 
Tn = D;; 1 (Ln+Un)- This is obtained from (2) withw = 1, L = 0, and U = Un+Ln. 
The n eigenvectors of Tn are given by ek = (sin(k n~1j) )j=l, k = 1, ... , n. They 

correspond to the eigenvalues Ak = 1- 2sin2(k 2(n~l)), k = 1, ... ,n. Notice that 
the spectrum of Tn is symmetric with respect to the origin. Now, let us denote by 
e+ and e_ any two eigenvectors corresponding to a positive eigenvalue ).. and ->. 
respectively. One obtains immediately 

That is TnX± = X=r= where X± = span{(e+ ± t:_)}. A similar situation occurs 
using the algebraic approach [5]. In fact, denote with X+ and X_ the subspaces 
of vectors ( Vj )j=l whose nonzero elements Uj are those with index j even or odd, 
respectively. Then it is easy to see that TnX± = X=r=, as before. Notice that in 
both cases we have also (Ln + Un)X± = X=r=· 

Let us now go back to the infinite dimensional case. We assume from now 
on that D and (L + U) have a bounded inverse. Following the above examples we 
consider the existence of two subspaces H± of 1i such that 

1i = H+ EB Ji_ , (3) 

and 
(4) 

We will refer to (3) and ( 4) as the anti-reduct-ion properties. 
Hence, in the coming part of this section we investigate some additional 

conditions on the operators D and ( L + U) so that ( 3) and ( 4) hold. First let us 
prove the following theorem 

Theorem 3 Let B : H --+ H be a bounded self-adjoint linear operator with bounded 
inverse such that 

B(L + U) + (L + U)B = 0 , and BD =DB. (5) 
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Then there exist subspaces 7-i+ and 7--{_ of 7-i, which satisfy (3) and (L + U)ri± = 
1t:,:., and D-1 (L + U)1t± = 1t:,:.-

Proof. Let us define 13 = ( v'Jfi)- 1 B, and denote 1'1 = ( L + U) and 1'2 = D- 1 ( L + 
U). First of all we have BD- 1 = D- 1B and B 2T; = -BT;B = T;B2 , i = 1,2. In 
particular the square root, as the inverse of the square root, of B 2 , commutes with 
every bounded linear operator which commutes with B 2 . This implies that 13 has 
the following properties 

131'; + T;/3 = 0 , i = 1, 2 , and 132 = I , a(B) = ±1 . 

By means of 13, we can construct two projection operators denoted by P+ = 1t8 , 

P_ = I - P+, with which we define 1t± = P±1t- Clearly we have 1t = 1t+ EB Jt __ 
Moreover, we obtain 

- - -1±13 H=l3-
T7-i± = TP±1t = T-2-Jt = - 2-TH = 7-i:,:. · 

This completes the proof. 

The example given in the beginning of this section suggests that the existence 
.of such an operator 13 has consequences on the spectrum of (L + U). In fact, we 
prove now a theorem which is useful in order to define the splitting A= D-L-U. 

Theorem 4 Let (L + U) : 1t -+ 1t be a bounded, continuously invertible, self­
adjoint linear operator. Then there exists a bounded linear operator 13, with bounded 
inverse, which anti-commutes with (L + U) if and only if the spectrum a(L + U) 
is symmetric, o.nd each two eigenvalues .X and - .X have the same multiplicity. 

Proof. 
Necessity. Assume there exists an operator 13 so that B(L+U)+(L+U)/3 = 0. 

We have that .X E a(L + U) if and only if there exists a sequence of elements 
'1/Jn E 1t, ll'l/Jnll = 1, so that ll((L + U) - .X)'l/Jnll -+ 0. Now consider the sequence 
c/Jn = B'l/Jn/llE'l/Jnll in correspondence we have ((L + U) + .X)c/Jn = -!3((L + U) -
.X)'l/Jn/llE'l/Jnll- That is, in terms of norms 

ll((L + U) + .X)c/Jnll = ll/3((£ + U) - .X)'l/Jnll/ll/37,/;II ::; 11!!~11 ll((L + U) - .X)'l/Jnll · 

This implies that ll((L + U) + .X)c/Jnll-+ 0, whenever ll((L + U) - .X)'l/Jnll-+ 0, and 
-.XE a(L + U) whenever A E a(L + U). Then a(L + U) is symmetric. 

Sufficiency. Suppose (L + U) has a symmetric spectrum. Then its spectral 
representation becomes 

{ll(L+U)II 
(L + U) = Jo .X(dE+>. - dE_>.) , 
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where£= (E±>J~>O is the spectral family associated with (L + U). 
Now let us define the operator Bas BdE±>-. = dE~>-.- We obtain 

B(L + U) 
fll(L+U)II 

B lo >.(dE+>-. - dE->-.) 

fll(L+U)II 
- lo >.(dE+>-. - dE_>-.)B = -(L + U)B. 

That is, B anti-commutes with (L + U), and the proof is complete. 

Notice that the two subspaces 'H± are in some sense identical. But in the 
simple case studied in [5], the coarse space chosen there could be identified with 
either 'H+ or 'Ji_. Hence we take (arbitrarily) 'H+ as our coarse or auxiliary space, 
whereas 1i is, in the ML terminology, the fine space. 

4 The Twolevel Algorithm 

The twolevel theory, as well as the total reduction formulation, are essentially 
based on the same idea. That is an operator equation Au= f on a given space 1i 
is solved first defining an auxiliary problem Acuc = fc on 'He C 'Ji, such that Uc 

represents part of the entire solution u. 
This coarse problem is constructed by means of two operators called prolon­

gation and restriction operators, respectively. The first of them will be denoted 
by P : 'He ---+ 'Ji, and the second by R : 1i ---+ He. Then we can use the Galerkin 
approach and define Ac = RAP and fc = Rf. Obviously P and R should be in 
such a way that the coarse level correction gives the approximi:tion u -:::c Puc. 

In order to construct the twolevel method we need to define the prolongation 
and restriction operators (He being identified with H+). Actually we assume that 
R and P given in [5] are suitable in the context of this work and in accordance 
with our formalism we have: 

p ={I+ D- 1 (L + U)}IH+ ' 

R=P++(L+U)D- 1P_, 

which map the right spaces if (3) and (4) are satisfied. 

(6) 

(7) 

We compute the operator product RAP using the splitting A = D - L - U 
and the fact that the anti-reduction properties hold. Therefore we obtain 

(8) 

The subspace H+ is invariant under A= {D - (L + U)D- 1 (L + U)}, i.e., 
AH+ CH+ [10]. Moreover AH_ CH_ and 'H+ is said to reduce A. The point is 
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that we can consider solely the restriction of this operator given by ( 8). In order 
to construct a TL procedure we need to prove the invertibility of Ac. This is done 
by the following 

Lemma 3 Assume that the conditions of theorem 2 are satisfied together with the 
requirement that both D and (L + U) have bounded inverse and the anti-reduction 
properties hold. Then A;;- 1 exists and is bounded. 

Proof Let us denote T = D- 1(L + U). Because of theorem 2 (which applies to T 
with the substitution L-+ 0 and U-+ L + U), the spectrum a(T) of T lies in the 
interior of the up.it circle. Therefore I - T 2 is continuously invertible 16). Further 
we can rewrite A= D(I -T2 ) and the existence and boundedness of A-1 follows. 
This means that Ari+= ri+ and A;;-1 is given by Ji-1 1'h'.+· 

We have completed the presentation of all components of a twolevel algo­
rithm. With the prolongation and restriction operators, given by (6) and (7), we 
have obtained a coarse problem which is well defined. It remains to investigate the 
relationship between the coarse solution Uc = A;;- 1 Jc and the solution of Au= f. 
For this purpose we give now a theorem which shows this connexion: 

Theorem 5 Assume that the conditions of lemma 3 are satisfied. Denote with 
Uc E ri+ the solution of the coarse problem Acuc = fc, le = Rf. Then u = 
Puc+ D-1 P_f solves the fine equation (1). 

Proof. Let us apply A to Puc+ v-1 P_f. We have 

A(Puc + v-1 P_f) APuc + AD-1 P_f 

(D - L - U)(I + D-1(L + U))uc + (D - L - U)D- 1 P_f 

= Due - (L + U)D- 1(L + U)uc + (I - (L + U)D- 1 )P_f 

{D - (L + U)D- 1(L + U)}uc + (I - (L + U)D- 1 )P_f 

fc + (I - (L + U)D- 1 )P-f 

(P+ + (L + U)D- 1 P_)f + (I - (L + U)D- 1 )P_f 

= (P++P_)f=f. 

This theorem shows how a twolevel solution procedure works. First a coarse 
problem must be defined and solved and second the result has to be "prolongated" 
to obtain the solution of the given equation. In this form the method could be 
considered of an extension of the reduction algorithm. 

We remark that the exact result given above has been obtained because of the 
special choice of P and Rand thanks to the anti-reduction properties. However, 
it is interesting to consider some approximation to the method just described. For 
this purpose let us denote with d = Au - f and e = u - u the defect and the error 
relative to the approximation u to the solution u. Obviously the two equations 
Au = f and Ae = dare equivalent. Now suppose to choose (2) so that the resulting 
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approximation u gives d < < e, with respect to some norm. In this case (2) is said 
to have the smoothing property [8]. Therefore we have e =Pee+ n- 1 P_d c::c Pee. 
Then the CL correction becomes u = u - Pee and a new approximation to the 
solution is obtained. This is the standard twolevel method. 

From another point of view, one could recognize that the smoothing property 
makes possible the term n- 1 P_d to disappear. That is, the coarse level correction 
does not depend explicitly on the splitting of which D is part (however P depends 
on this splitting). In addition, it is possible to define iterative methods equivalent 
to (2) which are based only on the operator A [9, 11]. These facts seem to suggest 
the possibility to transcend the splitting formulation followed in this work. 

5 Conclusions 

Let us summarize here the main points of this paper and take this occasion to 
add some remarks. Our starting point was the generalization of classical iterative 
methods for the approximate solution of Au = f on a Hilbert space H. This 
is motivated by the fact that multilevel methods are a natural development of 
iteration procedures. In fact the ML algorithms are based on the observation that 
pure iterations are efficient in solving only part of the spectral components of the 
solution u. But it is possible to obtain uniform convergence if one handles the 
different spectral components on different discretization spaces. 

Therefore to generalize the ML methods we needed to introduce the concept 
of levels in Hilbert space. Following [5] we have constructed a subspace He C H 
which in many respects looks like the coarse level of the ML theory. In particular 
we have proved that the existence of this space is related to the spectral properties 
of the Jacobi iterative operator. Then we have explicitly given suitable prolonga­
tion and restriction operators relative to He- In the multilevel formulation these 
operators provide, using the Galerkin approach, a well defined "coarse" problem. 
Finally we have obtained the solution of the fine equation on H in terms of that 
of the reduced problem given on the "coarse" space. 

All these results, as those relative to the iterative methods, were obtained 
assuming a particular splitting of the operator A. This fact could give the feeling 
that it is not easy to find applications of these methods in infinite dimensional 
Hilbert space. On the contrary one should notice that this machinery applies, for 
example, to the interesting class of the Fredholm integral equations of the second 
kind with symmetric kernels ( D = I, U = L *). In addition these results apply to a 
large part of the class of consistently ordered matrices [1], because of the spectral 
properties of the associated Jacobi iteration. Notice that these matrices are very 
important in applications since the discretization of boundary value problems leads 
naturally to them. 
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M ultigrid Convergence 
Acceleration for the 2D Euler 
Equations Applied to High-lift 
Systems 
K.M.J. de Cock1 

ABSTRACT In this paper, a multigrid convergence acceleration technique for 
the 2D Euler equations is described. Applications to high-lift flows are made. The 
multigrid method has been tested for this type of flows. 

l Introduction 

In the last two years, at NLR a feasibility study of turn-around time reduction 
in CFD methods for complicated geometries has been conducted. It has been 
found that the main reduction of turn-around time can be obtained by automat­
ing the grid generation. Unstructured grid methods allow to attain a higher level 
of automation of the grid generation than structured grids, especially for the com­
plicated shapes encountered in high-lift devices or iced airfoils. 

However, the best unstructured grid flow solvers are in general more expen­
sive to use than the best structured grid flow solvers. This is due to the indirect 
addressing which is inherent to the use of unstructured grids. 

For both the structured and the unstructured grid flow solvers, convergence 
acceleration techniques are often necessary to reduce the computing time of the 
basic single grid flow solvers for which the efficiency reduces drastically with in­
creasing number of grid nodes. In the literature, various convergence acceleration 
techniques for the Euler and Navier Stokes equations have been reported. These 
can be used and combined to improve the performance of flow solvers, see for 
instance ref. [l]. So, even in case a powerful computer is available, additional turn­
around time reduction can be obtained by implementing one or more convergence 
accelerators. In this paper, a Full Approximation Scheme has been adopted. The 
price for the computing time reduction by using a multigrid method is an increase 

1 National Aerospace Laboratory (NLR), Anthony Fokkerweg 2, 1059 CM Amsterdam, 
The Netherlands 
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in memory use. The present flow solver uses fully nested multigrid levels, so in 
that case the multigrid workspace in two dimensions is typically 33% larger than 
the single grid workspace. 

2 Grid generation 

2.1 GENERATION OF THE LOWEST GRID LEVEL BY SUCCESSIVE 

REFINEMENT. 

In this section the single grid generator is described briefly. A more extensive 
description can be found in ref. [3]. The grid generation method is based on suc­
cessive refinement of some initial grid. The method has much in common with the 
quad- and octree grid generation approach of ref. [2]. The following assumptions 
are made. 

Assumption 1 Let M be a given geometry around which the flow is to be cal­
culated. Let the geometry M consist of i non-intersecting contours K,i. Let each 
contour K,i consist of Ji segments SJi. 

Assumption 2 Let Sli be the analytical representation of a segment Si,. This 
analytical representation of segment SJi can be used to generate kji points pkji 
on segment SJ;. Let Sj; be the spline representation of a segment sj, based on the 
points pk1i • 

Assumption 3 Let all spline representations Sf either be modified or supple­
mented with extra splines, such that the contours K,i are closed. 

Assumption 4 Let an initial grid g be given. It can either be a default grid 
consisting of 7 nodes (start from scratch) or a previously generated grid (restart). 
Let g cover the geometry M. 

Assumption 5 Let sgi be the momentary polygonal representation of a segment 
SJ; based on the points of the grid g that lie on the spline representation S{i at a 
particular moment. 

Assumption 6 Let F be a given flow solution on grid g. In the case at hand F 
is the solution of the two dimensional Euler equations. 

In order to ensure a succesful and reliable simulation of the flow around a 
given geometry M, with a given flow solver, some requirements of the grid g can 
be identified a priori. 

Requirement 1 The far field boundary of the grid g should lie sufficiently far 
away from the geometry M (for instance 30 chord lengths). 

Requirement 2 The resolution of the grid g should highest near to the geometry 
M. 
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Requirement 3 Each node of the grid g should be nearly centered in its sur­
rounding finite volume. 

Requirement 4 All momentary polygonal representations sgi should at least con­
sist of two line pieces. 

Requirement 5 The grid spacing 6.S along the geometry M should be sufficiently 
small such that the required resolution is obtained. The following condition should 
hold 

( 6,,.:) maximum < ( 6,,.:) prescribed . 
(1) 

Requirement 6 The grid curvature along the geometry M should be sufficiently 
small such that the expected gradients can be represented accurately. If a,b and c 
are three subsequent points on the momentary polygonal representation sgi then 
the following condition should hold 

- -ab be 
~ · ~ > COS O:prescribed· 

llabll II be II 
(2) 

Requirement 7 All segments sgi should form closed and non-intersecting con­
tours with the same topology as the segments SJ;. 

The idea behind the current grid generation algorithm and its advantages 
can be summarized as follows 

• Grid generation is considered as adaptation of a given grid g with respect 
to the properties of the momentary polygonal representations sgi of the seg­
ments SJ; of the geometry M. The only user interaction is specifying the 
prescribed quantities in requirements 1, 5 and 6. 

• Grid adaptation is considered as adaptation of a given grid Q with respect 
to the properties of the flow solution F around the geometry M. Extension 
of the grid generation to grid adaptation is straightforward. 

So, following these basic ideas, the lowest grid level is generated by recursion of 
the following algorithms : 

Algorithm 1 Assignment of an "in-contour" flag. 

Algorithm 2 Construction of the momentary polygonal representation sgi of the 
segments SJi, using the "in-contour" flags. 

Algorithm 3 Control of the gridgenerator based on requirements 1 to 7 and the 
momentary polygonal representation Sf . This algorithm decides to stop the grid 
generation or assigns refinement flags. 
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Algorithm 4 A refinement algorithm for flagged nodes of the grid g. 

Algorithm 5 A smoother to attain requireme,.nt 3. 

Algorithm 6 A projection algorithm to project nodes of the momentary polygonal 
representation SJ; on to the spline representation Sf of the segments Si;. 

2.2 GENERATION OF THE HIGHER GRID LEVELS 

The different grid levels involved in the multigrid cycle are fully nested. This means 
that when going from a coarse grid level to a finer level, a new node is inserted 
on all edges of the coarse grid. This choice is made in order to avoid additional 
interpolation data structures for the prolongation operator to finer grid levels. 

The disadvantage of fully nested grids is the direct link between the properties 
of the fine mesh and the properties of the coarsest mesh. If a clustering of grid 
nodes is wanted in the fine mesh, this clustering should also be present in the coarse 
mesh. With respect to the efficiency of the multigrid method, the coarse mesh 
should be as coarse as possible. Clearly, these requirements are conflicting. Crucial 
for making this choice is the use· of the multigrid method. Multigrid methods can 
be seen as a tool to make for instance grid refinement studies feasible with respect 
to the computational time (the result of such a study can be found figures 17 and 
18). 

3 Euler solver 

3.1 SINGLE GRID SOLVER 

The current flow solver is based on the steady two dimensional Euler equations. 
These equations can be written in the primitive variables e, 

(3) 

as follows : 

8 [ pu~: p l 8 [ :v: l ax puv + ay pvv + p = 0. (4) 

pu ( ~ + ½ ( u2 + v2)) pv ( ~ + ½ ( u2 + v2)) 

In equations 3 and 4, p is the density, p is the static pressure, and u and v are 
the Cartesian x and y components of the velocity vector in the two dimensional 
physical space and 'Y is the specific heats ratio. In what follows, e is called the vector 
of the primitive variables (in the four dimensional solution space). Equation 4 is 
supplemented by the perfect slip boundary condition on solid walls, 

(5) 
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and the far field boundary condition, making use of prescribed values for 

(6) 

In equation 5, nx and ny are the Cartesian components of the unit normal to the 
solid wall. 

Equations 4, 5 and the far field boundary equation using the prescribed values 
6 are to be solved for the vector of primitive variables (. In the grid generation 
phase, the physical space is divided into triangles, as in figure 1. The corresponding 
finite volumes are formed by connecting the centroids of the triangles. Most of these 
finite volumes have a hexagonal shape. For each grid node, the vector of primitive 
variables ( is stored. The grid nodes are lying approximately in the center of the 
surrounding finite volume so the present spatial discretisation can be called vertex 
centered. The unknowns, (i for each grid node, i should obey equations 4 expressed 
for the finite volume ni ( taking into account the solid wall boundary condition 5 
or the far field boundary condition using the prescribed values 6, when i is a 
boundary node) : 

{ (fJF + 8G) df! = 0. 
ln, ax ay 

(7) 

The finite volume ni is bounded by the surface Si. In equation 7, F and Gare the 
two components of the flux vector. The unit outward normal of surface S; is called 
ri; with components nx and ny. Applying the Gauss Theorem, eq. 7 becomes : 

We shorten the last equation 8 as : 

{ NdS=O, 
ls, 

(8) 

(9) 

defining the normal flux function N = Fnx + Gny at the surface Si of the control 
volume ni. The normal flux function N is to be approximated at the surface S;, 
using the vector of primitive variables ( in the neighbourhood of node i. Within 
the finite volume, the vector of primitive variables ( (x, y) can be reconstructed as 

(10) 

which will finally result in a first order accurate scheme, or as 

8( I 8( I ( (x, y) = ( (xi, Yi)+ ax i (x - Xi)+ ay i (y - Yi)' (11) 

giving a second order accurate scheme, according to the MUSCLE approach ( ref. 
[5]). Van Albada limiting (ref. [6]) is applied in calculating the gradient in equa­
tion 11. An upwind flux difference discretization of the normal flux function N is 
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adopted in the present code, 

(12) 

in which the notations Land R indicate the left and right state vector~- Equation 
12 can be rewritten as 

(13) 

in which A- is the part of the discrete Jacobian of the normal flux with respect 
to the the vector of primitive variables, ~' having only negative eigenvalues. This 
discrete Jacobian is based on the polynomial character of the normal flux with 
respect to the primitive variables~' as introduced in ref. [4] . Introducing equation 
13 into equation 9 for the first order accurate scheme, finally results in 

(14) 

In equation 14, summations are made over all neighbours of node i, and n indicates 
the iteration level. The system can be solved by a point relaxation method. Here 
a point Jacobi relaxation is adopted for vectorization reasons, 

(15) 

The second order accurate counterpart of equation 14 cannot be solved by a point 
relaxation method, unless the second order accurate part is introduced as a defect 
correction of the first order accurate equation 14, see ref. [7]. 

3.2 MULTIGRID SOLVER 

The Full Approximation Scheme is used, meaning that on all grid levels an ap­
proximation of the original equations is made. Due to the way the multigrid levels 
are generated, the prolongation reduces to linear interpolation. The restriction and 
projection operators are full weighting operators for internal nodes and injection 
on the boundaries. The sum of the weights is one for the projection operator and 
two for the restriction of defects, compensating for the fact that going from a fine 
to a coarse grid the surface of the finite volume doubles. For the injection of defects 
on the boundaries also a factor two is used. A suitable initial guess of the solution 
on the finest grid level is found by nested iteration. The multigrid iteration consists 
of V-Cycles, with two pre- and one postrelaxation. The convergence history of the 
multigrid method is expressed in work units. One work unit is defined as the work 
needed to perform one relaxation on the highest grid level. The work involved in 
the calculation of defects is taken as one work unit, although it is cheaper than 
performing one relaxation. To compensate for this, we do not account for the other 
operators. 
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Name II # nodes % boundary nodes max. spacing max. curvature 

Ml 1916 18.2 3.8728E-2 4.5235E-2 
Nl 3697 18.4 2.0209E-2 9.6318E-4 
Pl 5170 18.7 4.9102E-3 2.8921E-3 

TABLE 1. Description of the grids : Coarsest grid levels 

I Name II # grid nodes I % boundary nodes I max. aspect ratio 

M2 7297 9.6 36.5 
N2 14088 9.7 28.2 
P2 19697 9.8 6.1 

M3 II 28448 4.9 60.3 

TABLE 2. Description of the grids : second and third grid levels 

4 Results 

The performance of the current multigrid method will be analysed in the context 
of a typical multi element ( or high-lift) application. For this type of geometries, 
usually a large variety of conditions (Mach,cx) require study. Also a large number 
of slat and flap settings need to be considered. Within a numerical simulation 
of the inviscid flow around a multi element airfoil, the flow can be complicated 
(recirculations and/or small supersonic regions can exist). Hence, this application 
of multigrid methods is relevant for aircraft industry. In this section, the influence 
of the flow conditions, the grid and some multigrid parameters on the performance 
of the present multigrid scheme is investigated. 

First, the different grids used are introduced. In figure 1, the Ml grid around 
the slat, wing and flap of the NLR422 three element airfoil is shown. A view of 
the Pl grid around the slat is shown in figure 2. Properties of the coarsest grid 
levels are given in table 1. The difference between grid Ml and Nl is mainly due 
to the grid curvature, while grids Nl and Pl differ mostly with respect to the grid 
spacing. Remark that these grids have almost the same percentage of grid nodes on 
the boundaries, so the resolution on the boundaries increases going from grid Ml 
to grid Pl. From these grids,· a second grid level is derived by global refinement. 
Some characteristics of these grids M2, N2 and P2 are given in table 2. Also a third 
grid level M3 is derived whose characteristics can be found in the same table. 
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°' 11 -5.o o.o 5.o 10.0 15.o 20.0 

Name II M2.1 M2.2 M2.3 M2.4 M2.5 M2.6 

TABLE 3. Calculated cases : Influence of angle of attack 

M= II 0.15 0.20 0.25 

Name II M2.7 M2.8 M2.9 

TABLE 4. Calculated cases : Influence of free stream Mach number 

4.1 INFLUENCE OF THE ANGLE OF ATTACK 

The high lift flows considered usually involve a wide range of angles of incidence. 
For the present configuration, a number of angles of attack have been analysed, 
as listed in table 3. Some flows have been more difficult to compute than others 
depending on the flow phenomena involved. For an angle of attack a of -5 degrees 
a large recirculation filling the slat cove is found, while for a equal to 20 degrees 
almost no recirculation is present. In the later case, the compressibility effects on 
the slat are important. These effects can be observed in the Mach number distri­
butions on the slat, shown in figure 13. The corresponding convergence histories 
are shown in figures 3 and 4. Figure 3 illustrates that the residual reduction for 
a fixed number of work units can differ up to one order of magnitude due to the 
change in angle of attack. 

4.2 INFLUENCE OF THE FREE STREAM MACH NUMBER 

For high values of the free stream Mach number compressibility effects become 
more important. This fact can be observed in figure 14, showing the Mach number 
distribution on the slat for the calculated cases of table 4. Especially in case M2.9, 
a small supersonic zone exists on the slat, terminated by a shock. The convergence 
histories depicted in figures 5 and 6 shown that for the most extreme case, M2.9, 
the maximum residual of the mass equation is oscillating. This effect disappears 
when calculating the same flow condition on the P2 grid; so it is likely to be related 
to the grid resolution in the neighbourhood of the supersonic zone. Apart from 
this grid related effect, it seems that the influence of the Mach number on the 
convergence properties of the scheme is small. 

4.3 INFLUENCE OF THE COARSEST GRID LEVEL 

Three types of grids are generated, using the available parameters of the grid 
generator. Some properties can be found in table 1 and 2. The lowest grid level 
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I Grid family II M I N I P 

Name II M2.6 I N2.6 I P2.6 

TABLE 5. Calculated cases : Influence of the coarsest grid level 

1 w 11 o.4 1 o.5 1 o.6 1 o. 1 1 o.s I o.9 1 

I Name II M2.10 I M2.ll I M2.12 I M2.13 I M2.14 I M2.15 I 

TABLE 6. Calculated cases : Influence of the relaxation factor 

determines the family of nested grids derived from the lowest grid level by global 
refinement. This means that the properties of the lowest grid level will be reflected 
in the higher levels. On the highest level, the grid should have some properties 
such as a suitable density of grid points in regions of high curvature. So the lowest 
grid level should also have a higher density of grid points in those regions. It 
can be expected that this property of the lowest grid level affects the smoothing 
properties and so the convergence acceleration. This effect is investigated, for the 
calculated cases found in table 5. The angle of attack is equal to 20 degrees and 
the free stream Mach number is equal to 0.20. 

The solutions on the different grids are compared in fig. 15, showing the Mach 
number distribution on the slat. Due to the finer grid at the slat nose, the Mach 
number behaves more inviscidly for case N2.6 than for case M2.6. This effect is 
also illustrated in figure 16. The convergence histories of figures 7 and 8 show that 
the finer the coarsest grid level, the lower the convergence rate. 

4.4 INFLUENCE OF THE RELAXATION FACTOR 

The relaxation factor is directly related to the smoothing properties of the relax­
ation method. So it is expected to have a large influence on the convergence rate of 
the multigrid method. In table 6, some testcases are defined. The angle of attack 
is equal to 10 degrees and the free stream Mach number is equal to 0.20 while the 
relaxation factor, w, is varied. In figure 9 and 10 the results are shown. The fastest 
convergence is obtained for a relaxation factor of 0.9. 

4.5 INFLUENCE OF THE NUMBER OF GRIDLEVELS 

Two computations on the M3 grid are compared, see table 7. The flow conditions 
are the same as for case M2.3, while the number of grid levels used, is respectively 
2 and 3. The convergence histories are compared in figure 11 and 12. It is clear 
that, for the same amount of work units, the overall convergence of case M3.33 
(incorporating three grid levels) is faster than for case M3.32 ( using only the two 
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number of gridlevels II 2 3 

Name II M3.32 M3.33 

TABLE 7. Calculated cases : Influence of the number of grid levels 

highest grid levels). 

5 Con cl us ions 

A multigrid convergence acceleration technique for the two dimensional Euler equa­
tions has been implemented and tested. The different grid levels involved in the 
multigrid cycle are derived from the coarsest level by nesting. The influence of 
the flow conditions, the grid and multigrid parameters on the performance of the 
multigrid method has been investigated. It seems that for complicated flows, due to 
numerical transient effects, the overall residual reduction of the multigrid method 
after a fixed number of work units depends on the flow conditions and the coarsest 
grid level used. 
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FIGURE 1. NLR422 three element airfoil : Global view of the Ml grid 

FIGURE 2. NLR422 three element airfoil : View of the Pl grid around the slat 
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FIGURE 12. Influence of the number of grid levels : Convergence history, Lift coefficient 
of the total configuration vs. Work Units. 
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FIGURE 14. Influence of the free stream Mach number : Mach number on the slat vs. 
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FIGURE 18. Influence of grid refinement : Total pressure losses on the slat vs. 
X -coordinate. 



4 

A Multigrid Method for Solving 
the Boussinesq Approximation of 
the Navier-Stokes Equations 

0. Dorok, F. Schieweck and L. Tobiska1 

1 Introduction 

Let us consider the Boussinesq approximation of the Navier-Stokes equations 

1 
--b.u+u•'vu+'vp 

Re 
'v. u 

1 
---b.T + u · 'vT 

RePr 

under the following boundary conditions 

~ f(T) in 0 
Re2 Pr 
0 m n 

0 in 0 

u1r = 0, Titrv = Tv, {)TI - 0 an rN -

(1) 

(2) 

in a bounded domain n C ]Rd, d E {2,3} with Lipschitz continuous boundary 
80 = r = fv urN. We have used the notations Re,Pr and Ra for the Reynolds-, 
Prandtl- and Rayleigh-number, respectively. The function f: JR-; JR2 is assumed 
to be linear. In our case there is no natural choice of a reference velocity and 
thus of a Reynolds number. Therefore, we choose in the numerical calculations 
Re = Ra112 / Pr. For simplicity we discuss here the case of homogenous boundary 
conditions 

u1r = 0, Ti1rv = 0, {)Tl - 0 an rN -

and introduce the Sobolev-spaces V = HJ(O)d, Q = £5(0), Z = {z E H 1 (0) 
z1rv = 0 }. The corresponding weak formulation of this problem reads: 

Find [u,p,T] EV x Q x Z such that for all [v,q,z] EV x Q x Z 

v('vu, 'vv) + (u · 'vu,v) - (p, 'v · v) = (af(T),v) 

1 lnstitut fiir Analysis und Numerik, TU "Otto von Guericke" Magdeburg 
Postfach 4120, 39016 Magdeburg, Germany 
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(q,'v·u) 

K('vT, 'vz) + (u · VT, z) 

0 (3) 
(g, z) 

where II and K denote the inverse of the Reynolds and Peclet number, respectively, 
and a = vKRa. In [BMPT91] it is proved that the problem (3) admits at least 
one solution which is unique provided that the data of the problem are sufficiently 
small. 

We are interested in numerical methods for solving (3) for a large range of 
Ra. For this there are at least two difficulties for designing a stable finite element 
method for the class of problems considered above: 

• In order to fulfil the Babuska-Brezzi condition we can not use arbitrary 
pairs of finite element spaces for the approximation of velocity and pressure, 
respectively. 

• In the case of high Rayleigh numbers the problem becomes singularly per­
turbed and the standard discretization leads to oscillations unless the mesh 
is very fine. 

In the next section we describe a nonconforming finite element method satisfying 
the Babuska-Brezzi condition and combine it with an upstream technique analyzed 
in [ST89] for the isothermal case. Section 3 is devoted to the multigrid method 
for solving the nonlinear algebraic system of equations. Finally, we discuss some 
numerical experiments in Section 4. 

2 Discretization by a nonconforming finite element 
method of upstream type 

In order to get a stable discretization we start with the nonconforming Crouzeix­
Raviart element satisfying the discrete version of the Babuska-Brezzi condition 
[GR86]. Each component of the velocity field and the temperature field are approx­
imated by piecewise linear functions and the pressure is assumed to be piecewise 
constant. This finite element choice guarantees that V • uh = 0 on each element is 
satisfied in a pointwise manner which is a useful property for calculating incom­
pressible flows. 
Let us denote by V,,, Qh and Zh the finite dimensional spaces approximating V, Q 
and Z, respectively. Then, the discrete Babuska-Brezzi condition 

/3 11 II < (qh, 'v · Vh) 
q1i o _ sup 

vhEVh lvhlI,h 

is fulfilled and the discrete pressure field depends continously on the discrete veloc­
ity field. The standard discretization technique is appropriate only for low Reynolds 
and Rayleigh numbers. For stabilization in the singular perturbation case (i.e. for 
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dominating convective terms) we apply an upstream technique analyzed for the 
isothermal case in [ST89], [TT89]. Our method is based on a modification in the 
discretization of the convective terms 

(uh· 'vuh,vh) 

( Uh · 'v'Th, Zh) 

nh(uh,Uh,vh) 

Nh(uh, Th, Zh)-

In the following we consider only the ideas to derive Nh. The technique to construct 
nh is completely analogous. For each midpoint i = 1, ... , M of an inner edge ri of 
the mesh, we define a quadrilateral box Ri by joining the endpoints of ri with the 
barycentres of the two adjacent elements. We use the identity 

(u • 'v'T, z) = ('v • (uT), z) - ('v • u, Tz) 

and simplify z and Tz, respectively, to be constant functions on Ri (lumping) 

z(x)::::; z(xi) T(x)z(x)::::; T(xi)z(xi) \/x E Ri. 

(4) 

Now, the resulting integrals in ( 4) can be transformed via integration by parts 
into boundary integrals over the edges f;j, j EA;, of the boundary 8Ri (j denotes 
the midpoint of the edge rj corresponding to f;j; see Figure 1). 

FIGURE 1. Lumping region R; for an inner node i 

We approximate the variable Tin the first integral on f;_i by 

71rij := A;jT; + (1 - >-.ij )Tj 

where >-.;j is a function of the flux Fij = fr . u · n;j ds through the part f;j of the 
'J 

boundary of Ri, i.e. A;j = !P(F;j/K). A simple upstream technique is the choice 

!P(t) := ~(1 + sign(t)). (5) 

Other possibilities are described in [TT89]. 

In this way we obtain 

M 

Nh(u,T,z) :=LL 1 u · n;j ds (1- >-.ij)(Tj -Ti)z;. 
i=l jEA; r,j 
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Note that Nh is not a trilinear form, because Aij depends on the flux through rij· 
The generalization to the three-dimensional case is straightforward. 

Now the discrete problem of our nonconforming finite element method of up­
stream type reads: 

11('\luh, 'v'vh) + nh( Uh, Uh, vh) - (Ph, '\J • vh) 

(Qh, '\7 · Uh) 

K,('\JTh, '\7 Zh) + Nh ( Uh, Th, Zh) 

(af(Th),vh) 

0 

(g, Zh) . 

(6) 

THEOREM 2.1 In the case of small data the solution of the discrete problem is 
unique and it holds the error estimate 

For a proof of this error estimate we refer to [DST93]. 

3 The solution method 

The corresponding nonlinear system of equations for the vector z of unknowns, 
containing the vector of velocity values u = (u1, u2), the vector of pressure values 
p and the vector of temperature values T, has the following structure 

with 

G(z)z = F 

0 
D 
0 

Al<(u) 

(7) 

(8) 
A nonlinear full multigrid method NFMG is used for solving the equation (7). 
An advantage of our simple upwind discretization (5) is that for an arbitrary u 
the matrix blocks Av,i<(u) become M-matrices if the angles of the triangles of 
the mesh are not greater than l On the other hand Av,i<(u) is not differentiable. 
Therefore, we only apply the simple iteration within the smoother of our nonlinear 
multigrid method. In our notation, the subscript k indicates the actual grid level. 
The accepted solution is called z);,. 
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zk = NFMG(maxcyc,res,qmin,qmax,maxsmooth,ws,wc) 

For i = 1,2 ... (i = number of the cycle), perform a multigrid V-cycle defined 
by steps Al - A4. 
A new iterate zi, is obtained by : 

zi, = VCYCLE(qmin,qmax,maxsmooth,w8 ,wc,zt- 1 ) 

We set w2 := zt- 1 . The initial guess z2 is computed by prolongation of the 
accepted solution zL1 on the previous grid level k-1. 

Al) Pre-Smoothing 

Perform for j = 1,2, ... several smoothing steps 
. . 1 

w{ = Smoother( maxsmooth, qmin, qmax, w8 , w{- ) . 

Stop the iteration in the following cases: 

• j = maxsmooth 

• ::§:i:~~:~=~::: ~ qmin (prescribed damping is achieved) 

11Gk(w{)w~ -F k II . ( 'd' ·11 t· · th th • IIGk(wt-1)wt-1-Fkll > qmax av01 mg osz1 a 10ns m e smoo -

ing process) 

Let the result of this procedure be denoted by Wk := w{. 
A2) Coarse grid iteration 

On the coarser grid levels (l = k-1, ... ,1) we solve approximately a prob­
lem with the structure: 

(9) 

where z1 is the accepted solution of (7) on grid level l and d1 is defined 
as restriction of the fine grid defect 

We compute W/ ~ Wz by applying 

w1 = VCYCLE( qmin, qmax, maxsmooth, w8 , wc,zi) 

with starting vector Zz. 

(10) 
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A3) Correction 

Let vk be the prolongation of the correction 

(11) 

obtained by step A2 on grid level l = k-1. To get the new approximation 
Wk we use the following damped correction 

(12) 

A4) Post-Smoothing 

Perform the smoothing procedure of step Al applied to the starting 
vector wk. The result is our new approximation zi. 

The multigrid procedure NFMG is stopped in the following cases 
• IIGk(z)i)zi - Fkll ~ res (final residual is achieved) 
• i = maxcyc. 

3.1 SMOOTHING PROCEDURE 

One smoothing step 
. . 1 

w{ = Smoother(maxsmooth, qmin, qmax, w8 , w{- ) 

consists of three steps. 

A) Applying the forward Gauss-Seidel iteration to the energy equations in (8) 
we get a new vector T for the temperature. In the y-momentum equation 
of (8) we use this vector T and put the term associated with T to the right 
hand side. 

B) In this step we update the values for velocity and pressure. We take a block­
wise Gauss-Seidel smoother described in [RS88] and [Van86]. 
That means on every element in our mesh the local system of corresponding 
unknowns is generated and the off-diagonal terms are taken to the right hand 
side. The local system contains 6 unknowns for velocity in the midpoints of 
a triangle and one for pressure. 

C) Denoting the result from step A and step B by w{ we perform the following 
relaxation 

(13) 
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3.2 PROLONGATION AND RESTRICTION 

Restriction and prolongation are defined as projection in L2 (0) and (L2 (0))*, 
respectively. For a detailed description see [RS88]. For example, the prolongation 
I~h r 2h of a given coarse grid function r 2h is determined by 

and the restriction I't,hrh of a given fine grid function rh by 

(Ir,hrh - rh, 1>2h) = 0 \:/¢2h E Vih-

(14) 

(15) 

A nice property of this choice is that, the canonical basis functions are L2-orthogonal 
which leads to explicit formulas for I~h r2h and I't,hrh. 

3.3 COARSEST GRID SOLVER 

For solving problem (7) on the coarsest grid level we use the smoothing procedure 
too. The smoothing iteration on the coarsest level is stopped if a prescribed residual 
norm is obtained or the number of allowed iteration steps is exceeded. Of course, 
this number of iteration steps is much higher than the number used in the multigrid 
algorithm. 

4 Numerical results 

Our algorithm is applied to the non-isothermal problem of laminar free convection 
in a closed cavity. It is one of the most popular test-problems to compare numerical 
algorithms for solving of the Navier-Stokes equations of incompressible flows. The 
geometry of the cavity and the boundary conditions are shown in Figure 2. In the 

oT _ 0 on -

TH ig Tc L 

oT -0 on -

L 

FIGURE 2. Geometry of the cavity and boundary conditions 

dimensionless coordinates the computational domain O extends from Oto 1 in the 
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Ra h lluh - u21illa IIT1i - T21illa IIP1i - P21i Ila lu1i - u2hli,1i IT1i - T21il1,h 
10" 1/8 0.64 -1 0.51 -1 0.63 -2 0.13 +I o.95 +o 

1/16 0.30 -1 0.21 -1 0.27 -2 0.11 +1 0.10 +o 
1/32 0.12 -1 0.95 -2 0.14 -2 0.12 +o o.4o +o 
1/64 0.35 -2 0.26 -2 0.70 -3 0.41 +o 0.22 +o 
1/128 0.11 -2 0.93 -3 0.35 -3 0.22 +o 0.12 +o 

100 1/8 0.76 -1 0.72-1 0.80 -2 0.19 +1 0.16 +1 
1/16 0.47 -1 0.43 -1 0.42 -2 0.20 +1 0.15 +1 
1/32 0.25 -1 0.19 -1 0.15 -2 0.16 +1 0.11 +1 
1/64 0.11 -1 0.97 -2 0.80 -3 0.11 +I 0.12 +o 
1/128 0.31 -2 0.28 -2 0.39 -3 0.62 +o 0.41 +o 

10' 1/8 0.81 -1 0.73 -1 0.67 -2 0.22 +1 0.20 +1 
1/16 0.60 -1 0.68 -1 0.62 -2 0.29 +1 0.23 +1 
1/32 0.37 -1 0.31 -1 0.22 -2 0.30 +1 0.22 +1 
1/64 0.21 -1 0.17 -1 0.83 -3 0.25 +1 0.18 +1 
1/128 0.11 -1 0.98 -2 0.44 -3 0.17 +1 0.12 +1 

TABLE 1. Numerical h-cnnvergence for different Rayleigh numbers 

x and y directions. The boundary conditions are: 
• u = 0 on 8Q 
• TH = 0.5 and Tc = - 0.5. 

4.1 STREAMLINES, ISOTHERMS AND ISOBARS 

We present figures of streamlines and isotherms for the Rayleigh numbers Ra = 
105 , Ra= 106 and Ra= 107 . Isobars are shown for Ra= 106 and Ra= 107 . 

The isotherms are plotted in eleven contour lines corresponding to the temperature 
increment. Looking to the plotted streamlines we remark that we used nonequidis­
tant isovalues. 

4.2 CONVERGENCE HISTORY AND ACCURACY 

Table 1 gives the numerical convergence of velocity, temperature and pressure in 
the L2-Norm II· Ila and the discrete H1-seminorm I· li,h, respectively, for Rayleigh 
numbers Ra = 105 , 106 and 107 . We see that for high Rayleigh numbers we get 
only first order convergence in £ 2 for velocity and temperature. In [Tob89] it was 
shown for an one-dimensional example that using the simple upwind technique we 
can not expect in general a better convergence in £ 2 than first order. For pressure 
we see first order convergence for all cases. In the discrete H 1-seminorm we get 
first order convergence only for Ra = 105 and 106 . 

In order to compare our method UPW-FEM with other methods we consider 
the maximal velocities at the midlines of the cavity and their localization. For 
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Ra code h Um3.x y Vmax X 

100 (LA93] 1/16 35.7300 0.83600 62.0720 0.06250 
1/32 36.4170 0.84400 68.2900 0.06250 
1/64 35.9210 0.85900 68.6730 0.06250 

(HPS90] 1/20 34.5813 0.87500 66.4046 0.07500 
1/40 34.7396 0.86250 68.8438 0.06250 
1/80 34.7499 0.85625 68.5600 0.06875 

UPW-FEM 1/16 37.2051 0.87500 66.1852 0.06250 
1/32 36.4822 0.84375 67.1288 0.06250 
1/64 36.4123 0.85938 68.0585 0.06250 

10" (ZW89] 1/32 68.8600 0.85900 235.680 0.04690 
1/64 62.6900 0.84800 225.290 0.03910 

(HPS90] 1/40 65.3710 0.86250 223.412 0.03750 
1/80 64.9944 0.85625 218.312 0.03125 
1/160 64.8659 0.85312 219.861 0.04062 

UPW-FEM 1/32 70.2753 0.84375 201.974 0.03125 
1/64 64.6953 0.84375 214.116 0.04688 
1/128 64.8373 0.84375 220.592 0.03906 

10' (LeQ91] 1/32 148.444 0.87900 699.496 0.02100 
1/64 148.582 0.87900 699.233 0.02100 
1/80 148.583 0.87900 699.237 0.02100 

UPW-FEM 1/32 185.081 0.81250 650.366 0.03125 
1/64 168.565 0.84375 658.032 0.03125 
1/128 146.479 0.85156 676.699 0.02344 

TABLE 2. Comparison of maximal velocities at the midlines of the cavity for several 
codes 

comparision we use the reference results of [HPS90], [ZW89], [LA93] and [LeQ91]. 
In [HPS90] the problem is solved by a multigrid method using the finite volume 
discretization based on central differences. In [ZW89] the same method is combined 
with a hybrid difference scheme ( defect correction) using artificial viscosity and 
artificial heat conductivity. A conforming Pl-approximation for velocity, temper­
ature and pressure and Galer kin/least-squares stabilization is used in [LA93]. The 
time-dependent equations are integrated in [LeQ91]. The algorithm is of pseudo­
spectral type and combines spatial expansions in series of Chebyshev polynomials 
with a finite-difference time-stepping scheme. Table 2 illustrates the results of the 
several codes. 

Figures 3 and 4 present the convergence history of the nonlinear multigrid 
method. For a finer mesh, the efficiency of the multigrid algorithm is enhanced. 
The number of smoothing steps was set to maxsmooth = 10 iterations. For the 
other parameters of our algorithm we used the values res = 5.e-8, we = ws = 0.5 
, maxcyc = 100, qmin = 0.7 and qmax = 1.0. 
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FIGURE 9. Isotherms, h = 1/32, Ra=10 5 
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On matrix data structures and 
the stability of multigrid 
algorithms 

J iirgen Fuhrmann 1 and Klaus Gartner2 

ABSTRACT 3 A multigrid preconditioner is presented which can be used to to 
solve symmetric and certain nonsymmetric problems with strongly varying coef­
ficients in two and three space dimensions. It is semi-algebraic, that means, the 
coarse grid matrices are generated algebraically from the fine grid matrix using 
the knowledge of the coarse mesh structure. It preserves symmetry with respect 
to weighted scalar products. Based on the columnwise diagonal dominance of the 
discrete operators generated by exponentially fitted upwind schemes, a diagonal 
sparse matrix storage scheme which stores instead of the matrix main diagonal the 
difference between the main diagonal and the negative sum of the non-diagonal 
column entries ensures the numerical stability of the multigrid components. 

1 Introduction 

For numerical methods to solve linear problems occurring during the process of 
the solution of real world problems, like semiconductor device equations or porous 
media flow calculations, a high robustness against coefficient jumps and operator 
asymmetries is demanded. This raises problems for the development of multigrid 
methods. While ILU methods provide good smoothers, the design of the other 
basic multigrid components - the intergrid transfer operators and the coarse grid 
operators - in the case of inverse averaging and exponential fitting discretizations 
is not an easy task. 

In this paper, an algebraic scheme as proposed in [Fuh92] is used to set up the 
multigrid components. It is shortly described in section 3. It has been successfully 
implemented on two- and threedimensional rectangular grids. The main features 
of the preconditioner are 

1 Institut fi.ir Angewandte Analysis und Stochastik, D-10117 Berlin, Mohrenstrafie 39, 
fuhrmann@iaas-berlin.d400.de 

2 Interdisciplinary Project Center for Supercomputing, ETH Zi.irich, ETH-Zentrum, 
CH-8092 Zi.irich, gaertner@ips.id.ethz.ch 

3 Partially supported by the SFB 123 of the Deutsche Forschungsgemeinschaft. 
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- dependence only on the algebraic structure of the finest grid operator 
- operator dependent intergrid transfer operators 
- five (2D) and seven (3D) point stencils on all grids using recursively created 

approximate Galerkin coarse grid operators 
- preservation of symmetry with respect to certain weighted scalar products 
- fixed Tchebyshev polynomials as an approximate inverse on the coarsest 

grid to ensure the preconditioner to be constant during conjugated gradient 
iterations. 
The implementation of the method on tensor product meshes is based on 

a sparse matrix diagonal storage scheme which holds the operators on different 
grids. The canonical scheme with the storage of the assembled main diagonal of 
the stiffness matrix results in numerically unstable representations for the intergrid 
transfer and coarse grid operators and does not guarantee the propagation of the 
fine grid matrix properties onto the coarse grid in the floating point arithmetic. 
In section 4 a sparse matrix diagonal storage scheme with unassembled main di­
agonal is proposed which results in numerically stable formulae for the multigrid 
components. A test example in section 5 in fact shows very different convergence 
behaviour depending on the data structure chosen. The method has been tested 
and optimized in different fields of applications. 

In section 6, an example from semiconductor device simulation is shortly dis­
cussed. For results concerning a nonlinear diffusion equation we refer to [Fuh93b]. 

2 The problem 

We assume to be given the following boundary value problem on a rectangular 
resp. quadrilateral domain O c Rd, d = 1, 2, 3: 

- v' · (k(x)v'u(x)) + c(x)u(x) = f(x) (1) 

with mixed boundary conditions where k, c and f are assumed to be given func­
tions. 

A second problem we will refer to is the following: 

- v' · (v'v(x) + v(x)v'1P(x)) + d(x)u(x) = f(x) (2) 

Again, we assume mixed boundary conditions and ¥1, d, f to be given functions. 
Such an equation occurs as the linearized carrier transport equation in semiconduc­
tor device simulation (see (13) in section 6). One has to remark that the variable 
substitution 

(3) 

generates from (2) a selfadjoint problem similar to (1) with k = e-,t;_ 

We are interested in the case, when the coefficient functions show large vari­
ations which cannot be resolved by the discretization mesh. This is the case if one 
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considers rectangular meshes. Because of the fact that adaptive mesh refinement 
for problems of type (2) is not yet a standard technique, one even then has to deal 
with this problem. 

Problem (1) can be discretized by homogeneous differece schemes using loga­
rithmically harmonic averaging of the coefficient k and mass lumping for c resulting 
in a linear problem 

(4) 

with a five or seven diagonal symmetric, positive definite M-matrix As acting in 
a finite dimensional Euclidean space M [Sam83]. 

For problem (2) we use a box method together with an Il'in scheme resulting 
in a five or seven diagonal operator An 

(5) 

which in our case is equivalent to the Scharfetter-Gummel exponential fitting 
scheme described e.g. in [Sel84]. 

There are various approaches to put these kinds of discretizations into a 
finite element context, possibly using mixed methods and "nonstandard" numerical 
integration [BMP87, Son89, Fuh90, HM91]. 

Let E = Eh = e'<Ph be the diagonal matrix containing the node values of e'<P 
and let 

((·, ·))E = (E·, ·) 

be the Euclidean scalar scalar product with weight E. 
Then we have the following facts: 

- similar to (3), if k = e-'<Ph, 
(6) 

- As is a Stieltjes matrix. 
- An is selfadjoint in the scalar product((·, ·))E-
- An is a columnwise diagonally dominant M-matrix. 

3 The multigrid method 

Let Mo, ... Mj = M be a sequence of Euclidean vector spaces with growing 
dimension. In order to define a standard multigrid algorithm to solve Aju = f for 
Aj = As or Ai = As there need to be defined the following components (in the 
terminology of [BPX91]): 

- scalar products ( ( ·, ·) )k : Mk x Mk ---+ R 
- symmetric, positive definite with respect to ((·, •))k operators Ak : Mk ---+ 

Mk, 
- interpolations Ik : Mk-I ---+ Mk 
- restrictions Pf : Mk ---+ Mk-1· 
- smoothers Rk : Mk ---+ Mk 
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While the smoothers Rk can provided by one or more steps of a "classical" itera­
tion method (Jacobi, GauB-Seidel, ILU), the design of other components in cases 
of strongly varying coefficients or missing standard finite element background is 
unclear. Here, we try a "semi-algebraic" method as described at previous stages in 
[FG91]. Rather similar ideas of constructing multigrid or multilevel preconditioners 
have been used in [AV90, DE89, Kuz90, Pop91]. 

In what follows, we omit the level-k-indices. Fot given k, a fine grid corre­
sponds to Mk, a coarse grid then corresponds to Mk-l· 

On a three-dimensional grid with quadrilateral cells generated by standard 
refinement from a coarser one, we have the splitting of the grid vertex set V(A) = 
Ve U VF U Ve U VN into sets of coarse grid cell midpoints, coarse grid cell face 
midpoints, coarse grid cell edge midpoints and coarse grid node points, respectively. 
We get the matrix partitioning 

where the off diagonal blocks are non positive and the diagonal blocks Ac = Ac F + 
Mc, AF= Ape+ Ape+ Mp, Ae = AeF + AeN + Me and AN= ANe + MN, 
are positive diagonal matrices which consist of sums of off diagonal column entries 
and a nonnegative "mass" term. The assumptions made on A imply that at least 
one entry of the "mass" M* is positive. 

Let AF= Ape+ Mp, Ae = AeN + Me, and choose 

G=A12, 

U can be seen as a transformation matrix to an approximate harmonic basis 
[HLM91]. Then for .T being the transposition with respect to the ((·, •))-scalar 
product we have 

(7) 

with 

and 

where 
' -1 
S = A22 - A21(Au) A12 

is the Schur complement. To create a block diagonal preconditioner for A in the 
new basis, one takes the decomposition (7) and omits the off diagonal blocks 
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.6.. Omitting the error correction in the fine grid part, too, yields a coarse grid 
correction by projecting the error vector onto the fine grid space in the new basis. 
It has the form 

B = u-1 ( oo o ) u-r - I s-1 po 5-1 - k k 

with 

h = ( -F-lG ) = ( ( -A01f~~~~f ;i~:!1 
BEN ) ) 

I -AE BEN 
I 

(8) 

and Pf being its ( ( ·, ·) )-adjoint. S is the Galer kin coarse grid operator correspond­
ing to the given choice of the intergrid transfer operators: 

S PfAh 
-1 -1 -1 -1 

(AN - BNEAE BEN)+ BNEAE (AEF - BEFkF BFE)AE BEN 

+BNEAE1 BEFA:;;1(AFc - BFcAc1 BcF )A:;;1 BFEAE1 BEN· 

Some geometrical considerations and numerical experiments [Fuh92, Fuh93a] 
suggest that in the sense of spectral equivalences, it should hold that 

- 1 s ,:;:j 4(AN - BNEAE BEN)=: Ak-1, (9) 

when the coefficients vary not too strongly. This suggests replacing S by Ak-l 
in B. At the other hand, Ak-l is the Schur complement of the positive definite 
matrix 

(10) 

and inherits the ( ( ·, •) )-symmetry, the M- property, and the seven-diagonal struc­
ture of A, so the process described above can be continued recursively. 

It can be shown [Fuh92, Fuh93a] that for((·, •))-symmetric, positive definite 
operators, the convergence of a multigrid method with components defined this 
way depends on a number of reasonable factors: 

- the spectral equivalences of An and F, and of An and its diagonal; 
- the cosines of the angles between coarse grid and fine grid spaces in the 

A-energy scalar product; 
- the spectral equivalence of S and Ak-li 
- a smoothing property for Rk, which for Jacobi and GauB-Seidel smoothers 

is valid for any symmetric M-matrix [RS87] 
The whole multigrid operator described above is selfadjoint in the ( ( ·, •)) 1-

scalar product provided the smoothers are, and one can use it as a preconditioner 
for conjugated gradients in this scalar product. 

So, for the Euclidean scalar product (·,·),we have a preconditioner for A 8 • 

If we use ((·, ·))Ej,J = ((·, ·))E and define via Ek for k < j resulting from 
straight injection the scalar products on the coarse grids, we get a preconditioner 
for An which can be used for conjugated gradients in a weighted scalar product. 
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4 The data structure 

To ensure the preservation of the M-property in a floating point representation, 
one has to choose a matrix data structure where, on all the levels, instead of the 
main diagonal entries of A, the difference between these entries and the sum of 
the remaining entries of the same column is stored. 

The discrete operator A can be described on a three-dimensional quadrilateral 
mesh with Nx x Ny x Nz nodes by the generic stencil 

(A ) d l,x + (du,x + dl,x) du,x ) 
U ijk - i-IjkUi-ljk i-ljk ijk Uijk - ijk Ui+ljk 

d l,y + (du,y + dl,y ) du,y ) 
ij-lkUij-lk ij-lk ijk Uijk - ijkUij+lk (11) 

d l,z + (du,z + dl,z ) du,z ) 
ijk-1 Uijk-1 ijk-1 ijk Uijk - ijk Uijk+l 

+ d"!JkUijk· 

I · · "f d 1 * du* t 1s symmetnc, 1 .; = *, . 
If one uses a penalty method for the approximation of the Dirichlet boundary 

conditions, dm holds the boundary data, too, and it is possible to develop an easily 
vectorizable matrix data structure [GTG+89]. 

The storage of the operator data can be done in two ways: 
- store d 1·* ,d'u,* and the assembled main diagonal 

dmain _ dm + du,x + i,x + du,y + i•Y + du,z + i,z 
ijk - ijk i.-Ijk ijk ij-lk ijk ijk-1 ijk 

as one-dimensional vectors filled by zeroes whenever it is necessary 
- store d 1•* ,du,* as above, but instead of assembling the main diagonal, store 

only dm 

According to (9), this storage scheme can be used on all multigrid levels. The 
link between the numerical stability and these storage schemes becomes clear if 
one regards the implementation of the multigrid components - restriction P2, 
prolongation h and coarse grid matrix condensation ( calculation of Ak- I from Ak 
using (9)). To be more precise, we look at the operators .iJ::;;1 BFE and AB/ BEN 

from section 3 involved into the calculation of all these components. The point 
is the calculation of the diagonal operators A*. The B* shouldn't make trouble 
because they are always nonnegative. At the generic x-parallel coarse grid cell 
edges we have 

dmain du,y i•Y du,z _ i•z 
ijk - ij-Ik - ijk - ijk-1 ijk 

dm + du,x + i,x 
ijk i-ljk ijk' 

and at the generic x-orthognonal coarse grid cell faces we have to calculate 

d'!'.ain _ du,x _ i,x 
i1k i-Ijk ijk 

d m + du,y + dl,y + du,z + dl,z 
ijk ij-lk ijk i,jk-1 ijk• 
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FIGURE 1. Solutions of problems (1) and (2) for K, = 10. 

Similar formulae are valid for they- and z-directions. It is obvious that the formulae 
involving dm are the better ones, and in fact, one is able to guarantee in equation 
(9) the propagation of the M-property onto the coarse grid in the floating point 
arithmetic, too. 

Of course, for coefficients varying not very strongly there is no big difference, 
but if one considers the semiconductor device example below, this little difference 
becomes the question of "to be or not to be" for multigrid ! 

5 An experiment 

To verify the considerations above, we make a simple 2D-experiment. Let O = 
[0, 1] x [0, 1] be discretized using a 64 x 64 mesh with 5 coarse levels. Let 'if;: 0-, R 
be a given by 

, ( X1 - ½ )2 + ( X2 - ½ )2 < ( ¼ )2 
else. 

(12) 

We look for u,v being the solutions of (1) with k = e-,;, and (2) with the Dirichlet 
boundary conditions 

u l on Ox [0, 1] 

u O on 1 x [0, l]. 

On all other parts of the boundary, homogeneous Neumann boundary conditions 
are assumed. The solutions are shown in figure 1. 
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FIGURE 2. Dependence of the average per-work-unit contraction rate on ,,;, for problem 
(1) (left) and problem (2) (right). 

Now, we trace the behaviour of the multigrid preconditioned CG method 
while increasing "' succesively from O to 40 by steps of 1 for both data structures 
(fig. 2) We measure the norm of the residual vector emerging during the CG cal­
culations. It is of course "virtual" , but can tell us something about the stability 
of the algorithm. We stop the iteration when the- overall residual contraction be­
comes 10-10 and measure the contraction per work unit. As one work unit we take 
the amount of CPU time necessary for one Jacobi step. One multigrid step then 
takes 10 - 12 work units depending on the data structure, so that a per-work-unit 
contraction of 0.7 corresponds to a per-step contraction of 0.028 and a per-work­
unit contraction of 0.9 still yields 0.35 per multigrid step. We see, that in fact, 
for growing values of "', the stability considerations made above become more and 
more important. 

6 A problem from semiconductor device simulation 

The multigrid preconditioned CG method in the weighted scalar product has been 
build into the 3D semiconductor device simulation program MEDEA [GTG+89] 
as a solver for the carrier transport equations in the stationary van Roosbroek 
system [Sel84] 

-v' · (cv'u) + q(n - p) 
-v' · (Dn v'n - µnnv'u) + R(n,p) 
-v' · (Dvv'P+ µppv'u) + R(n,p) 

qf 
0 
0. 

(13) 
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FIGURE 3. Electrostatic potential at OV (equilibrium) and 6V, x = 30µm 

One example which was impossible to solve using multigrid methods without 
· the numerically stable data structure has been a photo diode sized 30 x 5 x 60µm 3 

with multiple differently doped horizontal layers. The signed logaritm of the ab­
solute value of the doping concentration f has nearly the same graph as the equi­
librium potential which is shown in fig. 3. During the simulation, the diode should 
be depleted and the recombination current is to be calculated. The changing of 
the slope at 3.5V in the U-I curve (figure 4) is a phenomenon the designers are 
interested in. 

The results calculated using the multigrid method have been compared on dif­
ferent grids with a Tchebyshev-ILU-preconditioned weighted conjugated gradient 
method (figure 4). For the multigrid method, in both cases two coarser grids and 
Tchebyshev polynomials of degree 25 as an approximate coarse grid solver have 
been used. There has been no visible difference between the U-1-curves calculated 
with the two methods. 
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Spectral Multigrid Methods for 
the Reformulated Stokes 
Equations 

Wilhelm Heinrichs1 

ABSTRACT We present a spectral multigrid method for the reformulated Stokes 
equations. Here the continuity equation is replaced by a Poisson equation for the 
pressure. This system is discretized by a spectral collocation method using only 
one grid with the Chebyshev Gauss-Lobatto nodes. We present an efficient finite 
difference preconditioner which is employed for relaxation in the spectral multigrid 
method. Numerical results are presented which show the efficiency of our treatment. 

I Introduction 

We consider a reformulation of the Stokes equations where the continuity equa­
tion is replaced by a Poisson-like equation for the pressure. To guarantee full 
equivalence between the two systems of equations (provided all functions are suffi­
ciently smooth) the continuity equation has to hold at the boundary of the domain. 
This treatment has been proposed in the famous article of Harlow and Welch [3]. 
They proposed the MAC method which obtains an equation containing D..p (p 
denotes the pressure) by differentiating the time-dependent momentum equations 
and adding them. For finite difference discretizations this approach turned out to 
be very useful for the efficient solution with multigrid techniques (see [6]). Fur­
thermore this algorithm is not difficult to parallelize and to vectorize. 

We were interested in the performance of spectral multigrid methods for the 
reformulated Stokes equations. Here the spectral discretization is accomplished 
by a pseudospectral ( or collocation) method using Chebyshev polynomials. The 
collocation points are given by the standard Chebyshev Gauss-Lobatto nodes. In 
particular, we introduce a Chebyshev collocation method which has the following 
desirable properties: 

• high spectral accuracy, 

1 Mathematisches Institut der Heinrich-Heine-U niversitiit, 
Universitiitsstr. 1, D-40225 Diisseldorf, Germany 
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• no spurious modes except the physical one ( constant mode), 

• no staggered grids. 

If the continuity equation is directly discretized by a spectral method, the pressure 
is affected by spurious modes (parassite modes) which deteriorate the accuracy of 
the method. By our spectral discretization of the reformulated Stokes equations 
spurious modes ( except the constant) are avoided. A similar approach was already 
introduced by Kleiser and Schumann where the parassite modes are implicitly fil­
tered out by the solution process. A quite good survey about the occurrence of 
spurious modes for spectral discretizations of the Stokes equations is given in [2, 
Chapter 11.3]. 

Furthermore it is well known (see, e.g., [1]) that spurious modes can also be 
avoided by introducing staggered grids. In [1] the continuity equation is discretized 
by using the Gauss points instead of the Gauss-Lobatto points. However, this ap­
proach is quite expensive in numerical computations since one has to interpolate 
between these two meshes. Furthermore fast Fourier transforms (FFTs) are no 
more applicable. Our approach yields high spectral accuracy and can be efficiently 
implemented by FFTs. 

We also present an efficient finite difference preconditioner for the spectral 
system. The eigenvalues of the preconditioned spectral operator are complex and 

2 
lie in a circle C which intersects the real axes in the points 1 and ~ . These eigen-
value bounds are already well known from similar considerations for the Poisson 
equation. Due to the good performance of finite difference preconditioning tech­
niques we prefer a preconditioned Richardson relaxation for the iterative solution 
of the spectral systems. Finally we show the efficiency of a spectral multigrid 
method which employs the standard multigrid components (see [4], [5]). 

2 Reformulation of the Stokes equations 

We consider the steady Stokes equations 

-~u + Px 

-~v + Py 

Ux + Vy 

r inn=(-1,1)2, 

r inn, 

0 in TI= [-1, 1] 2 

with Dirichlet boundary conditions for the velocity field: 

U = Uo, V = Vo On on. 

(1) 
(2) 

(3) 

Here Ju, r denote given functions defined in n. Since the pressure is only 
determined up to a constant, we impose the average pressure to be zero, i.e., 
f0 pdx = 0. 
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In the following theorem we derive a new system which is equivalent to (1)-(3) 
and which is more appropriate for iterative solvers. 

Theorem 2.1. Let u, v E C3 (f2) n C 1(0), p E C2 (f2), r, r E C 1 (f2). Then 
the Stokes system ( 1 )-( 3) is equivalent to the following modified system 

-~u + Px 

-~v + Py 

~p 

Ux + Vy 

r inn, 

r inn, 

t: + 1; 
0 on &n. 

inn, 

(4) 

(5) 

(6) 

(7) 

Proof. The sum of the derivatives of equation (1) with respect to x and (2) with 
respect to y yields (6). Here we make use of the fact that due to (3) 

(8) 

In the other direction, equation ( 3) can be regained from the equations ( 4) -( 7) 
because the difference of the sum of the derivatives of equations ( 4) with respect 
to x and (5) with respect toy and equation (6) yields equation (8) and this partial 
differential equation with the homogeneous Dirichlet boundary conditions (7) in­
terpreted as a boundary value problem for Ux +vy has the unique solution (3). EB 

This result can easily be generalized to the Navier-Stokes equations. 
For the new Stokes systems we have three boundary conditions for the velocity 
components but no condition for the pressure. A similar problem also occured for 
the biharmonic equation. Here we propose a splitting into a second order system 
with the streamfunction and vorticity. There are two boundary conditions for the 
streamfunction and no condition for the vorticity. 

3 Spectral discretization 

In order to present the spectral discretization of the reformulated Stokes equa­
tions ( 4)-(7) we first give some notations. For N E N we introduce the following 
polynomial subspaces: 

PN 

PlJv+2,N 

PlJv,N+2 

PlJv 

{polynomials of degree less or equal N in x, y}, 

{(1- x2 ) 2 (1 - y2)PN-2: PN-2 E PN-d, 

{(l - x2)(1 - y2)2PN-2: PN-2 E PN-2}, 

{(1- x2)(1- y2)PN-2: PN-2 E PN-2}. 

Hence the polynomials p E PlJv+2,N fulfill p = Px = 0 for x = ±l, p = 0 for y = ±l 
and the polynomials p E PlJv,N+2 fulfill p =Py= 0 for y = ±l, p = 0 for x = ±1. 
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The collocation points are given by the standard Chebyshev Gauss-Lobatto nodes: 
. . 

( ) ( i-rr J7r) . . N Xi,Yj = cos N,cos N , i,J =0, ... , . 

Furthermore we introduce the following collocation grids: 

{(x;,yj): i,j=0, ... ,N}, 

oNno, 
{(1, 1), (-1, 1), (1, -1), (-1, -1)}, 
{(x;,Y.i): i=0, ... ,N, j=l, ... ,N-1} U O'JS, 
{(xi,Yj): i=l, ... ,N-1, j=0, ... ,N}. 

Now the pseudospectral ( or collocation) discretization of the reformulated Stokes 
system ( 4)-(7) associated with homogeneous Dirichlet boundary conditions (i.e. 
uo = vo = 0) reads as follows: Find uN+2,N E P~+z,N, VN,N+z E P~,N+z, PN E 
PN such that 

-6.UN+2,N + PN,x r 
-6.vN,N+2 + PN,y r 

6,,pN r: 

in OJv, 

in O'Jv, 

+ r y in ON. 

(9) 
(10) 

(11) 

In (9)-(11) we choose an implicit treatment of the boundary conditions. Since 
u = v = 0 on 80 we obtain from (7) Ux = 0 along the axes x = ±l and Vy = 0 
along the axes y = ±1. This means that we have two boundary conditions for u 
in x = ±l aud two boundary conditions for v in y = ±1. We approximate u, v by 
polynomials UN+2,N E P~+z,N, VN,N+2 E P~,N+z which have two more degrees 
of freedom in the direction where two boundary conditions have to be enforced. 
Since the boundary conditions are treated implicitly we have to give collocation 
conditions on the momentum equations in u for x = ±l and v for y = ±1. 
Furthermore the boundary conditions Ux + Vy = 0 in the corners are automatically 
fulfilled if u = v = 0 on 80. Hence these four conditions have to be replaced by 
four conditions belonging to the momentum equations. Here we impose that ( 4) 
also holds in the four corners of the domain. Since 6.u = 0 in the four corners we 
obtain the four additional conditions: 

PN,x = Ju in the corners. 

These conditions are enclosed in the equations (9) which have to be valid in OJv. 
The system (9)-(11) requires 

M = 2(N-1)2+(N+1)2 = 3N2 -2N+3 

conditions of collocation for the M unknown coefficients of uN+2,N, VN,N+z, PN· 

Clearly, PN is only determined up to a constant and has to be normalized such 
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that fo. PNdx = 0. 
A well known problem for spectral methods applied to the Stokes equa­

tion results from the occurrence of certain "spurious modes" or "parassite modes" 
for the pressure. They are given by those non-trivial polynomials QN E P N which 
yield zero for all collocation conditions. For the implicit scheme (9)-(11) it is easy 
to show that the spectral discretization does not introduce spurious modes for the 
pressure. 

4 Preconditioning 

Since the spectral operator has a very large condition number growing as O(N4 ) 

we present an efficient finite difference (FD) preconditioner. For the Laplace op­
erator it is well known (see [4], [5]) that the preconditioned spectral operator has 

2 
real, positive eigenvalues lying in the interval [1, ,r4 ]. This can still be improved by 
using bilinear finite element preconditioning where the eigenvalues are confined to 
the interval [0.693, l]. Here we consider FD preconditioning. 

For the second derivative we employed standard central differences with re­
spect to the Chebyshev mesh. In the boundary points we introduced outer points 
which were eliminated by using the Neumann boundary conditions (for the ve­
locity components). The first derivatives in boundary points are approximated by 
one-sided finite differences. Now we consider the spectral system (9)-(11) where 
the continuity equation is treated implicitly. The corresponding spectral resp. FD 
operators are written as 

Clearly, the eigenvalues of Lsp, LFD are complex where the absolute value in­
creases as O(N4 ). One eigenvalue is zero due to the presence of one spurious mode 
which is identical to the constant. In order to get regular operators we considered 
the operators which are obtained by eliminating the last column and row of the 
system. In table I we present the (absolutely) minimal and maximal eigenvalues 
Amin and Amax of the preconditioned spectral operator. 

N Amin 

4 1.00 
8 1.00 
12 1.00 

Amax 

2.4284 
2.3867 
2.4231 

Table I. Amin, Amax of (LFD)-l Lsp· 

The eigenvalues belonging to Amin and Amax are real. Hence the absolute values of 
2 

the eigenvalues lie in the interval [1, ~ ] . In the figure we plotted the eigenvalues 
for N = 12. It can be seen that the imaginary parts are relatively small, always 
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less than 0.5. The eigenvalues with the largest imaginary parts lie in the "middle" 
of the eigenvalue spectrum with a real part of about 1.6 - 1. 7. 

Numerically it can be seen that almost all eigenvalues lie in the circle C given 
by 

Only the complex eigenvalue with smallest real part (about 0.99) is a little bit 
outside of C. But this will not disturb the convergence if we choose the relaxation 
parameters based on C. For a Richardson relaxation (see [4]) we therefore choose 
the relaxation parameter w equal to 

2 
w = 1 + ,r2 • 

4 

5 Spectral multigrid method 

In the spectral multigrid (SMG) method we employ the standard grid transfer op­
erators (see [4], [5]) for interpolation and restriction. For smoothing we employ the 
Richardson relaxation with finite difference preconditioning. The finite difference 
problem is approximately solved by one or two steps of an ( alternating) zebra 
line Gauss-Seidel relaxation. Here one first solves along lines of constant x and 
afterwards along lines of constant y. Vectorization is achieved by first solving for 
the odd lines and then for the even lines, resulting in zebra line relaxation. In the 
numerical computations we generally use a V-cycle with two (N = 4, 8), three 
(N = 4, 8, 16) or four (N = 4, 8, 16, 32) grids. In order to measure the conver­
gence speed of the (SMG) method we calculated the spectral radius p of the SMG 
operator by means of the power method. A convergence factor which is related to 
the computational work can be defined by pw = p¾ where W = nd + nu and 
nd resp. nu denote the number of relaxations on each grid in the downward resp. 
upward branches. Pw does not take the total computational work into account but 
it should be near the smoothing rate and provide an estimate of efficiency. From 
numerical experiments we found that the number of relaxations should be 

for both the stationary Richardson (SR) and nonstationary Richardson (NSR) 
relaxation. The number of preconditioniong (PC) steps should be 2. In table II we 
give the results for the SMG method. 
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Number of grids Relaxation 1 PC step 2 PC steps 
2 SR 0.5834 0.4346 
2 NSR 0.5286 0.4000 
3 SR 0.6223 0.4641 
3 NSR 0.5420 0.4269 
4 SR 0.7104 0.4769 
4 NSR 0.5415 0.4440 

Table II. Pw for the SMG method. 

The numerical results substantiate the usefulness of SMG. Furthermore it shows 
the improvements by choosing 2 PC steps of the Gauss-Seidel line relaxation. 1 
PC step is not enough for a good smoothing of the high frequencies. If we employ 
2 steps the convergence rates are quite similar to the rates we already observed 
for the Poisson equation (see (4]). Similar results were also obtained by other cycle 
structures. For instance, the W-cycle could not improve the convergence factors. 
The rates were nearly the same as for the V-cycle. 
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Multigrid Waveform Relaxation 
on Spatial Finite Element Meshes 

Jan Janssen 1 and Stefan Vandewalle2 

ABSTRACT 3 We analyze in this paper the convergence of multigrid waveform 
relaxation methods, applied to a system of ordinary differential equations, obtained 
by a finite element discretization of a parabolic initial boundary value problem. We 
restrict the discussion to linear systems and consider both the continuous-time and 
the discrete-time cases. 

1 Introduction 

Consider a parabolic partial differential equation (PDE) 

au 
8t(x, t) = ,Cu(x, t) + f(x, t) x E 0, t > 0, (1) 

with a linear boundary condition and given initial values. ,C is a linear second order 
elliptic operator with time-independent coefficients and O is a compact spatial 
domain. A spatial finite element discretization on a mesh Oh with mesh size h 
transforms (1) into a linear system of ordinary differential equations (ODEs), 

Bu+ Au= f , with u(O) = Uo , t > 0 , (2) 

where B is a non-singular constant-coefficient matrix. 
The standard waveform relaxation method, also called the dynamic itera­

tion method, is an iterative technique for solving systems of ordinary differential 
equations. Its background is in electrical network simulation, [4]. It differs from 

1 Katholieke Universiteit Leuven, Department of Computing Science, Celestijnenlaan 
200A, B-3001 Leuven, Belgium. 

2 Senior Research Assistent of the National Fund for Scientific Research (N.F.W.O.), 
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3 The following text presents research results of the Belgian Incentive Program "In­
formation Technology" - Computer Science of the future, initiated by the Belgian State 
- Prime Minister's Service - Science Policy office. The scientific responsibility is assumed 
by its authors. 
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most standard iterative techniques in that it is a continuous-time method, iter­
ating with functions. A discrete-time variant can be obtained by discretizing the 
continuous-time method in time, with, e.g., a linear multistep or Runge-Kutta 
method. 

The discretization of (1) with finite differences results in a system of ODEs of 
the form (2) where B is the identity matrix. For such systems, the convergence of 
the standard waveform relaxation method has been studied exhaustively. Miekkala 
and Nevanlinna considered the continuous-time case in [7] and [9]. They formulated 
the convergence characteristics of the method in terms of a complex iteration 
matrix, obtained after Laplace-transforming the problem. Discrete-time results 
are obtained by the same authors in [8] and [10]. The multigrid acceleration of the 
waveform relaxation method was studied by Lubich and Ostermann in [5], where 
both the continuous-time and the discrete-time cases are considered. A complete 
survey and a discussion of a parallel implementation of these methods can be 
found in the work by Vandewalle, [11], and in the references cited therein. We also 
mention a paper by Miekkala, [6], where the convergence properties of the standard 
waveform relaxation method are studied for differential-algebraic systems of the 
form (2) where B is possibly singular. 

In this paper, we shall concentrate on (2) with non-singular Band generalize 
some of the results of [5], [7] and [8]. This paper is a summary of [2] and [3] where 
further theoretical results and numerical experiments are reported. Miekkala's re­
sults are briefly recalled in section 2. These results are completed with a con­
vergence analysis for the discrete-time standard waveform relaxation method. In 
section 3, the multigrid acceleration of this method for (2) is theoretically investi­
gated. In section 4, we give some specific theoretical results for the heat equation, 
which are validated by numerical experiments. 

2 Standard waveform relaxation 

2.1 THE CONTINUOUS-TIME CASE 

The continuous-time waveform relaxation operator 

Consider the linear initial value problem (2) where B and A are complex d x d 
matrices, and u and f are <Dd-valued functions in time. B is assumed to be non­
singular. Its solution is formally given by 

u(t) = e-tB-1Auo + lt e<s-t)B-1AB-1f(s)ds. (3) 

The waveform relaxation method for solving (2) is defined by introducing a 
splitting of the matrices Band A. With B = Ms - N 8 and A= MA - NA, the 
basic continuous-time waveform relaxation iteration can be written as 



7. M'ultigrid Waveform Relaxation on Spatial Finite Element Meshes 77 

which is usually started by choosing the zeroth iterate u<0l (t) = u0 , t > 0. We 
shall always assume MB to be invertible. By using (3), we can rewrite ( 4) as an 
explicit successive approximation scheme: 

(5) 

The right-hand side function <.p can be found in the companion report, [2]. The 
continuous-time waveform relaxation operator K, is found to be 

where Kc is a linear Volterra operator with a continuous kernel, 

lot kc(t - s)u(s)ds, 

e-tM·;;1 MA Mi/(NA - MAM1/ NB) . 

(6) 

(7) 

(8) 

Let e<"l be the error of the v-th waveform relaxation iterate, i.e., e<"l = 
u<") - u. It satisfies e<v) = K,e<v-l). That is, it is the solution to 

MBe(v) + MAe(v) = NBe<v-l) + NAe<v-l) , with e<l/l(o) = 0, t > 0. (9) 

Denoting by e<"l(z) the Laplace-transform of elv), we obtain by Laplace-transform­
ing (9) that e<v) = K(z)e<v-l), with 

K(z) = (zMB + MA)- 1 (zNB + NA) . (10) 

K(z) is called the dynamic iteration matrix of operator K,. 

Convergence analysis 

The convergence of the waveform relaxation operator is often studied in general Ba­
nach spaces. In particular, we consider the space of p-th power integrable Lebesgue 
measurable functions Lp((O,oo);<Dd), or Lp(O,oo) for short, with the usual mean 
p-norm, and the space of continuous functions C([O, T]; <Dd), or C[O, T], equipped 
with the maximum norm. 

The spectral radius p(U) of a bounded linear operator U in a complex normed 
linear space is characterized by 

p(U) = lim VTizTnTf , 
n--->oo 

and convergence of the general successive approximation scheme, 

X(v) = Ux(v-l) + <.p , 

is guaranteed if and only if p(U) < 1. 
In [2], we analyzed the convergence behaviour of the continuous-time wave­

form relaxation operator, both on finite and infinite time-intervals. The two main 
results are stated below. Supplied with some extra assumptions, Theorem 2 also 
holds for differential-algebraic systems with singular B, [6]. 



78 J!l,ll Janssen and Stefan Vandewalle 

Theorem 1 (finite time-interval) Consider JC as an operator in C[0, T]. Then, 

(11) 

Theorem 2 (infinite time-interval) Consider JC as an operator in Lv(0, oo) 
with 1 ::; p ::; oo, and assume that all eigenvalues of M1j1 MA have positive real 
parts. Then, 

p(JC) = sup p(K(it)) . (12) 
eEIR 

Remark 1. The previous results can also be applied when B is the identity matrix, 
i.e., when we discretize our PDE using finite differences. Indeed, if Ms = I and 
NB = 0, we obtain the same results as in [7]. 

2.2 THE DISCRETE-TIME CASE 

The discrete-time waveform relaxation operator 

We recall the general linear multistep formula for calculating the solution to the 
ordinary differential equation y = f(t, y), y(0) = Yo, 

1 k k 

- :~:::>l!jYn+j = Lf3jfn+j · 
T j=O j=O 

T denotes a constant step-size; CXj and /3j are real constants, and Yj approximates 
the ODE solution at time-level t = jr. The fully discrete solution {yi}~0 , with 
Nt the number of time-steps, will be denoted further by Yr. The characteristic 
polynomials of the linear multistep method are a(t) = I:;=O ajtj and b(t) = 

k . 
Lj=O /3jt3 • We shall adhere to the usual assumptions: a(t), b(t) have no common 
roots; a(l) = 0, a'(l) = b(l); all roots of a(t) are inside the closed unit disk, and 
every root with modulus one is simple. 

Application of the linear multistep formula to (9) leads to 

with n 2: 0 and e~) = u~) - u 7 the error of the v-th discrete waveform relaxation 
iterate. For simplicity's sake, we assume that there are k fixed starting values 
supplied, i.e., uY,) = uY,-l) = Uj for j < k. So, we do not iterate on the starting 

values. Iteration (13) can be rewritten as e~) = JC7 e~-l). In [3] it is shown that the 
discrete-time waveform relaxation operator JC7 is a discrete convolution operator: 

j 

(JC7 Xr )j = (kr * Xr )j = L kj-iXi • (14) 
i=O 
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Its kernel, kr, is related to the dynamic iteration matrix of Kr by the ~-transform 
( or discrete Laplace-transform), 

Kr(~):=~ kiCi = (~~(~)MB+ MA )-
1 

(~~(~)NB+ NA) , (15) 

which is equal to K(z) for z = ¼%(~)-

Convergence results 

The convergence of the discrete waveform relaxation is studied in the Banach 
spaces of p-summable sequences lp(O .. Nt), equipped with the mean p-norm. 

The discrete versions of Theorem 1 and 2 are given below. Their proof is 
given in [3]. 

Theorem 3 (finite time-interval) Consider Kr as an operator in lp(O .. Nt) with 
1 ~ p ~ oo. Let the number of time-steps, Nt, be finite and suppose that f 1 
u(-TMi/MA)- Then, 

p(Kr) = p ( K(~ ;:)) . (16) 

Theorem 4 (infinite time-interval) Consider Kr as an operator in lp(JN) with 
1 ~ p ~ oo and suppose u(-TMi/MA) C int S. Then, 

p(Kr)= supp(K(!~b(~))). 
l~l=l T . 

3 Multigrid waveform relaxation 

3.1 THE CONTINUOUS-TIME CASE 

The continuous-time two-grid waveform relaxation operator 

(17) 

Multigrid methods are known to be very efficient solvers for elliptic partial differ­
ential equations. We refer to [1] and [12] for a detailed analysis. The principle can 
easily be extended to time-dependent problems by choosing all the operations in 
the multigrid cycle as operations on functions. A two-grid cycle for the initial value 
problem (2) is stated below. It is defined on two nested grids DH and nh, with 
DH C Dh, and determines a new iterate u(v) from the former waveform u(v-l) 
in three steps: pre-smoothing, coarse grid correction, and post-smoothing. In the 
following, the subscripts h and H are used to denote fine and coarse grid quantities 
respectively. 

• Pre-smoothing. Set x(o) = u(v-l), and perform v1 waveform relaxation 
steps: for v = l, 2, ... , v1 , solve 

M x· (v) + M X(v) = N i/v-l) + N x(v-1) + f Bh Ah Bh Ah. h , (18) 
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with x<"l(o) = u0 , t > 0. 

• Coarse grid correction. Compute the defect, 

dh Bhi;(vi) + Ahx(vi) - fh 
NBh(i;(v1-I) -±(vi))+ NAh(x(v1 -I) _ X(v1 )). 

Solve the coarse grid equivalent of the defect equation, 

with r : Oh ---* OH the restriction operator. Then interpolate the correction 
VH to Oh, and correct the current approximation, 

with p : nH - nh the prolongation operator. 

• Post-smoothing. Perform v2 iterations of type (18), starting with x<0 ) = x, 
and set u<v) = x<"2 ). 

Since (19) is formally equal to (2), this two-grid cycle can be applied in a 
recursive way to obtain a multigrid cycle. 

The two-grid cycle can be written as a successive approximation scheme: 

(20) 

The continuous-time two-grid waveform relaxation operator M is given by 

Mc is a linear Volterra convolution operator with kernel me, whose Laplace­
transform is denoted by Mc(z). Let e<v) = u<v) - u be the error of the v-th two­
grid waveform relaxation iterate. This error satisfies the relation e<v) = Me<v-I). 
Laplace-transforming yields 

e<v) = M(z)e<v-i) , 

with M(z) the two-grid dynamic iteration matrix of M, 

M(z) 

S(z) 

s<v2 l(z)(J - p(zBH + AH )-1r(zBh + Ah))s<"1 \z) , 

(zMBh + MAh)- 1 (zNBh + NAh) . 

Convergence analysis 

(22) 

(23) 

(24) 

The following theorems are the two-grid analogues of Theorem 1 and Theorem 2, 
and are proven in [2]. 
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Theorem 5 (finite time-interval) Consider M as an operator in C[O, T]. Then, 

p(M) = p ((Mii; NBht2(I - pB1;/rBh)(M8; NBht1) . (25) 

Theorem 6 (infinite time-interval) Consider M as an operator in Lp(O, oo) 
with l :::;: p::; oo, and assume that all eigenvalues of Bi/ AH and M 8; MAh have 
positive real parts. Then, 

p(M) = sup p(M(i,)) . (26) 
c,EIR 

Remark 2. The previous results can also be applied when both BH and Bh are 
identity matrices, i.e., when we discretize our PDE using finite differences. In that 
case, we obtain the same results as in [11, Th. 3.4.1] and [5, Prop. 1]. 

3. 2 THE DISCRETE-TIME CASE 

The discrete-time two-grid waveform relaxation operator 

We discretize the two-grid operator in time using a linear multistep formula, and 
we assume again that we do not iterate on the k given starting values. The error 
e~) = u~) - uT of the fully discrete 1.1-th two-grid iterate then satisfies e~) = 
MTe~-I). In an analogous manner as in the previous section, it can be shown 
that the discrete-time two-grid waveform relaxation operator MT is a discrete 
convolution operator. The ,-transform of its kernel mT equals 

(27) 

Convergence analysis 

The convergence of the discrete-time two-grid waveform relaxation is studied in [3]. 
The following results are very similar to the results obtained for the discrete-time 
standard waveform relaxation operator. 

Theorem 7 (finite time-interval) Consider MT as an operator in lp(O .. Nt) 
with l :::;: p ::; oo. Let the number of time-steps, Nt, be finite and assume none 
of the poles of M(z) is equal to~:. Then, 

(28) 

Theorem 8 (infinite time-interval) Consider MT as an operator in lp(JN) with 
1 :::;: p ::; oo and suppose all the poles of M(z) are in the interior of the scaled 
stability region ¼ S. Then, 

p(MT) =supp (M(~~b(o)) . 
lf.l=l T 

(29) 
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4 Model problem analysis and numerical results 

In this section, we verify our theoretical results on the basis of numerical experi­
ments with two model problems. 

Model problem 1: the one-dimensional heat equation 

8u 82 u 
8t(x, t) = ox2 (x, t) x E [O, l] , t > 0, (30) 

completed with homogeneous Dirichlet boundary conditions and an initial condi­
tion. The analytical solution is given by u(x, t) = sin(1rx) exp(-1r2 t) . 
Model problem 2: the two-dimensional heat equation 

8u 82 u 82 u 
ot (x, Y, t) = &x2 (x, Y, t) + oy2 (x, y, t) (x, y) E [O, l] x [0, l] , t > 0 , (31) 

completed with Dirichlet boundary conditions and an initial condition such that 
the analytical solution is given by u(x, y, t) = l+sin(1rx/2) sin(1ry/2) exp(-1r2t/2). 

Discretizing these model problems on a discrete mesh n,h yields systems of 
the form (2). The matrices B and A are listed for several finite element basis 
functions in [2]. 

4.1 GAUSS-SEIDEL WAVEFORM RELAXATION 

Theoretical results 

In order to determine the spectral radius of the continuous-time Gauss-Seidel 
waveform relaxation method, the spectral radius of K(z) is to be calculated for 
every value of z along the imaginary axis. This is generally a very difficult task. 
However, there are some cases where p(K) can be calculated explicitly. 

Assume B and A to be decomposed as B = -LB + DB - UB and A = 
- LA + DA - U A, with DB and DA diagonal matrices, LB and LA strictly lower 
and U B and U A strictly upper triangular matrices. Let Kos and KJ AC denote the 
Gauss-Seidel and Jacobi waveform relaxation operator respectively. Following [9], 
their dynamic iteration matrices are given by: 

(z(DB - LB)+ (DA - LA))- 1 (zUn + UA), 

(zDB + DA)- 1(z(LB + UB) +(LA+ UA)). 

Lemma 4 Assume that all eigenvalues of (DB - LB)- 1 (DA - LA) have positive 
real parts. Let A and B be such that (zB + A) is a consistently ordered matrix for 
Re(z) ~ 0. Then, in Lp(O,oo) with 1::; p::; oo, 

p(Kcs) = p(KJAc) 2 (32) 
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This Lemma is proven in [2]. Discretizing model problem 1 with linear bafs func­
tions yields 

l-2zh2 + 121 
p(KJAc(z)) = 4zh2 + 12 cos('rrh) . 

Hence, as a consequence of Theorem 2, equation (12), we find that 

p(KJAC) 

Since the assumptions of Lemma 4 are satisfied, we have for small h 

Numerical results 

(33) 

For the time-discretization of (2), we use the Crank-Nicolson formula. When 
the time-step T is taken sufficiently small, the continuous-time theoretical results 
should fit the obtained results of the numerical experiments. For the v-th waveform 
relaxation iterate, we determine the l2-norm of the defect i(l = Bu~) +Au~) - fr· 
The iteration convergence factor is then calculated as 

After a sufficiently large number of iterations this factor takes a nearly constant 
value, the averaged convergence factor. 

The numerical results for model problem 1, discretized using linear basis 
functions, are given in Table 1. Even though the time-interval in this experiment 
is finite, the measured convergence factors closely match the infinite interval the­
oretical spectral radii of (33). For a discussion of this phenomenon, we refer to 
[11]. 

Table 1 also reports the averaged convergence factors for the same problem, 
discretized using quadratic basis functions. Observe that these factors seem to 
satisfy a relation of the form 

although no explicit theoretical formula was found. The same is true for the results 
of Table 2, where we reported the averaged convergence factors for model problem 
2, discretized with bilinear basis functions on an equidistant rectangular grid. 
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h 11 1/5 1 1;10 1 1;15 1 1;20 1 1;30 1 1/40 1 

Linear 0.630 0.898 0.953 0.973 0.988 0.993 
1-71' h 0.605 0.901 0.956 0.975 0.989 0.994 

Quadratic 11 o.911 1 o.978 1 0.991 0.995 0.998 0.999 

TABLE 1. Gauss-Seidel waveform relaxation averaged convergence factors for the 
one-dimensional heat equation. 

I h II 1/5 I 1/10 I 1/15 I 1/20 I 1/30 I 1/40 I 
I Bilinear II 0.530 I 0.854 I 0.933 I 0.962 I 0.983 I 0.990 I 

TABLE 2. Gauss-Seidel waveform relaxation averaged convergence factors for the 
two-dimensional heat equation. 

4.2 MULTIGRID WAVEFORM RELAXATION 

Theoretical results 

The coarse grid OH is derived from the fine grid Oh by standard coarsening 
(H = 2h). For the prolongation operator p : OH ---+ Oh, we use piecewise lin­
ear interpolation. The restriction operator r : nh ---+ OH is then defined as the 
transpose of the prolongation operator, r = pt, see e.g. [1, p. 66] or [12, p. 70]. 

Lemma 5 The two-grid operator M for the one-dimensional heat equation, dis­
cretized using linear basis functions, with red-black Gauss-Seidel smoothing, and 
with the prolongation and restriction operator defined as above, satisfies 

v" 
p(M) ~ J3Jryo(2v - 1) , with 'T]o(v) = (v + l)"+i , (34) 

for V = V1 + V2 2: 1. 

The lemma states that the spectral radius of the two-grid operator M is bounded 
by a constant, independent of h. A table of the bound is given in Table 3. The 
proof is given in [2]. 

Numerical results 

Since the bound in Lemma 5 is not optimal, we numerically computed the spectral 
radius of the two-grid operator by evaluation of (26), for v = 2 and for several 
values of h. These results are reported in the first line of Table 4, and are compared 
to the averaged convergence factors of different multigrid cycles. We use V(v1 , v2 ) 

and W(v1, v2) as shorthands for a standard V-cycle and W-cycle with v1 pre­
smoothing, v2 post-smoothing steps, and standard coarsening down to a grid with 
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v II 1 · I 2 

J3J170(2v - 1) 11 o.866 1 o.563 

3 I 4 I 
0.448 1 o.384 I 

TABLE 3. Values of the upper bound for p(M). 

mesh size h = 0.5. The other parameters are as above: red-black Gauss-Seidel 
smoothing, linear interpolation and corresponding restriction. 

Finally, we report some averaged convergence factors for the two-dimensional 
model problem, discretized using bilinear basis functions on an equidistant rect­
angular grid. 

h 11 1/8 I 1/16 I 1;32 I 1/64 I 

Pnum(M) 0.217 0.263 0.276 0.280 
V(l, 1) 0.228 0.301 0.325 0.332 
W(l, 1) 0.211 0.253 0.265 0.268 

TABLE 4. Multigrid waveform relaxation averaged convergence factors for the 
one-dimensional heat equation. 

h 1/4 1/8 1/16 1/32 
V(l, 1) 0.138 0.299 0.352 0.361 
W(l, 1) 0.138 0.294 0.343 0.355 

TABLE 5. Multigrid waveform relaxation averaged convergence factors for the 
two-dimensional heat equation. 
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A Subspace Decomposition 
Twogrid Method for Hyperbolic 
Equations 

Edgar Katzer1 

ABSTRACT A new twogrid iteration for hyperbolic equations is presented. It is 
based on a subspace decomposition technique and is a modification of the frequency 
decomposition approach [l]. 
We introduce a finite volume discretisation on a triangular grid which avoids the use 
of a secondary grid. The discrete equations are solved by a least square minimization 
procedure. The system is uniformly stable for all characteristic directions. 
Numerical results for a hyperbolic model problem show good convergence rates 
for all characteristic directions. Thus an efficient and robust twogrid iteration is 
obtained. 

1 Introduction 

This paper presents a new twogrid iteration for the numerical solution of hyperbolic 
partial differential equations. Preliminary results for the extension to hyperbolic 
and elliptic systems are discussed. 

The solution of first order systems of partial differential equations is of con­
siderable interest. The Euler equations, which govern inviscid compressible flows, 
are such a system. For steady flows they are of a combined elliptic/hyperbolic 
type and this complicates their numerical solution considerably. The use of time 
marching methods for solving the steady state equations is common but not ef­
ficient. Low frequency errors are primarily convected through the computational 
domain and time step limitations leads to slow convergence. Even with multigrid 
acceleration techniques, convergence rates are slower than 0.9 (see e. g. [2], [3], 
[4]). 

A direct approach for solving the steady equations is more complicated and is 
often restricted to first order accuracy. Excellent results were obtained with multi­
grid methods by [5],[6], ([7] for the Navier-Stokes equations), [8], [9], and [10]. The 

1Institute for Analysis and Numerical Mathematics 
Otto-von-Guericke-University, D-39016 Magdeburg, Germany 
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efficiency of the approach depends on carefully designed relaxation schemes and/ or 
on multiple coarse grid corrections of the semi-coarsening approach [9]. Higher or­
der accuracy is obtained with defect correction. Robustness of the convergence is 
difficult to obtain. In many cases, convergence rates depend on fl.ow characteris­
tics, e. g. the flow direction, or deteriorate for hypersonic flows; therefore a special 
treatment of these cases is necessary ([6]). 

A new approach to robust multigrid methods, the frequency decomposition 
multigrid method, has been introduced by Hackbusch [11, 1] and independently by 
Ta'asan and Brandt (see [1]). The use of several coarse grid corrections is similar to 
the semi-coarsening approach of Mulder [9]. In section 3 we introduce a modifica­
tion of the frequency decomposion approach. The name "subspace decomposition 
twogrid method" is proposed because the new prolongations defined in section 3 
are not directly related to some parts of the frequency domain. 

The development of a robust and efficient multigrid method is still an open 
problem and motivates the interest in hyperbolic problems. The present paper 
deals with twogrid methods for simple model problems and is a first step for the 
construction of efficient Euler solvers. It is not recommended to solve a pure hyper­
bolic problem with a multigrid method, because in this case alternative procedures 
like the method of characteristics are very efficient. 

The hyperbolic model problem 
As a hyperbolic problem, we define a scalar advection equation with constant 
coefficients: 

and periodic initial and boundary conditions on the unit square: 

u(x, 0) = ua(x) , 

u(x + l, y) = u(x, y) , I;/ 0:::; y:::; 1 

A conservative integral formulation is given by Stoke's theorem: 

{ a1 u dy - a2 u dx = 0 , 
lch 

for sufficiently smooth control elements T with boundary 8T . 

(1) 

(2) 

In section 2 a finite volume discretisation on a triangular grid and a minimiza­
tion problem are introduced. In section 3 we introduce a subspace decomposition 
approach. Numerical results for the hyperbolic model problem and preliminary 
results for first order systems are shown in section 4. 

2 Discretisation 

The integral formulation (2) is approximated on a structured triangular grid based 
on an equidistant grid with step size h = l/n': 

0.h = {(xj,yk) lxj =jh, Yk = kh, l:::; j,k:::; n'} 
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Tj,k,2 

Tj,k,l 

FIGURE 1. Subdivision of a square into two triangles. 

Figure 1 shows the subdivision of a square into two triangles. The grid is equivalent 
to the regular triangular grid shown in figure 2. 

Usually, finite volume methods depend on a second grid of control volumes 
defined e. g. by the centroids of the triangles (see e. g. [12]). The present vertex 
centered flux discretisation avoids such a dual grid. Fluxes along triangle edges 
are approximated by the trapezoidal rule and yield for a triangle of type Tj,k, 1 : 

1 
Lu (T· k 1) = - (a2 u · k - (a2 - a1)u · k-1 - a1 u ·-1 k-1) .7, , h J, J, J , (3) 

and for a triangle of type Tj,k,2: 

(4) 

As there are twice as many triangles T E T than grid points involved, the dimension 
of the flux space F = {f : T --, R} is larger than the dimension of the grid space 
U = { u : Oh __, R} . The discrete system 

Lu = f , L : U __, F 

is overspecified and no solution of the flux equations exists in the general case. 
Therefore a discrete minimization problem is defined: 

Minimization problem 
For L given by (3) and (4) we minimize the squared Euclidean norm 

E(u) = IILu - !II~ (5) 

and solve: 
E(u*) ~ E(u) , 'vu EU (6) 
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A minimum exists and is unique, as the author [13] has shown. The well known 
solution of this problem is given in lemma 1. 

Lemma 1: 
The minimum u* of problem (6) solves the normal equations: 

Au = L * Lu = L * f = b 

On a cartesian grid, matrix A is represented by the seven-point stencil: 

where 
g1 = 2a1(a1 - a2) 
g2 = 2a2(a2 - ai) 
g3 = 2a1a2 

r 2(1 - sin(2¢) + cos(2¢)) 
r 2(1- sin(2¢) - cos(2¢)) 
r 2 sin(2¢) 

and the flow in polar coordinates is given by a1 = r sin(¢) , a2 = r cos(¢). 

(7) 

(8) 

Matrix A is positive definite but not an M-matrix, except in special cases 
when two of the g1 ... g3 vanish. 

Proof: 
Simple calculation yields (8). As g1g2g3 = -8a?a~(a1 -a2)2 ::; 0 and g1 +g2+g3 = 
r 2 (2 - sin(2¢)) 2 r 2 , not all coefficients are simultaniously positive and A is not 
an M-matrix. ■ · 

Discretisations of hyperbolic equations may be unstable when the CFL con­
dition is not fulfilled. For the minimization problem uniform stability for all char­
acteristic directions is obtained in 

Lemma 2: 
Let u* be the solution of the minimization problem (6), u 0 be the discrete inflow 
profile at y = 0 and let f = 0 at inner points. Then we have uniform stability for 
all a1, a2 and h in the discrete L2~norm on rlh and rh : 

llu*lln,h::; lluollr,h 

A proof based on a Fourier analysis is given in [13], corollary A.9. ■ 

Furthermore the discrete solution is second order accurate on an equidistant 
grid (see [13]). This is rather surprising, because we do not fulfill the flux equations 
(3, 4) exactly but only in the mean. Apparently, the minimization procedure does 
not deteriorate the accuracy. 
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3 Subspace decomposition twogrid method 

We present a new twogrid method based on a subspace decomposition technique 
and introduce a decomposition of the grid space 

On each subspace U,. smaller minimization problems are given by the 

Coarse grid correction: 
For given u E U and subspace U,., 1 :::; K:::; K, minimize: 

This defines the coarse grid correction G,.(u) = u + v,.. 

(9) 

The subspaces are defined by prolongations p,. on a standard coarse grid space V: 

p,. : V ----, U , U,. = Range (p,.) 

The coarse grid operator is then given by: 

where 

A simple gradient iteration is applied for smoothing: 

S(u)=u-.\(Au-b), A=<r,r>/<Ar,r> 

The prolongations 
The prolongations are given in stencil notation: 

[ 
0 1 i] [ 

0 1 
-1 l Po=½ 1 2 P1 = ½ -1 2 -1 

1 1 -1 1 0 

p, ~ ½ [ 
0 -1 -n p, ~ ½ [ 

0 -1 

-i l 1 2 -1 2 
-1 -1 1 -1 

Here, Po is the well known seven-point prolongation. The other prolongations are 
defined on shifted coarse grids. As the stencil notation gives no information on 



92 Edgar Katzer 

FIGURE 2. Location of coarse grid prolongations. 

the location of the coarse grid, figure 2 shows the location of the center of the 
prolongations in the triangular grid. 

Obviously, the seven-point prolongations are more natural than nine-point 
prolongations on a structured triangular grid. Numerical tests showed, that these 
four prolongations are not sufficient for a robust method. It was necessary to intro­
duce four additional prolongations p0 ..• fo similar to p0 ... p3 which are located 
at shifted coarse grids given in figure 2 ( notice that Po = Po ) . 

Twogrid iteration 
At the moment we apply a multiplicative Schwarz method combined with smooth­
ing steps: 

(11) 

where 
<I>1 = G3SG2SG1SG0S 
<I>1 = (hSG2SG1SG0S 

In section 4 we also present convergence rates for the sequence of prolongations 
given by the frequency decompositon approach ([11, 1]): 

(12) 

Furthermore results for an iteration without smoothing is presented: 

(13) 
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FIGURE 3. Minimization(-) and Lax-Wendroff (◊) solution. 

4 Numerical results 

The accuracy of solutions of the minimization problem (6) and the efficiency of the 
twogrid iteration are analysed iri this section. For two inflow profiles the discrete 
solution at the outflow boundary, y = 1, is compared with the continuous solution 
and the second order accurate Lax-Wendroff solution. The Lax-Wendroff solution 
is obtained by marching in y-direction. In both cases the parameters are: a1 = 
0.5, a2 = 1.0. 

Figure 3 compares the minimization solution with the Lax-Wendroff solu­
tion for a continuous cosine-type profile. A rather coarse grid of 17 x 9 makes 
small differences clearly visible. Both numerical solutions are close together which 
demonstrates the second order accuracy of the minimisation solution. 

Figure 4 compares the minimization solution with the exact solution of prob­
lem (1) for a discontinuous inflow profile. At the outflow boundary the disconti­
nuities are diffused over several points of the 65 x 65 grid. Small overshoots of 
about 5% are observed. The isolines in figure 5 confirm the small smearing of the 
numerical solution. 

Convergence rates for twogrid iterations are shown in table 1 to 4. Unless 
otherwise stated, all results are asymptotic error reduction rates obtained on an 
32 x 32 grid. The influence of the characteristic direction is represented in the 
parameter q = ai/ a2 . 

Table 1 shows convergence rates for different twogrid operator sequences and 
flow directions. The convergence rates for <I> 1 and <I> 1 , deteriorate for some param­
eters. It is the combination of both, qiTG, which is robust. For the prolongations 
given by Hackbusch [1], we obtain very good error reduction for q = 0, but almost 
no reduction for q = 1 . The hyperbolic problem with q = 1 is not in the robustness 
class of the frequency decomposition method. The results for the case without any 
smoothing qinos shows, that smoothing could be omitted on the cost of increased 
convergence rates. 
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FIGURE 4. Minimization solution for a discontinuous profile. 

q -1.0 0.0 0.5 0.75 1.0 2.0 
<[>HA 0.38 0.03 0.78 0.92 0.97 0.83 

<I>1 0.76 0.50 0.71 0.72 0.89 0.74 
<I>1 0.71 0.90 0.70 0.71 0.50 0.75 

<[>TG 0.55 0.44 0.50 0.52 0.44 0.56 
<[>1WS 0.64 0.47 0.67 0.65 0.47 0.64 

TABLE 1. Convergence rates for different corse grid sequences. 

q -4.0 -2.0 -1.0 -0.5 0.0 0.25 
p( <[>TG) 0.64 0.54 0.55 0.53 0.44 0.50 

q 0.50 0.75 1.0 1.5 2.0 4.0 
p( <[>TG) 0.50 0.52 0.44 0.54 0.56 0.59 

TABLE 2. Influence of flow direction, q = ai/a2 (robustness). 

The robustness of the twogrid iteraton is analysed in table 2. The character­
istic direction q has only minor influence on the convergence. 

First, and at the moment preliminary, results for hyperbolic and elliptic sys­
tems are shown in tables 3 and 4. Here we solve a 2 x 2 system: 

A1 OxU + A2 OyU = 0 

where A2 = I and, in the hyperbolic case: 

A1 = q [ 
0 1 ] 1 0 

and in the elliptic case ( q =/- 0): 

A1 = q [ 
0 1 ] -1 0 
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q 0.5 1.0 2.0 
0.55 0.55 0.56 

TABLE 3. Robustness for a hyperbolic system. 

q 1.0 0.5 0.25 0.1 
p( q,ett) 0.12 0.14 0.21 0.34 
p( 4>2) 0.20 0.38 0.75 0.94 

TABLE 4. Robustness for an elliptic system. 

For q = l we obtain the Cauchy-Riemann equations. For the hyperbolic system 
we specify periodic Dirichlet conditions at y = 0 . For the elliptic case we specify 
periodic conditions at all boundaries and impose zero mean values. 

Table 3 shows convergence rates for the hyperbolic system. They are inde­
pendent of the parameter q and of similar order as in the scalar case. The results 
for the elliptic system are obtained with four and one coarse grid corrections, 
respectively: 

q,ell G3SG2SG1SG0S 
4>2 GoS4 

Results for q,ell in table 4 show very small convergence rates which are inde­
pendent of q . We obtain robustness similar as in the scalar case. The iteration 4>2 
is similar to usval multigrid procedures with smoothing and only one coarse grid 
correction. Convergence rates are small for q = l but deteriorate for q----> 0. Notice 
that the minimization procedure solves the normal equations (A= L* L). Brandt 
and Dinar [14] successfully used the adjoint operator L * for the construction of 
a distributed smoother for solving the Cauchy-Riemann equations. It is then no 
surprise, that 4>2 shows fast convergence for q = 1 but is not robust because here 
a simple smoother is used. 

5 Conclusion 

An efficient twogrid iteration for hyperbolic equations is presented. The discrete 
system is based on a new vertex centered finite volume discretisation on a triangu­
lar grid. The solution of a minimization problem for the flux equations has several 
advantages. The minimum is unique and second order accurate on an equidistant 
grid. The system of normal equations is positive definite and uniformly stable for 
all characteristic directions and mesh sizes. 

Discontinuous solutions are captured without additional numerical diffusion. 
They are smeared over several grid spacings and only small overshoots are obsered. 
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FIGURE 5. Isolines for a discontinuous minimization solution. 

The discrete minimization problem is solved by a twogrid iteration based 
on a subspace decompositon technique. These subspaces are created by carefully 
designed prolongations on a coarse grid. The minimization problems on the sub­
spaces yield the coarse grid corrections. A multiplicative Schwarz iteration with 
additional smoothing steps defines the twogrid iteration. The present approach is 
a modification of the frequency decomposition approach of Hackbusch [1, 11]. 

We obtain a robust twogrid iteration with uniformly bounded convergence 
rates for all characteristic directions. Robustness is important for the extension 
of the algorithm to solve hyperbolic or elliptic systems. Primary results for linear 
systems are promising. 

It is expected, that the present approach can be extended to nonlinear sys­
tems of first order equations. The robustness and uniform stability is a prerequisite 
for future applications to Euler and possibly the Navier-Stokes equations. A par­
allel version based on additive Schwarz iteration is currently being developed (see 
[15]). 
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Multigrid Solution of the 2-D 
Navier-Stokes Equations for 
Transonic Internal and External 
Flows 

Ch. Kloppmann1, D. Schwamborn2 and J.P. 
Singh3 

ABSTRACT A FAS multigrid scheme is presented to accelerate the solution pro­
cess of the two-dimensional, turbulent, compressible Navier-Stokes equations. Simu­
lations of transonic internal and external flows are carried out. Multigrid variations 
like V- and W- cycling, FMG, different time step numbers and grid levels are tested 
and their advantages are shown. In most cases, machine accuracy can be reached 
without difficulty. The iesults obtained are in good agreement with the available 
experimental data. 

1 Introduction 

An enormous amount of computational time is required for the numerical solution 
of the Navier-Stokes equations, particulary in case of threedimensional (3-d) prob­
lems. Therefore, it is important to find adequate techniques for the acceleration of 
the solution process. Among various techniques, the meanwhile widespread multi­
grid schemes belong to the most effective techniques to proceed the solution to a 
steady state. 
The present work is based on a 3-d compressibe, Reynolds averaged Navier-Stokes 
solver developed by Schwamborn [3] with explicit Runge-Kutta time stepping, fi­
nite volume discretization and a cell centered treatment of the flow variables and is 
along the ideas of Jameson [4]. It is the aim here to reduce the computational time 
by implementation of the nonlinear Full-Approximation-Scheme (FAS), which is a 
suitable multigrid technique for hyperbolic equations. At this stage, the twodimen­
sional formulation of the problem is treated first. The main subject is to obtain 

1DLR- Institute for Theoretical Fluid Dynamics, Bunsenstr. 10, D-3400 Gottingen 
2 DLR- Institute for Theoretical Fluid Dynamics, Bunsenstr. 10, D-3400 Gottingen 
3 CTFD, National Aeronautical Lab., Bangalore 560017, India 
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accurate solutions and to achieve a faster convergence. 

2 Governing Equations and Spatial Discretization 

The solver is based on the time-dependent, compressible Navier-Stokes equations 
in conservative formulation 

:tJ J fv 01 VdVol+ J lsH·ndS=O, 

where the solution vector U consists of mass, momentum and total energy 
U = (p,pu,pw,pE)T. The total energy E per unit mass E = e + (u2 + w2 )/2 
contains the mass averaged internal energy 

p 
e= ----

p (, - 1) 

whith the specific heat ratio "/ and the pressure p. The flux tensor H writes 

( 

pu 

H = pu2 - ax 
puw - Txz 

(pE - ax) U - TxzW + qx 

wherein a, Tare the stress tensor components and qx, qz denote the heat flux vector 
with the thermal conductivity k 

The surface S of a volume Vol owns the normal vector n. Sutherland's equation 
is used to calculate the molecular viscosity and heat conductivity while the eddy 
viscosity coefficient is computed with the Baldwin-Lomax turbulence model. Dur­
ing the multigrid procedure, the eddy viscosity is computed and updated only on 
the finest grid level. The physical domain is discretizated by a structured mesh 
which forms quadrilateral cells. Flow variables are located in the cell centers and 
are assumed to be constant over the entire cell volume. For one cell, the spatial 
discretization can be formulated as 

d V + (Qconv + Qvisc D ) U 0 dt i,k i,k i,k - i,k i,k = . 

Herein, Qconv, Qvisc are the convective and viscous flux operators and D is the 
artificial dissipation operator. The convective fluxes are obtained by averaging the 
variables at each side of the cell faces equivalent to central differencing, while the 
derivatives in the viscous fluxes are obtained from a local coordinate transforma­
tion [3]. The numerical dissipation is required to stabilize the solution at shocks, 
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stagnation points or in case of small physical diffusion. Its damping terms consist 
of second and fourth order differences following Jameson et. al. [4] and are written 
as 

D(U) = (Dl- vt + v~- D~) u 
where the ~- Operators are 

2- (2) -
v~u = v' dAi+½,k i\+½,k)~~ui,k 

4- (4) -
v~u = v'~(Ai+½,kl\+½,k)~~v'~~~ui,k 

and i,k the indices with ~, 'T/ - directions and v' ~, ~~ are forward and backward 
difference operators in ~. 
To avoid large unphysical diffusion in viscous wall regions, we use the eigenvalue 
scaling of Martinelli [1] and Arnone [8]. The coefficients A are defined by 

1 
Ai+½,k = 2 ((A~)i,k + (A~)i+1,k) 

with 

and 

where.\~, Ary are the scaled spectral radii of the Jacobian of the convective fluxes. 
The expression for the second component Ary is equivalent. In our calculations, the 
exponent a is set to a= .67 . The coefficients c(2l are used as a sensor for shocks 
and they are evaluated with respect to the second differences of the local pressure, 
while the coefficients c(4) serve for the background dissipation and are switched 
off near shocks. 

3 Runge- Kutta Time Stepping 

The time integration of the discretizated equations is performed with a Runge 
Kutta scheme with local time steps ~t as in the work of Jameson [4]. In the 
present calculations we use the 5-stage hybrid scheme 

Un . 

u<o) _ am ~t [Qconv(u(m-1)) + Qvisc(u(o)) _ Dm-ll 
withm= 1,2, ... ,5 
u(5J_ 

The solution Un at a certain timestep is denoted by n, u(m) is the data at 
stage number m. The viscous terms are held constant after the first stage and 
the dissipative operator D is recomputed only at the first, third and fifth stage 
employing a combination of actual and previous values: 
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D2 = D3 = (3D(UC2l) + (1 - (])Do 

D4 = 1D(UC4l) + (1 - 1)D2. 

Following Mavripilis et.al. [2], this scheme has good stability characteristics. The 
weighting factors of the dissipation are (3 = .56 and 'Y = .44 . The coefficients for 
the different timestep stages are o:1 = 1/4 , o:2 = 1/6, o:3 = 3/8, 0:4 = 1/2 and 
0:5 = 1. 

4 M ultigrid Method 

The application of a multigrid technique accelerates the solution process on the 
way to the steady state. Low frequency error components of an estimated solution 
are damped out slowly on fine grids. On coarsed grids, this error appears to have 
a short wavelength and is reduced faster since the Runge-Kutta solver smoothes 
out the high frequency error rapidly. We use the FAS scheme and work on three 
or four grid levels. This is in accordance to Jameson and Baker [5]. Every grid 
is coarsened by ommitting every second gridpoint in both directions of the mesh. 
Until the coarsest mesh level is reached, the flow variables are restricted by a 
volume (Vol) averaging 

U _ "f:Jh Volh 
H- L Vol1,. 

where Uh, UH are the solution vectors on the finer and coarser mesh, respectively, 
and the sum is taken over those four neighbouring fine grid cells which build 
one coarse grid cell. This procedure conserves mass, momentum and energy. The 
residuals Rh from the finer grid are summarized over the four cells to find the 
forcing function TH on the coarser grid 

where R~) is the coarse grid residual from the first Runge-Kutta stage 

The coarse grid stage m writes 

and its first stage result is only influenced by the fine grid residual as is easily 

seen by taking m = 1 and substituting TH. The correction (U ;ew - U id) found 
on a coarser grid from the difference of the computed and previously restricted 
solution vector is prolongated to the next finer mesh level by linear interpolation. 
To overcome high frequency errors, this prolongated correction for each fine grid 
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cell is smoothed using a weighted average of the corrections in the surrounding 
eight cells. Denoting the prolongation operator with IfI, the solution on finer grid 
levels is updated by 

5 Boundary Conditions 

The boundary conditions are no-slip at walls, which are assumed to be adiabatic 
while the pressure can be found from the assumption of zero pressure gradient 
normal to the wall. The latter is justified in turbulent Navier-Stokes calculations 
due to the very small step size normal to the wall. At the farfield boundary, one­
dimensional Riemann invariants are used. For the tunnel cases, constant total 
pressure and isentropic flow are assumed at the inflow plane while the inflow ve­
locity is extrapolated prescribing the flow direction. In the exit plane, the pressure 
Pout is known and a non-reflecting boundary condition [7] Pt = pcut + /3 (p - Pout) 

is used where Pt, Ut indicate partial differentation with respect to time and c is the 
speed of sound. The formulation allows pressure waves to leave the computational 
domain, but ensures the prescribed pressure in case of convergence for nonzero {3. 
During the multigrid process,the boundary conditions are updated at every Runge 
Kutta stage as well as after the restriction to a coarser grid and again after the 
solution updating with the coarse grid correction on a finer grid level. 

6 Implicit Residual Smoothing 

To improve the convergence of the scheme, an implicit residual averaging is in­
troduced. Instead of the unsmoothed local residual R, the smoothed residual R is 
computed from 

wherein only an inversion of tridiagonal matrices is required. The coefficients 
f3e, /3ry depend on the cell aspect ratio and are defined as 

( l[(CFL Ae ) 2 
]) f3e = max 0, 4 CFL* Ae + Ary <I>~ -1 

( 1 [ ( CF L Ary ) 2 l ) /3ry = max O' 4 CF L * Ae + Ary <I> ry - 1 . 

This improves the robustness and the stability limit for viscous calculations on 
streched meshes and is in accordance with the smoothing method described by 
Martinelli [1] and Arnone et. al. [8]. 
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7 Results 

Some typical results concerning the effectivity of the multigrid scheme and the 
agreement with experimental data are shown. 
At first, the computation of the flow past the CAST 7 airfoil at a = 2 degrees 
incidence, M ainf = . 7, Re = 4 • 106 and transition fixed at 7 percent cord length 
is presented. The mesh consists of 257 x 41 points and is of C- type. A multi­
grid computation is performed using V-cycles on three grid levels. Mach isolines ( 
b,,,M a = .0325) of the solution are shown in Figure 1. They are in agreement with 
the single grid computation. The computed lift and drag coefficients are C£ = .817, 
CD = .0192. In Figure 2, the convergence history of this run is given. The maximal 
density residual is plotted as a function of work units. A work unit is the amount of 
computational work during a Runge-Kutta time step on the finest grid. Time steps 
on coarser grids need a fraction of a work unit. A steady state solution is achieved 
within the range of machine accuracy. This multigrid computation converges about 
14 times faster than the single grid computation. To demonstrate the influence of 
different grid levels on convergence speed, the performance ist plotted in Figure 
2. A run on two grid levels only is less effective. If the grid depth is extended to 
four, an improvement of convergence speed is achieved. A full multigrid (FMG) 
computation starting on the coarsest level was found to reduce the computation 
time to 60 percent (Figure 3). 
The convergence history is dependent on the number of timesteps on different grid 
levels. If one single step is applied on each level, no converged solution is achieved. 
At least, two Runge-Kutta steps are needed on the finest grid level ( graph 2-1-1 
in Figure 3 ) or alternatively some steps on the coarsed grids ( graph 1-16-32 for 
example). Better results were obtained with a few steps on each level as in the case 
of 2-16-32 steps from fine to coarser grids or with 2-1-16 steps. It is found that 
2 Runge-Kutta steps on the finest grid are optimal but this is not demonstrated 
here. The application of one timestep during the prolongation phase could improve 
the convergence rate in any case. 
The next example is the RAE 2822 airfoil at a = 2.54 degrees incidence, M ainf = 
.734, Re= 6.5 · 106 and a transition fix at 3 percent. The C- type grid has 257 x 
65 nodes. Again, the multigrid procedure uses V-cycles on three grid levels. The 
surface pressure distribution is compared with experimental data [6] indicated by 
triangles in Figure 4. Differences are at least partly attributed to the chamber 
correction of the airfoil which was used in the mesh generation to compensate for 
windtunnel effects over a range of Mach numbers and incidences. Lift and drag 
coefficients are computed to C£ = . 759 and CD = .0205. Figure 5 shows the Mach 
number contour lines ( b,,,M a = .0325). The residual history in Figure 6 indicates 
the fast residual drop versus the single grid computation. All multigrid compu­
tations are performed with implicit residual smoothing during the Runge Kutta 
stages and we use a 2.6 times larger CFL- number than single grid calculations 
allow. To find the speedup of this treatment, a multigrid run is made for the RAE 
2822 airfoil applying the single grid CFL number. Figure 6 gives the convergence 
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development which is 1.5 times slower compared to the smoothed case. Another 
interesting variation of multigrid stepping is the W- cycle type, which has a small 
advantage against V- cycling (Figure 7). 
An internal flow case is presented with the ONERA Bump A [9] testcase. The exit 
pressure is fixed to .658 times the total pressure in the reservoir which corresponds 
to an isentropic Mach number of 1.05. The mesh has 193 x 65 nodes on the finest 
grid. In Figure 8, the mesh and the Mach isolines (LiMa = .035) are plotted to 
show the resulting flow field. Implicit residual smoothing, three grid levels and V­
cycling were applied for the multigrid computation. The convergence rate is about 
6 times greater than the single grid computation (Figure 9), but the solution does 
not drop to the same accuracy as the single grid computation. This seems to re­
sult from the outflow boundary condition. The agreement between experimental 
and numerical isentropic Mach number along the wall and along the centerline are 
fairly well (Figure 10). Here, the x- coordinate is made dimensionless with two 
times the bump length L. 

8 Conclusions 

An explicit 5-stage finite volume Runge-Kutta scheme has been presented. A multi­
grid algorithm was implemented which accelerates the convergence to a steady 
state in an effective way. A number of aspects of the method has been examined 
and discussed. The computed flows are in good agreement with the single grid 
results and with the available experimental data thus the multigrid method is 
expected to become a helpful tool for a variety of transonic flows. 
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FIGURE 1. Cast 7: Contour plot of Mach number 
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FIGURE 5. RAE 2822: Contour plot of Mach number 
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Processors 

TABLE 2. Speed-Up 

Three Dimensional V-cycle 
with Variable Length Messages 

N 3 = 1,000,000,000 

256 1024 4096 
Fixed, Variable 
2500, 200 253.3 1006.1 3965.4 
1000, 200 253.9 1010.3 3999.2 
500, 100 254.2 1012.3 4016.9 
100, 50 254.4 1013.7 4029.3 
3600, 0 253.0 1004.2 3953.3 

16,384 

15,192.1 
15,555.7 
15,773.9 
15,924.2 
15,105.8 

lems. The ability to bundle messages requires an optimized data partition which 
minimizes the maximum length of any subdomain border as well as minimizing 
the number of neighboring regions and load balancing the computation. With 
structured grids this type of optimized partition is straightforward. With unstruc­
tured meshes, however, more sophisticated partitioning techniques are required 
to produce well-shaped partitions. Several directions for unstructured multigrid 
partitioning strategies can be found in [3]. With both fixed, constant length and 
variable length message transmission, analysis on the Current Generation Models 
suggests that the F-cycle can be more efficient than the V-cycle. With fixed mes­
sage lengths, this is due mainly to the reduced amount of fine grid communication 
of the F-cycle. With the ability to send large messages, the F-cycle outperformed 
the V-cycle in three dimensions because of the reduction in the amount of required 
computation. 

CONCURRENT ALGORITHMS 

The medium granularity of the current generation leaves unexploited much of the 
subspace parallelism in the concurrent algorithms, making them far too expensive 
to be practical. With a machines in the range of 256-4096 processors producing 
more fine grained parallelism is inefficient for even moderate problems sizes. Figure 
5 shows the performance of the standard V-cycle and the Chan-Tuminaro algo­
rithm in three dimensions on a problem with 1,000,000 points. Within the medium 
grain range of machine sizes, the V-cycle is more efficient by at least a factor of 
two than the concurrent algorithm, even with favorable convergence assumptions. 
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11 Con cl us ions 

The architectural characteristics of each class of massively parallel computers moti­
vate different optimization strategies to facilitate the realization of the considerable 
processing power of these machines. Fine grain machines with a high variable cost 
component in communication costs motivate the optimization of the domain to 
processor topology mapping. The mapping needs to minimize the topological dis­
tance of the required communications. The medium grain machines of the current 
generation with their high fixed cost of a communication motivate an optimized 
domain partition. The partition needs to consist of "well-shaped" subdomains in 
which the maximum size of a subdomain border is minimized and the number of 
neighboring regions is small. This facilitates the transmission of large messages 
which allow the fixed cost to be amortized over a large number of words, signifi­
cantly reducing the average fixed cost per word. With simple optimized strategies 
the F-cycle is a potentially more efficient than the V-cycle on massively paral­
lel machines. The reduced fine grid activity potentially outweighs the additional 
coarse grid communications costs on many problems. Concurrent methods even 
with optimized strategies, require an accurate subspace decomposition and an un­
reasonably large number of processors to provide a practical alternative to the 
standard algorithms. This analysis suggests that this remains true regardless of 
the characterization of inter-processor communications costs. 
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Figure 3 
Chan-Tummaro versus V-cycle 
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Unstructured Multigrid by 
Volume Agglomeration for 
diffusion problems 

B. Koobus1, M-H. Lallemand2, G. Carre3 and A. 
Dervieux4 

ABSTRACT We present a Multigrid (MG) strategy for solving second order ellip­
tic PDE's in the unstructured grid context [6], as an extension of the generalized 
Finite Volume Agglomeration Multigrid Euler solver developed in [7, 8]. This ag­
glomeration approach has as prime advantage to allow a fast and automatic gen­
eration of the coarse levels from an arbitrary given mesh. A brief description of 
this Correction Scheme MG solver together with numerical results on the 2-D con-

. vection/diffusion equation, are given in this paper. Extension to the MG solution 
of the linearized 2-D compressible Euler and Navier-Stokes equations is also dis­
cussed, and a number of preliminary illustrating results are presented. A detailed 
version of the present paper is found in [5]. 

Introduction 

Applying Multigrid (MG) methods to unstructured meshes is a rather difficult 
problem today. One way consists in building one mesh for each level as in the 
so-called non-embedded MG option as in [11, 9, 12, 3]. 

The introduction of the unstructured Finite Volume Agglomeration MG method 
[7, 8] has set the problem of dealing with still more general meshes. The agglomera­
tion coarsening consists of grouping fine control volumes together to define coarser 
control volumes where a coarse grid problem has to be discretized. This coarsening 
approach allows a fast automatic generation of all the nested coarse levels needed 
when a MG solver on a Finite Volume discretized system is used. On such general 

1INRIA, Sophia-Antipolis, 2004 route des Lucioles, B.P. 93, 06902 Valbonne Cedex. 
2INRIA, Rocquencourt, Domaine de Voluceau, B.P. 105, 78153 Le Chesnay Cedex, 

FRANCE. 
3SNECMA Villaroche and INRIA, Sophia-Antipolis, 2004 route des Lucioles, B.P. 93, 

06902 Valbonne Cedex. 
4INRIA, Sophia-Antipolis, 2004 route des Lucioles, B.P. 93, 06902 Valbonne Cedex. 
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meshes, the difficulty is to define both a suitable approximation scheme and a 
smoother (iterative relaxation method), such that (at least): 

(i) the resulting coarse level discretization scheme is sufficiently accurate to 
verify the approximation property introduced by Hackbusch in [4], 

(ii) the specific frequencies of the discrete error are efficiently damped at each 
level (smoothing property, [4]). 

For first-order hyperbolic systems such as the steady compressible Euler equations, 
the definition of such ingredients is quite easy to get and several unstructured 
Volume Agglomeration MG methods have proved to be at least as efficient as 
standard ones, and easier to use [7, 8, 16, 21]. For second order PDE's, whereas 
other MG methods perform well, we are confronted with more severe contraints and 
these imply no obvious way of defining both the coarse level approximation scheme 
and the intergrid transfer operators. In [6], we propose an algebraic way of defining 
the discrete problem on the coarse levels. Property (ii) is kept and we preserve 
both the symmetry and the positiveness of the discrete operator at each level, 
while property (i) becomes clearly false. One remedy (a corrective multiplication 
factor) is proposed in [6] where the efficiency of the new resulting agglomeration 
MG scheme is shown through its application on a sample of numerical tests for 
solving the Poisson equation. 

When considering multi-level optimisation by unstructured agglomeration, 
a comparable inconsistancy problem occurs and may be resolved in a slightly 
different way. We refer to [10] where promising remedies are introduced to verify 
property (i). 

In this paper, we present the method proposed in [6] and an extended version 
for the solution of a class of compressible viscous flow problems. We give some 
numerical results and compare them to those obtained in the Euler version of [8]. 

1 Unstructured agglomeration MG for the Poisson 
equation 

Let us first focus on the simple 2-D Poisson equation 

- ll.u = f , on f2 C R 2 , (1) 

with homogeneous Dirichlet boundary conditions, where f is a given function in 
£ 2 (0). We set n to be simply the unit square and we denote by r its boundary. 

1.1 THE FINE GRID DISCRETIZATION 
We use a Finite Volume/ Finite Element (FV /FE) discretization (with Pl Galerkin 
projection) for the integral formulation of problem (1). Let us denote by Th a given 
triangulation of n and by Nh the total number of vertices in Th- We denote by 'Pj 
the basis function attached to node Sj (that we will refer as j for simplicity) and 
by Vh the discrete space associated to the unknown function u1,. For simplicity 
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again, let us forget the h indices when no confusion appears. From Th, we derive 
a new Finite Volume (FV) partition of n, called the dual mesh of Th, by defining 
each control volume (or cell) Ci around each vertex Si (see Figure 1). Use the Pl 
Galer kin projection of u : u = ~j Uj 'Pj, multiply (1) by Xi ( characteristic function 
of cell Ci) and then integrate over the whole domain to get 

I: I: r u/v'c.pj. nda = 1 1 dxdy, 
jEK(i)u{i} Ti; lacinT;; ci 

(2) 

k k 

j 

FIGURE 1. Cell C; and integration path 

where K(i) is the set of vertex indices neighbors of i, ii is the unit outward 
normal vector to the boundary aci of Ci, aci nTij = [Iik, Gijk] u [Gijk, Iij], where 
i, j and k are the three indices of vertices defining Ti1; Gijk is the isobarycenter 
of Tij, Iij and Iik are the midpoints of segments [i, j] and [i, k] respectively. For 

j = i, Tii denotes the support of 'Pi, i.e. aci n Tii = ( ujEK(i) Tij) n aci = aci. 

Equation (2) can in turn be rewritten by 

L aij u1 =Fi, 
jEK(i)U{i} 

where Fi is some approximation of the RHS, and 

aij = L a71 
kET,; 

aii = L a{i 
jEK(i) 

, a71 = { "vc.pi · "vc.p1 dx dy , 
lrij 

, a{;= 1r .. ll"vc.pill 2 dxdy • 
'1 

(3) 

(4) 

This is exactely what we get in classical FEM. We refer to [5] for more details. 
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1.2 THE COARSE GRID APPROXIMATION SCHEME 
In order to keep the Galerkin standpoint, we decide to condens our system by 
replacing the above basis functions by a smaller set of functions which are linear 
combinations of the original ones. Let If be the set of fine indices i whose cardinal 
is Nh. We 
(i) define the following partition Jf = {1, ... , i, ... , Nh} = Ii U I2 U ... U INH, 

where NH« Nh; 

(ii) define the new (coarse) basis functions, </>.1, for any subset I.1, J = 1, ... , NH 

by setting </>.1 = LJEIJ i.pJ-
Defining the NH-component coarse unknown vector U by the following identifica­
tion U .1 = u.i , 1::/_j E I.1 , J = 1, ... , NH, the new (coarsened) system to be solved 
reads as 

(5) 

In practise, the subsets I.1 are built from neighboring relations; the coarsening 
algorithm is straightly deduced from an efficient algorithm which has been ex­
tensively used in [8] and defined in [6]. The resulting compressed/agglomerated 
system is inconsistent, as shown in the 1-D case in [6], for a simple scalar advec­
tion/diffusion equation, because the resulting coarse grid discrete space VH is not 
an approximation space of H 1 (0) anymore, but is still an approximation space 
of L2 (0) (with corresponding norms). In order to overcome the coarse grid in­
consistency problem, in [6], we have introduced the following correction, which is 
empirically derived from simplified cases: in the corrected system, viscous terms 
are multiplied by the factor KN= 2 (N - 1)2 /(2N - 1) 2 , where N is the number 
of nodes in one direction (if Nr #- Ny, or when using an unstructured mesh, N 
is chosen to be equal to ~, where d is the space dimension and NS the total 
number of control volumes at level k. With this correction, we have the 

Lemma 1.1 The above correction yields a consistent coarsened approximation in 
the case of a cartesian mesh ( orthogonal, regular) discretizing a rectangle. 

A proof is given in [6] with f = 1. Despite this inconsistency, note that this agglom­
eration procedure preserves positiveness and symmetry of the discrete operator at 
each level, if the fine grid matrix is symmetric, positive definite ( this is true when 
the triangulation contains no obtuse angles, otherwise positiveness of the discrete 
operator is lost). 

2 The simplified linearized Navier-Stokes model 

2.1 THE 2-D ISENTHALPIC NAVIER-STOKES EQUATIONS 
In this paper, we focus on a simplified conservative law form of the 2-D isenthalpic 
Navier-Stokes equations given by 
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1 
Vt(W) +Vs· .F(W) = Re Vs· VsN(W), in Ot, (6) 

+initial and boundary conditions, 

where Ot = 0 x R+, 0 is an open bounded subset of R 2 , Vt= 8/8t, and Vs= 
(8/8x, 8/8y)T; .F(W) = (F(W), G(W))r, N(W) = (0, u, v, of, and 

W=(i~) ,F(W)=( pi::P) ,G(W)=( p{zu~P), (7) 

E (E+p)u (E+p)v 

W is the vector of the conservative variables. For a zero RHS ( Re - +oo), we get 
the compressible Euler equations, otherwise we get a simplified version of the full 
Navier-Stokes equations (viscous terms are reduced to the Laplacian of the velocity 
components). Let r denote the boundary of n which is splitted into the farfield 
boundary r 00 and the solid boundary r B · The usual slip boundary condition is 
applied on r B for Euler computations, otherwise the no-slip condition is used. We 
set a uniform flow at r 00 • 

The spatial approximation used to discretize system (6) is based on a FV /FE 
discretization. As in the previous section, let Th be some triangulation discretizing 
the initial domain 0, from which a dual FV mesh is derived. For the inviscid terms 
we use a FV formulation and we apply a FE (Pl Galerkin) formulation for the 
viscous terms. For a fixed time tn, i.e. for a given solution Wn, we are solving the 
linearized isenthalpic Navier-Stokes system which can be formally written by 

(Id+ 0- 1 M) 8W = 0-1 RHS' (8) 

where D is a 4 x 4 block diagonal matrix corresponding to discretization of the time 
derivative with mass lumping, M = A+B, with A standing for the discretized (FV 
+ flux splitting procedure [14, 18, 20]) Jacobian 8.F(W0 )/8W of the Euler flux 
function .F(W), and B designing the discretized Jacobian (Pl FEM) of the diffusive 
flux function VsN(W); 8W = wn+i _ wn, and RHS = -(.F(Wn) + VsN(Wn)). 
This linear system has to be solved at each time step to provide the change 8W of 
the upated solution wn+l. In our computations, the first order accurate version 
of one selected splitting function is used for the inviscid Jacobian, and first order 
or second order flux splittings are used for the approximation of the inviscid RHS. 
The viscous Jacobian is easily derived since it corresponds to a linear operator, 
and is discretized by classical Pl FEM. For more details (linearization, accurate 
flux splitting) see [2, 15, 5]. 

3 The coarse grid discretization 
We refer to [7, 8] for a complete description of the coarse grid discretization of the 
inviscid terms. \Ve just recall that we use a first order extension of the upwind 
scheme used on the finest level. For the viscous terms, they are computed following 
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the describtion given in Section 1.2. We apply a similar linearization as the one 
done on the finest grid, giving the coarse linear system that we would have to solve 
during the MG cycling for solving the change 8W for the updating of the solution 
W at time tn+l. 

4 MG ingredients: transfer operators, smoothers and 
cycles 

Transfer operators: 
Due to the algebraic way of constructing the coarse grid equations (see Remark 
1.1 in [6]), some of the good properties of the fine-grid matrix will also hold for 
all the successive coarse-grid matrices; in particular, if the initial matrix is an M­
matrix, then the resulting coarse matrices are also M-matrices. Residual restriction 
is done by summing fine residuals belonging to the same coarse cell, and either 
trivial injection or weighted interpolation are used as residual prolongations. 
Smoothers: 
We refer to [19, 8, 12] for more details (stability and smoothing analysis) on the 
smoothers used in the MG cycling. In addition to the classical pointwise block 
Gauss-Seidel (GS) relaxation, two types of smoothers are used and have been 
chosen for their low-storage requirements: 

1. Pointwise Block Jacobi with relaxation parameter w, refered as PBJ(w), 

2. Pointwise Block Runge-Kutta 4 steps Jacobi, refered as PBJ-RK4. 
Cycles: 
For the numerical tests, we have just used the classical V(v1 ,v2 )-cycle, with l/1 = 
1/2 = 1. 

5 Numerical results 

5.1 2-D CONVECTION/DIFFUSION EQUATION 

The problem to be solved is div(Vu) - E 6_,u = 1, with homogeneous Dirichlet 
boundary conditions. We have done two MG computations on a NACA0012 mesh 
(3114 nodes) with two smoothers PBJ(w) and GS. A V(l,1)-cycle with 6 levels 
is used for both calculations. The corresponding grids are depicted in Figure 2. 
In Table 1, we give the corresponding reduction factors ( denoted by tl) and the 
number of cycles needed to reduce the initial residual by a factor of 10-5 ( denoted 
by aconv) when solving the Poisson equation. 

For this example, the MG-GS is more than 40 times more efficient than the 
single grid GS solver (which needs more than 3000 iterations to get the same 
reduction level). To illustrate the coarse grid inconsistancy, and the effect of the 
correction rule applied to the diffusive operator, we have depicted in Figure 3 the 
coarse grid solutions for y = 0 (first coarser level) with and without the correction 
factor and compare them to the fine grid solution. 
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MG-PBJ(0.8) MG-GS 
µ 0.690 0.496 

O'.conv 39 21 

TABLE 1. c = 1 , V = (o,of. 

In Table 2, we give the different values of µ and corresponding O:conv when 
the MG-GS solver is used for V = (1, of and decreasing values of E. Note that 

c 1 10-1 10-::i 

µ 0.422 0.402 0.399 

0-conv 17 17 17 

TABLE 2. V = (1, O)T , MG-GS. 

there is a slight improvement in µ as E goes to zero. 

5.2 2-D ISENTHALPIC NAVIER-STOKES EQUATIONS 

Here are presented some numerical tests for a transonic (M= = .85, zero angle 
of attack) flow around a NACA0012 airfoil profile. Three triangulations are used, 
containing 800 nodes (01), 3114 nodes (G2 ) and 12284 nodes (G3). We are here 
interested in the linear convergence of the MG algorithm defined with PBJ(0.9) 
and a V(l,1)-cycle. The CFL number is set to 1000. A first experiment is done 
with the ideal two-grid solver (I2G) (i.e. the second grid is the first coarser level 
and the problew is solved accurately here), for the 3114 node problem, to compare 
the corresponding µ's gotten when solving the 2-D Euler system or the isenthalpic 
Navier-Stokes (INS) system, for which Re is set to 100. We get µ = 0.76 for 
Euler and a slighty betterµ= 0.714 for INS. For the same fine grid, we use this 
time the MG solver (6 levels). The resulting reduction factor for Euler is quite 
sensitive to the splitting used for the Jacobian matrix. Indeed, when the Steger­
Warming splitting is used, µ = 0.884, which reduces to µ = 0.803 when using 
the van Leer splitting; corresponding linear convergence histories are depicted in 
Figure 4. For INS (with the van Leer splitting for the inviscid terms), we obtain 
µ = 0.763, which is rather close to what obtained by I2G. We have a quasi mesh 
independancy if we compare the asymptotic I2G and MG reduction factors (µ) 
in the linear phase of INS obtained on the different grids Gi, i = 1, 2, 3 which 
are given in Table 3. Numbers in parenthesis correspond to the total iteration 
numbers needed to reach machine zero. Additional tests are included here in order 
to check on the sensitivity of the linear convergence versus the variations the 
Mach number. In Figure 5, three Mach numbers are used : .85, .085 and .0085: 
the asymptotic convergence factors improve with decreasing Mach numbers when 
the same CFL number (1000) is used for all calculations. A possible explanation 
of this improvement is that the physical allowable time step increases as the Mach 
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number decreases, leading consequently to better conditioned matrices ( diagonal 
dominancy). If we now increase accordingly the CFL as the Mach number decreases 
by the same factor, then the asymptotic convergence behaviour is not so good 
(Figure 6). 

Conclusion 

This work is a first step in solving the full linearized compressible Navier-Stokes 
equations. A new definition of the coarse grid basis functions allows a more accu­
rate (but yet not consistent) variational formulation via a corrective multiplication 
factor for the diffusive terms. The result can be considered as an answer to the 
specific need of a linear ( or nonlinear) method applying transparently to compress­
ible flows computed on unstructured finite volumes. 
Several causes of less good efficiency have been pointed out. However a rather good 
robustness is obtained for a large range of Mach number, Reynolds number and 
mesh size. 
To show the global efficiency, we have tested a V(l, 1) cycle with Jacobi iteration. 
For decreasing the residual by a factor 10, arround 10 cycles and 40 WU (1 Jacobi 
= 1 WU) are needed. In the case of an unnested MG scheme, the figure of 40 WU 
was also obtained in [13], for a non-linear system. Figures of this type are also 
obtained for structured meshes [17] of comparable size. 
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G1 G2 G3 
I2G 0.684 0.703 0.775 

(72) (73) (112) 
V(l,1) 0.703 0.740 0.813 

(78) (95) (140) 

TABLE 3. Asymptotic I2G and MG-PBJ(0.9) reduction factors. 
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Level 1 Level 2 Level 3 

Level 4 Level 5 Level 6 

FIGURE 2. The NACA0012 airfoil finite-volume partition grids. 
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FIGURE 3. Poisson equation on the 3114 node mesh - Fine and coarse solutions (with 
and without correction). 
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FIGURE 4. MG linear convergence histories for 2-D Euler system vs. the use of different 
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FIGURE 5. Euler: linear convergence sensitivity vs. M 00 (1) 
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FIGURE 6. Euler: linear convergence sensitivity vs. M= (2). 
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A Multigrid Multiblock Solver for 
Compressible Turbulent Flow 

Hans Kuerten and Bernard Geurts1 

ABSTRACT We describe a multigrid multiblock method for compressible tur­
bulent flow simulations and present results obtained from calculations on a two­
element airfoil. A vertex-based spatial discretization method and explicit multistage 
Runge-Kutta time-stepping are used. The slow convergence of a single grid method 
makes the multigrid method, which yields a speed up with a factor of about 12.5, 
indispensable. The numerical predictions are in good agreement with experimental 
results. It is shown that the convergence of the multigrid process depends consid­
erably on the ordering of the various loops. If the block loop is put inside the stage 
loop the process converges more rapidly than if the block loop is situated outside 
the stage loop in case a three-stage Runge-Kutta method is used. If a five-stage 

· scheme is used the process does not converge in the latter block ordering. Finally, 
the process based on the five-stage method is about 60% more efficient than with 
the three-stage method, if the block loop is inside the stage loop. 

1 Introduction 

Numerical simulations of turbulent flow in aerodynamic applications are frequently 
based on the Reynolds-averaged Navier-Stokes equations. One of the main prob­
lems in aeronautics is the prediction of flow quantities in complicated geometries, 
such as the multi-element airfoil (see figure 1). The simulation of turbulent flow 

FIGURE 1. Geometry of a two-element airfoil 

around such a multi-element airfoil configuration was one of the applications se­
lected for the compressible flow solver which was developed by our group and 

1 Department of Applied Mathematics, University of Twente, P.O. Box 217, 7500 AE 
Enschede, The Netherlands 
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NLR as a part of the Dutch ISNaS2 project [1]. For this application the use of 
a single-block, boundary-conforming, structured grid is impossible and one may 
select either an unstructured grid approach or a block-structured grid approach. 
Although the former technique has been successfully applied by others [2], we se­
lected the block-structured approach in view of the transparent data structure in 
the coding, ease of implementation of the turbulence model and a high flexibil­
ity with respect to the use of different physical models in different parts of the 
computational domain. 

In a previous paper [3] it has been shown that for laminar and turbulent flow 
around a single airfoil the introduction of the multi block structure has no influence 
on the results, with respect to both the steady-state solution and the convergence 
rate. Furthermore, invoking the Euler equations instead of the Navier-Stokes equa­
tions in blocks outside the boundary layer appeared to have no significant influence 
on the results. In this paper we describe the application of the multiblock concept 
to the multi-element airfoil. If the Euler equations are used throughout the com­
putational domain a converged steady-state solution is obtained within a reason­
able calculation time. However, if the Reynolds-averaged Navier-Stokes equations 
are solved in the boundary layers, the rate of convergence is unacceptably low. 
Therefore, a multigrid technique was implemented in order to accelerate the con­
vergence. The resulting gain in computational effort is close to a factor of 12.5, 
and the converged solution is in good agreement with wind-tunnel measurements. 

In section 2 the numerical technique, which is based on a combination of a 
finite volume method with central spatial differencing and a Runge-Kutta explicit 
time-stepping method, is described. The results, both for inviscid and for viscous 
simulations are presented in section 3. Finally, in section 4 some conclusions are 
summarized. 

2 Numerical Method 

In this section we describe the numerical method used in the flow solver. The 
two-dimensional, compressible Navier-Stokes equations can be written in integral 
form as 

~ [/' / Udxdy] + { (Fdy - Gdx) = 0, 
ut Jn J,m (1) 

where U represents the vector of dependent variables, 

U = [p,pu,pv,Ef, (2) 

with p the density, u and v the Cartesian velocity components, and E the total 
energy density. Further, D is an arbitrary part of the two-dimensional space with 

2 ISNaS is an abbreviation for Information System for flow simulation based on the 
Na vier-Stokes equations, and is a cooperation of Delft Hydraulics, the N at.ional Aerospace 
Laboratory NLR and the Universities of Delft and Twente, The Netherland;;. 
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boundary 80 and F and G are the Cartesian components of the total flux vector. 
This flux vector consists of two parts: the non-dissipative or 'convective' part and 
the dissipative or 'viscous' part, which describes the effects of viscosity and heat 
conduction, and involves first order spatial derivatives. The Navier-Stokes equa­
tions (1) are averaged over a sufficiently large time interval. Due to the nonlinear 
terms in the convective fluxes, the resulting 'Reynolds-averaged Navier-Stokes' 
equations involve averages of products of two velocity components. These terms 
are modeled by a suitable turbulence model. In the present paper the algebraic 
Baldwin-Lomax turbulence model, in which the unknown terms are modeled by 
eddy viscosity terms, is adopted [4]. 

The discretization of the Navier-Stokes equations follows the method of lines, 
i.e. the spatial discretization is performed first, and subsequently the resulting 
set of ordinary differential equations is integrated in time, until the steady state 
solution is approximated. First the computational domain is divided into blocks 
and each block is partitioned in quadrilateral cells with the help of a structured, 
boundary-conforming grid. The variables are stored in the grid points. A finite 
volume method is used in which the integral form of the Navier-Stokes equations 
is applied to a control volume 0, bounded by the dashed lines in figure 2. The 

·····_}'· 
// // 

FIGURE 2. Control volume in the vertex-based method 

convective flux through a boundary of this control volume is approximated using 
the value of the convective flux vector in the midpoint of the boundary. The latter 
is calculated by averaging over the two neighboring grid points. The viscous flux 
vector involves spatial derivatives of the state vector U and is approximated in 
the corner points of the control volume with the use of Gauss' theorem on a grid 
cell. The viscous flux is subsequently calculated using the trapezoidal rule. This 
method is called the vertex-based method. 

The method of central differencing leads to a decoupling of odd and even grid 
points and to oscillations near shock waves. Even in viscous flow calculations the 
presence of the viscous dissipation is insufficient to damp these instabilities outside 
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shear layers. Therefore, nonlinear artificial dissipation is added to the basic numer­
ical scheme. This artificial dissipation consists of two contributions: fourth order 
difference terms which prevent odd-even decoupling, and second order difference 
terms to resolve shock waves. The second order terms are controlled by a shock 
sensor, which detects discontinuities in the pressure. In the present flow solver the 
artificial dissipation in the boundary layers, where the viscous dissipation should 
be dominant, may be reduced by multiplication with the ratio of the local and 
free-stream Mach number. The role of the artificial dissipation in relation to the 
viscous dissipation is discussed in more detail in reference [5]. 

At the solid wall boundaries the no-slip condition is used. The density and 
energy density in the grid points on a solid wall are calculated by solving the 
corresponding discrete conservation laws, using the two adjacent cells within the 
computational domain and their mirror images inside the wall as control volume. 
The values of the density and energy density in the grid points inside the walls are 
adjusted such that the adiabatic wall condition is approximated. The boundary 
conditions at a (subsonic) far-field boundary are based on characteristic theory. 
The extent of the computational domain can be reduced without affecting the 
accuracy if a vortex is superimposed on the incoming free stream outside the 
computational domain [6]. 
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FIGURE 3. Control volume for a special point 

Due to the topology of the two-element airfoil geometry special points in 
the computational grid are unavoidable. The computational grids used contain 
two special points at block boundaries, where five cells meet. These points can be 
treated in an elegant way within the same numerical scheme, if the dummy vertices 
outside the 'current' block are defined appropriately. The multi-valuedness of the 
variables at the special point, caused by this asymmetric treatment, is eliminated 
by taking the average of the five different values after all blocks have been treated. 
This is sketched in figure 3. 
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The system of ordinary differential equations, which results after spatial dis­
cretization, is integrated in time using a time-explicit multistage Runge-Kutta 
method. In the present flow solver a three-stage scheme in which the dissipa­
tive fluxes (both viscous and artificial) are calculated once per time-step, and a 
five-stage scheme in which the dissipative terms are calculated only at the odd 
stages, are implemented. With this treatment both calculation time is saved and 
the stability region of the method is increased. Extra calculation time is saved by 
advancing each grid point at the maximum local time-step according to its own 
stability limit. In this way the evolution from the initial solution to the steady state 
is no longer time accurate, but the steady state solution obtained is unaffected. 

The above time-stepping method acts as the relaxation method and coarse 
grid operator in the multigrid solver (see reference [6]). In this solver an initial 
solution on the finest grid is obtained with a full multigrid method. This initial 
solution is corrected in the FAS-stage, where either V- or W-cycles can be chosen. 
A fixed number of pre- and post-relaxations is performed before turning to the next 
coarser or finer grid. The solution is transferred to a coarser grid by injection, the 
residuals by full weighting and the corrections to the solution are prolonged by 
bilinear interpolation. In order to increase the smoothing properties of the Runge­
K utta time-stepping technique an implicit averaging of the residuals is applied with 
frozen residuals at the block boundaries. For mono-block applications this method 
has given satisfactory results for both two-dimensional and three-dimensional flows 
[5]. 

In the multi-element airfoil application care has to be taken in the definition 
of the residual-vector in the special points. The proposed treatment of a special 
point implies that the control volume is different in each of the five blocks where 
such a point is found. In the required averaging the five residual-vectors in a special 
point are weighed with their corresponding time-steps. Without this weighing the 
multigrid process cannot converge to the single grid stationary state solution. 

In this multigrid, multiblock solver with a multistage time-stepping method 
there are various possibilities for intertwining the different loops. In the present 
study the grid loop is chosen as the outer loop and the effect of interchanging the 
block and the stage loop will be studied. Several 'competing' requirements serve as 
possible guidance for selecting a specific ordering of these loops. On the one hand 
an anticipated parallel processing of the different blocks is more efficient, if the data 
transfer between the blocks is kept to a minimum, i.e. with the stage loop inside 
the block loop. On the other hand the good convergence of the multigrid mono­
block solver may be reduced as the dummy variables near the block boundaries 
are kept frozen during more stages of the time-step. This would suggest to put the 
block loop inside the stage loop. In order to study this dilemma we implemented 
these two loop orders in a flexible way: a single parameter determines whether the 
block loop is situated inside or outside the stage loop. 
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3 Results 

3.1 DESCRIPTION OF THE TEST-CASE 

We will present results for a two-component airfoil geometry consisting of the 
NLR7301 wing section, from which a flap has been cut out at a deflection angle of 
20° and with a gap width of2.6% chord length [7] (see figure 1). The combination of 
a Mach number of 0.185 and an angle of incidence of 6° or 13.1 °, of which the latter 
is close to maximum lift conditions, yields subsonic flow. The Reynolds number 
based on the chord length of the airfoil is 2.51 x 106 . In the viscous calculations 
the locations of the transition from laminar to turbulent flow are prescribed. 

The C-type computational grids (either for inviscid or viscous flow) were 
constructed by J.J. Benton from British Aerospace, and are subdivided in 37 blocks 
(see figure 4). The grid lines are continuous over block boundaries. Two grids are 
used: one 'Euler' grid (inviscid) consisting of 16448 cells, and a 'Navier-Stokes' 
grid (viscous), which is refined in the boundary layers and wakes and consists of 
28288 cells. 

FIGURE 4. Block structure of the computational grid 

For both angles of incidence results from wind-tunnel measurement by Van 
den Berg [7] are available, including velocity profiles in the boundary layers and 
the pressure coefficient on the profile. Since the flow is attached apart from a small 
laminar separation bubble near the leading edge of the wing, the adopted turbu­
lence model should be adequate and yield a useful comparison between experiment 
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and calculation. 

3. 2 INVISCID FLOW 

In order to test the flow solver on the complicated block structure of the two­
element airfoil geometry, we considered the relatively simple inviscid flow case, 
where in all blocks the Euler equations are solved. In this way problems related 
to the turbulence model are separated from possible algorithmic problems. The 
use of the Euler equations implies that the boundary conditions at the solid wall 
boundaries have to be changed. For inviscid flow there is only one physical bound­
ary condition of zero mass flux through the wall. In the vertex based approach the 
density, the pressure and the tangential velocity at the wall are approximated by 
linear extrapolation. 

102 

IQ-l 

C' 
·;;:; 10-4 
~ 
II) 

"O 

csi 
::l 
~ 10-7 "' II) 

~ 

lQ-l 

10-13 
0 50 100 150 200 250 

#W-cycles 

FIGURE 5. Convergence behavior for inviscid flow at an angle of incidence of 13.1 ° 

In figure 5 the multigrid convergence behavior of the solver in the 13.1 ° 
case is shown. The discrete L2-norm of the residual of the density is plotted as 
a function of the number of W-cycles. A converged solution is obtained within a 
much smaller calculation time when compared to the single grid approach even 
though only three different grid levels are available. Both for the single grid and the 
multigrid calculations machine accuracy was obtained. The specific block structure 
nor the treatment of the special points leads to any specific difficulties. For this 
inviscid test a comparison with experimental results is not meaningful and will 
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not be made. 

3.3 VISCOUS FLOW 

We consider the simulations of turbulent, viscous flow and present results for the 
6° case only. Single-grid calculations in which only local time-stepping is applied 
as a convergence acceleration technique yield a steady-state solution which is in 
good agreement with the experimental results. However, in contrast with a fully 
inviscid simulation, the rate of convergence is very small, and renders this method 
unacceptable for practical applications. Therefore, as a method to increase the 
convergence rate further, the multigrid technique and implicit residual averaging 
as described in section 2 are indispensable. 
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FIGURE 6. Viscous flow at an angle of incidence of 6.0°; left: convergence behavior; 
right: comparison of the pressure coefficient on the airfoil between calculation (solid) and 
experiment (dashed) 

In a simulation of turbulent flow at high Reynolds number it is important 
that the effects related to the physical dissipation are not outweighed by those 
of the numerical or artificial dissipation. This requirement could give rise to dif­
ficulties in the present multigrid method, since the time-stepping method used 
requires a certain minimum amount of dissipation for sufficient smoothing of the 
large wave-number components of the error (see reference [5]). If the artificial dis­
sipation in the boundary layer is reduced by scaling with the ratio of the local and 
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free-stream Mach number, i.e. decreasing the smoothing properties of the time­
stepping method, a converged solution (engineering accuracy) could be obtained 
by increasing the number of pre- and post-relaxations. The convergence behavior 
of this calculation during the FAS stage is shown in figure 6, where the discrete 
£ 2-norm of the residual of the density is plotted as a function of the number of 
W-cycles. In the blocks outside the boundary layers and wakes the Euler equations 
are solved instead of the Navier-Stokes equations. The good agreement with the 

xl0-3 8--~----~~----------. ..... 

x/c 

FIGURE 7. Comparison between the calculated (solid) and experimental (circles) bound­
ary layer thickness for viscous flow at an angle of 6.0°. 

wind-tunnel measurements can be inferred from figure 6 as well, where the exper­
imental and numerically predicted pressure coefficient on the airfoil and flap are 
shown. The comparison between the measured and numerically predicted bound­
ary layer thickness is shown in figure 7. The boundary layer thickness is a sensitive 
measure for the assertion that the artificial dissipation in the boundary layer does 
not outweigh the physical dissipation. The good agreement shown in figure 7 in­
dicates that the scaling of the artificial dissipation with the local Mach number 
leads to an accurate representation of the flow in the regions close to the airfoil 
and flap. 

This solution was obtained with the block loop inside the stage loop of the 
five-stage Runge-Kutta time-stepping method. Hence, the variables at the dummy 
vertices outside a block are updated after every stage, which implies that the 
effects of the multiblock structure on the convergence are kept to a minimum. The 
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frequency of data transfer between the blocks makes this method less efficient for 
parallel processing. However, with the block loop outside the stage loop, i.e. with 
an update of the dummy variables only after five flux evaluations, a converged 
solution could not be obtained. Apparently, the interval between two moments of 
data transfer between the blocks has to be sufficiently small in order to obtain a 
convergent multigrid method. 

10 1 

>-. 
."';:! 

CF! 
i:::: 
(1) 

"O 

~ 100 
:::I 
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10-1 

l o-z0,__ ___ 5_,_0 ___ l...,_0_0 __ ___.15'-0-------'200 

# W-cycles 

FIGURE 8. Convergence behavior of the three-stage Runge-Kut.ta scheme for turbulent 
flow; comparison between block loop inside (solid) and outside ( dashed) stage loop 

Further evidence for this statement is obtained from calculations with a three­
stage instead of a five-stage Runge-Kutta time-stepping method. If the block loop 
is outside the stage loop, the dummy variables are updated after three flux evalu­
ations. Although the rate of convergence is lower than in the case with the loops 
interchanged (see figure 8), the solution has converged within engineering accuracy 
after~ 200 W-cycles. A comparison of the three-stage and five-stage schemes with 
the block loop inside the stage loop shows that the five-stage scheme is more effi­
cient: about 60 W-cycles suffice to get the residuals at the same level as with the 
three-stage scheme after 200 W-cycles. The five-stage scheme leads to a reduction 
in calculation time of approximately 60% in this instance. 
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4 Discussion 

We presented simulation results obtained with a multigrid multiblock method for 
a two-element airfoil. Both viscous and inviscid calculations were performed us­
ing the same multigrid process and the same vertex-based spatial discretization 
method. Moreover, either a three- or a five-stage Runge-Kutta scheme was con­
sidered for the integration in time and the smoothing properties of this relaxation 
method were further enhanced through the introduction of local time-stepping, 
implicit residual averaging in which the residuals at the block boundaries were 
kept fixed to their non-smoothed values. 

The inviscid calculations have shown that a solution which is converged up to 
machine accuracy can be obtained with this multigrid method. A comparison with 
the single grid simulation method shows that a considerable reduction in calcula­
tion time was obtained with the multigrid method, although the convergence of 
the single grid method for inviscid calculations was already quite acceptable. We 
also investigated two different numerical boundary conditions at the solid walls. 
It appeared that linear extrapolation of the pressure not only leads to a better 
convergence than constant extrapolation, but also gives rise to a much smaller 
entropy layer around the airfoil. The resulting drag coefficient, which theoretically 
.should equal zero in this subsonic flow, is reduced by almost 60%. 

In the viscous calculations the single grid method was found to yield a well 
converged result in the 6°-case, however, the convergence towards the steady state 
solution was extremely slow and makes the use of a multigrid approach essential. A 
comparison of the computational effort required in both methods shows that a total 
reduction with a factor of about 12.5 can be reached with the multigrid method. 
The calculation time is reduced by a factor of about 8. The difference in these 
two measures for the speed-up due to the multigrid method can be attributed to 
the strongly reduced vector-lengths associated with the coarser grid calculations 
reducing the effectiveness of processing the method on a vector computer. The 
numerical predictions obtained for the lift- and pressure coefficients compare well 
with experimental results and give confidence in the use of the Baldwin-Lomax 
model for this application. Moreover, the boundary layer thickness was found to 
agree well with the experiments. The convergence of the multigrid process was 
studied in detail, showing that the ordering of the various loops in the process has a 
considerable effect. Interchanging the block- and stage loops, keeping the grid loop 
as the outer loop yields an optimal convergence when the block loop is put inside 
the stage loop. If the stage loop is put inside the block loop then convergence of the 
multigrid process was absent when using the five-stage Runge-Kutta method as the 
relaxation method. Apparently, the smoothing of the relaxation method becomes 
less effective as the number of stages between two 'updates' of the dummy-variables 
increases. This result has some less favorable consequences in view of a possible 
parallel processing of the multigrid method. On the one hand parallel processing 
seems more efficient if the frequency of data transfer between the blocks can be 
reduced. On the other hand the reduction of this frequency results in a reduction 
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of the convergence rate of the multigrid process, and in some instances even to an 
absence of convergence. This suggests that in a possible parallel processing of this 
multigrid method, an optimal rate of data-exchange between the blocks should be 
determined. 
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A Study on Narrow Stencil 
Discretizations and Multigrid 
Solvers for the Generalized 
Stokes Equations 

Yvonne Luh1 

ABSTRACT In this study, the generalized Stokes equations (which can be con­
sidered as linearization of the steady state incompressible Navier Stokes equations) 
are chosen as model problem for fluid flow. The discretization of these equations is 
based on a flux difference splitting concept which, in this case, coincides with the 
Osher scheme. Depending on the definition of interior and exterior states at the 

· interfaces of the control volumes, various discretizations of narrow-stencil type are 
derived. Ultimately aiming at a direction-independent smoother, pointwise Gauss­
Seidel relaxation with lexicographic ordering of gridpoints and alternating line re­
laxation (with relaxation parameters w = 1.0 and w = 0.75) are used in a multigrid 
context. In case of 2nd order discretizations, we solve the resulting system of dis­
crete equations via defect correction. 
As a result we show that the convergence rates for the standard and for many 
narrow-stencil cases are very similar. With regard to accuracy, the discretization 
error of most narrow-stencil-discretizations proves to be of about at least a factor 
2 better than in the standard case. 

1 Equations under Study: the Generalized Stokes 
Equations 

In the sequel, the generalized Stokes equations 

{ --"-l>u + a Ux + b Uy + Px = 
ft } ~e 

--~v + a Vx + b Vy + Py = h Re 

Ux + Vy = h 
(1) 

(which can be considered as linearization of the steady state incompressible Navier 
Stokes equations) are chosen as a model problem for the systems of partial differ-

1Gesellschaft fiir Mathematik und Datenverarbeitung 
Postfach 1316, 53731 Sankt Augustin, Germany 
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ential equations governing fluid flow. 
Here, the velocities in x- and y- direction are denoted by u and v, the unknown 

p stands for pressure, and Re denotes the Reynolds number. In the following, we 
choose a, b = canst and Je = o+. The problem under consideration will be entering 
flow. 

2 Discretization 

Several discretizations and solvers for the generalized Stokes equations (1) are un­
der consideration. The approach by Brandt/Yavneh [BY91] is characterized by the 
use of staggered grids, by a narrow-stencil-discretization of the advection operator 
(1st and 2nd order), by Gauss Seidel relaxation of the momentum equations in 
streamwise direction and by distributive relaxation of the continuity equation. 

Several methods have been proposed based on non-staggered grids, e.g. flux 
difference splitting of Roe-type [D189], the Osher scheme [SPE88] and approaches 
that are based on the addition of stabilizing terms to the continuity equation, e.g. 

As will be seen soon, in the case of the generalized Stokes equations, all these 
methods coincide. 

The generalized Stokes equations (1) can be written in conservative formula­
tion as 

al a§ a1:, a§v 
ax + 8y = ax + 8y ' 

where f and§ represent the convective fluxes, while 1: and !iv stand for the viscous 
parts. 2 Here, 

The convective flux in direction of (nx, ny) then is 

F(if) := nx · f(if) + ny · §(if), 

and the Jacobian reads 

A(if) 
aJ~ a~ + g 

.- nx · 8if ny · 8if' 

2In the sequel, the viscous terms will be treated by a standard technique based on 
Peyret control volumes, and, as lie = o+, be neglected. 
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Let Ai, i = 1, 2, 3 be the eigenvalues of matrix A, and R and L transformation 
matrices composed by the right and left eigenvectors such that 

A= RAL A:= diag(Ai, i = 1, 2, 3). 

Then, the matrix A can be split into matrices with positive or negative eigen­
values 

where 

Analogously, 

diag(max(O,Ai), ~=1,2,3) }· 
diag( min(O, Ai), z = 1, 2, 3) 

JAJ := RJAJL, for 

By the above splitting of matrix A, a similar splitting of the flux Fis induced: 

ff(v ff+@ + f-(ff) 

where 

In order to derive a (conservative) finite volume discretization, we consider 
the following general quadrilateral ( i.e. logically rectangular) grid ( cf. figure 1). 
Here ni,j denotes the control volume at point ( i, j), ani,j = ani+l/2 U anj+l/2 U 
aOi-i/2 U aOj-i/2 the boundary of the control volume where the fluxes have to 
be evaluated, 80H 1; 2 etc. standing for the individual interfaces. 

We assume that at each interface (e.g. aOi+l/2) the flux F is constant, de­
pending only on a constant left (=inner) and right (=outer) state ( if;~ 112 and 
i/;~1; 2 respectively). Thus, on each interface of the control volume, a locally one­
dimensional Riemann problem (in direction of the outward unit normal (nx,ny)) 
depending on if 1 and qr has to be solved. 

A natural approximate Riemann solver ("numerical flux function") is 

F (-l -r) _ ff+(-l) + f-(-r) Rq ,q - q q ' 

from which 

Fn(if 1,ifr) = ~ (F(ij1) + F(ifr) - 1,:,· JA(q)ldif) 

can be derived.3 In the case of the generalized Stokes equations, where the matrix 
A does not depend on if, we obtain 

Fn(if1,ifr) = ~ (ff(q1) + F(ifr) - JAl(if 1 - ifr)). 

3e.g. [SPE88, p37ff]. 
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Pi--l,J+l 

__, l -->r 
qi+l 2qi+l/2 

FIGURE 1. Underlying general grid ("quadrilaterals") 

Balancing fluxes over all interfaces of the control volume, the homogeneous 
equations read 

½{ F'(fl~1;2) + - l 
IAli+l/2 (il~1;2 - il~1;2) } · li+l/2 F(fl+1;2) 

½{ F(if/+1;2) - l 
IAIHl/2 ( if/+1;2 - if/+1;2) } · li+l/2 + + F(iji+l/2) 

½{ F( flr_ 1;2) - l IAli--1/2 (flT__1;2 - fll__1;2) } . [i--1/2 (2) + + F(ik--1;2) 
½{ F( if/--1;2) - l 

IAlj--1/2 ( if/--1;2 - if/--1;J } · l1--1;2 + + F(ifJ--1;2) -

o, 

Here, li+l/2 denotes the length of the interface 80i+i;2. 
In case of an equidistant Cartesian grid and constant a and b, equation (2) 
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leads to 

½a (r+l r I) ui+½ ui+½ -ui-½ - ui-½ 

+ ½b ~·+· . ·i ui+½ ui+½-ui_½-ui-½ 

+ 1 P;~½ +pi~½ -PL½ - PL½ 2 

0 

½a (·+· . ·i V,+l V,+l -V. 1 - V. 1 
' 2 ' 2 •-2 •-2 

+ ½b r + l r I vi+½ vi+½ -vi-½ - vi-½ 

+ 1 (Pi':.-½ +P}+½ -p/-½ - P}_½) 2 

0 

½ ( ui~½ +u;~½ -uL½ - uL½) 

+ ½ ( vi':.-½ +v/+½ -v/-½ - v/_½) 

~ (pi~½ -pi~½ +PL½ - PL½) 
o. 

Assuming a ~ b ~ 0 and using the abbreviations 

{ 
€a 

av'a2+4-(a2 +2) 
8a 

1 

}· 
.- 2v'a2+4 .- v'a2+4 

and 
b\l'b2+4-(b2 +2) {jb 

1 
fb .-

v'b2+4 .- 2\l'b2+4 

we obtain the general discretization formula displayed in figure 2. Here, the rows 
correspond to the different equations of the generalized Stokes system, and the 
columns are related to the unknowns u, v and p respectively. It can be seen that, 
by the underlying splitting approach, stabilizing terms with coefficients Ea, Eb, 8a 

and 8b have been introduced into the discretization. 
In the sequel, the general discretization formula displayed in figure 2 will be 

the starting point from which, depending on the definition of left and right states 
at the interfaces, different discretizations (mostly based on narrow-stencil ideas) 
will be derived. 
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3 Various 1st order discretizations 

3.1 STANDARD-UPSTREAM-DISCRETIZATION 

The simplest definition of the inner and outer state at the interfaces, i.e. of if I and 
ijr, is based on the assumption of piecewise constant states in all control volumes: 

l 
Qi+l,j 

Qi,j+l 

Qi-l,j 

Qi,j-l 

and 

This leads to the following discretization: 

(aax + bay)lsu 
+EaO;x 

0 

0 

(aax + bay)lsu 
+t:bai,, 

Qi,j l 
(3) 

Again, the rows of the above matrix correspond to the three equations to be 
discretized, whereas the columns are related to the unknows u, v and p. Here, 

ac .- ½[-1 Q 1] a;x .- [1 -2 1] 
X 

ac .-
½ [ J l aiy .- [-n y 

and 

[ 
0 0 n (aax + bay)lsu .- -a a+b 
0 -b 

Note that for the first entry in (3) 

Star(l,1) aa; + bai - ;:t:4 a;x - ½ lblaiy 
(aax + bay)lsu + EaO~x----------- .._,,,....,, 

advection stabilizing 
part term 

3.2 NARROW-STENCIL-DISCRETIZATION 

The standard definition of inner and outer states at the interfaces, i.e. of if I and 
ijr, does not take into account the direction ( a, b) of the flow. In contrast to this, 
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narrow-stencil-discretizations can be derived by constructing the intersection point 
Q/~ 1; 2 (and thus £¼~ 112 ) of the stream vector (a, b) outside the control volume rl;,1 
with the grid given by the points P;,1 , Pi,j-l, P;+1,J-l, P;+1,J, P;+1,j+1 and Pi,J+l 
( cf. Figure 3). 

___________ P___,,_,· .,_,_~ ___ __.,Pi+l,j+l 

QI+112 

Qi~l/2 

.-Q---=-j+___:1/_2-+---+P.1,.· .:J___----::~=-------.P;+1,J 

_______ __,.P::..J.,· J.C. -::..J.... _____ Pi+l,j-l 

FIGURE 3. Derivation of narrow-stencil-discretization 

Approximating Q;~1; 2 (and thus £¼~ 1; 2 ) by the nearest grid point leads to 

l 
-r 

<h+I,j 
-I 

<h,j 

l 
qi+½ qi+½ 
-r 

<Ji+l,j+l 
-I 

<Ji-l,j qJ+½ and 
qj+l 

ij.r 1 <Ji-l,j 
-1 2 

<h,j qi_l i-2 
-1 2 -r 

lh-1,j-l <Ji+l,j qj-½ qj-½ 

The resulting narrow-stencil-discretization of the generalized Stokes equa­
tions then reads 

( aax +bay) 1"8 

+Eaa~x 

0 

0 

(aax + bay)J"8 

+Eba~: 

a~ 
-¼a6aa~x 
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He,e, a;:• - ½ [ _: Q - : l • a;; - [ -: Q - : ] and 

(a8,+ 8,)1"' •= [ 
0 

-a+b 
-b 

3.3 SKEW-UPWIND-DISCRETIZATION 

Instead of approximating Q{t-1;2 by the nearest grid point, a linear interpolation 
involving both neighbouring grid points leads to 

and 

i/4~½ (1- ½¾) <A,j + H<A,j-1 
if/+½ (½ + ¾) <h-1,j + (½ - ¾) <h-1,j+l 
i/4~½ (1- H) <h,j + Hili,j+l 
if/_½ (½ + ¾) <h+l,j + (½ - ¾) <h+l,j-1 

The resulting discretization of the generalized Stokes equations is character­
ized by a skew-upwind-discretization [RAI76] of the advection part. 

3. 4 VARIANTS 

Several variants of narrow-stencil-discretizations ( which, in the sequel will be called 
variant 1, variant 2 and variant 3)4 can be derived in an analogous way. 

3.5 MODIFICATIONS 

Starting from the standard-upstream-discretization of the generalized Stokes equa­
tions, another class of narrow-stencil-discretizations can be derived by substituting 
solely the discretization of the advection part, ( afJx + bay) I su, by a narrow-stencil 
variant. These discretizations will be called narrow-stencil MODI, skew-upwind 

4see [LUH92] and [HK91, (3.10)] 
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MODI etc. Narrow-stencil MODI reads 

(aax, + bay)lns 
+Eaa~x 

0 

0 

(aax + bay)lns 
+Ebai11 

ai 
-½b8bai11 

Another class of modifications (MOD2) can be obtained by applying narrow­
stencil ideas to the velocities u and v only, whereas the pressure p is treated in a 
standard way. 

Thus, narrow-stencil MOD2 reads 

(aax + bay)lns 
+Eaa~x 

0 

0 

( aax + bay) Ins 
+Eba~i 

ans 
y 
lb8 ans -2 b YJJ 

4 Computational example 

a~ 
-½aDaa~x 

-Daa,;x 
-&1,ai11 

Results are presented for an equidistant Cartesian grid ( of step size h) on O = 
(0, 1)2 with Dirichlet boundary conditions. The Reynolds number is Re= 10000. 

The exact solution of the inviscid system is forced to be 

sin[21r(y-.!>.x))} 
sin [21r (y - !x)] , 
10 

the alignment being fixed at a= 1, b = tan(22.5°) ~ 0.4142. 
A multigrid iteration characterized by W(l,1)-cycles, full weighting and bi­

linear interpolation is used for solving the discrete systems. The calculation starts 
from zero initial values for all dependent unknowns on the finest grid. The coarsest 
grid consists of 5x5 points. 5 

As a smoother, pointwise Gauss-Seidel relaxation in lexicographic ordering 
and alternating line relaxation (with relaxation parameters w = 1.00 and w = 0.75) 
are tested. 6 

5 The numerical experiments are based on the program LiSS [LS91]. 
6for standard discretizations and local mode analysis see [FS92] 
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5 Numerical experiments concerning 1st order 
discretizations 

5.1 ACCURACY 

Table 1 displays the discretization error of various 1st order discretizations of the 
generalized Stokes equations for different step sizes h. As in some cases (Narrow­
stencil, skew-upwind, var 2, skew-upwind MOD2, var 1 MOD2) all multigrid al­
gorithms under consideration diverge, table 1 is not complete. 

The accuracy of any narrow-stencil-discretization is better than in the stan­
dard case, at least by a factor of 2. The MODl-variants in general are less accurate 
than MOD2. 

5.2 CONVERGENCE 

Tables 2, 3 and 4 show the convergence rates of the different multigrid algorithms 
for the different discretizations. Generally, alternating line relaxation with w = 0.75 
leads to best results. 

6 Various 2nd order discretizations 

6.1 STANDARD-UPSTREAM-DISCRETIZATION 

The simplest definition of inner and outer states at the interfaces leading to a 2nd 
order discretization is based on the assumption of piecewise linear states in the 
control volumes: 

l 
-r 3 - - 1 - -z 3 - - 1 -

l 
qi+½ 2 qi+l,j 2 qi+2,j qi+l 2 q;,j 2 q;-1,j 
-r 3 - - 1 - -z 2 3 - 1 -
qH½ 2 q;,j+1 2 q;,j+2 qj+l 2 q;,j - 2 qi,j-l 
-r 3 - 1 - and -z 2 3 - 1 -qi-½ 2 qi-1,j - 2 qi-2,j qi_l 2 q;,j - 2 qi+l,j 
-r 3 - - 1 - -z 2 3 - 1 -
qj-½ 2 qi,j-1 2 q;,j-2 qj-½ 2 qi,j - 2qi,j+l 

The discretization of the generalized Stokes equations then reads: 

(aax + bay)lsu,2 
0 

0c,2 
X 

+Ea0~4 -½a8aai4 
( aax +bay) I su,2 ac,,: 

0 yl C 

+EbOi4 -2b8b0114 
ac,2 ac,'1, -8a0~4 X yl 
-½a8a0~4 - 2b8bai4 -8bai4 

Here 
ac,2 

X .- [ 1/4 -1 Q 1 -1/4] 
0~4 .- [-1/2 2 -3 2 -1/2] 
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(ai, 2 and ai4 analogously) and 

0 0 0 0 0 
0 0 0 0 0 

(a8x + b8y)[su,2 la 
2 -2a ~(a+ b) 0 0 

0 0 -2b 0 0 
0 0 lb 

2 0 0 

6.2 CENTRAL DISCRETIZATION 

A central discretization can be derived by choosing identical inner and outer states 
at the interfaces, interpolating from the neighboring grid points 

In this case, the discretization reads: 

0 

where 

Here, no stabilizing terms occur. 

6.3 HYBRID DISCRETIZATIONS 

An obvious combination of the 2nd order standard-upstream- (6su,2 ) and the cen­
tral scheme (&c, 2 ) is given by the van Leer scheme 

(3 E [O, l]. 

Narrow-stencil variants of the above and modifications MODI and M0D2 
can also be derived, e.g. the 2nd order narrow-stencil hybrid discretization of the 
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advection part 

+ 

/3 

0 
0 

½(a - b) 
0 

lb 
2 

(I - fi) [ 
0 

7 Computational example 

0 
0 

-2(a - b) 

0 
Q 
0 

-2b 
0 

b 
2 

a-b 
-2-

0 

0 0 0 
0 0 0 

1a O 0 
..L 

0 0 0 
0 0 0 

l 
The same test case is being treated in the case of 2nd and 1st order discretizations 
of the generalized Stokes equations (see section 4). 

As a solution procedure, defect correction is used here. The 2nd order oper­
ator Lh is given by a hybrid scheme with /3 = 1, 1/2, 1/3, the 1st order operator 
Lk by the standard-upstream- or narrow-stencil-discretization of 1st order.7 

8 Numerical experiments concerning the 2nd order 
discretiza tions 

8 .1 ACCURACY 

As in the case of 1st order discretizations, the narrow-stencil variants are more 
accurate than the standard-upstream-discretizations ( cf. tables 5 and 6). 

8.2 CONVERGENCE 

Defect correction for standard-upstream- and for narrow-stencil-discretizations dis­
plays similar behaviour, the convergence in the narrow-stencil case being slightly 
faster. Many results, obtained in the scalar advection case, can be generalized to 
the generalized Stokes equations ( with the important exception of the /3 = 1 -
schemes: here, convergence can be accelerated by introducing a relaxation param­
eter w ~ 0.6 to 0.8). 

7 Some variants concerning the boundary treatment were considered. As they did not 
affect the overall accuracy, they will not be discussed here. 
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discret. h = 1/16 h = 1/32 h = 1/64 
error max 12 max 12 max 12 

Standard u 5.4610(-1) 2.3171(-1) 3.3155(-1) 1.3922(-1) 1.8338(-1) 7.7042(-2) 
V 3.7468(-1) 1.3998(-1) 2.3754(-1) 7.9950(-2) 1.3572(-1) 4.3027(-2) 
p 2.2442(-1) 1.0625(-1) 1.4996(-1) 5.9114(-2) 8.9925(-2) 3.1604(-2) 

Var 1 u 7.4498(-2) 3.4455(-2) 3.2797(-2) 1.5974(-2) 1.4839(-2) 7. 7054(-3) 
V 8.3215(-2) 2.7560(-2) 4.1690(-2) 1.3131(-2) 2.0804(-2) 6.4427(-3) 
p 9.6263(-2) 4.5227(-2) 4.6684(-2) 2.3076(-2) 2.3327(-2) 1.1668(-2) 

Var 3 u 3.7475(-1) 1.5759(-1) 2.1377(-1) 8.9539(-2) 1.1377(-1) 4.7900(-2) 
V 2.7462(-1) 9.5637(-2) 1.6079(-1) 5.2087(-2) 8.7556(-2) 2. 7222(-2) 
p 1.5655(-1) 7.3938(-2) 9.8587(-2) 4.0051(-2) 5.6561(-2) 2.1022(-2) 

Narrow u 3.7759(-1) 1.5879(-1) 2.1118(-1) 8.9390(-2) 1.1197(-1) 4.7549(-2) 
MODI V 2.7624(-1) 9.3385(-2) 1.6541(-1) 5.1263(-2) 9.1187(-2) 2.6919(-2) 

p 1.5842(-1) 8.4703(-2) 9.5957(-2) 4.5079(-2) 5.4836(-2) 2.3439(-2) 
Skew u 2.1579(-1) 9.5404(-2) 1.1307(-1) 5.0126(-2) 5. 7818(-2) 2.5738(-2) 
MODI V 1.7887(-1) 5.3509(-2) 1.0445(-1) 2.9073(-2) 5.6650(-2) 1.5205(-2) 

p 1.4422(-1) 7.0843(-2) 6.9884(-2) 3.5924(-2) 3.4501(-2) 1.8171(-2) 
Var 1 u 2.2515(-1) 9 9270(-2) 1.1474(-1) 5.0986(-2) 5.8125(-2) 2.5937(-2) 
MODI V 1.7884(-1) 5.2642(-2) 1.0446(-1) 2.8723(-2) 5.6700(-2) 1.5103(-2) 

p 1.4958(-1) 7.1555(-2) 7.0972(-2) 3.6019(-2) 3.4598(-2) 1.8160(-2) 
Var 2 u 2.0611(-1) 8.8877(-2) 1.2021(-1) 4.8486(-2) 6.6150(-2) 2.5334(-2) 
MODI V 1.8250(-1) 5.6734(-2) 1.0504(-1) 3.0018(-2) 5.6638(-2) 1.5455(-2) 

p 1.3368(-1) 6.9495(-2) 6.7864(-2) 3.5776(-2) 3.4367(-2) 1.8288(-2) 
Var 3 u 4.3156(-1) 1.8174(-1) 2.4872(-1) 1.0466(-1) 1.3347(-1) 5.6389(-2) 
MODI V 3.0840(-1) 1.0823(-1) 1.8794(-1) 6.0070(-2) 1.0475(-1) 3.1740(-2) 

p 1.7718(-1) 9.0779(-2) 1.1269(-1) 4.9108(-2) 6.5453(-2) 2.5784(-2) 

Narrow u 2.5655(-1) 1.0735(-1) 1.4258(-1) 5.9738(-2) 7.5239(-2) 3.1601(-2) 
MOD2 V 1.9245(-1) 5.9951(-2) 1.0460(-1) 3.1581(-2) 5.4351(-2) 1.6286(-2) 

p 1.1244(-1) 3.4168(-2) 6.8786(-2) 1.8410(-2) 3.8449(-2) 9.6506(-3) 
Var 2 u 7.0833(-2) 3.6195(-2) 2.6728(-2) 1.4153(-2) 1.1508(-2) 6.1380(-3) 
MOD2 V 1.1160(-1) 3.3754(-2) 4.2803(-2) 1.3021(-2) 1.8033(-2) 5.5701(-3) 

p 6.1745(-2) 2.8546(-2) 3.2624(-2) 1.5762(-2) 1.6777(-2) 8.2397(-3) 
Var 3 u 3.7056(-1) 1.5608(-1) 2.1220(-1) 8.9127(-2) 1.1337(-1) 4.7787(-2) 
MOD2 V 2.8274(-1) 9.7108(-2) 1.6383(-1) 5.2411(-2) 8.8522(-2) 2.7292(-2) 

p 1.5221(-1) 7.2924(-2) 9.7235(-2) 3.9841(-2) 5.6290(-2) 2.0979(-2) 

TABLE l. Discretization error of different 1st order discretizations of the generalized 
Stokes equations 
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discretization II h = 1/16 i h = 1/32 i h = 1/64 i h = 1/128 I 
Standard 0.174 0.291 0.358 0.409 
Narrow "' "' "' "' 
Skew Upwind "' "' "' "' 
Var 1 "' "' "' "' 
Var 2 "' "' "' "' 
Var 3 0.209 0.386 0.509 0.696 

Narrow MODl 0.157 0.278 0.338 0.377 
Skew Upwind MODl 0.161 0.278 0.384 0.400 
Var 1 MODl 0.144 0.187 0.315 0.983 
Var 2 MODl 0.252 "' "' "' 
Var 3 MODl 0.161 0.279 0.342 0.399 

Narrow MOD2 0.373 0.655 0.563 0.498 
Skew Upwind MOD2 "' "' "' "' 
Var 1 MOD2 "' "' "' "' 
Var 2 MOD2 0.489 "' "' "' 
Var 3 MOD2 0.161 0.278 0.335 0.389 

TABLE 2. Convergence rates of multigrid (alternating line relaxation with w = 1.00) 

discretization II h = 1/16 i h = 1/32 i h = 1/64 I h = 1/128 I 
Standard 0.139 0.154 0.157 0.158 
Narrow "' "' "' "' 
Skew Upwind "' "' "' "' 
Var 1 0.286 0.436 0.477 0.877 
Var 2 "' "' "' "' 
Var 3 0.129 0.167 0.177 0.175 

Narrow MODl 0.125 0.142 0.146 0.163 
Skew Upwind MODl 0.119 0.135 0.204 0.266 
Var 1 MODl 0.118 0.146 0.282 0.391 
Var 2 MODl 0.120 0.145 0.135 0.251 
Var 3 MODl 0.127 0.145 0.149 0.151 

Narrow MOD2 0.698 0.823 0.728 0.604 
Skew Upwind MOD2 "' "' "' "' 
Var 1 MOD2 "' "' "' "' 
Var 2 MOD2 0.323 0.292 0.223 0.289 
Var 3 MOD2 0.132 0.142 0.146 0.148 

TABLE 3. Convergence rates of multigrid (alternating line relaxation with w = 0.75) 
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I discretization II h = 1/16 I h = 1/32 ! h = 1/64 I h = 1/128 ! 
Standard 0.481 0.698 0.774 0.784 
Narrow "' "' "' "' 
Skew Upwind "' "' "' "' 
Var 1 "' "' "' "' 
Var 2 "' "" "' "' 
Var 3 "' "' "' "' 
Narrow MODl "' "' "' "' 
Skew Upwind MODl "' "' "' "' 
Var 1 MODl "' "' "' "' 
Var 2 MODl 0.793 0.833 0.928 0.859 
Var 3 MODl 0.671 0.734 0.767 0.779 

Narrow MOD2 "' "' "' "' 
Skew Upwind MOD2 "' "' "' "' 
Var 1 MOD2 "' "' "' "' 
Var 2 MOD2 "' "' "' "' 
Var 3 MOD2 . 0.428 0.899 0.933 0.923 

TABLE 4. Convergence rates of multigrid (pointwise lexicographic Gauss-Seidel) 

II 
h = 1/16 

max 12 
h = 1/32 

max 12 
h = 1/64 

max 12 

/3= 1 u 1.8266(-1) 7.7941(-2) 5.1187(-2) 2.0720(-2) 1.2665(-2) 5.1095(-3) 
V 1.4499(-1) 5.8542(-2) 4.7550(-2) 1.6243(-2) 1.3118(-2) 4.1529(-3) 
p 9.1465(-2) 2.9426(-2) 2.5814(-2) 7.3893(-3) 6.7341(-3) 1.7782(-3) 

p ~ 0.940 p ~ 0.966 p ~ 0.985 
{3 = 1/2 u 1.5245(-1) 6.5046(-2) 4.2861(-2) 1.7128(-2) 1.0915(-2) 4.2881(-3) 

V 1.3416(-1) 4.5383(-2) 4.0638(-2) 1.2462(-2) 1.0820(-2) 3.2013(-3) 
p 8.7530(-2) 2.7342(-2) 2.4633(-2) 6.8552(-3) 6.4722(-3) 1.6742(-3) 

p ~ 0.500 p ~ 0.600 p ~ 0.660 
{3 = 1/3 u 1.4430(-1) 6.1645(-2) 4.0348(-2) 1.6364(-2) 1.0350(-2) 4.1445(-3) 

V 1.2868(-1) 4.1635(-2) 3.7654(-2) 1.1427(-2) 9.8945(-3) 2.9443(-3) 
p 8.4705(-2) 2.6473(-2) 2.3874(-2) 6.7218(-3) 6.2933(-3) 1.6643(-3) 

p ~ 0.630 p ~ 0.680 p ~ 0.720 

TABLE 5. Discretization error (and convergence rates of defect correction) for standard 
upstream discretisations 
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h = 1/16 h = 1/32 h = 1/64 
max 12 max 12 max 12 

,B = 1 u 9.7860(-2) 4.1224(-2) 2.5847(-2) 1.0250(-2) 6.3444(-3) 2.4484(-3) 
V 1.0858(-1) 4.3587(-2) 3.3960(-2) 1.2337(-2) 9.2618(-3) 3.2060(-3) 
p 5.7690(-2) 1.9666(-2) 1.4666(-2) 4.4902(-3) 3.5122(-3) 9.9227(-4) 

p ~ 0.906 p ~ 0.950 p ~ 0.974 
,B = 1/2 u 8.5495(-2) 3.8295(-2) 2.2892(-2) 9.7726(-3) 5. 7929(-3) 2.4229(-3) 

V 9.993-1(-2) 3.3115(-2) 2.9231(-2) 9.0816(-3) 7.7533(-3) 2.3415(-3) 
p 5.6648(-2) 1.9986(-2) 1.4878(-2) 4.9618(-3) 3.8252(-3) 1.2174(-3) 

p ~ 0.474 p ~ 0.539 p ~ 0.638 
,B = 1/3 u 8.2121(-2) 3.7061(-2) 2.1889(-2) 9.5708(-3) 5.5808(-3) 2.4031(-3) 

V 9.5558(-2) 3.0793(-2) 2. 7370(-2) 8.3843(-3) 7.1651(-3) 2.1585(-3) 
p 5.9911(-2) 2.0237(-2) 1.5992(-2) 5.1646(-3) 4.1625(-3) 1.2964(-3) 

p ~ 0.528 p ~ 0.608 p ~ 0.712 

TABLE 6. Discretization error (and convergence rates of defect correction) for narrow 
stencil discretisations 

I 
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A Critical Analysis of Multigrid 
Methods on Massively Parallel 
Computers 

Lesley R. Matheson1 and Robert E. Tarjan2 

ABSTRACT The hierarchical nature of multigrid algorithms leaves domain paral­
lel strategies with a deficiency of parallelism as the computation moves to coarser 
and coarser grids. To introduce more parallelism several strategies have been de­
signed to project the original problem space into non-interfering subspaces, allow­
ing all grids to relax concurrently. Our objective is to understand the potential 
efficiency of standard and concurrent multigrid algorithms on existing and pro­
posed massively parallel machines. We study model problems on simple domains 
discretized with finite difference techniques on block structured meshes in two and 
three dimensions with up to 106 and 109 points, respectively. Performance of the 
standard domain parallel V and F cycle schemes is compared to several proposed 
concurrent algorithms. The multigrid strategies are studied in several models of 
parallel computation, designed to reflect both the characteristics of existing ma­
chines and those of the proposed next generation of multicomputers. These models 
include a SIMD fine-grain model which contains a large number (104 - 106 ) of small 
(bit-serial) processors as well as a SPMD medium-grain model with a more modest 
number (256-16,384) of powerful (single chip) processors interconnected through 
a single stage or multistage communication network. Our analysis suggests that 
obtaining acceptable levels of performance requires optimization techniques which 
address the salient characteristics of each architectural class of massively parallel 
computers. With the appropriate optimization techniques, a comparison indicates 
that the F-cycle is potentially more efficient than the V-cycle despite the relative 
increase in coarse grid activity. In addition, the analysis suggests that subspace 
parallelism is too expensive to be practical, except under a very limited set of 
conditions, on either class of massively parallel computers. 

1 Department of Computer Science, Princeton University and NEC Research Institute 
2 Research at Princeton University partially supported by the National Science Foun­

dation, Grant No. CCR-8920505, the Office of Naval Research, Contract No. N0014-91-
J-1463, and by DIMACS (Center for Discrete Mathematics and Theoretical Computer 
Science), a National Science and Technology Center, Grant No. NSF-STCSS-09648. 



156 'Lesley R. Matheson and Robert E. Tarjan 

Introduction 

Massively parallel computers can potentially deliver the large increase in process­
ing speeds required for the solution of many multigrid applications. Yet the archi­
tectural characteristics of these machines present a set of well defined algorithm 
design incentives which need to be addressed if this potential is to be realized. 
We've studied a representative set of parallel multigrid strategies in several dif­
ferent models of computation. The purpose of this analysis was to try to gain 
some insight into how general strategies might compare and perform on different 
architectural classes of massively parallel machines. In addition, we hoped to gain 
insight into which implementation issues and strategies might have a substantial 
impact on the overall performance of multigrid algorithms on these machines. 

1 Massively Parallel Computers 

The evolution of massively parallel computers has produced at least two significant 
architectural classes. The machines of both classes are networks of physically dis­
tributed processing and memory elements but differ substantially in other architec­
tural characteristics. The early generation of massively parallel computers were fine 
grained with from lK to 64K processing elements. The processing elements were 
small, bit-serial processors commonly packed eight to a chip. The floating point 
rates of these processors were slow. The processors communicated through various 
permutation networks consisting of a wide range of topologies. This class of ma­
chines executes in either synchronous SIMD or asychronous MIMD mode. Though 
this generation consists of older machines such as the Intel Hypercube, several more 
recent machines include the Thinking Machines CM200 and the Maspar MPl and 
MP2 series. The current generation of massively parallel computers has been mo­
tivated by the the proliferation and decreased cost of powerful, "workstation-size" 
microprocessors. These machines are multicomputers, interconnection networks of 
physically distributed processors and memory, linked in a variety of different topo­
logical configurations. The processors are generally "off the shelf" single-chip RISC 
microprocessors. They can perform integer and floating point computation signif­
icantly faster than the bit-serial processors which characterized many machines 
of the previous generation. The increased size, cost and speed of the individual 
processing elements has delineated a medium grain size for the current generation. 
Most of the machines are targeted for the range of lK processors, with larger 
machines possibly ranging up to 16K processors. The current machines generally 
exhibit slow interprocessor communication speeds relative to on-chip events. This 
is frequently a result of handling the network communications processing in the 
software layer. Unlike the more rigid SIMD and asynchronous MIMD patterns of 
the previous generation most of the newer machines execute the same program 
on each processing element with different data, enforcing synchronization only as 
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required by interprocessor communication. The current generation includes: the 
CM5 by Thinking Machines, a network of Sun SPARC processor nodes potentially 
with vector accelerators, connected in a fat tree topology; the Touchstone Delta, 
developed by Intel and Caltech, a three dimensional mesh of two Intel i860s per 
node; the Paragon by Intel, a 3D mesh topology with one to four i860 processors per 
node; the Kendall Square Research machines, a hierarchy of concentric rings with 
shared virtual memory, with two custom designed chips per node; a Cray Research 
machine with DEC Alpha processors connected by a yet unrevealed topology. 

2 Analysis Methodology 

The emergence of these two architectural classes motivated us to study the po­
tential performance of multigrid algorithms using practical models of computation 
which reflect the salient characteristics of each generation of massively parallel 
computers. The guiding philosophy behind the development of these models was 
to strike a reasonable balance between machine independence and practicality, 
simplicity and accuracy. The models used in this analysis are abstract, based not 
on a particular machine but on the substantive characteristics of a particular class. 
The models have parameters to facilitate analysis under different ratios of prob­
lem to machine size, and allow the incorporation of changes in technology, such as 
increases in on-chip computation speed or a decrease in network communication 
latency. On these models we implemented a representative set of parallel multigrid 
algorithms in order to try to compare the efficiency of several general strategies 
on each class of machine. These algorithms included several standard multigrid 
algorithms as well as more exotic concurrent methods. These implementations 
produced performance predictions in the form of analytic complexity measures. 
The complexity measures were interpreted with sensitivity analysis to provide in­
sight into the impact of changes in parameters such as problem size, machine 
size, the latency of a network communication and on-chip computing rates. We 
examined these analytic and numerical results to try to understand their implica­
tions for algorithm design and implementation on each class of massively parallel 
computers. 

3 Overview 

The analysis presented in this paper implements four multigrid algorithms on 
three models of computation. The results are ordered by model. The first model 
is the abstract PRAM model. The last two are the practical models based on the 
early and current generation of massively parallel computers. The four multigrid 
algorithms include two standard cycling schemes, the V-cycle and the F-cycle, and 
two concurrent methods, the Gannon-Van Rosendale algorithm and the Chan-
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Tuminaro algorithm. Following the results within each model overall conclusions 
are drawn. 

4 Parallel Multigrid Algorithms 

Four representative parallel multigrid algorithms, two standard and two concur­
rent strategies, were analyzed. We looked at simple problems on simple domains 
in order to provide an initial understanding of the interplay between algorithmic 
strategies and architectural characteristics. The algorithms solved model problems 
discretized onto block structured grids using second order finite difference tech­
niques. The problem domains were square and cubic with up to 106 and 109 points 
respectively. The iteration schemes were simple explicit weighted Jacobi schemes. 
The grid hierarchy was generated using a coarsening ratio of two. Inter-grid trans­
fer operators are simple, 5-9 full-weight linear operators. The implementations 
were parameterized to allow the analysis of more complicated, practical prob­
lems such as the Euler and Navier Stokes equations. In addition to considering 
the standard V-cycle and F-cycle algorithms [5], the analysis considered the per­
formance of two concurrent algorithms. The first algorithm, the Chan-Tuminaro 
algorithm [4], decomposes the residual from several pre-relaxation sweeps on the 
finest grid into a set of approximately orthogonal subspaces, projects the subspaces 
onto the hierarchy of grids, relaxes concurrently on all grids and synthesizes the 
solution on the finest grid. This process is repeated until truncation error accu­
racy is obtained on the finest grid. In our analysis the Chan-Tuminaro algorithm 
decomposes the space over log N steps into log N subspaces by repeatedly bifur­
cating the residual with a product of the restriction and interpolation matrices. 
For each grid the residual is ideally split into high and low frequency error com­
ponents with respect to the relaxation matrix. The high frequency component 
remains on the fine grid while the low frequency component is projected to the 
coarser grid. Concurrent relaxation proceeds for O(log N) steps, to amortize the 
O(log N) lower bound on decomposition, and then the solution is interpolated 
to the finest grid using standard linear operators. The second concurrent algo­
rithm, the Gannon-Van Rosendale algorithm [1], generates subspace parallelism 
by decomposing the original problem space using the same frequency bifurcation 
techniques as those used in the Chan-Tuminaro algorithm but radically redirects 
the algorithm data flow. In this algorithm as the residual components are decom­
posed and projected to coarse grids, coarse grid correction information is computed 
and interpolated to fine grids. This bi-directional fl.ow of information occurs after 
O(log logN) concurrent relaxation sweeps. Thus the Gannon-Van Rosendale con­
current strategy differs fundamentally from the Chan-Tuminaro strategy in that it 
immediately propagates new approximation information. In addition, the Gannon­
Van Rosendale strategy maintains the subspace decomposition by frequent local 
adjustments without propagating all information through the finest grid. 
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5 The Parallel Random Access Model 

The Parallel Random Access Model of Computation (PRAM) is an ideal model 
which is somewhat impractical but can provide a fundamental measure of how 
much parallelism is available in an algorithm. The PRAM posits an arbitrairily 
large number of processors executing independently and a global shared memory. 
In the model there is a unit cost for an arithmetic operation. On a PRAM ( CRCW) 
there are no inter-processor communication costs, no memory coherency costs and 
no synchronization costs. A clear definition of the PRAM can be found in [2]. 

6 Results on the PRAM 

STANDARD ALGORITHMS 

Though the F-cycle is computationally more efficient that the V-cycle by a loga­
rithmic factor, as the number of processors grows large relative to the size of the 
domain the performance of the two schemes becomes asymptotically equivalent on 
a PRAM. The asymptotic complexity of the V-cycle and the F-cycle on a PRAM 
are O((Nd / P)logN + log2 N) and O(Ndj P + log2 N) respectively, on a domain 

· with Nd points in d dimensions with P processors. 
At or near full concurrency a comparison of the two standard schemes de­

pends on constant factors such as the number of relaxation sweeps and the number 
of iterations of the F-cycle. If the F-cycle converges in one iteration, it is more ef­
ficient than the (2,1) V-cycle if the number of relaxation sweeps is less than 10 
regardless of the number of available processors. If more than one F-cycle iteration 
is required, and more than a few relaxation sweeps are performed per iteration, 
the outcome depends on the number of processors [3]. With four iterations of the 
F-cycle and 64K processors (approximately 10 points/processor) processors, the 
V-cycle is always more efficient. 

CONCURRENT ALGORITHMS 

On a PRAM the concurrent algorithms are asymptotically inferior to both of the 
standard algorithms except at full concurrency. At full concurrency the Gannon­
Van Rosendale algorithm is asymptotically more efficient by a factor of 
O(log logN /logN), while the Chan-Tuminaro algorithm is asymptotically equiv­
alent. Analysis on the PRAM predicts that any advantage of the Gannon-Van 
Rosendale algorithm degrades rapidly as the number of processors decreases. The 
number of concurrent iterations in the Gannon-Van Rosendale algorithm is bounded 
by O(log N) when O(log logN) relaxation sweeps are performed each iteration. A 
Gannon-Van Rosendale iteration is somewhat less effective than a V-cycle iter­
ation. When the number of concurrent iterations is more than a small constant 
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factor of the number of V-cycle iterations, the V-cycle is more efficient regardless 
of the number of processors. If the ratio of Gannon-Van Rosendale to V-cycle iter­
ations is less than four, the Gannon-Van Rosendale algorithm can produce a small 
improvement with a very large number of processors. However, if the number of 
processors is small enough so that there are more than five points per processor, 
the Gannon-Van Rosendale algorithm is less efficient than the V-cycle regardless 
of the number of processors [3]. The Chan-Tuminaro algorithm must converge in 
a small constant number of concurrent iterations to be at least as efficient as the 
standard algorithms. The decomposition steps of the Chan-Tuminaro algorithm 
cannot be executed concurrently as in the Gannon-Van Rosendale algorithm and 
requires that information propagate through the entire hierarchy to the finest grid. 
A concurrent iteration is at least as effective as a V-cycle iteration. The analysis 
on a PRAM suggested that unless the algorithm can converge in a small fraction 
of the number of V-cycle iterations, the standard methods are more efficient. If 
the algorithm can converge in a small constant number of iterations, the strategy 
could be effective if there are a very large number of processors available [3]. The 
analysis of both algorithms suggests that in order for a concurrent method to be 
an efficient strategy the decomposition techniques must be fast and accurate and 
there must be O(Nd) processors available, where Nd is the size of the domain 
of the finest grid. Without an accurate decomposition, interference inhibits con­
verge and without a large number of processors costly subspace parallelism goes 
unexploited. 

7 The Early Generation Model 

The Early Generation Model attempts to capture the salient architectural char­
acteristics of the previous generation of massively parallel computers. This class 
is characterized by fine grain networks of small processing elements operating in 
either SIMD or MIMD execution mode. The model is a two dimensional mesh of 
processors which communicate locally through single-stage nearest neighbor hops 
along the physical connections of the mesh ( as well as along diagonal connections). 
A single stage communication is assigned a constant fixed cost and the cost of a 
multiple hop communications is approximately linear in the number of hops. The 
length of a message is a small constant number of bytes. The cost of an arithmetic 
operation is treated separately. An arithmetic operation is assigned a constant 
fixed cost which is based on an average of multiplication and addition floating 
point rates ( without vector acceleration units) across this class of machines. The 
model executes all instructions in SIMD mode. 

The model is a tool to try to better understand the potential of fine grain 
parallelism. Small (bit serial) processing elements allow these machines to poten­
tially range up to tens or hundreds of thousands of processors. Yet small processing 
elements tend to have slow floating point rates. The ratio of the cost of an arith-
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metic computation to a communicaiton is approximately 3:1. The fine granularity 
also suggests that local communication will be significantly more efficient than 
more distant communication. Because of the prohibitive cost of global or irregu­
lar communications on this class of machines, the model contains no over-arching 
multi-stage permutation network. Thus, distant communication incurs a high vari­
able cost relative to the fixed cost of a single node communication. These defining 
characteristics are captured through constructs which are simple and abstract, 
but parameterized with data from working computers. Thus, the model provides 
abstract measures of performance but facilitates sensitivity analysis which can 
potentially clarify the practical implications of performance measures. A more 
detailed description of the model can be found in [3]. 

8 Results on the Early Generation Model 

STANDARD ALGORITHMS 

Analysis on the Early Generation model suggests that the performance of multi­
grid algorithms on fine grain machines with high variable communication costs is 
highly dependent on the data mapping. With a simple static approach where the 
square domains are repeatedly quartered to create a 2D mesh of P subblocks and 
each subblock is assigned to its analog on the 2D mesh of processors, coarse grid 
communications become substantial. With a small number of processors fine grid 
computation dominates the execution time of both algorithms. As the number of 
processors grows, coarse grid communications dominate. With the static approach 
the asymptotic complexity of the coarse grid communications of the V-cycle and 
the F-cycle are equivalent. Thus, performance of the two standard algorithms de­
pends on the number of processors available as well as the constant factors. The 
F-cycle is more efficient than the V-cycle only when there are a small number of 
processors, the algorithm converges quickly and executes only a small number of 
relaxation sweeps per iteration. With a dynamic mapping where the coarse grid 
point sets are contracted and expanded across the processor topology as grids 
coarsen and refine to maintain a compact data mapping, coarse grid communica­
tions can be significantly reduced. With this dynamic implementation the F-cycle 
is more efficient than the V-cycle even with a large number of processors and slow 
convergence. Figure 1 shows the total number of machine cycles required for both 
the V-cycle and the F-cycle for a two dimensional problem of 1,000,000 points 
when the number of processors varies from 10,000 to 250,000. The figure illus­
trates the greater efficiency of the F -cycle even with two iterations regardless of 
the number of processors available. 

While the dynamic mapping significantly reduces coarse grid communication 
costs, the optimal number of processors for both standard multigrid algorithms is 
less than the number of points in the domain of the problem. As the number of pro­
cessors grows, fine grid computation costs decrease as coarse grid communication 
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costs increase. At some point the marginal reduction in computation costs is less 
than the incremental increase in communications costs and performance degrades 
with the addition of more processors. This optimum can be approximated analyt­
ically as a function of a small number of model parameters [3]. Figure 2 illustrates 
the optimum for the V-cycle which is approximately four points per processor. 
Thus, the hierarchical nature of the algorithms coupled with the penalty for dis­
tant communications results in excess parallelism degrading the performance of 
standard multigrid algorithms. 

CONCURRENT ALGORITHMS 

When the concurrent multigrid algorithms are implemented using simple, practi­
cal data mappings, inter-grid communication costs become significant. With sim­
ple mappings at the completion of each concurrent iteration, data must travel 
across the entire processor mesh. In the simplest strategy, the Chan-Tuminaro al­
gorithm, this inter-grid communication takes place every log N relaxation sweeps. 
This improves performance relative to the standard V-cycle because the concur­
rent algorithm exhibits a lower ratio of communication to computation. Figure 3 
shows the performance of the Chan-Tuminaro algorithm and the standard V-cycle 
on a two dimensional problem when the number of concurrent iterations is one-half 
the number of standard V-cycle iterations. The figure shows that the concurrent 
algorithm only becomes competitive, under favorable convergence assumptions, at 
full concurrency. The figure also shows the difference in optimal performance of 
the two algorithms. Because the inter-grid communications costs of the concurrent 
method are lower than the coarse grid communications costs of the V-cycle, the 
optimal number of processors in this range of processors (0 - Nd) is equal to the 
number of points in the finest grid. The Gannon-Van Rosendale algorithm does 
not perform as well as the standard V-cycle regardless of the number of proces­
sors. The more frequent decomposition and inter-grid transfers of the Gannon-Van 
Rosendale algorithm make it more expensive than the V-cycle regardless of the 
number of processors available. Like the V-cycle the Gannon-Van Rosendale al­
gorithm achieves optimal performance below full concurrency. Figure 4 shows the 
performance of the Gannon-Van Rosendale algorithm and the standard V-cycle in 
two dimensions with 1,000,000 points when the number of concurrent iterations 
is equal to the number of V-cycle iterations. The figure illustrates the greater 
efficiency of the V-cycle and the optimum number of processors for both algo­
rithms below full concurrency. The asymptotic performance of the Gannon-Van 
Rosendale algorithm can be improved by a logarithmic factor if a more compli­
cated data mapping is used. This mapping reduces the inter-grid communication 
distances by interspersing the coarse grids, while keeping intra-grid communication 
distances small. The details of this mapping can be found in [3]. Though the map­
ping provides an asymptotic improvement, it is substantially more complicated 
and therefore unlikely to be practical. 
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9 The Current Generation Models 

The Current Generation Models are designed to reflect the architectural charac­
teristics of the current generation of massively parallel computers. These models 
reflect the medium grain size of this generation with the number of processors 
ranging from 256 to 16K. The models also reflect the fast floating point rates of 
the powerful workstation-size processing elements. Motivated by the large dispar­
ity between the speeds of on-chip and network events, the models reflect the costs 
of a two level memory hierarchy. The cost of a local memory access is included in 
the cost of an arithmetic operation while the cost of a remote memory access is 
treated separately. The models assume the processors operate in a Single Program 
Multiple Data mode of execution. The characteristics of the models are similar, 
differing only in their treatment of communications costs. These different treat­
ments include a simple topologically blind model which simply assigns a fixed cost 
to any network communication pattern, a model which adds to the fixed cost a 
variable cost based on a topological approximation of the communications distance 
and a topologically specific single stage model. Each of these treatments reflects 
the large fixed cost of a network communications which is characteristic of this 
generation of massively parallel machines. Conservative model parameters result 
in a ratio of the cost of a floating point operation to the cost of a communication 
of approximately 1:250-500. A more detailed description of these models can be 
found in [3]. 

10 Results on the Current Generation Models 

STANDARD ALGORITHMS 

Analysis on the Current Generation models of the standard V-cycle and F-cycle 
algorithms indicates that for large problem sizes medium granularity increases fine 
grid communications costs to unacceptable levels. On moderate sized machines, 
those with lK to 4K processors, with a 2500 fixed communications cost ( approx. 75 
microseconds with a 33 MHz clock speed), the models predicted speed-ups of only 
130 times over the serial implementation with approximately 87% of execution 
time spent on communication. The table below shows the speed-ups and efficiency 
of the V-cycle, in three dimensions, for different machine sizes under different 
assumptions of fixed and variable communications costs. The problem size is 109 

points or 1000 points along each dimension. The mapping used is a simple variant 
of the two dimensional partitioning scheme. 

Interpreting the data is not straightforward. From a theoretical perspective 
these speed-ups are far from linear. On the other hand computing the wall-clock 
times associated with these predictions, then scaling these model problem times 
to reflect the increased complexity of actual applications, produces running times 
which are unacceptably slow. These discouraging predictions are a result of very 
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TABLE L Speed-Up and Efficiency 

Three Dimensional V-cycle, N 3 = 1,000,000,000 
Current Generation Models 

Processors 256 1024 4096 16,384 
Fixed, Variable 
2500, 200 49.1 130.6 338.l 359.3 

19.19% 12.75% 8.25% 5.26% 
500, 100 129.5 389.2 1102.2 2969.2 

50.58% 38.01% 26.92% 18.12% 
5000, 0 30.1 79.2 205.3 526.7 

11.7% 7.7% 5.01% 3.22% 
3600, 0 39.9 106.8 279.7 722.5 

15.59% 10.42% 6.83% 4.4% 

high communications latencies. In this range of processors, the fine grid communi­
cations costs dominate both the cost of the computation and the cost of coarse grid 
communications. The predictions of these models are in contrast to the asymp­
totic predictions of more abstract models of computation. Asymptotic analysis 
suggests the fine grid communications costs become negligible as the problem size 
gets large for a fixed range of machine sizes. These results suggest the huge imbal­
ance between the cost of communication per word and the cost of a floating point 
computation causes communication time to dominate the time spent on computa­
tion, even with one billion points. The high fixed cost of a network communication 
coupled with a low spooling rate per word motivates trying to lower the average 
communication cost per word by transmitting large blocks of words per message. 
With large messages, the fixed cost of initiating a network communication can 
be amortized over a larger number of words, lowering the effective fixed cost per 
word. With the three dimensional V-cycle, the models suggest the ability to send 
variable length messages, up to 1000 words, produces a marked increase in solution 
speed in this range of processors, on problems up to one billion points. Table 2 be­
low shows the speed-ups predicted for the three dimensional algorithm by Current 
Generation models. 

With variable length messages, computation costs dominate the total execu­
tion time producing almost linear speed-ups in this range of problem to processor 
size. The corresponding efficiency levels are above 90%. These results suggest the 
average communications cost per word can be driven down far enough through the 
efficient transmission of large messages to effectively leverage the increased com­
putational speeds of the current generation of microprocessors. Thus, the ability to 
package messages into large blocks, up to a 1000 word maximum, can potentially 
bring these machines closer to the goal of design tool performance on these prob-
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Processors 

TABLE 2. Speed-Up 

Three Dimensional V-cycle 
with Variable Length Messages 

N 3 = 1,000,000,000 

256 1024 4096 
Fixed, Variable 
2500, 200 253.3 1006.1 3965.4 
1000, 200 253.9 1010.3 3999.2 
500, 100 254.2 1012.3 4016.9 
100, 50 254.4 1013.7 4029.3 
3600, 0 253.0 1004.2 3953.3 

16,384 

15,192.1 
15,555.7 
15,773.9 
15,924.2 
15,105.8 

lems. The ability to bundle messages requires an optimized data partition which 
minimizes the maximum length of any subdomain border as well as minimizing 
the number of neighboring regions and load balancing the computation. With 
structured grids this type of optimized partition is straightforward. With unstruc­
tured meshes, however, more sophisticated partitioning techniques are required 
to produce well-shaped partitions. Several directions for unstructured multigrid 
partitioning strategies can be found in [3]. With both fixed, constant length and 
variable length message transmission, analysis on the Current Generation Models 
suggests that the F-cycle can be more efficient than the V-cycle. With fixed mes­
sage lengths, this is due mainly to the reduced amount of fine grid communication 
of the F-cycle. With the ability to send large messages, the F-cycle outperformed 
the V-cycle in three dimensions because of the reduction in the amount of required 
computation. 

CONCURRENT ALGORITHMS 

The medium granularity of the current generation leaves unexploited much of the 
subspace parallelism in the concurrent algorithms, making them far too expensive 
to be practical. With a machines in the range of 256-4096 processors producing 
more fine grained parallelism is inefficient for even moderate problems sizes. Figure 
5 shows the performance of the standard V-cycle and the Chan-Tuminaro algo­
rithm in three dimensions on a problem with 1,000,000 points. Within the medium 
grain range of machine sizes, the V-cycle is more efficient by at least a factor of 
two than the concurrent algorithm, even with favorable convergence assumptions. 
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11 Conclusions 

The architectural characteristics of each class of massively parallel computers moti­
vate different optimization strategies to facilitate the realization of the considerable 
processing power of these machines. Fine grain machines with a high variable cost 
component in communication costs motivate the optimization of the domain to 
processor topology mapping. The mapping needs to minimize the topological dis­
tance of the required communications. The medium grain machines of the current 
generation with their high fixed cost of a communication motivate an optimized 
domain partition. The partition needs to consist of "well-shaped" subdomains in 
which the maximum size of a subdomain border is minimized and the number of 
neighboring regions is small. This facilitates the transmission of large messages 
which allow the fixed cost to be amortized over a large number of words, signifi­
cantly reducing the average fixed cost per word. With simple optimized strategies 
the F -cycle is a potentially more efficient than the V-cycle on massively paral­
lel machines. The reduced fine grid activity potentially outweighs the additional 
coarse grid communications costs on many problems. Concurrent methods even 
with optimized strategies, require an accurate subspace decomposition and an un­
reasonably large number of processors to provide a practical alternative to the 
standard algorithms. This analysis suggests that this remains true regardless of 
the characterization of inter-processor communications costs. 
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Figure 1 
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Figure 3 
Chan-Tummaro versus V-cycle 
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Gannon-Van Rosendale versus V-cycle 
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A Multigrid Waveform 
Relaxation Method for Time 
Dependent Incompressible 
Navier-Stokes Equations 

C.W. Oosterlee and P. Wesseling1 

1 Introduction 

There are a number of methods to solve time dependent equations. Different ap­
proaches have been suggested to treat the "time-marching" in this type of equa­
tions. A standard approach is to solve the equations one time step after another; 
this is called a time marching scheme. The next time step is tackled when a con­
verged solution on the former time level is obtained. Each time step the equations 
are solved iteratively in space by, for example, a multigrid method. However, the 
sequential nature of time marching schemes does not lend itself well for imple­
mentation on parallel machines. Therefore new methods have been developed to 
solve time dependent equations more efficiently on these machines. In 1984 Hack­
busch ([8]) introduced two multigrid approaches called parabolic multigrid meth­
ods. Here, the time direction can be seen as one of the axes in a space-time grid. 
The multigrid procedure updates all unknowns in this space-time grid. In these ap­
proaches the equations are not solved, but smoothed time step per time step. Some 
components of these multigrid methods, like prolongation and restriction, can be 
done in parallel. In one of the methods the smoothing algorithm is sequential. The 
smoothing procedure on a new time level uses updated values from the previous 
time levels. In the second multigrid method proposed several time steps can be 
smoothed simultaneously; "old" values from previous time levels are then used. 
This smoothing method can be efficiently implemented on parallel machines. The 
computation on each time level can be independently performed by a processor of 
a parallel computer. Results with these methods are described in [2] and [4] for 
the unsteady heat equation, in [5] and [10] for the unsteady incompressible Navier­
Stokes equations in primitive variables, and in [11] for the unsteady incompress­
ible Navier-Stokes equations in velocity-vorticity formulation. Parabolic multigrid 

1Faculty of Technical Mathematics and Informatics, Delft University, 
P.O. Box 5031, 2600 GA Delft, The Netherlands 
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methods or time-parallel multigrid methods for the incompressible Navier-Stokes 
equations are described in more detail in Section 3. 
A different approach, based on the so-called waveform relaxation methods, is pro­
posed by (amongst others) Vandewalle and described in detail in [18], [19]. In 
waveform relaxation methods, an approximation of an unknown in space is calcu­
lated along a time interval of interest consisting of a number of time steps. Instead 
of updating scalars time step by time step functions in time are updated. Wave­
form relaxation schemes can be accelerated by multigrid. This solution method 
also lends itself well for parallel implementation, as is shown in [18] for several 
initial value and time-periodic problems. In Section 4 a multigrid waveform relax­
ation algorithm is presented for the incompressible Navier-Stokes equations. 
The multigrid methods discussed are investigated in this paper for the incompress­
ible Navier-Stokes equations in general coordinates. All methods will be based on 
the same smoother, Symmetric Coupled Alternating Lines (SCAL), presented in 
[17]. SCAL has shown to be robust, showed good results solving the steady in­
compressible Navier-Stokes equations in general coordinates ([13]), and possesses 
possibilities for efficient implementation on parallel machines. The algorithms are 
not implemented as a code for parallel machines. We investigate the performance 
on a Convex 3840 computer on one processor, but efficiency on parallel machines 
is considered. We try to give a clear insight in and a comparison between these 
different multigrid schemes for an unsteady flow in a skewed cavity. 

2 The discretization of the incompressible 
Na vier-Stokes equations 

The spatial discretization is described in more detail in [12], [13] and [15]. In 
general coordinates the unsteady incompressible Navier-Stokes equations are given 
in tensor formulation ([1]) by: 

where r"f3 represents the deviatoric stress tensor given by: 

(1) 

(2) 

(3) 

Here U" are contravariant velocity components, p is density, p is pressure and µ 
is the viscosity coefficient. Unknowns V" = ,/§Ua are used as primary unknowns 
together with the pressure. The arbitrarily shaped flow domain O is mapped onto 
a rectangular block G, resulting in boundary-fitted coordinates. The coordinate 
transformation is given by X = x(e), with X Cartesian coordinates and e boundary 
conforming curvilinear coordinates. The covariant derivative formula used for the 
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continuity equation is: 
ua = _!_ a,1gua 

,a ,jg a~a 

Terms in the momentum equations of the type r,t are given by: 

(4) 

(5) 

where ,jg represents the Jacobian of the transformation and { "Y~ } the Christoffel 

symbol of the second kind. 
The equations are discretized with a finite volume method on the uniform staggered 
grid in G. The convection tensor is linearized using a Picard iteration 

(6) 

where the superscript n is an iteration index. The convection term is discretized 
with a so-called hybrid discretization scheme. Depending on the mesh-Reynolds­
number Re(i,j) (i.e. the ratio between the absolute magnitudes of the flux part 
of the convection term and the viscous term in point ( i, j)) the flux part of the 
convection term is discretized with a central difference scheme (when Re(i,j) < 1) 
or with a first order upwind scheme ( when Re(i,j) > 1). There is a smooth switch 
between the two schemes using a smooth switching function w(Re(i,j)). The total 
number of variables linked together in a momentum equation is 19. 
The numerical solution of the unsteady incompressible Navier-Stokes equations in­
volves the same problem as the solution for the steady equations: the absence of a 
pressure term in the continuity equation. For the solution of unsteady incompress­
ible flow problems in the primitive formulation three different approaches have 
been developed. The uncoupled solution technique, in which the velocity compo­
nents are calculated from the momentum equations separately from a "pressure­
correction equation", a discretized form of the continuity equation combined with 
the momentum equations, is common use in practice. A second order accurate 
pressure-correction scheme is presented in [20] and is used for example in the 
ISNaS code, described in [15]. Pressure-correction methods are very efficient for 
time dependent problems, because one only needs to solve convection-diffusion 
type equations ( usually with a large coefficient on the main diagonal coming from 
the time derivative) and a Poisson type equation for the pressure correction. In 
the steady case the advantage of uncoupled solution techniques is less pronounced 
than in the time dependent case, because they require assumptions about variables 
yet to be calculated and consequently need more iterations ([14]). 
In coupled solution methods, the discretized momentum and continuity equations 
are solved simultaneously. The method adopted in this paper is a continuation of 
previous work ([13]). Therefore, a coupled solution method is used. 
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A third approach is adopted from compressible flow solvers, where for each un­
known an explicit equation exists involving its time derivative, for velocity compo­
nents the momentum equations, for density the continuity equation, and for pres­
sure and temperature the equation of state and the enthalpy equation. Hence, time 
stepping is straightforward. This approach has been extended to incompressible 
flows by means of the so-called pseudo-compressibility method ([6]). An artificial 
time dependent pressure term is added to the continuity equation. A disadvan­
tage of this method is the appearance of a parameter, which is placed in front of 
the additional term and determines the convergence rate. For the time dependent 
incompressible Navier-Stokes equations this approach has been used and inves­
tigated in [16] and in many other papers. Accurate solution of time dependent 
equations is difficult with pseudo-compressibility methods. 
For the time discretization the second order accurate BDF(2)-scheme ([7]), also 
called B3-scheme, consisting of a second order approximation of the time derivative 
and a fully implicit treatment of all spatial derivatives is used, as follows, 

ua(n+l) = 0 (7) 
,°' 

3pU<>(n+l) - 4pUa(n) + pUa(n-1) ( ) + T°'f3 n+l = pfc,(n+l) (S) _______ 2_t._t______ ,{3 

The time marching scheme. Each time step the discretized equations are solved 
with the standard nonlinear multigrid method ([3], [9]). The algorithm can do 
multigrid V-, F- and W- iteration cycles. Prolongation and restriction operators 
are described in [12]. The smoothing method is the Symmetric Coupled Alternating 
Lines (SCAL) ([17], [13]). In the steady case new values (V1(n+l), V2(n+ll,p(n+l)) 

are found with underrelaxation. For the unsteady case the additional diagonal term 
L acts as an underrelaxation term, therefore no additional relaxation is needed. 
SCAL is a zebra-type smoother: first all odd (white) rows are visited, then all 
even (black) rows are visited. With special ordering strategies acceleration can be 
obtained on parallel computers. Each time step several multigrid iterations are 
performed until a termination criterion is met. Then, the solution is considered 
accurate enough and a next time step is tackled. The termination criterion used 
is: 

(9) 
That is, a next time step (n + 1) is started when the lz-norm of the residual after 
i iterations is less than 10-3 times the norm of the initial right-hand side. This 
appeared to be a good termination criterion ([21]), while it is scaling invariant 
and independent of the initial estimate. An important aspect of time marching 
schemes is that every time step starts with a good initial approximation of the 
solution, for example: 

(n+l) (n) (10) 
uh = uh 

Comparing the coupled time marching approach using multigrid to an uncoupled 
time marching approach (ISNaS) for the unsteady incompressible Navier-Stokes 
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equations ((15]) where a pressure-correction method ((20]) is used and the mo­
mentum equations and pressure equations are solved with a GMRESR method 
((21]) and ILU preconditioner, it appeared that the coupled approach was slower 
than the uncoupled approach on a Convex 3840 using one processor. The pressure­
correction technique can be incorporated in a parabolic multigrid method ([10]) 
for the unsteady case. However, to the author it is not clear at the moment how 
an uncoupled solution technique can be incorporated in a waveform algorithm. 
Finally it is to be noted that this coupled solution technique is robust; arbitrarily 
large time steps can be taken in arbitrary domains. Furthermore, all white rows as 
well as all black rows can be done in parallel, each on a single processor. Probably 
for many problems a white-black cell-by-cell smoother will be more efficient (well 
vectorizable), but certainly less robust ! 

3 The parabolic/ time-parallel multigrid method 

The sequential process of solving equations time step by time step with a time 
marching scheme makes algorithms less efficient on parallel machines. In the fol­
lowing multigrid schemes based on a paper by Hackbusch ([8]) the time-axis in a 
space-time grid is an axis along which solutions will be updi.i,ted simultaneously for 
a number of time steps. A convergence criterion must be satisfied for all unknowns 
in this grid, so when the criterion is met all solutions on all time levels considered 
will be accurate enough. The algorithm will be sketched for the implicit Euler 
scheme, which can be summarized as 

(n+l) (n) 
Uh - uh + T. ( (n+l)) + f(n+l) 

f:l.t h Uh h (11) 

The time steps n1, n1 + 1, ... ,n2 will be updated simultaneously. Two different 
smoothing algorithms (sequential and parallel) are now described. They are of the 
following type: 

Sequential smoothing algorithm: 

begin 
for iteration number v = 1 step 1 until Vmax do : 
for time levels n = n 1 step 1 until n2 do : 
for space indices i E / 0 LJ 8IN do: 

Solve (( ~t + Mh)u(n+l),v)i = (Nhu(n+l),v-l)i + ( ~t u(n),v)i + 1in+l) 

enddo 
end sequential smoothing. 
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Parallel smoothing algorithm: 

begin 
for v = 1 step 1 until Vmax do : 
for n = n 1 step 1 until n 2 do : 
for i E 1° LJ fJIN do: 

Solve (( L + Mh)u(n+l),v)i = (Nhu(n+l),v-1 )i + ( ~t u(n),v-1 )i + f)n+l) 

enddo 
end parallel smoothing. 

Note that in the latter case all time steps can be done in parallel. Indicating the 
coarse grid by a subscript H, the nonlinear time-parallel two-grid method is given 
by: 

Nonlinear time-parallel two-grid algorithm: 
begin algorithm 

for number of iterations v = l step 1 until Vrnax do : 
for time levels n = n1 step 1 until n2 do : 
for spatial indices i E I° LJ BIN do: 
• Apply a pre-smoothing iteration ( seq-uential or parallel) 
endd•----------------------­
for time levels n = n1 step 1 until n2 do parallel: 
• Compute residual: 

(n+l) _ (f(n+l) + j_ (n)) _ (j_ + T ) (n+l) 
r - h f:lt uh f:lt h uh 

enddo-----------------------­
for time levels n = n1 step 1 until n2 do parallel: 
• Choose u~+l). 

• Apply Restriction RH : u~) = RH u~n), RH : u~') = f?,H u(;'l. 
• Apply Restriction RH as r(n+l). 

enddo-----------------------­
for n = n1 step 1 until n2 do : 

(12) 
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• Solve the coarse grid equation for uC::+I). 

_ RH( (n+I)) + (_!_ + T ) - (n+l) _ _!_ - (n) 
- SH r fit H UH fit UH 

enddn----------------------­
for time levels n = n 1 step 1 until n 2 do parallel: 
• Prolongation: 

enddn--~------------------­
for number of iterations v = 1 step 1 until Vmax do : 
for time levels n = n 1 step 1 until n 2 do : 
for spatial indices i E 1° LJ 8J N do: 
• Apply a post-smoothing iteration (sequential or parallel) 
endd•----------------------­
end nonlinear time-parallel two-grid algorithm. 

(13) 

(14) 

(15) 

Again the coarse grid equation can be solved in a similar way, i.e. by intro­
ducing a third coarser grid and by executing a number of two-grid cycles, etcetera. 
The introduction of a sequence of grids leads to the time-parallel multigrid al­
gorithm, also called parabolic multigrid algorithm with different iteration cycles. 
Here again V-, F- and W-cycles are implemented. Note that different stages in the 
multigrid algorithm can be performed in parallel in time direction. The restric­
tion and prolongation operators are only spatial operators. We do not apply grid 
coarsening in time. 
In [2] results are obtained efficiently with a parabolic multigrid method on a trans­
puter system. A sequential smoother of Gauss-Seidel type is compared to a parallel 
smoother of Jacobi type for a parabolic differential equation. It was found that a 
good speed-up was obtained for the sequential smoother for many processors in a 
model problem, while the good speed-up with the parallel smoothing method was 
limited to a small number of processors. 
In [5] and [10] a time-parallel version of the SIMPLE algorithm is used to solve the 
incompressible Navier-Stokes equations on a transputer system. Good efficiency is 
obtained for an unsteady driven cavity problem. In [11] a vorticity-velocity formu­
lation is applied to the incompressible Navier-Stokes equations. The smoother is a 
so-called Group Explicit Iterative method (GEI), and good convergence and CPU 
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time results for a small number of processors (varying from 1 to 4) are presented 
for the steady driven cavity problem solved with unsteady equations. 
In this paper the incompressible Navier-Stokes equations in general coordinates 
will be smoothed in the time-parallel multigrid method with a sequential and a 
parallel variant of the SCAL smoother as smoothing method on all time levels. 
The parallel variant is implemented as in [8]. In these time-parallel methods (10) 
can not be used to obtain a starting solution. A good initial approximation on 
each time level will be produced with "nested iteration". Implemented are nested 
iteration V- and F-cycles. 

4 The multigrid waveform relaxation method 

A smoothing algorithm is the most time consuming part of a multigrid method, 
and it will be interesting to execute this part efficiently on a parallel machine. With 
a waveform relaxation method communication costs are probably lower than for 
the other relaxation schemes. Waveform relaxation methods update an unknown 
in a grid-point along a time interval consisting of a number of time steps. If an 
unknown in space is assigned to a processor, then during the smoothing of that 
unknown in time there is no need for a lot of communication with other processors, 
which can be costly. Originally, waveform methods were developed as relaxation 
schemes in simulation techniques of electrical network problems. Waveform relax­
ation methods are found to have qualitatively the same convergence behaviour as 
basic iterative methods. High frequency errors are smoothed quickly, while low 
frequency errors are damped slowly. Therefore waveform relaxation methods are 
also suited for a multigrid acceleration. The nonlinear multigrid waveform algo­
rithm differs from the nonlinear time-parallel method, presented in the previous 
section, only in the smoothing algorithm. Again the restriction and prolongation 
operators, which are spatial operators (no coarsening is applied to time steps), 
can be done in parallel. In [18] the multigrid waveform algorithm is found to 
perform very well on several nonlinear initial boundary value and time-periodic 
parabolic partial differential equations on a parallel machine. The smoother used is 
a white/black Gauss-Seidel waveform smoother. A comparison between the stan­
dard time marching scheme and the multigrid waveform method even on a single 
processor shows a competitive performance for the multigrid waveform method 
in many cases considered ([19]). Here, a multigrid waveform relaxation method 
to solve the incompressible Navier-Stokes equations is presented with the SCAL 
waveform relaxation method as smoother: 
First all horizontal "white" rows are updated (which can be done in parallel on 
a parallel machine) on all time levels tn1 , ••• ,tn2 • Then, all horizontal "black" rows 
are updated on all time levels. After a waveform sweep along horizontal rows a 
sweep along vertical rows will be applied. 
Since many time levels are involved the horizontal and vertical rows (in space) are 
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in fact vertical time blocks. 
For an implicit Euler scheme the waveform smoother looks like: 

Waveform smoothing algorithm: 

begin 
for number of iterations v = 1 step 1 until Vmax do : 
for spatial indices i E 1° U 8IN do: 
for time indices n = n1 step 1 until n2 do : 

enddo 
end waveform smoothing. 

A disadvantage of the waveform method chosen is that extra storage of operators 
and unknowns is required. A remedy to avoid too much storage is to use small 
values of n2 - n1. 

5 Results 

In the test example four methods are compared: 
1) the time marching scheme with the initial solution from (10), 
2) the time-parallel multigrid method with sequential SCAL, 
3) time-parallel multigrid with parallel SCAL, 
4) multigrid waveform relaxation with waveform SCAL, 

An unsteady skewed driven cavity. The test example used here is the unsteady flow 
in a driven cavity, which has the shape of a parallelogram, with skewness angle 45°. 
It is described and invesigated for the time-parallel method on a parallel machine 
in [10] for a square cavity. The topwall of the skewed cavity is moving with velocity 
u = sin(t) from to = 0 to tend = 1.5 (~ 7f /2). The number of time steps is 40; they 
are divided in time-windows (n2 -n1) consisting of 5, 10, 20 and 40 time steps. The 
behaviour of an F-cycle with 0 pre- and 1 post-smoothing iterations (F(0,1)) for 
a higher Reynolds number is investigated: Re = 1000. We obtained the average 
number of iterations to satisfy termination criterion (9) and approximations of 
convergence factors vt) from 

(16) 
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For n always the last time level is chosen. There the approximate convergence 
factor was generally not smaller than for earlier time steps. In many cases v}n) is 
found to be approximately constant (for i ~ 20), in which case we have found the 
asymptotic convergence factor (n = 40). As starting solution (10) is chosen for 
the F(0,1)-cycle for the time marching scheme and a zero starting solution for the 
other schemes. For these multigrid schemes also results for an FF(0,1)-cycle (an 
F-cycle with F-nested iteration) are presented. The results are presented in Table 
1. 

TABLE 1. Average number of iterations per time step to satisfy the termination criterion 
and approximations of the convergence factor for the skewed driven cavity problem with 
(FF(0,1)) and without (F(0,1)) nested iteration, on a 64 x 64- grid. 

scheme window T: l.~t 
non-nested seq. 

marching F(0,1) # it. 2.0 

F(0,1) (n) 
vi 0.27 

window T: 5.~t 10.~t 20.~t 40.~t 
(non)-uested seq. par. seq. par. seq. par. seq. par. 

parabolic F(0,1) # it. 3.9 5.7 4.2 8.0 4.4 12.2 4.5 20.4 
FF(0,1) # it. 2.9 4.5 3.0 6.5 3.0 10.7 3.1 18.1 

waveform F(0,1) # it. 4.1 - 4.6 - 5.0 - 5.2 -
FF(0,1) # it. 3.0 - 3.2 - 3.3 - 3.5 -

parabolic F(0,1) ,(n) 
vi 0.32 0.29 0.28 0.31 0.28 0.48 0.28 0.20 

FF(0,1) (n) 
vi 0.35 0.29 0.31 0.32 0.31 0.48 0.30 0.22 

waveform F(0,1) ,(n) 
vi 0.29 - 0.31 - 0.34 - 0.36 -

FF(0,1) (n) 0.30 - 0.32 - 0.36 - 0.36 -vi 

6 Conclusions 

Three multigrid methods for the time dependent incompressible Navier-Stokes 
equations equations in general coordinates have been compared for several test 
problems, namely a time marching scheme, a parabolic multigrid method and 
a multigrid waveform relaxation method. For all methods an essential part of 
the algorithm, the smoother, was based on the same robust alternating zebra 
line smoothing method SCAL. Contrary to solving steady incompressible Navier­
Stokes equations no additional underrelaxation is required to solve the unsteady 
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equations. A sequential and a parallel version of the smoothing method are com­
pared in the time-parallel multigrid method. Approximate convergence factors and 
the average number of iterations per time step to satisfy a termination criterion 
are investigated. Satisfactory results were obtained for all three methods with the 
sequential smoother, especially with nested iteration. The number of iterations to 
satisfy the stopping criterium is approximately the same for the parabolic multi­
grid method and for the multigrid waveform relaxation method. Furthermore, this 
number did not differ much when larger time-windows were used. For the parallel 
smoother in the time-parallel method the efficiency is reduced, when larger time­
windows are encountered. The sequential computational complexity of all three 
methods is about the same, but their differ markedly in their parallelization po­
tential. It will be interesting to study the behaviour of the smoothers on a parallel 
machine. 
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Implementation Aspects of the 
Multigrid Formulation of Finite 
Volume Algorithms on 
Unstructured Grids 

Kris Riemslagh and Erik Dick1 

1 Introduction 

Multigrid methods were originally formulated on structured grids. Seeking an ef­
ficient implementation of the multigrid on unstructured meshes involves reformu­
lation of the different parts of the multigrid. The choice of grids and intergrid 
connections determines the amount of work needed for these operations. To facili­
tate the formulation of the intergrid functions, coarser meshes can be constructed 
with telescoping nodes or cell faces. Different possibilities are discussed. 

The most cpu intensive part of a multigrid process is the spacial discretization 
operator. We considered the vertex centred formulation of a flux-difference finite 
volume algorithm. The data structure used to calculate the fluxes and flux balances 
determines the efficiency and the ease of the construction of the operator. Several 
alternatives, point-based, edge-based or cell-based data structures are possible. For 
every choice different possibilities exist to describe the connectivity information. 
An evaluation of these choices is given. 

Finally for a given data structure type and a given algorithm, orderings can 
be imposed on the different lists of the data structure. These orderings can improve 
the speed of searching algorithms and the speed of execution by improving local 
use of data. 

2 Data structure for spacial discretization 

In the finite volume method, Euler or Navier-Stokes equations are discretized by 
writing the flux balance over a control volume. The vector of variables that be­
longs to the control volume is then updated with this flux balance. Therefore the 

1 Universiteit Gent, Sint-Pietersnieuwstraat 41, 9000 Gent, Belgium 
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calculation of the flux balances is very often one of the most calculation intensive 
parts of solving the problem. So, it is very important that these calculations are 
organised efficiently. For an unstructured mesh, the flux balance calculations can 
be ordered in several ways. The class of methods that can be used to update the 
vectors of variables is often determined by this. Also the way the flux balances 
are calculated has some influence on the data structure that can be used. The 
flux balance can be calculated per control volume, with a loop over the surround­
ing or forming edges. A Gauss-Seidel type update could then be used. It is also 
possible to calculate all the flux balances at once, with a loop over all the edges. 
For every edge, the calculated flux is added to one side and subtracted from the 
other side. Now, a Jacobi type update would be more suitable, since all the up­
dates have to be done after the flux balance calculations. Other orderings for the 
calculations are possible. The different data structures that can be used to imple­
ment the calculations, are shortly discussed below. Given a certain mesh with cells 
(e.g. triangles, polygons), nodes and edges, the data structure can be cell-based, 
node-based or edge-based. This classification is made on the way the connectivity 
information is stored. In general, for any data structure there are lists of nodes 
(state-variables, ... ), lists of edges (length, outer normal, .. ), and lists of cells (area, 
... ). But the way information such as, which nodes form an edge or which edges 
form a triangle, is stored, classifies the data structure. A cell-based data struc­
ture stores for every cell a list of connectivities. These could be nodes or could be 
edges. The same is true for the other data structure types. Every type has some 
minimum form, in which the minimum information to describe the connectivity 
is stored. Extensions to a minimum form are always possible, and are very often 
used to facilitate the description of the algorithm. The extensions can always be 
constructed from the minimum form. 

The classic cell-based data structure is illustrated in figure la, and consists 
of a list of node references for every cell. A typical extension is given in figure lb, 
storing also references to the neighbouring cells. Figure le represents a minimum 
form of the edge-based data structure. Some variants of extensions are given in 
figure ld, le, 1f and lg. For a node-based data structure figure lh and li give some 
suggestions. Figure li is a so-called out-degree structure. For more information 
about this data structure and others, see [1]. The examples given above are abstract 
data structures. They can all be implemented in different ways, depending on the 
programming language and inventivity of the programmer. For example the data 
structure of figure lh implemented in Fortran could result in an array of nodes 
with for every node a list of connected nodes. 

PARAMETER (MAXNODES= 10000,MAXNEIGHBOURS= 10) 
INTEGER CONNECT(MAXNODES,MAXNEIGHBOURS) 

Since the average number of neighbours for a triangulation is less then 6, a memory 
more efficient implementation would be to store for every node a reference to an 
array in which all the neighbours of all the nodes are stored. 
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FIGURE 1. Geometrical interpretation of some abstract data structures. 

PARAMETER (MAXNODES=lO000) 
INTEGER FIRST NEIGHBOUR(MAXNODES+l) 
INTEGER NEIGHBOUR(6*MAXNODES) 

A loop to calculate the flux balances could then look like 

DO ND=l,NNODES 
DO NB=FIRST NEIGHBOUR(ND),FIRST NEIGHBOUR(ND+l)-1 
ND2 = NEIGHBOUR(NB) 
calculate flux of edge with nodes ND and ND2 
ENDDO 
ENDDO 

This second implementation may require more complex descriptions of grid chang­
ing algorithms. Certainly other alternatives are possible. The implementation in 
C-language could be done with pointers, with for every node a linked list ofneigh­
bouring nodes. 

From the examples above, it is clear that a lot of different more or less efficient 
implementations of different variants of the same data structure type are possible. 
Which one to choose depends on the set of operations or algorithms that need to 
be described with it. The choice that was made by the authors is an edge-based 
data structure represented by figure le extended with the one of figure lf, and 
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for the higher order flux-definition figure lg. It consists of a list of edges with 
for every edge the two forming nodes. This is the minimal form. The extension 
to it, to facilitate mesh generation, exists of two references to neighbouring edges 
for every edge. These two neighbours are found by rotating around the two edge 
forming nodes counter-clockwise. An extra list of nodes with for every node one 
reference to a neighbouring edge, allows an easy description of a loop over all the 
nodes with an inner loop over the surrounding edges. The Fortran implementation 
of the data structure looks then like 

PARAMETER (MAXNODES=lO000) 
PARAMETER (MAXEDGES=3*MAXNODES) 
INTEGER NODE(MAXEDGES,2) 
INTEGER NEXT ED(MAXEDGES,2) 
INTEGER CONN ED(MAXNODES) 

3 Intergrid operations 

The amount of work needed for the intergrid operators is determined largely by the 
way the coarser meshes were generated. The first choice that should be considered 
is the case in which the meshes are totally unrelated. On the other hand, to facili­
tate intergrid functions, coarser meshes can be constructed with some telescoping 
nodes or cell faces. With telescoping is meant that the nodes or the cell faces of 
the coarse mesh appear in the finer meshes. 

For two consecutive meshes from a multigrid cycle, the ratio of the number 
of nodes is roughly taken to be cd with c normally around 2 and d the number 
of dimensions. This ratio should be met globally as well as locally. Most mesh 
generators have a way of defining the local mesh spacing to help meeting this 
ratio. 

3.1 TOTALLY UNRELATED MESHES 

In the case of totally unrelated meshes, no extra demands on the mesh genera­
tion are imposed. That this approach works well was illustrated in [2]. Since the 
meshes are generated independently, they have to be interconnected, preferably in 
a preprocessing stage. Whatever order of interpolation is used, for every fine grid 
node, the surrounding coarse grid cell has to be determined, and for every coarse 
grid node, the surrounding fine grid cell has to be found, see figure 2. With this 
information, interpolation coefficients can be calculated and stored for use during 
the flow calculation. How the interpolation formula looks like depends on the order 
of interpolation. For a triangular mesh, zero and first order are relatively simple 
in more dimensions, but higher order interpolation requires data from nodes lo­
cated in a larger perimeter. For generally unstructured meshes these higher order 
interpolations are normally not used. 
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C 

FIGURE 2. Intergrid connections for totally unrelated meshes. 

To determine the surrounding cell for a particular node of a different mesh 
is not a trivial problem. A naive search over all the cells would require O(N) 
operations, where N is the number of nodes, resulting in O(N2 ) operations for 
the connection of all the nodes. This would be prohibitively expensive, requir­
ing more time than the flow solution itself. Hence an efficient search algorithm is 
needed. In [2] a grid-search algorithm is described with theoretical performance 
O(NlogN) but with practical performance even O(N). The algorithm for finding 
the surrounding cell of a node, starts from a given cell examining the neighbour­
hood of this cell. A larger perimeter is taken untill the surrounding cell is found. 
The closer the starting cell is, the faster the surrounding cell is found. Therefore, 
taking the next node as a neighbour of the previous node, with the starting cell 
the surrounding cell of the previous node, speeds up the algorithm considerably. 

Using an unstructered mesh in a multigrid process, one would probably want 
to store the different meshes independently of each other. Therefore, an algorithm 
to connect two meshes is necessary anyhow, even when the meshes are generated 
with telescoping nodes or cell faces. 

3.2 TELESCOPING CELL FACES 

The coarse mesh is said to have telescoping cell faces if the coarse cell faces appear 
in the finer meshes. This is the case in the volume-agglomeration method for the 
control volumes [3, 4]. The cell faces are found in the dual mesh of the control 
volumes. The coarse levels are imbedded into the fine one by concatenation of 
control volumes defined around a mesh point. This results in coarse levels that are 
defined by a polygonal partition of the domain. These polygonal partitions are the 
control volumes for the finite volume discretisation. Since these partitions are not 
convex, the dual of this mesh does not necessarily exist, and this creates difficulties 
for the evaluation of higher order derivatives. The method works well if the stencil 
of the discretized operator is small enough, as for the central differencing or first 
order upwind flux differencing operator. The special form of the coarser levels has 
some important implication for the multigrid algorithm. 
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The restriction operator is similar to that used for structured grids, since 
coarse control volumes are built up of fine grid control volumes. The residuals 
are simply summed from the fine grid. For the restriction of the flow variables, 
an area-weighted interpolation can be used, as in [4]. For the prolongation of 
the correction, however, only piecewise constant interpolation can be applied. A 
linear interpolation would require the existence of a coarse triangulation. Of course, 
additional smoothing steps can be employed to smooth the correction. 

The reason why the volume-agglomeration method was developed was to 
avoid the mesh generation of the coarser meshes, and to reuse the partitioning of 
the domain of the fine mesh. The aim was to place the agglomeration itself together 
with the construction of the restriction and the prolongation, in a separate unit of 
which the user does not need to know the details of implementation. 

3.3 TELESCOPING NODES 

In the mesh generation with telescoping nodes two different approaches are possi­
ble. Meshes can be generated from coarse to fine or from fine to coarse. Of course, 
given a fine mesh one can only generate the coarser ones, preferably in an auto­
matic way independent of the geometry of the mesh. To do this, a set of nodes 
from the fine mesh has to be selected and reconnected. During the selection phase 
special attention must be paid to the boundary nodes. Typically half of the bound­
ary nodes are selected. Some of the boundary nodes are crucial for the description 
of the geometry and have to be selected every time during the coarsening, e.g. 
leading and trailing edge of an airfoil. In [5] a coarsening algorithm is given which 
is based on the idea that all the neighbours of a coarse node can be removed from 
the list of 8elected nodes. Initially all nodes are selected. In [6] more or less the 
inverse is done, starting from a list of non-selected nodes, all neighbours of an non­
selected node are selected. In the first algorithm, the special boundary nodes are 
processed first, then the other boundary nodes, and then the internal nodes. The 
algorithm reduces the number of nodes roughly by a factor of 2d. In the second 
algorithm [6] special points cannot be removed, and the other boundary points are 
only processed the first time. Here the number of nodes is only reduced to 3 / 4 of 
the initial number so that the algorithm must be applied a few times to get the 
required coarsening. Examples of both coarsening strategies are given in figure 3c 
and 3d. If we compare both strategies in terms of mesh quality, it is clear that the 
first strategy by [5] gives smoother meshes, although the multigrid convergence 
does not seem to differ much in both cases [6, 7]. 

After selection of the set of nodes that will form the coarser mesh, these nodes 
have to be connected. As for the initial mesh, all mesh generation algorithms can 
be used, starting from scratch. It is also possible to remove the non-selected nodes 
from the finer mesh. How this can be done will be discussed in the mesh generation 
section. 

If the finest mesh is generated with a node incremental process starting from 
a very coarse mesh, always adding nodes, it is very easy to store some of the 
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FIGURE 3. Double wedge triangular meshes. a: Final mesh (1333 nodes); b: Intermediate 
mesh in the generation process of mesh (a) (348 nodes); c: Mesh generated by coarsening 
mesh (a) [5] (365 nodes); d: Mesh generated by coarsening mesh (a) [6) (406 nodes) 

intermediate meshes for use in the multigrid. When the quality of the fine mesh 
is improved by a smoother, the coarse grid nodes which are connected to the fine 
grid nodes, will also be moved. That this strategy also works, giving good quality 
coarse meshes, was already shown in [6, 8] and is illustrated in figure 3b. 

Independent of the way the coarser meshes were generated, the property of 
telescoping nodes reduces the complexity of the intergrid operations. The injec­
tion of flow variables is straightforward, as is the prolongation of corrections in 
the telescoping nodes. For the fine grid nodes that do not appear in the coarser 
grid, corrections can be interpolated on the coarse grid, as in the totally unrelated 
meshes, or averaged on the fine grid, keeping the intergrid connectivity to a mini­
mum. In the approach followed in this paper (figure 4), the correction in node i is 
the average of the corrections in nodes a, b, c, that appear on the coarser mesh. 

For the restriction, more or less complex agglomeration and smoothing algo­
rithms can be constructed. The one that is used here tries to keep the required 
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FIGURE 4. lntergrid operations on meshes with telescoping nodes. 

intergrid connectivity information to a minimum. First, the residual is divided by 
the control volume area (2D). Then, these scaled residuals Rj are averaged or 
weighted on the fine grid. This averaging, which is done implicitly or explicitly 
has the function of a low-pass filter. The resulting quantity is then injected to the 
coarse grid, and multiplied with the coarse grid volume area. With Ra the quantity 
in node o, calculated with Ra the residual in node o and Rj the residuals in the 
surrounding nodes, the explicit residual weighting is given by 

n 

(1 + nc)Ra =Ra+ /L, Rj, 
j=l 

while the implicit residual weighting is given by 

n 

(1 + nc)Ra - c LRJ = Ra, 
j=l 

(1) 

(2) 

Since the function of this weighting is to filter out the high frequencies, a few 
Jacobi sweeps ( e.g. 3) are enough to calculate Ra. In the next section, the data 
structure is explained that allows easy implementation of the intergrid operators. 

As described above, the residual restriction and correction prolongation were 
formulated as an operation on one grid, followed by an injection from that grid to 
an other grid, possibly followed by an operation on the other grid. In this way, the 
only intergrid operation that has to be implemented is the injection. 

4 Data structure for the intergrid operations 

As was indicated before, one of the design goals of the data structure is to allow 
easy and efficient implementation of the intergrid operations, in terms of memory 
and cpu. Since the code was written in Fortran, only some ideas of the object 
oriented philosophy could be used. Not a complete description of every object will 
be given here, only the relevant parts to understand the intergrid operations. One 
of the basic objects is the point, which is a location in space, with two coordinates. 
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FIGURE 5. A list of nodes and a list of edges are part of the object mesh. 

With the object point, the object node is built, which is a location in the computa­
tional space, i.e. flow variables will be part of a node. Two nodes can be connected 
by an edge. So the object edge consists of two nodes pointers. The object mesh is 
then formed by a set of edges together with a set of nodes. A pointer in Fortran is 
implemented as an index in an array. Since a lot of operations have to or can be 
done as a loop over edges (e.g. flux calculations, weighting functions), the edges 
that build up a mesh are stored consecutively in the array of edges. The same is 
true for the nodes that build up a mesh. So, a node and an edge can only belong 
to one mesh, figure 5. 

This is not the case with the object point. A point, which stands for a unique 
location in space, can be referenced to by different nodes, and therefore belong to 
different meshes. The characteristic property of two meshes with telescoping nodes 
is that they have nodes with references to the same point. This property is used in 
the implementation of the injection. To do this, a vector of state variables, called 
trval, is added to the object point. One of the operations of the object mesh is 
now to copy the variables that need to be injected to trval for the points of all its 
nodes. If a point has received some values, a point flag trflag is set. Now the other 
mesh can pick up the values in trval. Of course, only flagged nodes are picked up. 
So, the two operations copy-to-points and copy-from-points can be performed on 
a set of variables that belong to the nodes of a mesh. The point flags trflag are 
flagged by setting their value to the mesh number. By using this type of flag no 
reset operation is required, only an initialization in the beginning of the program. 

Of course, the suggested implementation is only one of a large number of 
possibilities. But it is one in which the object mesh contains no information of 
the other meshes. The pointers that build up the connection between two meshes 
are from node to point. This is a rather nice property, especially if one wants to 
optimize the orderings of the node and edge arrays. This is discussed in the section 
on orderings. 

5 Mesh generation 

The mesh generator that was used to construct the meshes of figure 3 and that is 
formulated with the edge-based data structure is built with two basic algorithms. 
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The first one is based on the advancing front method, developed by Tanemura 
et al. [9], simplified to work on a set of nodes which are already connected. The 
nodes have to lie on the boundary of a polygon. With this algorithm, a given, 
not necessarily convex, polygon can be triangulated. No extra nodes are added. 
The result is a constrained Delaunay triangulation of the given polygonal bound­
ary. This algorithm was used for the generation of the initial triangulation of the 
domain. The domain was defined by discretizing the boundaries based on local 
curvature and local mesh spacing. 

The second basic algorithm used in the mesh generation allows the addition 
of a node to an existing triangulation. The new node is connected to three or four 
existing nodes: three nodes if the new node lies inside a triangle, four nodes if the 
new node lies on an edge. The triangulation is made Delaunay by the use of a 
diagonal swapping algorithm [10]. 

To delete a node, the node ( together with all the connected edges) is removed 
from the triangulation and then the remaining cavity is retriangulated using the 
first basic algorithm. 

6 Orderings 

In this section, orderings of the node and edge arrays of the previously described 
data structure are given. The orderings of the lists that are used to describe the 
mesh have an influence on the execution speed of algorithms. In many algorithms 
the bandwidth or profile of the matrix of the system to be solved, determines the 
amount of computation and memory required. The meshes obtained from most 
mesh generators have very poor natural orderings. The left side of figure 6 shows 
the non-zero entries associated with the Laplacian of the mesh of figure 3a. The 
Laplacian of a mesh represents the non-zero entries in the system matrix due to a 
discretization which involves only adjacent neighbours of the mesh. 

Several algorithms exist that attempt to optimize the profile of the matrix 
[1]. The ordering technique that is used here is based on a Cuthill-McKee type 
algorithm. The heuristics behind the algorithm are very simple. The difference 
between the node numbers of an edge must be small, otherwise they will produce 
entries with a large bandwidth. The Cuthill-McKee algorithm splits up the nodes 
in sets. Starting from the first set ( a node), the next set of nodes is defined as all 
the nodes connected to the nodes of the this set which have not been placed in 
earlier sets. The nodes of a set are ordered by increasing vertex degree. The sets 
are numbered consecutivly. Here, the ordering of the nodes of one set is modified 
compared with the original Cuthill-McKee algorithm. This is done to improve the 
profile with respect to the execution speed of the loop over edges, on a computer 
equiped with a data-cache. The algorithm is applied recursively, i.e. the sets are 
again divided into subsets with the same algorithm. The starting node for the first 
subset of a set is the one with the smallest neighbour number. The result of the 
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FIGURE 6. Non-zero entries in the system matrix associated with the Laplacian of the 
mesh, with no reordering (left) and with reordering (right). 

reordering is shown in figure 6. Now the list of edges is ordered according to the 
minimum node number of an edge. 

That this ordering improves the execution speed of a loop over the edges can 
be seen as follows. When the loop over the edges is done, the node numbers of 
an edge are close to the node numbers of the previous edge. Therefore it is likely 
that the data belonging to the nodes is found in the cache. The speed up due to 
this reordering depends on the amount of floating point calculations per edge. The 
speed up measured in cpu time on a IBM3090 with one processor, ranges from 5% 
fo; the first order flux-difference splitting scheme to 25% for the central scheme. 

7 Conclusion 

Implementation and formulation of a multigrid algorithm on unstructured meshes 
can be done in several ways. If meshes are constructed to minimize the overhead of 
intergrid operations, the mesh generation becomes more difficult. This is the case 
if the meshes have telescoping nodes. With the choice of a suitable data structure 
algorithms can be constructed to solve these problems. 

In the formulation of the spacial discretization the data structure plays a 
leading role. 
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Solution of Full Potential 
Equation on an Airfoil by 
Multigrid Technique 
C. Srinivasa1 

ABSTRACT The multigrid technique is used to accelerate the convergence of flow 
algorithms. In this paper the technique has been used to solve the full potential 
equation in its non-conservative form for a symmetrical airfoil using a cartesian 
grid system. The solutions reported here used upto three grid levels for zero airfoil 
incidence and upto two levels for one degree of incidence. CPU times obtained for 
the two cases have been tabulated. They clearly show substantially reduced CPU 
times as against single grid solutions. The equivalent number of iterations for the 
converged solution decreases as the number of grid levels increase. The solution did 
not converge in some cases because the lowest level grid was very coarse. We are 
uncertain as to the effect of non-zero incidence on convergence, but it does seem 
to play a role. The computed pressure distributions are also presented. 

1 Introduction 

The multigrid technique is a useful tool for reducing computational times by ac­
celerating solution convergence to flow problems[l]. This is a powerful method and 
experience is needed to implement the technique. Earlier, this technique was tried 
by the author on a one-dimensional polynomial equation(2], on the two dimen­
sional Laplace equation(3] and later on the full potential equation for an airfoil at 
zero incidence upto two grid levels(4]. 

Deconinck and Hirsch(5] have combined the finite element approach with the 
multigrid technique to solve the transonic, conservative, full potential flow equa­
tion, using arbitrary body fitted coordinates. Among the examples, they consid­
ered a two-dimensional NACA 0012 airfoil at zero incidence for free stream Mach 
number of 0.85 and provided its convergence history and pressure distribution. 

Boerstoel[6] adopted the multigrid technique for steady transonic potential 
flows around airfoils, using Newton iteration. The flow ~quations were discretized in 

1Scientist, Computer Support and Services, National Aerospace Laboratories, BAN­
GALORE 560017, INDIA 
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a fully conservative form on an approximately orthogonal grid of 0-type. The grid 
was aligned along the airfoil. Numerical experiments were carried out on a NACA 
0012 airfoil for different Mach numbers and incidences. Pressure distributions for 
the cases considered and the convergence analysis with reference to Rmax (Residue 
Max) are reported in his paper. 

Becker[7] has applied the multigrid technique to study the airfoils in two 
dimensional transonic flow using the full potential, non-conservative, flow equa­
tion with emphasis on convergence factors. Convergence factors for different Mach 
numbers and zero incidence for a NACA 0012 airfoil were tabulated. 

This paper looks at the finite difference multigrid method using cartesian 
grids with column SLOR relaxations, to solve the full potential equation in non­
conservative form at subsonic speed, around airfoils. Our emphasis was on CPU 
times obtained and the convergence history of the solution. The multigrid tech­
nique is based on the corrections applied to the solutions of the differential equation 
on a fine grid, by an approximated differential equation of similar type, on a coarse 
grid. We have used the Full Approximation Storage developed by Brandt[l]. The 
software for the flow problem was taken from NAL SOFFTS library[9]. 

The multigrid technique attempts to remove the high and low frequency 
errors during the computations to obtain the solution of the given equation. The 
high frequency is nothing but short wavelength errors, which can be effectively 
smoothened on a fine grid with the SLOR scheme. The low frequency or long 
wavelength errors are smoothened on a coarse grid more efficiently where the 
number of points are less. 

To start the multigrid computations, some relaxation sweeps are performed 
on the finest grid and later the computations are moved to the coarser grid depend­
ing on the convergence rate. The computations are shifted to a still coarser grid, if 
there is no convergence on the higher level grid. After convergence is obtained on 
the coarse grid, computations are performed on the fine grid after updating all the 
grid point values. This continues till convergence is obtained on the finest grid. 

The finite difference equations to be solved are defined on a cartesian grid[8]. 
The x - y physical plane (Figure 1) has been stretched or transformed to l - T/ 
computational plane. The tridiagonal equation systems used in line relaxation 
sweeps are solved by a tri-diagonal solver. Central difference scheme has been used 
for flow computations since only subsonic (elliptic) flows are being considered. The 
computer used was the Sperry 1100 at NAL. 

2 Description 

The full potential equation in non-conservative form is given by 
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where a 

u 

V 

<P 
V 

Moo 

a 

0 

x,y 

acoustic speed= [1 - 1 ; 1 (u2 + v2 - M~)] 112 

X - component of velocity= M 00 (cos a+ <Px) 
Y - component of velocity= M 00 (sin a+ <Py) 
perturbation velocity potential 

specific heat ratio 

free stream Mach number 

incidence 

tan- 1 (y/x) 

cartesian co-ordinates 

The appropriate boundary conditions are 

1. at the airfoil surface= (dy/dx) = (v/u), 

2. at the far field, 

¢=-f/21r tan- 1 (Jl-M&, tan(0-a)) 

where r = circulation of the flow determined by the change in potential across the 
Kutta-Joukowski cut at the trailing edge of the airfoil, i.e. 

r = ( <Py=O+ - <Py=o- )trailing edge 

The finite difference equation of the full potential equation considered is 

where 

w 

superscript+ 

f and g 

~ <P~ + (1- ~) 
w '1 w 

<Pij 

relaxation factor 

current relaxation sweep values 

coordinate stretching functions 

The L2 norm of the residues of the above equation is taken as the measure 
to check for convergence against the tolerance assumed. The particular problem 
studied is the NACA 0012 airfoil, at a free stream Mach number of 0.63 and at 
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incidences O and 1 degree. The grid levels used were as follows; 

level one 
level two 
level three 
level four 

(97 X 49) 
(49 X 25) 
(25 X 13) 
(13 X 7) 

Finest grid 
Medium grid 
Coarse grid 
Coarsest grid 

The airfoil at O degree used levels one to three, and at 1 degree, levels one 
and two. 

3 Results and Discussions 

The results obtained for the airfoil at O degree show that the technique reduces 
CPU time considerably when two- and three-levels of grids are used as compared 
to a single level, as expected. The CPU times obtained for the different levels 
are shown in Table 1. The plot of Log (ERRR) vs. equivalent number of iterations 
shows clearly that when the number of levels was increased, the equivalent number 
of iterations reduce correspondingly. The convergence history is shown in Figure 2. 
Here ERRR is nothing but the residue norm (12 norm) as referred earlier. Equiv­
alent number of iterations is defined as approximately the number of iterations on 
the coarse grid that is equal to one iteration on the fine grid, based on the grid 
size or the number of points. 

When the number of grid levels was increased to four, we encountered non­
convergence. This may have been due to the coarseness of the fourth level grid size 
(13 X 7). 

The results for the airfoil at 1 degree showed that the CPU time is once again 
reduced considerably. The CPU time is tabulated in Table 2. The convergence 
history is shown in Figure 3. Here also it is evident that the equivalent number of 
iterations for two grid levels is less than that for single level grid. 

At higher incidences, solutions failed to converge. We believe the reasons are 
the same as those mentioned in [6], i.e. large changes in the solution at the airfoil 
leading edge give rise to an increase of residue norms. 

Also, keeping the incidence to one degree and increasing the number of grid 
levels to three failed to give a converged solution. The third level grid is perhaps 
unable to provide proper corrections to the next higher level and causes non­
convergence. 

The pressure distributions on the airfoil surface computed for zero incidence 
and one degree incidence agree at all levels. Figure 4 depicts the pressure distri­
bution for zero incidence and Figure 5 for one degree incidence. 

In our opinion, if the finite difference scheme is replaced by a finite element 
scheme,it may be possible to get convergence at coarser grid levels [5]. 
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4 Conclusions 

Multigrid method reduces the CPU time as compared to a single level solution. 
The equivalent number of iterations for a multigrid solution is less than that of a 
single level grid. 
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TABLE 1. COMPARISON OF CPU TIMES 

NACA 0012 Airfoil 

ALPHA= 0.0 M = 0.63 

Level Grid CPU time 

one 97 x 49 9.08469 min 

two 49 x 25 3.35482 min 

three 25 x 13 2.34815 min 

TABLE 2. COMPARISON OF CPU TIMES 

NACA 0012 Airfoil 

ALPHA= 1.0 M = 0.63 

Level Grid CPU time 

one 97 x 49 10.18599 min 

two 49 x 25 5.45800 min 
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Multigrid for the Incompressible 
Navier-Stokes Equations on 
Staggered Grids in General 
Coordinates 

S. Zeng and P. Wesseling1 

ABSTRACT Galerkin coarse grid approximation (GCA) in multigrid methods is 
investigated for the incompressible Navier-Stokes equations in general coordinates. 
An efficient algorithm performing GCA is presented. The behavior of coarse grid 
matrices is studied under GCA with different transfer operators. For square and 
L-shaped driven cavity problems, the performance of the multigrid method using 
different combinations of transfer operators for the computation of coarse grid 
matrices and of coarse grid correction is investigated. Further computations are 
carried out in general coordinates for a channel flow problem with backward facing 
step in three dimensions. 

1 Introduction 

In multigrid methods for partial differential equations, a sequence of computational 
grids is used simultaneously. The finest grid discretization has to be approximated 
on the coarse grids. There are two ways of doing this: by discretization of the 
differential problem ( discretization coarse grid approximation or DCA) or by al­
gebraic manipulation of the finest grid discretization; one way of doing this called 
Galerkin coarse grid approximation or GCA. Which of the two is best depends on 
circumstances. GCA is practically limited to linear problems, so that iterations 
on nonlinearities have to be taken outside multigrid, which is used as a linear 
systems solver; more (but perhaps cheaper, especially on vector computers) it­
erations may be required than with the nonlinear multigrid method. With GCA 
the discretization and solution phases are clearly separated, which leads to better 
structured, maintainable and reusable software; on the other hand, the future may 
belong to intertwined discretization and solution in adaptive computing strategies. 
DCA may be inaccurate on the very coarse grids that normally occur in multigrid, 

1 Faculty of Technical Mathematics and Informatics, Delft University of Technology, 
P.O. Box 5031, 2600 GA Delft, The Netherlands 
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leading to bad multigrid convergence; an example is given in [15]. For equations 
with discontinuous coefficients GCA is the method of choice ( [1], [5], [8], [17], [18]). 
For systems of equations efficient and correct implementation of GCA requires 
some care, and here this paper intends to contribute, for the particular case of 
the incompressible Navier-Stokes equations in general non-orthogonal boundary­
fitted coordinates discretized with the finite volume method on a staggered grid. 
This is a particular case where incorporation of the discretization method inside 
multigrid causes practical problems, because discretization in general coordinates 
with staggered arrangement of unknowns is a complicated affair; for more on this 
see [10], [13], [19] and references quoted there. Improvements in discretization and 
boundary condition implementation lead to code changes in many places in a non­
linear multigrid code employing DCA, and vectorization potential of the code is 
not great. Nevertheless, this approach is also pursued, see [11], but here we con­
centrate on GCA. 

2 The Incompressible Navier-Stokes Equations 1n 
General Coordinates 

Most of our considerations carry over to general systems of differential equations, 
but we will focus primarily on the incompressible Navier-Stokes equations, describ­
ing incompressible viscous flows. In order to be able to handle flows in complicated 
geometries, general boundary-fitted coordinates are used. In general coordinates, 
the incompressible Navier-Stokes equations are given in standard tensor notation 
and can be found in [10], [13] and [19]. With Euler backward time discretization 
and Newton linearization of the nonlinear terms, a discrete system on a staggered 
grid of the following form is obtained: 

( A31 

All 
A21 

Al2 

A22 

A 32 ) ( ul )n+l 
2 = 0, u 

Al3 

A23 

(2) 

where u 1, u2 and u3 approximate the variables related to the contravariant veloc­
ities and the pressure, respectively. In the instationary case, the spatial derivatives 
are approximated with central differences; in the stationary case, obtained by re­
placing the left-hand-side of (1) by zero, the convection terms are approximated 
by the hybrid scheme ([14]). Furthermore, in the stationary case we use Picard 
linearization instead of Newton. The structure of the discrete operator is given by 

(3) 
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In stencil notation (for more on this, see [18]), the action of a linear operator A 
can be represented by 

(4) 

where i = (i1 , i2 , •••,id) E g C zd are grid point indices; dis the number of space 
dimensions of Q; g is conveniently identified with its set of grid point indices. The 
operator A is fully specified by the numbers A(i,j). The structure SA of A is 
defined by 

sA = {i E zd: 3i E QIA(i,j) -1- o}. (5) 

Graphically, A can be denoted as, for example for the approximation of the Laplace 
equation in two dimensions: 

-1 l 1 -1 
-1 

or (6) 

where the elements with an underscore correspond to j = 0. The arrays in (6) and 
the numbers A( i, j) are all referred to as the stencil [A] of A; this is not found to 
lead to confusion. Similarly, we have, for the Navier-Stokes equations 

[A"]= [ : ; : l , [A"]= [ : : : : l, [A"]= [ : ; l , 
[A21] = [ ! ! l · [A22] = [ : ; : ] , [A"] = [ : ! : ] , (7) 

(8) 

Extension to three dimensions is straightforward. 
Let us explain something about GCA. For our present purpose it suffices 

to consider two-grid methods. Let there be given a fine grid g and a coarse grid 
g. Let U be the space of fine grid functions, and U the space of coarse grid 
functions: U = { u : g f----+ R,}, U = { ft : g f----+ R,}. After discretization of the 
partial differential equation under consideration and linearization a linear system 
of algebraic equations on the fine grid g is obtained, denoted by 

Au=b. (9) 

This linear problem can be solved with a linear multigrid method. With GCA, A 
is given by 

A=RAP, (10) 
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2i 

FIGURE 1. A cell of Q and the corresponding four cells of 9; the grid points for u 1 and 
u1 are indicated by -. 

where P : D f--+ U and R : U f--+ D are a prolongation and a restriction 
operator. Stencil notation of R and P can be given as 

with P* is the adjoint of P. 

3 Prolongation and Restriction 

We construct coarse grids by taking unions of fine grid cells. In figure 1 we present 
a cell of the grid Q and the corresponding four cells of Q. Let P 1 : U1 f--+ U 1 

be defined by bilinear interpolation. This means, for example, that ut is obtained 
from u},uf+e,,uf+e2,uI+ei+e2' with e1 = (1,0), e2 = (0,1). So one obtains: 

! (4-n)w 2(4-n) [ 

nw 2n 
(4 - n)e ne l 

8 (4-s)w 2(4-s) (4 - s)e 

1 [ nw 
- 2w 
8 

SW 

SW 2s 

(4 - w)n 
2(4 - w) 
(4 - w)s 

se 

(4-e)n ne l 
2(4-e) 2e . 
(4 - e)s se 

(12) 

(13) 

Here n = 0 on the "north" boundary and n = 1 elsewhere, and similarly for 
s, e and w on the south etc. boundaries. Another possibility, to be called hybrid 
interpolation, is to use linear interpolation in e but zeroth order interpolation in e or vice versa, resulting in 

[ n 11 l 2 2 . 
s s 

(14) 
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For prolongation P 3* of u3 we use zeroth order interpolation 

(15) 

Restriction is applied to residuals, and is performed by averaging the residuals 
in the fine grid staggered volumes that are (partly) contained in the coarse grid 
staggered finite volume under consideration, weighted with the part of the fine 
grid finite volume that is included. This leads to Rm =pm•, m = 1, 2, with pm• 
given by (14). 

Prolongation and restriction should be sufficiently accurate. A well-known 
rule for this is as follows ([2], [6]). Let the order mp of a prolongation be de­
fined as the highest degree of polynomials that are interpolated exactly, plus one. 
The order mR of a restriction is one plus the highest degree of polynomials that 
are interpolated exactly by R * after suitable scaling. Then the rule for a single 
differential equation of order M is 

(16) 

This is a sufficient condition. In [16] a numerical example is given of slow multigrid 
convergence in a case where 

(17) 

What is really needed is that the coarse grid correction does not amplify short 
wavelength error components. In [7] it is shown that (17) is necessary and sufficient 
with a different definition of mp and mR, referring to short wavelength behaviour. 
Here we refrain from further analysis. The extension to systems would seem to be 
( cf. [ 6], section 11.1.1) that if A mn is a discretization of a differential operator of 
order Mmn, then one should have at least 

(18) 

or better still 
(19) 

In the Navier-Stokes case we have M 11 = M 22 = 2, M 12 :S 2, J\;[21 :S 2 ( depending 
on circumstances: Cartesian or general coordinates), M 3" = Mn3 = l. For (12) 
and (13) we have mp = 2; for (14) and (15) we have mp = l. By numerical exper­
iments we have determined suitable choices for P and R, that will be discussed 
later. 

4 Efficient Programming of RAP 

A generalization of the GCA of Amn is 

Amn = RmnAmnpmn, (20) 
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with Rmn : um f-------+ iJm, pmn : iJn f-------+ un. We will now discuss algorithmic 
details of (20). For this purpose, the superscripts can be deleted. 

An algorithm for determining SA proposed in [18] may be used. In stencil 
notation we have 

A(i, n) = LmESR LqESp• R(i, m)A(2i + m, q + 2n - m)P*(i + n, q). (21) 

Equation (21) leads to nested do-loops over the d-tuples i, n, m and q. For high 
computing efficiency the longest loop, i.e. the loop over 9, should be the innermost 
loop. Tests on whether 2i + m E Q and i + n E 9 should not occur in the inner 
loop for vectorization. Therefore the correct set ( called 92 ) over which i varies is 
determined beforehand. Furthermore, R( i, m) and P* ( i, m) are not stored because 
they are constant in the interior and change only near boundaries. We therefore 
divide 92 into parts 92 (b), b EB with B some index set, in each of which R(i, m) 
and P*(i + n, q) are constant; their values will be denoted by Rb(m) and Pi;(n, q). 
This leads to the following algorithm: 

Algorithm RAP 
comment Calculation of A = RAP 
begin A= 0 

form E SR do 
91 = {i E 9: 2i + m E Q} 
for n E SA do 

92 = { i E 91 : i + n E 9} 
for q E Sp, do 

k = q+2n-m 
if k E SA then 

for b EB do 
µ = Rb(m)Pi;(n, q) 
for i E 92 (b) do 

A(i, n) = A(i, n) + µA(2i + m, k) 
od od 

end if 
od od od 

end RAP 

It is necessary to be more specific about the partitioning 92 (b) of 92 and about 
the determination of Rb(m) and P,;(n, q). Let 

92 = TI~=l {ib(c), ib(c) + 1, · · ·, ie(c)}. (22) 

Define 
92(b)=IJ~=192(bc,c), b=(b1,b2, .. ·,bd), bc=-1,0,1 (23) 

with 92(-l, c) = ib(c), 92(1, c) = ie(c), 92(0, c) = { ib(c)+ 1, ib(c)+2, .. ·, ie(c)-1 }. 
It is easily seen that 92 = ubEB 92(b) with B = I1d { -1, 0, 1 }. Next we assume that 
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R and P* are constant (but perhaps different) on the sides, corners and interior of 
9- All prolongations and restrictions discussed in section 3 satisfy this assumption. 
Since 92 C 9 the same is true for 92 (b). For Rb(m) one simply checks whether 
92 (b) is in the interior or on a boundary of 9, and selects the corresponding value 
of R(i, m) accordingly. With i E 92 (b), i + n is in a part of 9 where P*(i + n, q) 
is constant, as is seen after some reflection; this is the value selected for P;:(n, q). 

Extension to systems of differential equations is done block-by-block, accord­
ing to (20); this needs no further discussion. 

5 Properties of the Coarse Grid Operator 

For efficient multigrid convergence the coarse grid should have the approxima­
tion property, as defined and studied in [6] for the case of a single differential 
equation; for an elementary introduction see [18]. For systems of equations the 
approximation property is analyzed in [20]. For the Stokes equations discretized 
on a staggered grid as described before it is shown in [20] that with GCA we have 
the approximation property if P corresponds to biquadratic interpolation, and if 
R = P*. However, our numerical experience indicates that this condition (much 
stronger than (19)) is not necessary. This is fortunate, because with these transfer 
operators the structure of the stencil of the operator grows under GCA, leading 
to a superlinear dependence of computing work on number of unknowns. 

The structure of A mn as given by (20) with A mn given by (7) and (8) is as 
follows We choose Rmn = Rm = pm* m n = l 2 3 with pm* given by (14) and . ' ' ' ' 
(15). This means that mR = 1. Next, pm3 , m = 1, 2 is given by (15), and p 3m, 
m = 1, 2 is given by (14). This gives mp = 1. For pmn, m, n = l, 2 we choose 
pmn = pn, with two possibilities: bilinear or hybrid interpolation. In the bilinear 
case pn is given by (12), (13), giving mp = 2; in the hybrid case pn is given by 
(14), giving mp= 1. We find that with all of these choices the structure of Amn 

equals that of A mn. 
In order to realize efficient smoothing it is desirable that the operators A 

and A correspond to M-matrices. In the Navier-Stokes case the structure of the 
system to be solved is given by (7) and (8). It is desirable that A 11 and A 22 

correspond to M-matrices. This can be realized by upwind or hybrid differencing. 
It is also desirable that the coarse grid approximations A 11 and A 22 correspond to 
M-matrices, or retain at least as much diagonal dominance as possible. With GCA 
according to (20) this depends on Rmm and pmm_ We will now investigate this. 
Neglecting the viscous term (which brings the operator closer to the M-matrix 
property), typical upwind stencils for A 11 are 

(24) 

corresponding to a horizontal and a vertical flow direction, respectively. By nu-
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merical experimentation we find that m-fold GCA according to 

All(m) = RllAll(m-l)pll, All(0) = All (25) 

with P 11 given by the first equation of (14) and R 11 = plh results in (in the 
interior) 

1 2m 
[All(m)] = 2 [ -1 2 -1 ] + 2 [ -1 Q 1 ] (26) 

in the first case of ( 24) and in 

1 ~ l + 2-m [ ~1 ~ ~1 l 
-4 -1 6 1 -2 1 

(27) 

in the second case. With P 11 given by (12) and R 11 as before we obtain 

[A ll(m)] = 2m [ =! ~ ! l + _!__ [ =! ~ =! l 
12 -1 0 1 12 -1 2 -1 

+ 2-m [ !2 ~ -;1 l + 4-m [ !2 ~2 !12 l (28) 
12 1 0 -1 12 1 --=-2 

in the first case of (24), whereas the second case results in a stencil that is obtained 
from (28) by a 90° rotation. 

A finite difference operator A will be called a K-matrix if 

A( i, 0) > 0, A( i, j) ::; 0 for j :/= 0, Lj A( i, j) 2: 0. (29) 

In [18] it is shown that a K-operator corresponds to an M-matrix. We see that 
all of the coarse grid operators (26)-(28) deviate more from the K-property as 
m increases. Accordingly, smoothing performance might deteriorate on coarser 
grids. This phenomenon is well-known for applications of GCA to convection­
diffusion type equations ([3], [4]). Whether this is serious for our applications will 
be investigated by numerical experiments to be described later. 

For completeness we also show how a typical viscous term, given by 

[A11J~ [ ~I !: ~1 l (30) 

transforms under GCA. We find, with P 11 given by the first equation of (14) and 
Rll = pll*: 

[A ll(m)] = 2; 2 ~ [
-1 -4 

-1 -4 
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Note that the anisotropic nature of P 11 and R 11 causes the horizontal derivative 
to gradually disappear. With P 11 given by (12) and R 11 as before we find 

[
-1 

[A ll(ml] = ~ -1 
3 -1 

-1 

.a 
-1 

-1 +- -2 -1 l 4-m [ 1 

-1 3 1 

-2 
.4 
-2 

Note that in (32) the K-property is conserved, but in (31) is lost. 

(32) 

Using central differences, we found that satisfactory smoothing could be ob­
tained in the instationary case by choosing 6-t small enough. 

6 Numerical Experiments 

In section 3 we have described two types of prolongation: bilinear and hybrid, 
denoted as type B and type H for short. Prolongation in GCA and prolongation 
of corrections may be chosen differently. The prolongation for GCA will be denoted 
by PA and that for the correction by Pc. We always use (15) for the pressure. 
The notation PA ( B) means that the bilinear prolongation was used for the coarse 
grid matrix, etc .. Our concern here is that P A(H) violates (19); on the other 
hand, P A(B) bring us farther from the K-matrix property on the coarse grids 
in some situations. We ·.vill describe some numerical experiments to find suitable 
combinations of PA and Pc. 

Our first test problem is the two-dimensional square driven cavity flow prob­
lem, with a uniform computational grid. We use the stationary equations. The 
multigrid algorithm is as follows. The initial solution is zero. The W-cycle is used 
with one pre- and one post-smoothing. Since our main concern here is coarse grid 
approximation, it is not necessary to give details about the smoothing method, 
which was of distributive ILU type, not unlike the methods described in [20]. For 
details, see [21]. On the coarsest grid of size 2 x 2, exact solution takes place. The 
residual norm is measured by 

1 

r = lib - Aull= (!L~=l (LjEQm(bm - A mu);/N;')) 2 
(33) 

with M the number of unknowns and N;' the number of grid points in gm; gm 
is the part of the staggered grid where um is defined. Let r0 and Ti be the norm 
of the initial residual and the norm after i multigrid iterations on the finest grid, 
respectively. The average reduction factor is j5 = (rn/r0 ) ¼. The reduction factor Pi 
is defined by Pi = ri/ri-I · First, two outer (Picard) iterations are carried out, each 
with one multigrid cycle as inner iteration. In the third outer iteration 20 multigrid 
cycles are performed. Table 1 presents results. The numbers accompanied by a '*' 
are not accurate because machine accuracy was reached before the 20-th cycle. 

With Pc(H) and P A(H), the algorithm works for both the low and the 
high Reynolds number case. The reduction factor grows with refinement of grids, 
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TABLE 1. Reduction factors for the square driven cavity problem 

Re 1 10,000 
Finest 

PA grid 
Pc 

H B H B 

15 0.4093 0.2751 0.2788 0.2541 

Pm 0.4250 0.2760 0.3229 0.2699 
H P17 0.4253 0.2763 0.3239 0.2724 

Pis 0.4254 0.2763 0.3245 0.2750 

P19 0.4255 0.2765 0.3247 0.2824* 
32 X 32 P20 0.4256 0.2765 0.3241 0.3599* 

15 0.3741 0.2461 0.2522 0.2543 

Pl6 0.3961 0.2710 0.2731 0.2711 
B P17 0.3964 0.2713 0.2744 0.2735 

Pis 0.3966 0.2715 0.2764 0.2758 
p19 0.3963 0.2714 0.2773 0.2837* 

P20 0.3970 0.2714 0.2943* 0.3757* 

15 0.5064 0.3060 0.3236 0.2562 

P16 0.5292 0.3051 0.3988 0.2635 
H p17 0.5299 0.3058 0.4031 0.2652 

Pis 0.5304 0.3058 0.4045 0.2698 
p19 0.5308 0.3063 0.4041 0.2974 

64 X 64 P20 0.5312 0.3064 0.4031 0.4996 

15 0.4630 0.2411 0.2972 0.2645 
P16 0.4971 0.2695 0.3534 0.2648 

B P17 0.4981 0.2706 0.3530 0.2677 
Pis 0.4990 0.2712 0.3520 0.2815* 
p19 0.4998 0.2717 0.3507 0.4062* 

P20 0.5005 0.2732 0.3493 0.7557* 

15 0.5798 0.3304 0.3637 
P16 0.6008 0.3293 0.4155 

H P17 0.6019 0.3211 0.4211 div 

Pis 0.6028 0.3317 0.4245 
p19 0.6036 0.3329 0.4261 

128 X 128 P20 0.6043 0.3335 0.4263 

15 0.5313 0.2385 0.3329 
P16 0.5679 0.2522 0.3811 

B P17 0.5695 0.2571 0.3855 div 
Pl8 0.5709 0.2612 0.3866 
P19 0.5722 0.2646 0.3856 
P20 0.5733 0.2694 0.3835 
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but the rate of convergence remains satisfactory. Apparently, the violation of (19) 
does not spoil convergence enough to make the method useless. With Pc(B) and 
P A(B), the algorithm has very good convergence, except on the 128 x 128 grid 
for Re = 10, 000, where it diverges. The failure is observed to be caused by bad 
smoothing on coarse grids. This is explained by (28); a large departure from the 
K-matrix property occurs. Other combinations of Pc and PA give results lying 
between those from the above two extreme choices. Generally, for a fixed PA, 
Pc(B) gives better results; for a fixed Pc, P A(B) gives better results, if the 
algorithm works. P A(H) is more suitable for high Reynolds number cases, while 
P A(B) is more suitable for low Reynolds number cases. 

Now we go to general coordinates and compute the flow in a two-dimensional 
L-shaped driven cavity. A benchmark solution is available in [12] for Re = 100 and 
Re = 1000. We now use central differencing for the convection terms and time­
stepping. Due to time-stepping, we have a sequence of systems of equations at the 
corresponding time levels, which are to be solved by the linear multigrid method. 
With different combinations of Pc and PA, our purpose now is to see whether the 
multigrid method is also applicable in general coordinates. So we solve the problem 
until steady state. Because of central differencing, diagonal dominance is lost when 
the Reynolds number is sufficiently large, which could damage smoothing. Time­
stepping increases the main diagonal, and so one may expect that a proper choice 
of the time step Lit could still maintain smoothing even if the Reynolds number 
is large. Based on some numerical experiments, Lit = 0.2 is used for Re = 1000. 
For R~ = 100, Lit can be somewhat larger; here we choose Lit = l. At each time 
step, one multigrid iteration is carried out. The final time t is fixed at 20. Denote 
the residual norm defined by (33) for the stationary Navier-Stokes equations at 
t = 0 as r0 , and that at t = 20 as r 20 • In table 2, we give the reduction factor 
p = ri/ro of the one multigrid iteration at t = 20 on the 32 x 32, 64 x 64 and 
128 x 128 grids and the ratio r20 /r0 (measuring closeness to steady state), for all 
combinations of Pc and P Ai the numbers indicated by a '*' are obtained with 
a heavier underrelaxation in the smoothing method (not discussed here). The 
reduction factor gradually approaches a stable value after several time levels. 

The conclusions are as follows. When the Reynolds number is large, for a 
fixed PA, Pc(B) gives better results. But for a fixed Pc, P A(B) sometimes leads 
to slightly worse results. Whereas we have the same conclusion as for the square 
driven cavity problem when the Reynolds number is low. Again, P A(H) is better 
for high Reynolds numbers and P A(B) is better for low Reynolds numbers. 

A further computation is carried out for a three-dimensional flow in a channel 
with a backward facing step, as shown in figure 2 The grid is uniform in direction 3, 
and is generated in plane 1-2 by using a biharmonic grid generator. Only Re= 100 
is considered here. The combination of P A(B) and Pc(B) is employed. Transfer 
operators are replaced by their corresponding three-dimensional versions, which 
are obtained from the two-dimensional versions in a straightforward way. The fi­
nal time is again 20, and Lit is chosen to be 0.25 based on numerical experiments. 
Because this is found to be more efficient, the W-cycle used in the previous compu-
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TABLE 2. Reduction factors p and r 20 /r 0 for the L-shaped driven cavity problem on 
three grids with 2 x 2 coarsest grid 

Grid 
Pc 

PA I H I B 

Re = 100, b..t = 1 
H I 0.4120, 8.650 x 10-" I 0.3401, 9.143 x 10-~ 

32 X 32 B I 0.3189, 5.542 x 10-" I 0.3164, 6.758 x 10-" 
Re = 1000, b..t = 0.2 

H I 0.1437, 1.380 x 10-.:) I 0.1366, 1.348 x 10-.:) 
B I 0.1323, 1.361 x 10-.:) I 0.1294, 1.352 x 10-.:) 

Re = 100, b..t = 1 
H I 0.5043, 4.817 x 10-' I 0.4035, 7.023 x 10-" 

64 X 64 B I 0.4793, 2.978 x 10- 1 I 0.3781, 2.974 x 10-" 
Re = 1000, b..t = 0.2 

H I 0.1979, 3.757 X 10-4 I 0.1802, 3.699 X 10-4 

B I 0.1696, 3.682 x 10-q I 0.1721, 3.698 x 10-q 
Re = 100, b..t = 1 

H I o. 7992, 6.252 x 10-4 * I 0.4564, 6.437 x 10-" 
128 X 128 B I 0. 7252, 3.870 x 10-,H I 0.4009, 1.904 x 10-~ 

Re = 1000, b..t = 0.2 
H I 0.2071, 1.167 x 10-4 J 0.2270, 1.189 x 10-4 

B I 0.1432, 1.153 X 10-4 I 0.1523, 1.172 X 10-q 

FIGURE 2. The channel with a backward facing step and a 24 x 36 x 8 grid 
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TABLE 3. Reduction factors p and r 20 /r 0 for the channel with backward facing step on 
two grids, Re = 100, .6.t = 0.25 

Grid /5, r:,:u /ru 

12 X 18 X 4 0.0489, 0.7457 X 10-4 

24 X 36 X 8 0.1118, 0.9494 X 10-o 

FIGURE 3. Two particle traces in the channel flow on the 24 x 36 x 8 grid 

tations is replaced by the F-cycle with one pre- and one post-smoothing. At each 
time step, one multigrid iteration is carried out. A smoothing sweep consists of 
one plane sweep marching in direction 3, and in a plane (parallel to plane 1-2) the 
ILU smoother used before is applied. The coarsest grid solver uses the smoother, 
performing 10 sweeps. Table 3 gives the reduction factor of the one multigrid it­
eration at the final time and the ratio r 20 / r 0 , on the finest grid. The reduction 
factor gradually approaches a constant after some time steps. Figure 3 presents 
two particle traces on the 24 x 36 x 8 grid. Clearly, the flow pattern is very different 
from that obtained in two-dimensional cases (see, for instance, [9]), where the flow 
in the backward facing step forms a closed recirculation region. 

7 Conclusions 

Galerkin coarse grid approximation (GCA) for multigrid methods has been inves­
tigated for systems of equations. It is found that diagonal dominance of coarse 
grid matrices is lost or the derivative in a direction disappears for upwind dif­
ferencing. For central differencing, the derivative in a direction vanishes with the 
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hybrid prolongation. Furthermore, with the hybrid prolongation, the well-known 
accuracy condition (19) is violated. However, all this seems not to have caused 
serious problems. Numerical experiments show that for a fixed PA, bilinear pro­
longation for Pc is more efficient, unless the method diverges, which may occur. 
Bilinear prolongation for PA is more preferable for low Reynolds numbers, and 
hybrid prolongation for PA is more preferable for high Reynolds numbers. With 
bilinear prolongation for PA and Pc, we apply the method to a three-dimensional 
flow in a channel with a backward facing step. Satisfactory results are obtained. 
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